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Chapter 1
Introduction

Wai Tat Fu and Herre van Oostendorp

Abstract This book adopts a cognitive perspective to provide breadth and depth to
state-of-the-art research related to understanding, analyzing, predicting, and improv-
ing one of the most prominent and important classes of behavior of modern humans:
information search. This book is timely as the broader research area of cognitive
computing and cognitive technology has recently attracted much attention, and there
has been a surge in interest to develop systems that are more compatible with human
cognitive abilities. The goal of this book is to introduce a coherent set of theories,
methods, computational models, and empirical results that highlight how cognitively
compatible systems can and should be developed to improve information search by
humans. This edited book includes contributions from cognitive, social, informa-
tion, and computer scientists around the globe, including researchers from Europe
(France, Netherlands, Germany), the USA, and Asia (India, Japan), providing their
unique but coherent perspectives to the set of core issues and questions most relevant
to our current understanding of information search behavior. We expect this book
will be of interest to information scientists, psychologists, and computer scientists.

1.1 The Goal of This Book

This book adopts a cognitive perspective to provide breadth and depth to state-
of-the-art research related to understanding, analyzing, predicting, and improving
one of the most prominent and important classes of behavior of modern humans-
information search. This book is timely as the broader research area of cognitive
computing and cognitive technology has recently attracted much attention, and there
has been a surge in interest to develop systems that are more compatible with human
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2 W. T. Fu and H. van Oostendorp

cognitive abilities. The goal of this book is to introduce a coherent set of theories,
methods, computational models, and empirical results that highlight how cognitively
compatible systems can and should be developed to improve information search by
humans. This edited book includes contributions from cognitive, social, information,
and computer scientists around the globe, including researchers fromEurope (France,
Netherlands, Germany), the USA, and Asia (India, Japan), providing their unique
but coherent perspectives to the set of core issues and questions most relevant to our
current understanding of information search behavior. We expect this book will be
of interest to information scientists, psychologists, and computer scientists.

1.2 Applying a Cognitive Approach to Improve
Information Search

There has been a recent rise of research and applications on various cognitive tech-
nologies, which we broadly refer to as machines that are capable of performing tasks
that are traditionally done solely by humans (e.g., driving a car, engaging in a con-
versation, or finding relevant information from large databases). Naturally, cognitive
technologies that aim to replace humans tend to leverage a range of existing tech-
niques that are traditionally developed in the domain of artificial intelligence. For
various reasons, building autonomous machines that completely replace humans are
sometimes not possible or not desirable. As a result, there has been a recent surge of
interest in developing machines that can work along with humans, in ways that allow
humans to more effectively perform their tasks. To build machines that facilitate this
kind of human–machine collaboration, one needs to have a good understanding of
how humans process information, derive meanings from various symbolic structures
(e.g., language, signs, or pictorial symbols), communicate with each other, make
decisions, or make inferences. A better understanding of these cognitive functions
not only allows machines to be built to help humans accomplish their tasks, but they
can also be built to behave in ways that are more cognitively compatible with humans
to enhance human cognitive functions (e.g., make better decisions or inferences).

The goal of this book is to focus on this cognitive approach in developing informa-
tion search technologies.While there has been a long tradition of research from areas
such as psychology, linguistics, and information sciences that focus on understand-
ing of human cognitive functions in various situations, there has been relatively less
research that provides a unified cognitive perspective on how to conduct research in
ways that allow researchers to understand information search inmeaningful contexts.
Psychologists often focus on controlled experiments that lack realism. Information
scientists often focus on generic processes of information flows that lack foundations
from psychological theories. Computer scientists often focus on developing generic
systems and interfaces for all users that lack sensitivity to unique challenges faced
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by different user populations. This book intends to integrate multiple perspectives
from psychology, information science, and computer science to provide synergistic
insights into the spectrum of topics that are relevant to developing more cognitively
compatible systems for information search.

1.3 About This Book

This book has three main parts. In the first part, there are three chapters to provide a
few foundational concepts, theories, and frameworks of this book. The main focus is
on how the cognitive approach is distinct from traditional approaches in information
sciences and information retrieval research in computer sciences. In fact, the cog-
nitive approach combines these approaches in ways that allow it to provide unique
perspectives that inform the development of applications to improve information
search. Specifically, the first part of this book focuses on the computational cogni-
tive modeling framework that integrates information retrieval metrics into cognitive
simulations of user behavior in the broader information search process. This allows
theoretical constructs in information sciences to be operationalized into computa-
tional terms to provide descriptive and prescriptive propositions to the broader set of
activities related to information search behavior.

Having laid the foundational framework, in the second part, there are five chapters
on the methods and tools that support the cognitive approach. The goal of this part
is not to provide an exhaustive list. Rather, these chapters serve to provide exam-
ples demonstrating how empirical and computational methods and tools are used
to investigate the cognitive aspects of information search. For instance, a chapter
is devoted to describing how eye tracking can be a very informative technique to
better understand an information searcher’s interaction with a system. In addition,
there are a few chapters that focus on interface features that support information
search, particularly on ways that support the broader set of behavior that emerges
from more complex search tasks. There is also a chapter on discussing how human
cognitive abilities influence information search behavior and their implications on
the development of useful tools that support users with varying cognitive abilities.

To highlight the practical aspect of the cognitive approach, in the third and last
part, there are four chapters that demonstrate how the cognitive approach can inform
the development of tools to improve information search and related activities. These
four chapters not only demonstrate the utility of applying scientific understanding
of information search to develop better tools and technologies, but also provide a
snapshot of the emerging new application areas of information search. For example,
educational interventions such as instructions or training often hinge on effective
information search strategies to find relevant knowledge to solve problems. Better
information search skills, however, have not yet been incorporated into mainstream
educational curricula. This is partly due to the lack of principled understanding of how
we should train people to perform better information search, especially for children
and younger adults. Another timely issue is how to ensure that people can judge
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whether the information they consume is credible and not fabricated to influence
people’s beliefs, attitudes, or decisions. A better understanding of how users evaluate
credibility will lead to better tools that help users make better credibility judgements.
An important and challenging area is how people can harness the massive amount
of available information to make better forecasts. Finally, an increasingly important
trend is to leverage artificial intelligence tools, such as conversational agents, to
facilitate the various steps in the broader information search process.

In the following parts, we will preview the contents of each part to give the reader
a more detailed overview of this book.

1.3.1 Part I Foundation and Background

In Part I, we begin with the chapter by Peter Pirolli. Pirolli’s chapter (Chapter 2)
provides a general, yet succinct, overview of the history of computational cognitive
models, and how they can (and should) be applied in the new digital ecosystem
afforded by the emerging new information technologies that shape the everyday
lives of most people. Pirolli coined the term human–information interaction (HII)
as an emerging area of research that demands new perspectives on repurposing tra-
ditional psychological concepts and methodologies to understand the complex set
of interlocking processes that allow people to find, collect, understand, and act on
the diverse set of information from various dynamic sources. The key idea is that a
comprehensive understanding of HII requires integration of psychological theories
and concepts into computational predictive models to maintain both theoretical and
computational integrity and efficiency (Gardner 1985). The chapter demonstrates the
utility of computational cognitive models in predicting and explaining how people
understand and develop effective knowledge representations of a topic (a process
referred to as “sense-making”), judge the credibility of information and its sources,
and make decisions based on these processes.

The second chapter byWai Fu (Chapter 3) argues that information search is seldom
an isolated activity. Rather, information search is often an essential element among
a broader set of activities that allow a person to achieve his or her goal. For example,
when one searches for a new computer laptop online, the search activity is likely
initiated by the goal of purchasing a new laptop. The broader set of activities may
include understanding what (new) functions or capabilities of laptop are important
and relevant, how they impact the prices and thus may influence the decisions on
focusing on laptops that have good trade-offs between prices and functions. Fu argues
that, rather than an isolated episode of information search, these activities are better
studied as a series of interdependent processes of search, learning, and decision
making. Fu’s chapter shows how cognitive modeling has the benefit of having a solid
theoretical framework of information behavior based on research from psychology,
cognitive sciences, and information sciences, and at the same time, it is capable
of generating concrete computational simulations and predictions of behavior that
emerge from a set of complex set of activities. In a nutshell, computational cognitive
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models have the distinctive advantage of providing precise computational predictions
based on behavioral theories.

In the third chapter of Part I, Saraschandra Karanam and Herre van Oostendorp
(Chapter 4) show how computational cognitive models can be used to explain and
predict the influence of age-related cognitive abilities and domain knowledge on
information search behavior. Specifically, they showed that their model, called CoL-
iDeS+, is capable of predicting the differences in information search and navigation
behavior among people with different cognitive abilities and domain knowledge. The
chapter not only demonstrates again the foundational concepts and background of
computational cognitive models, but also demonstrates the utility of these models
and the distinctive advantage of applying these models to provide theoretical and
prescriptive propositions to improve information search.

1.3.2 Part II Methods and Tools

Information search is not only influenced by the quality of the search system, but
is also influenced by the characteristics of the user. For instance, users’ cognitive
abilities, computer experiences, age (and many more) play a decisive role in infor-
mation search behavior. Complex information search tasks often require the user to
issue a number of search queries, demanding strategic reformulations of keywords
after every query. Users can be supported by the search system during this phase of
information search by getting feedback about what the next query should be. Also,
one can imagine that when conducting a complex information search task, the sup-
port that a user needs from the search system in the beginning stages of search may
be quite different from that in later stages. This part provides an overview of the
development of different types of support for search. To evaluate the quality of a
search system, it is common that the number and nature of queries, the time needed
to solve the information problem, clicks on the search result pages (SERPs), etc. are
measured, analyzed, and studied. A recent development is the use of eye tracking in
order to measure where users look at and attend to, e.g., to which links on a Web
page or results page they look at and for how long. An important advantage of the
eye-tracking technique is that it can be done unobtrusively, that is, the search process
is less likely influenced by the extra interactions imposed on the user by the system.

Part II begins with an introduction to the above issues. The part begins with the
chapter by Mylène Sanchiz, Franck Amadieu and Aline Chevalier (Chapter 5), who
address the role of cognitive abilities and search strategies of the user in information
search. They describe important individual differences in search strategies and per-
formance and focus on how fluid and crystallized abilities may influence the different
stages of the search and how they can provide an account for users’ difficulties in the
search tasks. Fluid abilities refer to the abilities that support executive functioning
and include cognitive flexibility like switching of attentional focus; while crystal-
lized abilities refer to abilities that are acquired throughout life like prior knowledge,
and vocabulary skills (Horn and Cattell 1967). Purpose of the chapter is to provide
a theoretical and methodological foundation to better understand the role of these
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abilities. To this point, recent empirical studies are reviewed and analyzed in a new
framework. It is demonstrated how fluid and crystallized abilities impact updating
processes in working memory when searching for information.

Providing feedback on the adequacy and progress of the search and search queries
can be helpful and support the direction in which the search progresses. Herre van
Oostendorp and Saraschandra Karanam report in their chapter (Chapter 6) the empir-
ical research in which the influence of providing feedback on the semantic relevance
of queries and search results was examined with younger and older adults when they
reformulated their search queries. In previous research, it is demonstrated that infor-
mation scent (Pirolli and Card 1999), the semantic similarity between the search goal
and link labels duringWeb search, can provide good explanations of Web navigation
behavior. A similar approach is adopted in this chapter. Based on the computa-
tional modeling approach as put forward in the CoLiDeS+ model (see the chapter by
Saraschandra Karanam and Herre van Oostendorp, Chapter 4), it is assumed that the
information scent between a query and target information (i.e., page containing the
requested information) can predict the query process if users receive at least sufficient
information back from the search system. Providing feedback in this respect should
be helpful to users, particularly to older users, because it is known that their exec-
utive functions including their cognitive flexibility, in general, called fluid abilities
(Horn and Cattell 1967), decline with age (see specifically the chapter by Mylène
Sanchiz et al., Chapter 5). More specifically, the idea examined in this chapter is that
providing feedback on the semantic relevance of search queries and search results
can increase the semantic relevance of future search queries as they are reformulated
by the users.

Next, we discuss the idea that traditional search engines are not as well suited for
more sustained and complex information search tasks. During complex information
search tasks, various stages during the tasksmay demand varying support needs from
users (Savolainen 2018).HugoHuurdeman and JaapKamps address this issue in their
chapter (Chapter 7), which focuses on the question of how to design search interfaces
with enhanced support for the macro-level process. They begin with a review of
previous research, followed by a framework for supporting complex information
search tasks, which explicitly connects the temporal development of solving complex
tasks with different levels of support by search interface features. This is followed by
a discussion of examples of concrete search systems that include elements of their
framework in an exploratory search and sense-making context.

In the next chapter (Chapter 8), we present an overview of recent search sys-
tems including the support they offer. This is done by Kazutoshi Umemoto, Takehiro
Yamamoto and Katsumi Tanaka. Their chapter provides in-depth reviews of search
tools for supporting information search. With a brief introduction of cutting-edge
search support tools, the authors describe the key ideas behind the tools and implica-
tions for design. They also discuss the limitations of conventional search interfaces
to explore directions for future research on search support tools.

Finally, we pay attention to a relatively new technique to study information search,
the eye-trackingmethod as studied by JacekGwizdka andAndrewDillon (Chapter 9).
Eyes play an essential role in information acquisition from the external world. The
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eye-mind link hypothesis states that human attention is where our eyes are focused
(Just and Carpenter 1980). Even though covert attention phenomenon is known, it is
also known that to acquire sufficient detail, for example, the meaning of text, humans
need to fixate on an information object in their foveal (high-acuity) vision. Eye-mind
link hypothesis together with the limited area of foveal vision and eye movement
are the theoretical basis that makes eye tracking possible. In the simplest terms, eye
tracking can be used to measure aspects of visual attention and task performance and
it has been used to better understand a user’s interaction with information. Examples
are provided to demonstrate how eye-tracking data has been used to infer information
relevance, user expertise, search task, reading style, and how it could be used in an
adaptive information retrieval system.

1.3.3 Part III Areas of Applications

In this part, we focus on a number of different areas of applications. Searching texts
both online and in print has become an essential skill for twenty-first-century stu-
dents. Although most children can read fluently and comprehend short texts by the
age of 10, research suggests that older students and even adults experience difficulties
when searching for digital information inside digital texts, such as navigating and
inspecting different Web sites in order to solve an information problem. It is impor-
tant to know what difficulties young children have and how to teach the needed skills
to these young users. A separate problem that has become more and more promi-
nent is the problem of fake news or untruthful information accessed while solving
information tasks. Unlike traditional news media, anyone can publish information
on the Internet, often without any review or endorsement by professional gatekeep-
ers. Thus, in order to avoid comprehending incomplete or inaccurate information,
Web searchers need to critically evaluate the credibility of online information or its
source. However, research has indicated that Internet users of all ages seldom engage
in credibility evaluation spontaneously duringWeb search (Fogg 2003). Therefore, in
recent years, various interventions have been developed and tested to foster individ-
uals’ credibility evaluation during Web search. Often information search is embed-
ded in an integrated work environment for searching within and across documents
supporting highlighting, annotating, and organizing information. In these complex
information tasks, often called information-intensive tasks, users often make use
of sense-making tools and sometimes this work is done collaboratively. A specific
example is forecasting, that is, the process of generating judgments of probability for
a wide variety of future (geopolitical) events. Recent progress in information search
extends to applications that rely on conversational interactions, from speech-based
devices to robots and virtual agents. Conversational interfaces are becoming widely
accepted as utility tools, where a common function is to satisfy users’ information
needs. However, we are only starting to understand information-seeking behaviors
and design opportunities when moving from conventional graphical user interfaces
to conversational user interfaces.
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The issues raised above introduce the chapters that will be discussed in Part
III. More specifically, the four chapters in this part address the following topics.
The chapter by Jean-Francois Rouet, Julie Ayoroles, Monica Macedo-Rouet and
Anna Potocki (Chapter 10) synthesizes various theoretical models of the processes
involved in information search, drawing from information science aswell as cognitive
psychology. They identify three key processes that may represent specific challenges
for young students: constructing a task model, selectively scanning, and assessing
the relevance of information. The evidence is reviewed regarding children’s ability to
search for information, and the importance of the taskmodel is stressed on subsequent
search processes (Vakkari 2003).

The next chapter (Chapter 11) by Yvonne Kammerer and Saskia Brand-Gruwel
provides an overview of interventions in training credibility evaluation. Specifically,
the chapter distinguishes between three different types of interventions or support
tools. These are comprehensive long-term training programs that teach students the
entire process of conducting Web search (of which credibility evaluation is only one
aspect), short-term trainings that focus explicitly on aspects of credibility evaluation
during Web search, and computer-based applications that provide prompts or cues
that help evaluate the credibility of online information during Web search. The dif-
ferent types of approaches are compared and critically discussed in terms of both
their effectiveness and limitations.

Information intensive tasks like (geopolitical) forecasting are discussed in the
chapter by Ion Juvina, Othalia Larue et al. (Chapter 12). In this chapter, relevant
literature is reviewed from the areas of decision making, psychology, and human–
machine interaction, and the authors suggest how findings from these areas could
contribute to improvements in forecasters’ performance. Also, data and insights
gained from the experience of the authors as competitors in a government-funded
forecasting tournament are presented.

In the chapter on conversational interfaces (Chapter 13) by Vera Liao, Werner
Geyer, Michael Muller, and Yasaman Khazaen, the authors start by reviewing recent
work in the emerging area of conversational interfaces and layout their opportuni-
ties for supporting information search tasks. The authors then present insights from
their experience deploying a chatbot supporting information search in a large enter-
prise. They demonstrate how a conversational interface impacts user search behavior
and offers new opportunities for improving search experience, in particular for user
modeling.

1.4 Summary

The three parts of this book aim to provide a solid foundation and reference for
researchers and practitioners in areas related to information search. We expect that
readers will find that the cognitive approach can provide unique advantages in pro-
viding a theoretical and descriptive framework for predicting how people behave in
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various information search task environments afforded by the emerging technologi-
cal ecosystems. We also demonstrate how such framework can inform the design of
better tools and technologies for people to leverage information search to improve
performance in various tasks. The framework is timely as the broader research area
of cognitive computing and cognitive technology has recently attracted much atten-
tion, as better computational models of human behavior are increasingly needed to
complement traditional statistical approaches in machine learning to create systems
that are more compatible with human social and cognitive abilities.

The chapters of this book are written for a wide and diverse audience who may or
may not be experts in information search, but are interested in integrated approaches
to information search. In particular, we hope that researchers and practitioners from
computer science, information science, psychology, and human factors will find
this book useful for their work, research, and teaching. Contributors of this book
are from diverse disciplines and geographical locations, including cognitive, social,
information, and computer scientists from Europe, the USA, and Asia.
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Chapter 2
Challenges for a Computational
Cognitive Psychology for the New Digital
Ecosystem

Peter Pirolli

Abstract Advances in computational cognitive psychology have played an impor-
tant role in understanding and engineering human–information interaction systems.
These computational models include several addressing the cognition involved in the
human sensemaking process, user models that capture the knowledge that humans
acquire from interaction, and how people judge the credibility of online Twitter users
who influence decision-making. Themodels presented in this chapter build on earlier
information foragingmodels inwhich it is important tomodel individual-level knowl-
edge and experience because these clearly influence human–information interaction
processes. This chapter concludes with a discussion of challenges to computational
cognitive models as digital information interaction becomes increasingly pervasive
and complex.

2.1 Introduction

Human–information interaction is concerned with how people interact with and pro-
cess outwardly accessible information (Pirolli 2007a). It is an application field in
which new systems can benefit from cognitive engineering models that synthe-
size results from sound cognitive science and provide predictions about technol-
ogy and information designs. In turn, interactive digital systems serve as testbeds
for integrated psychological theories that provide the foundation for cognitive
engineering.

In this chapter, I provide a brief review of some of the advances that have been
made in computational cognitive psychology that have been relevant to understanding
and engineering human–information interaction systems. This chapter focuses on
cognitive models of the human sensemaking process, user models that capture the
knowledge that they acquire from interaction, and how people judge the credibility
of online Twitter users who influence decision-making. These models address tasks
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in which people have prolonged interactions with digital media and are shaped and
influenced by their experiences.

Scientific understanding and prediction in the field of HII require integrative psy-
chological theories. Theories need to provide predictions at multiple time-scales of
phenomena and provide explanations in multiple ways (Orr et al. 2019). Theories
also have to integrate across the typical subdivisions of psychological theory (Newell
1990). Computational cognitive modeling is an approach to understanding human
psychology and behavior using concepts and tools from the computational sciences.
Depending on the specific theoretical approach, the concepts may utilize computa-
tional algorithms, representations, processes, and mechanisms that may be specified
as programs to capture the essence of human perception, attention, memory, think-
ing, actions, learning, andother functions. Thepredictions of computational cognitive
models are often explored using computer simulations, although mathematical for-
mulations are also often used. Modern cognitive psychology and cognitive science
would not exist in its current form without computational cognitive models (Gardner
1985).

One of the significant subfields within the computational cognition approach is
the development of theories of cognitive architectures (Kotseruba and Tsotsos 2018),
which strive to unify results from disparate studies into a unified theory of how the
structures and mechanisms of the mind work together to produce intelligent behav-
ior in a wide diversity of environments. Recently, a standard model of cognition has
emerged as a consensus among these cognitive architecture theories (Fig. 2.1). The
early work of Card et al. (1983)—a seminal monograph in the field of human–com-
puter interaction—had a significant impact on theories of cognitive architecture and
the emergence of the standard model of the mind. Card et al. (1983) set out to propose
what they called a cognitive engineering model called the Model Human Processor
that was a synthesis of findings from a diverse set of cognitive psychology paradigms.
Cognitive engineering models are aimed at supporting prediction about human fac-
tors in the applied contexts (Gray 2008). A designer with a cognitive engineering
model in hand can explore and explain the quantitative and qualitative effects of

Fig. 2.1 Standard model of
the mind (Laird et al. 2017)
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different design decisions before the heavy investment of resources for implemen-
tation and testing. This exploration of design space is more efficient because the
choices among different design alternatives are better informed: Rather than oper-
ating solely by intuition, the designer is in a position to know which avenues are
better to explore and which are better to ignore. Over the decades, there has been a
continued symbiotic relationship among computational cognitive architectures and
cognitive engineering models.

The standard model of the mind consists of independent modules that have dis-
tinct functions for perception, motor action, working memory, declarative long-term
memory, and procedural long-term memory. Complex internal processing and exter-
nal behavior arise from sequential cognitive cycles, each cycle performing a sin-
gle deliberate act that might involve (for instance) initiating processing of a visual
perception, initiating a retrieval of knowledge from long-term declarative memory,
performing a step of abstract reasoning, or initiating a motion action. The memory
components store, maintain, and retrieve content. Procedural memory stores pattern-
driven knowledge about how to select and execute internal and external actions and
generally provides the flow of control for the cognitive cycles. Working memory
provides a temporary store of the outputs of perception and retrievals from declar-
ative long-term memory. Long-term declarative memory stores knowledge, facts,
and experiences. The standard model includes long-term learning mechanisms that
incrementally adapt procedural and long-term declarative memories.

Cognitive architectures provide an integrated theory of human cognition and are
consequently a good source of applied cognitive engineering theory for HII. Devel-
oping computational cognitive models forces deeper understanding and insights for
HII because of the rigor required. The tools of computational simulation support the
prediction of performance and failure modes without the need for uniformed exper-
imentation (Gray et al. 1993). Often, they serve as a foundation for the development
of new design principles, tools, and methods.

Table 2.1 presents a sample of HII engineering questions that have been addressed
by cognitive models. In contrast to conceptual models, such as process diagrams

Table 2.1 Sample of questions that can be answered by cognitive engineering models (expanded
from Pirolli [1999, 2007a])

Questions answered by cognitive models

• What is the time it would take to perform
elementary tasks, like inserting, deleting, or
moving text?

• How long will it take to learn the skills
required for basic text editing?

• Will knowledge of other applications, such
as a spreadsheet, transfer to the text editor?

• Will a user be able to figure out how to
perform tasks (e.g., by exploration of the
interface) without explicit instruction?

• What arrangement of information on a
display yields more effective visual search?

• How difficult will it be for a user to find
information on a World Wide Web site?

• What will this person learn from this Web
session?

• Will this person be biased in their
information search?

• Will this person judge this Twitter user to be
a credible source?
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prevalent in the field of information retrieval (e.g., Chapter 3, Hearst 2009), cog-
nitive models provide quantitative predictions. Earlier versions of this summary
have appeared in handbook chapters (Pirolli 1999, 2007a), and a comparison among
them illustrates the continuing progress of the cognitive modeling and engineering
approach.Only the first question about elementaryHCI operations could be answered
by the modeling approaches in Card, Moran, and Newell (Card et al. 1983). The last
three questions have been addressed by models published since Pirolli (2007a) and
are the focus of the research reviewed in this chapter. Recent research extending
cognitive models to online social behavior (Orr et al. 2019) and mobile health sys-
tems for personalized behavior change (Pirolli et al. 2018) suggest these models will
continue to address an ever-broadening array of engineering issues.

2.2 Sensemaking

Although many information seeking tasks are short and transactional in nature, there
is a pervasive category of tasks that involve sensemaking (Klein et al. 2006a, b;
Pirolli and Russell 2011; Russell et al. 1993). Sensemaking is the term that has
emerged for human behavior surrounding the collecting and organizing information
for deeper understanding. It involves finding information and learning from it, solving
ill-structured problems, acquiring situation awareness, and participating in social
exchanges of knowledge. Sensemaking is also a conceptual framework for the process
of forming and working with meaningful representations in order to facilitate insight
and subsequent intelligent action (Klein et al. 2006a, b; Pirolli and Card 2005).

As summarized in Pirolli and Russell (2011), there are actually several variants of
conceptual frameworks for sensemaking. The macro-cognitive model of sensemak-
ing (Klein et al. 2006a, b) also called the data/frame theory proposes that situation
awareness can be considered a state-of-knowledge about the world, involving a form
of mental model representation. It assumes that meaningful representations called
frames define what counts as data and how those data are structured for mental
processing. Frames can be expressed in a variety of forms including stories, maps,
organizational diagrams, or scripts. Whereas frames define and shape data, data can
mandate changes to frames. In this framework, sensemaking can involve the elabora-
tion of a frame (e.g., filling in details), questioning a frame (e.g., due to the detection
of anomalies), or reframing (e.g., rejecting a frame and replacing it with another).
The data/frame theory proposes backward-looking processes are involved in forming
mental models that explain past events and forward-looking mental simulations that
predict how future events will unfold (see Fig. 2.2).

A similar conceptual model of Pirolli and Card (2005) derives from the study
of intelligence analysts. The overall process is organized into two major loops of
activities: (1) a foraging loop that involves processes aimed at seeking and filtering
information, as well as reading and extracting information into a mental model orga-
nizing framework (Pirolli and Card 1999), and (2) a sensemaking loop (Russell et al.
1993) that involves iterative development of representational schemas that best fit
the evidence and provide a basis for understanding the data.
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Fig. 2.2 Data/frame model (Source Image reproduced from Klein et al. [2006b])

2.2.1 Cognitive Model of Geospatial Sensemaking
and Cognitive Biases

Lebiere et al. (2013) present a computational cognitive model of people performing
a sensemaking in an experiment with a geospatial intelligence information system.
The interface was map-based, and provided different layers that superimposed visual
information on the map to communicate various kinds of intelligence that had been
obtained (Fig. 2.3). The superimposed data layers included HUMINT (human intel-
ligence), IMINT (image intelligence), MOVINT (movement intelligence), SIGINT
(signal intelligence), and SOCINT (socio-cultural intelligence). The information for-
aging subtasks involved clicking through the various layers to obtain information.
The users’ goal was to use this information to update hypotheses about what various
simulated insurgent groups were about to do next. These tasks involve an iterative
process of requesting new intelligence (evidence) from available sources and using
that evidence to update hypotheses about potential adversaries.

The experiment used the COIN AHA tasks, developed as part of the IARPA
ICArUS program. In the COIN AHA tasks, simulated enemy groups attack at sites
on roads in an area of interest. Users are assigned the problem of inferring probabilis-
tic hypotheses about the perpetrators of the attacks. The AHA tasks included some
that focused on a kind of statistical learning based on patterns of attacks by insurgent
groups located on a map-like layout, and another subset of tasks that required rea-
soning with a set of rules (Bayesian update rules) concerning the relation of observed
evidence to inferences about the likelihood of attack by different insurgent groups.
Across the tasks, users had to infer which groups were responsible for attacks, allo-
cate troops for protection, infer geographical distribution of the insurgent groups,
and predict the probability of an imminent attack by each known group.
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Fig. 2.3 Sample screen from a geospatial intelligence task modeled in Lebiere et al. (2013). Partic-
ipants must make sense of information in the map and estimate the likelihood that a given “event”
(denoted by the “1”) was produced by one of four possible insurgent groups (groups aqua, bromine,
citrine, or diamond). Different layers can be selected to reveal different features (layers HUMINT,
MOVINT, SOCINT, and IMINT). As they process the information revealed in the different layers,
participants must update their probability estimates about the group that instigated the given event
using the bars in the lower right

A total of N = 45 people participated in an experiment using the AHA tasks.
Lebiere et al. (2013) developed simulation models in ACT-R (Anderson 2007) of the
information-foraging and hypothesis-updating processes involved in this sensemak-
ing experiment. The ACT-R simulation environment is a computational architecture
that supports the development of specific models. ACT-R is composed of modules,
processing different kinds of content, which are coordinated through a centralized
production module. Each module theoretically corresponds to a brain region. Each
module is assumed to access and deposit information into buffers associated with the
module, and the central production module can only respond to the contents of the
buffers.

The development of the geospatial sensemaking model involved first perform-
ing an analysis and decomposition of the overarching task into unit tasks (Card
et al. 1983). Unit tasks reflect a rational analysis of the task structure to a temporal
granularity at which cognitive mechanisms can be specified to achieve those tasks.
The bulk of the simulated sensemaking behavior in ACT-R was produced using a
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general-purpose mechanism, whereby situation-action-outcome-utility experiences
are stored and retrieved as memory chunks in ACT-R declarative memory. These
memory-based experiences are used to drive sensemaking behavior using a variation
of instance-based learning theory (IBLT) (Gonzalez et al. 2003). IBLT is particularly
pertinent to modeling naturalistic decision-making in complex dynamic situations.
Not only did the sensemaking model provide good fits to the human performance, it
accounted for data regarding the levels of cognitive biases (Nickerson 1998; Tversky
andKahneman 1974), exhibited by participants for confirmation bias, anchoring, rep-
resentativeness, and probability matching. Thus, a cognitive architecture and IBLT
provided a unified account of performances and biases in a complex sensemak-
ing task. A related IBLT model is discussed below that address data about human
credibility judgment.

2.3 Topic Learning and Knowledge-Tracing
in Sensemaking Tasks

One common subclass of sensemaking tasks involves acquiring knowledge of some
new (to the user) technical or scientific domain in order to answer questions and/or
make decisions. For instance, following a medical diagnosis, most people attempt to
make sense of available information in order tomakemedical decisions. Professional
jobs frequently require that people stay up-to-date on emerging technical areas related
to their work. Exploratory search technologies (Marchionini 2006;White et al. 2006)
aim to provide users with means that go beyond query-based search engines, to
provide users with improved ways of understanding the topical and navigational
landscape of available content, and to provide improved ways of making sense of
that content to achieve users’ goals.

To study such topic learning with novel exploratory browsers, we developed an
experimental paradigm called the topic learning paradigm. This paradigm is illus-
trated in Fig. 2.4. Participants are asked to perform as sensemaking task that involves
foraging for information and making sense of it in order to answer questions, and
develop a short summary that addresses certain questions. The users’ conceptual
model of the domain is probed and tracked over the course of the task. In earlier
work, we used methods as simple as asking people to draw trees of the concepts and
subconcepts in the corpus of interest (Pirolli et al. 1996) or asking them to generate
precise queries (Kammerer et al. 2009). Figure 2.3 captures a variant of this paradigm
used in Pirolli and Kairam (2013) in their model of sensemaking using a tagging and
notebook system called Spartag.us (Nelson et al. 2009). The experiment asked users
to learn about the then-new domain of Web-based mashup technology, with users
tested for the knowledge of the domain before and after their sensemaking tasks.
Detailed traces of each user’s interactions with Spartag.us were used to diagnose
user knowledge states as they interacted with the system and to make predictions
about their performance on the post-experimental knowledge tests.
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Fig. 2.4 Topic learning paradigm for studying sensemaking

A knowledge-tracing model (Pirolli and Kairam 2013) was developed as a user
model. This knowledge-tracing model is induced from the documents tagged by
an expert in a social tagging system. Tags identified with “expertise” in a domain
can be used to identify a corpus of domain documents. That corpus can be fed
to an automated process that distills a topic model representation (Griffiths et al.
2007) characteristic of the domain. As a user navigates and reads online material,
inferences can be made about the degree to which topics in the target domain have
been learned. This approach could also be used to perform new kinds of student
modeling for educational purposes (Brusilovsky et al. 2016).

The Pirolli and Kairam (2013) knowledge-tracing model was developed in
three stages. First, a topic model was developed to represent user knowledge
states. This stage involved the use of latent Dirichlet allocation (LDA; Blei et al.
2003) to induce the latent topics inherent in the subject domain. Knowledge of the
domain can be represented as the possession of different degrees of latent ability
(or “strength-of-knowledge” of a topic, see Fig. 2.5) with respect to each of these
underlying latent topics. Second, a measurement framework (using a Rasch model;
Rasch 1960) was developed to assess users’ knowledge profiles across those latent
topics. Users’ responses to questions and their Web browsing traces can be used
to measure knowledge of the latent topics. Third, the modeling and measurement
predictions were tested against the observed pre- and post-test questions about the
target domain from a topic learning study (Nelson et al. 2009). In the Nelson et al.
(2009) study, the sensemaking task involved learning about the then-novel domain
of Web 2.0 mashups, and example pre- and post-test items were questions such
as “Intel is strongly involved in building a Web mashup maker” or “Web mashup
software is typically written in XML.” The predictions concerned the individual
learning gains made by each user as they engaged in the sensemaking task, using
recorded traces of their behavior collected with Spartag.us. Gain scores for each
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Fig. 2.5 Knowledge-tracing user model (Pirolli and Kairam 2013) is a profile of strength-of-
knowledge weights (indicated by bar heights). A user’s knowledge profile is modified by the mix
of topics that they read while sensemaking. The likelihood that a user will be able to answer a given
question is predicted by the user’s knowledge profile over the topic mix embedded in the question

individual were calculated as gain = (posttest score – pretest score)/(max score
– pretest score). These learning gains predicted by the knowledge-tracing model,
and the observed gains, are reproduced in Fig. 2.6.
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2.4 Credibility

Cognitive models (Pirolli 2007a, b, c) of information foraging explain and predict
human browsing and search withWeb-based content. A major aspect of such models
concerns how cues are perceived and used to judge information scent. These models
assess how complex cues are processed to make judgments about relevance, and
how those judgments affect decisions about actions to take to get to the most useful
information (i.e., how to optimize information foraging).

Beyond the use of information scent to guide information navigation, an addi-
tional concern is how people assess cues about online information sources (e.g., the
Web; Twitter; Facebook) to judge their credibility, and how those credibility judg-
ments bias decision-making. In making decisions about what products to buy, which
destinations to visit on vacation, or who to vote for in an election, people frequently
take in information from online sources that vary in their credibility (Birnbaum 1979;
Hovland et al. 1953). Early models developed to address credibility judgments about
Web sites generally fell into two categories. One category involved stage models that
focus on the iterative process of credibility evaluation, i.e., how the assessment takes
place when users open a page, read the contents, and are further involved with the site
(Diana et al. 2016). The other main category follows a bottom-up approach attempt-
ing to empirically establish what elements on a Web page impact users’ credibility
judgment.

Inspired by both of these approaches, Liao et al. (2012) developed a detailed
ACT-R cognitive model covering both the iterative processes of stage models and
the impact on credibility judgment of specific-user interface cues in different task
and content contexts. The model addressed data from an earlier study of the Twitter
microblogging service (Canini et al. 2011). In that study, participants were presented
with a page generated to represent individual Twitter users. Each of these gener-
ated pages included a user name and icon, a set of social status statistics (number
of following, followers, and tweets), 40 tweets by the user, and a word cloud sum-
marizing the Twitter user’s generated content. Among other things, each participant
was asked to rate presented Twitter users’ credibility in making judgments in the
specific domain of car purchases. The Canini et al. (2011) study manipulated the
content domain in which credibility judgments were made, as well as cues about
the presented Twitter user’s social status, and the type of visualization used by the
participants.

The ACT-R model of credibility judgment relies primarily on the instance-based
learning theory mechanisms discussed above. The ACT-R credibility model is set up
with declarative memory content that is intended to represent word semantics and
topics that model the knowledge and experience of an average user. This declarative
memory content includes word chunks, topic chunks, and credibility chunks, and
optionally, contextual cue chunks capturing the perceived social status of encountered
Twitter users based on their follower/followee statistics (Canini et al. 2011). These
chunks are created by processing a corpus of tweets collected from 1,800 Twitter
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accounts randomly chosen from different WeFollow directories.1 From these data,
word chunks were created to represent the 3,000 highest frequency words in the
corpus. Latent Dirichlet allocation (LDA) topic modeling (Blei et al. 2003) was used
to induce topic chunks. The ACT-Rmodel for Twitter page credibility judgment uses
two buffers in addition to the basic ACT-R buffers: a word buffer and a credibility
cue buffer. The content of the word buffer reflects the text that the model attends to
and holds in a short-term memory. The credibility cue buffer contains cues identified
by the model which may potentially have an impact on credibility judgments. This
model performs a three stage process: (1) perception and attention to the words in
tweets, (2) the identification of information cues that impact credibility judgment that
uses the spreading activation mechanism of ACT-R, (3) use of the information cues
to make a credibility judgment using the declarative memory blending mechanism
in ACT-R (Gonzalez et al. 2003).

This ACT-R credibility model was matched to data from participants who rated a
Twitter author’s credibility for giving recommendation on topics such as car prices.
Figure 2.7 shows the participant results andmodel results for credibility ratings about
ten users chosen from the WeFollow directories of cars. The fit between human and
model results for credibility judgments about car prices is R2 = 0.56.
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Fig. 2.7 Predicted credibility ratings against human ratings for ten users from WeFollow (Liao
et al. 2012) (Numbers above the data points index specific users)

1https://twitter.com/wefollow?lang=en.
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2.5 Conclusion

This chapter illustrates a continued expansion of the domain of cognitive engineering
models (Table 2.1). More specifically, the models presented here build on earlier
information foraging models in which it became important to model individual-
level knowledge and experience because it clearly influences human–information
interaction processes. There are numerous challenges to the continued development
of rigorous cognitive engineering models. These challenges arise from the reality
that in the time since the origins of research on the psychology of human–computer
interaction (Card et al. 1983), information systems have advanced at an extraordinary
rate. Cognitive models have been useful in the design of novel information foraging
techniques (Olston and Chi 2003; Suh et al. 2002) and techniques addressing bias
and credibility in sensemaking (Vydiswaran et al. 2012a, b) and knowledge gains
from sensemaking (Brusilovsky et al. 2016).

One challenge is that people are now engaged in prolonged modes of interac-
tion with pervasive digital infrastructure. Since the days of the 1980s desktop, our
interaction with information systems has evolved to become pervasive throughout
our daily lives and it involves richer and more prolonged modes of interaction. How
people make sense of the online world and are influenced by their experiences drives
much of the current engineering of the online universe. The models presented here
are an attempt to capture just a fraction of these prolonged engagements.

Another challenge is the need for expansion of computational cognitive the-
ory. Human psychology and behavior in this new digital ecology of everyday life
require the expansion of existing computational theories of cognition. Existing the-
ory needs to be expanded to embrace the richness of psychological phenomena at
multiple time-scales (Orr et al. 2019) and the importance of modeling the unique
individual knowledge and experience that accumulates with near-continuous online
interactions.

A further challenge is the need for new methods. Because information systems
have become so pervasive in everyday life, a significant challenge for experimental
behavioral science is the ability to generalize from results obtained in the laboratory to
be able to say something scientific and relevant about themeaningful activities people
perform in their daily lives (Baumeister et al. 2007). Pervasive digital infrastructure
provides new challenges—as well as new opportunities—for experimental methods
to study such behavior. One area in which new rigorous methods are being explored
is digital health platforms (Pirolli et al. 2018). For instance, the sequential multi-
ple assignment randomized trial method (SMART; Collins et al. 2007) is suited for
understanding sequentially delivered interventions–for instance, a sequence of tests
that compare treatment versus control conditions. Micro-randomized trials (Klasnja
et al. 2015) combine aspects of within-participant and between-participant experi-
mental designs in ways that greatly increase statistical power. Each of these methods
extends traditional experimental designs and statistical techniques in ways that are
more congruent with how digital platforms actually operate and collect rich data. In
commercial systems, it is commonplace to engineer systems having user models that
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track individuals over the long term, that utilize data from all levels of time-scales,
and that are refined through continuous experimental testing. Continued evolutions
of science-based cognitive models will likely need to meet these challenges using
similar, although more scientifically justified techniques.

References

Anderson JR (2007) How can the human mind occur in the physical universe? Oxford University
Press, Oxford, UK

Baumeister RF, Vohs KD, Funder DC (2007) Psychology as the science of self-reports and finger
movements: whatever happened to actual behavior? Perspect Psychol Sci 2(4):396–403. https://
doi.org/10.1111/j.1745-6916.2007.00051.x

Birnbaum MH (1979) Source credibility in social judgment: bias, expertise, and the judge’s point
of view. J Pers Soc Psychol 37(1):48–74

Blei DM, Ng AY, Jordan MI (2003) Latent Dirichlet allocation. J Mach Learn Res 3:993–1022
Brusilovsky P, Somyurek S, Guerra J, Hosseini R, Zadorozhny V, Durlach PJ (2016) Open social
student modeling for personalized learning. IEEE Trans Emerg Top Comput 4:450–461. https://
doi.org/10.1109/TETC.2015.2501243

Canini K, Suh B, Pirolli P (2011) Finding credible information sources in social networks based
on content and social structure. Paper presented at the IEEE international conference on social
computing, SocialCom 2011, Boston, MA

Card SK, Moran TP, Newell A (1983) The psychology of human-computer interaction. Lawrence
Erlbaum Associates, Hillsdale, NJ

Collins LM, Murphy SA, Strecher V (2007) The multiphase optimization strategy (MOST) and
the sequential multiple assignment randomized trial (SMART): new methods for more potent
eHealth interventions. Am J Prev Med 32(5 Suppl):S112–118. https://doi.org/10.1016/j.amepre.
2007.01.022

Diana F, Bahry S, Masrom M, Masrek MN (2016) Website credibility and user engagement: a
theoretical integration. Paper presented at the 2016 4th international conference on user science
and engineering (i-USEr), 23–25 August 2016

Gardner H (1985) The mind’s new science. Basic Books, New York
Gonzalez C, Lerch JF, Lebiere C (2003) Instance-based learning in dynamic decision making. Cogn
Sci 27:591–635

Gray WD (2008) Cognitive modeling for cognitive engineering. In: Sun R (ed) The Cambridge
handbook of computational psychology. Cambridge University Press, Cambridge, pp 565–588

Gray WD, John BE, Atwood ME (1993) Project Ernestine: A validation of GOMS for prediction
and explanation of real-world task performance. Hum-Comput Interact 8:237–309

Griffiths TL, Steyvers M, Tenenbaum JB (2007) Topics in semantic representation. Psychol Rev
114(2):211–244

Hearst MA (2009) Search user interfaces. Cambridge University Press, New York
Hovland CI, Janis IL, Kelley HH (1953) Communication and persuasion. Yale University Press,
New Haven, CT

Kammerer Y, Nairn R, Pirolli P, Chi EH (2009) Signpost from the masses: learning effects in an
exploratory social tag search browser. Paper presented at the proceedings of the 27th international
conference on human factors in computing systems, Boston, MA, USA

Klasnja P, Hekler EB, Shiffman S, Boruvka A, Almirall D, Tewari A, Murphy SA (2015) Micro-
randomized trials: an experimental design for developing just-in-time adaptive interventions.
Health Psychol: Official J Div Health Psychol, Am Psychol Assoc 34:1220–1228. https://doi.
org/10.1037/hea0000305

https://doi.org/10.1111/j.1745-6916.2007.00051.x
https://doi.org/10.1109/TETC.2015.2501243
https://doi.org/10.1016/j.amepre.2007.01.022
https://doi.org/10.1037/hea0000305


26 P. Pirolli

Klein G, Moon B, Hoffman RR (2006a) Making sense of sensemaking 1: alternative perspectives.
IEEE Intell Syst 21(4):70–73

Klein G, Moon B, Hoffman RR (2006b) Making sense of sensemaking 2: a macrocognitive model.
IEEE Intell Syst 21(5):88–92

Kotseruba I, Tsotsos JK (2018) 40 years of cognitive architectures: core cognitive abilities and
practical applications. Artif Intell Rev. https://doi.org/10.1007/s10462-018-9646-y

Laird JE, Lebiere C, Rosenbloom PS (2017) A standard model of the mind: toward a common com-
putational framework across artificial intelligence, cognitive science, neuroscience, and robotics.
AI Mag 38:13–16. https://doi.org/10.1609/aimag.v38i4.2744

Lebiere C, Pirolli P, Thomson R, Paik J, Rutledge-Taylor M, Staszewski J, Anderson JR (2013)
A functional model of sensemaking in a neurocognitive architecture. Comput Intell Neurosci
2013:921695. https://doi.org/10.1155/2013/921695

Liao QV, Pirolli P, Fu W (2012) An ACT-R model of credibility judgment of micro-blogging
Web pages. Proceedings of the international conference on cognitive modeling (ICCM 2012).
Universitätsverlag der TU Berlin, Berlin, pp 103–108

Marchionini G (2006) Exploratory search: fromfinding to understanding. CommunACM49(4):41–
46. http://doi.acm.org/10.1145/1121949.1121979

Nelson L, Held C, Pirolli P, Hong L, Schiano D, Chi EH (2009) With a little help from my friends:
examining the impact of social annotations in sensemaking tasks. Paper presented at the proceed-
ings of the 27th international conference on human factors in computing systems, Boston, MA,
USA

Newell A (1990) Unified theories of cognition. Harvard University Press, Cambridge, MA
NickersonRS (1998)Confirmation bias: a ubiquitous phenomenon inmanyguises. RevGenPsychol
2(2):175–220. https://doi.org/10.1037/1089-2680.2.2.175

Olston C, Chi EH (2003) ScentTrails: integrating browsing and searching on the Web. ACM Trans
Comput-Hum Interact 10(3):177–197

Orr MG, Lebiere C, Stocco A, Pirolli P, Pires B, Kennedy WG (2019) Multi-scale resolution of
neural, cognitive and social systems. Comput Math Organ Theor 25(1):4–23. https://doi.org/10.
1007/s10588-018-09291-0

Pirolli P (1999) Cognitive engineering models and cognitive architectures in human-computer
interaction. In: Durso FT, Nickerson RS, Schvaneveldt RW, Dumais ST, Lindsay DS, Chi MTH
(eds) Handbook of applied cognition. Wiley, West Sussex, England, pp 441–477

Pirolli P (2007a) Cognitive models of human-information interaction. In: Durso FT (ed) Handbook
of applied cognition, 2nd edn. Wiley, West Sussex, England, pp 443–470

Pirolli P (2007b) Information foraging theory: adaptive interaction with information. Oxford
University Press, Oxford; New York

Pirolli P (2007c) Information foraging: a theory of adaptive interaction with information. Oxford
University Press, New York

Pirolli P, Card SK (1999) Information foraging. Psychol Rev 106:643–675
Pirolli P, Card SK (2005) The sensemaking process and leverage points for analyst technology.
Paper presented at the 2005 international conference on intelligence analysis, McLean, VA

Pirolli P, Kairam S (2013) A knowledge-tracing model of learning from a social tagging system.
User Model User-Adap Inter 1–30. https://doi.org/10.1007/s11257-012-9132-1

Pirolli P, Russell DM (2011) Introduction to this special issue on sensemaking. Hum-Comput Inter
26:1–8

Pirolli P, Schank P, Hearst M, Diehl C (1996) Scatter/Gather browsing communicates the topic
structure of a very large text collection. Proceedings of the conference on human factors in
computing systems, CHI ’96. ACM Press, Vancouver, BC, pp 213–220

Pirolli P, YoungbloodGM,DuH,KonradA,Nelson L, Springer A (2018) Scaffolding themastery of
healthy behaviors with fittle + systems: evidence-based interventions and theory. Hum–Comput
Interact, 1–34. https://doi.org/10.1080/07370024.2018.1512414

Rasch G (1960) Probabilistic models for some intelligence and attainment tests. Danish Institute
for Educational Research, Copenhagen

https://doi.org/10.1007/s10462-018-9646-y
https://doi.org/10.1609/aimag.v38i4.2744
https://doi.org/10.1155/2013/921695
http://doi.acm.org/10.1145/1121949.1121979
https://doi.org/10.1037/1089-2680.2.2.175
https://doi.org/10.1007/s10588-018-09291-0
https://doi.org/10.1007/s11257-012-9132-1
https://doi.org/10.1080/07370024.2018.1512414


2 Challenges for a Computational Cognitive Psychology … 27

Russell DM, StefikMJ, Pirolli P, Card SK (1993) The cost structure of sensemaking. Paper presented
at the INTERCHI ’93 conference on human factors in computing systems, Amsterdam

Suh B, Woodruff A, Rosenholtz R, Glass A (2002) Popout prism: adding perceptual principles to
overview+ detail document interfaces. CHI 2002, ACM Conf Hum Fact Comput Syst, CHI Lett
4(1):251–258

Tversky A, Kahneman D (1974) Judgment under uncertainty: heuristics and biases. Science
185:1124–1131

Vydiswaran V, Zhai C, Roth D, Pirolli P (2012) Unibiased learning of controversial topics. In Pro-
ceedings of the annual meeting of the American Society for Information Science and Technology
(ASIST), ASIST, Baltimore, MD.

Vydiswaran VGV, Zhai C, Roth D, Pirolli P (2012) BiasTrust: teaching biased users about
controversial topics. In CIKM 2012. ACM, Maui, Hawaii

White RW, Kules B, Drucker SM, schraefel mc (2006) Supporting exploratory search: introduction.
Commun ACM 49(4):36–39. http://doi.acm.org/10.1145/1121949.1121978

http://doi.acm.org/10.1145/1121949.1121978


Chapter 3
How Cognitive Computational Models
Can Improve Information Search

Wai Tat Fu

Abstract This chapter discusses why and how a computational cognitive model that
captures the broader set of processes of information search is important and useful.
The first reasonwhy this can be useful is when information search is only one compo-
nent of a broader task. A better understanding of the broader process of information
search can lead to better metrics of relevance that are specific to the broader task
in which the user is engaged. The second reason is that it helps to develop better
personalized tools that are more compatible with the individual users as they search
information for different purposes. Two examples of such computational cognitive
models are presented. Thefirstmodel, SNIF-ACT, demonstrates the value of adopting
a theory-based mechanism, called the Bayesian satisficing mechanism (BSM), that
selects information search strategies based on ongoing assessment of the information
scent cues encountered by a user as he or she navigates acrossWeb pages. The second
model, ESL, tracks both learning of knowledge structures and search behavior in a
social tagging system over a period of eight weeks as they continuously search for
Web documents. These computational cognitivemodels generate explicit predictions
on what users will do when they interact with different information retrieval systems
for different tasks in different contexts. Computational cognitive models therefore
complement existing computational techniques that aim to improve information or
document retrieval. At the same time, they allow researchers to develop and test uni-
fied theories of information search by integrating the vast literature on information
search behavior in different contexts.

3.1 Introduction

Information search has become one of the most common human activities in modern
societies. Typically, information search is initiated when a person needs information
to accomplish a task, such as solving a problem, making a decision, or learning a new
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topic. There has been a long history of research that aims to improve information
search, and they can be generally put into two major categories. One line of research
aims to improve an information retrieval system by optimizing metrics that char-
acterize the relevance of retrieved documents (e.g., Web pages) to the query terms
entered by a user. This line of research often relies on computational techniques that
improve the indexing and ranking of documents based on relevance metrics such
as semantic relatedness (e.g., Manning and Schütze 1999). Another line of research
aims to investigate the broader process of information search that users engage in
(e.g., Kuhlthau 1991, 2004). This line of research often combines both quantitative
and qualitative analysis of user behavior, such as how they represent and express their
information goals, how they evaluate relevance of information, or how they decide to
select different information sources to accomplish their goals. User behavior is often
expressed as descriptive models that characterize the general stages or phases of the
broader information search process. These models are useful for guiding design of
information search interfaces or systems and inform features that can support user
search behavior.

Although these two lines of research have demonstrated their importance in pro-
viding useful guidelines for improving information search, there have been relatively
fewattempts to integrate the approaches. For example,while newcomputational tech-
niques have led to more powerful and efficient online search engines, it is not clear
how these computational techniques can improve the broader information search
process in different contexts and how they can be personalized for individual users.
Similarly, while descriptive models of information search are useful for understand-
ing the nuances of user search behavior in different contexts, the qualitative nature of
these models make it difficult to directly inform better computational techniques for
information retrieval systems. To better integrate these approaches, one may need
a unifying computational framework that is compatible with common metrics used
in optimization of information retrieval systems, and at the same time, capable of
computationally characterizing the broader information search process. The goal of
this chapter is to introduce such framework—a computational cognitive modeling
framework that integrates information retrieval metrics into cognitive simulations of
user behavior in the broader information search process.

Developing a computational model that captures the broader process of informa-
tion search is important for at least two reasons. First, understanding how information
can inform and help people to perform their tasks will likely lead to better metrics
of relevance that are specific to the tasks. For example, when deciding to purchase
a consumer product, say a laptop computer, users may not know what attributes
are important. One way that they can learn more about how to choose is to browse
attributes of multiple laptop computers online, read reviews about these computers,
and understand the importance of, for example, screen sizes, displays, weights, mem-
ory sizes, and how they may impact the prices of the computers. They can use the
information to learn how to evaluate attributes that are more personally important
to them. This initial phase of exploration not only helps users identify important
attributes, but also helps them formulate their subsequent searches (e.g., they may
look for and compare only laptops weighing less than 6 lb) and evaluate available
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options (knowing that they tend to be in a certain price range). In contrast to item-
specific search (e.g., looking for the address of a restaurant), in such exploratory
search situations, search engines may benefit from the use of diversity measures in
the metric of relevance such that search results can be more useful. For example,
without knowing what attributes are important to users, search engines may sam-
ple laptop computers that vary in multiple dimensions (instead of picking the most
popular one) to help users to identify attributes that are important to them.

The second reason to develop computational models of the broader process of
information search is to develop better personalized tools that are more compatible
with the individual users as they search information for different purposes. As the
example above shows, when users are learning a new topic by information search,
tools that help them incrementally build up their knowledge as they encounter new
information will likely lead to more effective learning environments. For example,
tools that allow people to establish semantic relations among concepts, causal rela-
tions among events, or different perspectives that people have on social issues may
help people develop a better higher-level understanding of information.

Traditionally, computational cognitive models are predictive models or computer
programs that simulate mental operations and human behavior in different contexts
(e.g., ACT-R, SOAR, etc.). These simulations can be useful for understanding, eval-
uating, and improving information search by, for example, highlighting how infor-
mation search behavior dynamically adapts to environmental structures (e.g., search
results returned from a query). In this chapter, I will describe two examples of how
computational cognitivemodels can improve information search. In the first example,
I will discuss a model called SNIF-ACT (Fu and Pirolli 2007), which predicts how
the history of information cues encountered by a user will impact the strategies of
information search. In the second example, I will discuss a model called exploratory
search and learning (ESL) that aims to predict search and learning behavior when the
user is engaged in online learning (Fu and Dong 2012). In the initial phases of online
learning, the goal of information search is ambiguous and ill-defined. Through itera-
tive cycles of searching and learning, the goal becomes incrementally more focused
and well-defined. A more well-defined information search goal in turn leads to more
focused information search behavior. The ESL model is useful for understanding
how one can build better tools to improve information search that is more explo-
rative in nature, in which the user learns new information to better articulate their
information search goals over time. The main goal of this chapter is to show how
computational cognitive models can generate simulations of user behavior of the
broader information search process in different contexts, and how these simulations
can be useful for design of intelligent interfaces that improve information search.

3.2 The SNIF-ACT Model

SNIF-ACT, which stands for Scent-based Navigation and Information Foraging in
the ACT (adaptive control of thought) architecture, provides an account of how
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people use information scent cues, such as the text associated with Web links, to
make Web navigation decisions such as evaluating which link to go next or when to
give up on a particular path of information search. SNIF-ACT is shaped by rational
analyses of the Web developed by combining the Bayesian satisficing model (BSM;
Fu and Gray 2006) with the information foraging theory (Pirolli and Card 1999), and
is implemented in a modified version of the ACT-R cognitive architecture (Anderson
et al. 2004). While it is beyond the scope of the chapter to review these theories and
cognitive architecture, it is useful to point out that the model calculates relevance
of information scent cues (e.g., link text) to information goal (e.g., query terms) by
the semantic similarities between the cues and the goal. The calculation of semantic
similarities is similar to many existing computational methods in text analysis (see
e.g., Chapter 3, Karanam and van Oostendorp, this volume; Karanam et al. 2016;
Landauer et al. 2007; Manning and Schütze 1999), which statistically estimates how
likely two words have similar meanings based on analysis of large text corpuses.

SNIF-ACT is a computational cognitive model that predicts information search
strategies of human users by simulating the mental or physical steps that allow the
users to follow information scent cues to accomplish their information goals. For
example, when a user enters query terms into a search engine, s/he will evaluate the
search results, click on a Web link, evaluate the page, then decide to click on another
link on the page, go back to the previous page, or go back to the search engine and
enter different query terms to search. SNIF-ACT assumes a set of elementary mental
or physical (which can be perceptual, cognitive, ormotor) steps such as evaluate-link,
click-link, go-back, etc. Each step is expressed as a production, a term that refers to
such a mental or physical step in the ACT-R architecture. A production is essentially
an if-then rule. The if part of the production specifies the conditions under which
the production can potentially match the current conditions (e.g., the goal = enter
search terms, memory contents = search terms retrieved from memory, physical
states of the environment = search box is shown on a Web page). The then part of
the production specifies what actions will be taken (e.g., click on a link). When the
if part of a production matches the current conditions, it will be put in a conflict set.
On each model cycle, productions in the conflict set will be evaluated based on the
values of the utilities. Calculations of these utilities will be discussed below.

In SNIF-ACT, the utilities are calculated as a function of the information scent
values of cues that themodel encounters. As a result, themodel is able to dynamically
change its behavior based on different information scent cues that it encounters as
it navigates across dynamic Web pages. To illustrate this point, a simple example is
presented in Fig. 3.1, in which it shows the utilities of three productions: Click-Link,
Attend-to-Link, Backup-a-page change over model cycles, and how the changes
influence the probabilities that each production will be selected and executed. In this
example, the information scent values of the link are decreasing as the model goes
down the page (e.g., in a typical search results page). As the evaluation of individual
links progresses, the experience of decreasing value of information scent leads to an
increase in the probability that the model will stop evaluating and select the link with
a higher information scent value that it encountered before (based on the Bayesian
satisficing mechanism, Fu and Gray 2006).
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Fig. 3.1 SNIF-ACT 2.0 dynamically adjusts the utilities and probability values of productions as
it evaluates each link sequentially on an example Web page (adapted from Fu and Pirolli 2007)

3.2.1 Validation of the Model

To illustrate how the model is useful for predicting user behavior, we validated the
model using data from tasks performed on help.yahoo.com (the help system section
of Yahoo!). 30 Participants using the Yahoo sites were tested with a set of eight tasks,
for a total of eight tasks (See Fu and Pirolli 2007 for details). For each task, the user
was given an information goal in the form of a question. Users were explicitly asked
not to use the search feature of the site, given our interests in how people navigated
using Web links. Whenever the user wanted to abandon a task, or if they felt they
had achieved the goal, the user clicked on a button signifying the end of the task. All
pages they accessed and the keystrokes they entered (if any) were recorded.

Figure 3.2 shows the scatter plots of the number of times the links on all Web
pages were selected by the model and participants. If the model’s predictions were
perfect, all points should lie on the straight line that passes through the origin with
a slope of 1. The results show that, in general, the model did a good job describing
the data, (R2 = 0.91). These results show that, in general, links frequently chosen by
participants were also chosen frequently by the model. This is important because this
demonstrates the ability of SNIF-ACT 2.0 to identify the links most likely chosen
by the participants across a wide range of tasks.

To highlight the predictive power of the BSM in SNIF-ACT 2.0, we compared
the simulation results to those produced by a Position model. The Position model
predicts only the ranks of links on a givenWeb page based on the position of links and
did not depend on its information scent value. We see that for the Position model, we
obtained R2 = 0.45, which had worse fit than SNIF-ACT 2.0. Figure 3.2 shows that
the Position model was worse at identifying many of the “attractor” pages (i.e., pages
selected by many users through multiple links), as shown by the data points lying on
or close to the x-axis. On the other hand, the Position model frequently chose links

http://help.yahoo.com
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Fig. 3.2 Results of SNIF-ACT2.0 and thePositionmodel in predicting information search behavior.
Y-axis is frequencies of links chosen by the SNIF-ACT model

that were not chosen by the participants, as shown by the data points lying on the
y-axis. The results were consistent with the assumption of the SNIF-ACT 2.0 model:
Participants tended to “satisfice” on “reasonably good” links presented earlier on the
Web page rather than exhaustively finding the best links on the whole Web page.
This highlights the importance of including dynamic mechanisms that take ongoing
assessments of link context into account when describing detailed user interactions
with the Web page.

3.2.2 Summary

The SNIF-ACTmodel integrates a computationalmetric of relevance called informa-
tion scent into a cognitive model that simulates the elementary mental operations in
the broader information search process. Themodelwas capable of predicting that link
selection is influenced by the history of links encountered by a user. Specifically, a
Bayesian satisficing process that dynamically adjusts the values of information scent
is used to decide when a link will be selected and when to go back to the previous
page. This dynamic process allows the model to simulate the broader information
search process in real Web pages, and was shown to match well to how different
users look for information across a wide range of information search tasks. In partic-
ular, compared to models that do not adapt to histories of link evaluation during the
search process, SNIF-ACT was more accurate in predicting “attractor” pages that
were chosen frequently by users.

SNIF-ACT demonstrates how computational simulations of the broader search
process can be useful for improving information search. For example, one may want
to evaluate different metrics of relevance in search engines. In addition to perfor-
mance in document retrievals (e.g., using precision and recall measures), one can



3 How Cognitive Computational Models Can Improve Information … 35

use SNIF-ACT to understand how different search engines may impact the broader
information search process. It is possible that, for example, search engines that pro-
mote diversity of search results could be more useful for certain tasks and users
(e.g., when exploring for options) and not others (e.g., when search for information
related to a specific event or topic). A computational cognitive model can be very
useful for improving information search by simulating how users evaluate search
results and how they make subsequent navigation decisions. In the next section, I
will demonstrate how computational cognitive models can also simulate mental pro-
cesses that influence subsequent search behavior, such as those that are involved in
concept learning.

3.3 The Explorative Search and Learning (ESL) Model

A common and important goal of information search is online learning. In such
situation, a user starts with a general, often ambiguous and poorly defined, informa-
tion goal, and slowly learns more information that allows the goal to become more
specific over time (e.g., knowing more specifically what information to search for),
which in turn influences evaluation and selection of information (Marchionini 2006).
This kind of information search has become more common, especially with the rise
of the participatory Web. The possibilities for using participatory Web technologies
for learning are endless. One form of learning that has attracted much attention is
when multiple users engage in knowledge exploration in a social tagging system—a
platform that allows multiple users to annotate information for others to use. In a
social tagging system, when users assign tags (a small number of keywords) to Web
pages, the choice of tags is not only influenced by the information contents of the
Web page, but also how other users have tagged the same or similar Web pages
(Cattuto et al. 2007; Golder and Huberman 2006; Fu et al. 2010b). For example,
when a person is browsing for Web pages related to the topic of “anti-aging,” he
or she may initially believe that pages related to skin care will be relevant to the
topic. However, when the person sees that a Web page on genetic engineering has
been assigned the tag “anti-aging,” he or she may start to realize that the concepts of
genetic engineering and anti-aging are related to each other. Similarly, as the person
sees other tags that co-occur with the tag “anti-aging” (or tags that are assigned to the
same or similar documents), he or she may learn that these tags (or concepts behind
these tags) are also associated with the concept of anti-aging. In other words, as a
person explores for information related to a topic, the person will learn the context
(i.e., related topics) associated with the topic based on the tag-document and tag-tag
structures contributed by other users of the system.

Learning through online search involves finding and evaluating relevant doc-
uments related to the topic, comprehending and extracting information from the
documents, and integrating extracted information with existing knowledge. Social
tagging systems can therefore potentially facilitate learning as users perform knowl-
edge exploration through the guidance of social tags in the system. They also serve
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as a good testbed for online learning, as social tags created by multiple users can
provide important insights into how users index new information, and how these
indices change as they learn more about a topic.

As people search through a social tagging system, new knowledge is learned.
This process of knowledge growth can be traced to the Piaget’s (1975) developmental
model of equilibration of cognitive structures in children, and it has also been adopted
by other prominent theories of knowledge representation and acquisition. According
to Piaget, there are at least two processes through which new experiences interact
with existing schemas. When new experiences are modified to fit existing schemas,
the process is defined as assimilation. In this case, existing schemas influence howwe
interpret new information extracted from documents. In contrast, accommodation is
an adaptation process of knowledge acquisition that changes the schemas in order
to fit the new experience, or the person creates an entirely new schema in order to
accommodate new data that does not fit any of their existing schemas. Through the
process of knowledge assimilation and accommodation, people can adapt to new
experiences that they obtain from their interactions with others, such as when they
discuss, share, or exchange information.

The explorative search and learning (ESL) model is a computational cognitive
model that simulates how knowledge structures are changed with new information
that is acquired through the assimilation and accommodation processes described
above (details of these computational mechanisms can be found in Fu et al. 2009,
2010a; Fu and Dong 2010). In general, the ESL model assumes that internal knowl-
edge representations will influence how users interpret information in different Web
pages, the tags created by others, as well as the tags they assign to Web pages that
they bookmark. This assumption is consistent with a number of previous research
that shows that domain expertise can significantly influence document selection and
Web navigation (Cole et al. 2011; Juvina and van Oostendorp 2008; Karanam et al.
2017). To a certain extent, these internal representations are shared among others
through the external representations (tags) of the information content of the Web
pages. While users may contribute tags to different Web pages, they may also need
to interpret tags created by others as they navigate in the system.

In previous research, we have shown that the interpretation process will influence
users’ own internal knowledge representations through a semantic imitation process
(Fu et al. 2010b). The major characteristics of this semantic imitation process are
that:

1. both internal and external representations may influence the search and interpre-
tation of the Web document, and

2. the understanding and interpretation of Web documents may influence both the
internal (concepts) and external representations (tagged contents) of knowledge.

Fu et al. (2010b) showed that semantic imitation may be one of the spontaneous pro-
cesses in social information systems that contribute to emergent behavioral patterns
and structures in the systems (Fu et al. 2009; Golder and Huberman 2006).

To formalize the analysis, the ESL model is developed to simulate how users
search and learn through interactions with a social tagging system. Figure 3.3 shows
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Fig. 3.3 General structure
of the explorative search and
learning (ESL) model

the structure of the model. The model assumes that a user can perform exploratory
search by using social tags in the system as navigational cues to help them to explore
for relevant information sources. Interpreting the tagged information contents allows
the user to learn more relevant topics and how these topics are indexed (tagged) by
other users, thus allowing the user to refine and enrich their internal knowledge repre-
sentations of the topics. The user can also create tags based on his or her interpretation
of the information contents, enriching the external folksonomies in the system. The
model assumes that people will naturally categorize Web documents and their asso-
ciated context (such as tags created by other users, related documents, or related
links presented on a social information system) as they interact and comprehend the
contents and the tags of the documents. Tags assigned to documents become features
that allow users to predict the unobserved contents of the documents, thus allowing
users to more correctly evaluate the relevance of the information.

3.4 Validating the ESL Model—An Empirical Study

An empirical studywas conducted to validate themodel, in which a set of exploratory
learning tasks was given to participants. In all tasks, participants were given a rough
description of the topic and gradually acquired knowledge about the topic through
an iterative search-and-learn knowledge exploration cycle. Following the tradition
of representative design (Brunswik 1955; Hammond 1996; Fu 2008), we chose to
follow a small number of subjects over a period of eight weeks to closely keep track
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of their interactions with the system. This choice greatly increased the complexity
of the experiment and constraints to the model.

3.4.1 Procedure

Participants were told to imagine that they wanted to understand the given topic and
to write a paper and give a talk on the given topic to a diverse audience. Two general
topics were chosen: (1) “Find out relevant facts about the independence of Kosovo”
and (2) “Find out relevant facts about anti-aging.” These two tasks were chosen
after a series of pilot studies that showed that they were representative of the general
exploratory search tasks. In addition, the two tasks were chosen to represent the two
very different distributions of the information ecology. Specifically, because the first
task (independence of Kosovo) referred to a specific event, information related to
it tended to be more specific, and there were more Web sites containing multiple
pieces of well-organized information relevant to the topic. For example, on pages
that contain information about Kosovo, they all have information related to the city,
such as its history, the population, and the geographic locations. Because these pieces
of information have a higher tendency to co-occur, the overlap of concepts related to
the independence of Kosovo event tends to be higher. The second task (anti-aging),
on the other hand, was more ambiguous and was related to many disjoint areas such
as cosmetics, nutrition, or genetic engineering. BecauseWeb sites relevant to the first
task have more overlapping concepts than those relevant to the second task, they will
be called high-overlap and low-overlap tasks, respectively. The other characteristic
is that because the low-overlap task was more general, the tags tended to be more
generic (such as “beauty” and “health”); in contrast, for the high-overlap task, tags
tended to be more “semantically narrow” (such as “Kosovo”), and thus had higher
cue validity than generic tags.

Each student performed the task for eight 30-min sessions over a period of
eight weeks, with each session approximately one week apart. Students were told to
think aloud during the task in each session. All verbal protocols and screen interac-
tions were captured using the screen recording software Camtasia. All tags created
were recorded manually from their del.icio.us accounts after each session. Students
were instructed to provide a verbal summary of every Web page they read before
they create any tags for the page. They could bookmark the Web page and create
tags for the page. After they finished reading a document, they could either search
for new documents by initiating a new query or selecting an existing tag to browse
documents tagged by others. This exploratory search-and-tag cycle continues until
a session ended. All tags used and created during each session were extracted to
keep track of changes in the shared external representations, and all verbal descrip-
tion on the Web pages were also extracted to keep track of changes in the internal
representations during the exploratory search process.

After the last session, participants were asked to perform a sorting task. Partici-
pants were given printouts of allWeb pages that they read and bookmarked during the
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task, and were given the tags associated with the pages (either by themselves or other
members in del.icio.us). They were then asked to “put together the Web pages that
go together on the basis of their information content into as many different groups
as you would like.” The schemas (categories of Web pages) formed by the partici-
pants were then matched to those predicted by the assimilation and accommodation
processes in the ESL model.

3.5 Results

Given that the impact of the interfaces on knowledge acquisition will likely depend
much on each subject’s idiosyncratic learning patterns and background knowledge,
we analyzed the results for each individual subject separately and compared them
to the model rather than matching model results to group averages. Separate model
simulations were performed for each participant based on the documents and tags
that they interacted with. Figure 3.4 shows the proportion of new tags assigned by
each participant and the correspondingmodel simulations. Interestingly, even though

Fig. 3.4 Mean proportions of unique tag assignment for the high-overlap (IK) and low-overlap
(AA) tasks by participants (top) and the model (bottom) across the eight sessions. IK1 represents
participant 1 in the IK task, AA1 represents participant 1 in the AA task, etc. The table (right) shows
the match between the model and the each of the participants
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participants assigned fewer tags in the low-overlap task, the proportions of new tag
assignment over total number of tag assignment were higher in the low-overlap task
than in the high-overlap task. This was consistent with the lower rate of return of
relevant information (the rate of return can be measured by the proportion of relevant
information contained on a page returned from a search engine) in the lower-overlap
task, and this lower rate could be caused by fact that the existing tags on del.icio.us
were less informative for the lower-overlap task. Indeed, concepts extracted from the
documents by the participants in the lower-overlap task were more often different
from the existing tags than in the high-overlap task, suggesting that the existing tags
did not serve as good cues to information contained in the documents. The general
trends and differences between the two tasks were closely matched by the model
(average R2 = 0.83, min = 0.62, max = 0.98). Nevertheless, the current results
demonstrated the good match of the model in keeping track of the tag assignments
for each participant based on their histories of processing of Web pages across a
period of eight weeks.

One core assumption of the ESL model was that the assignment of tags and the
selection of links were dynamically related to the set of mental concepts (i.e., clusters
of terms that are perceived to belong to the same category of information) formed
during the knowledge exploration cycles. It is therefore critical to verify that the set
of mental concepts formed by the model matched those formed by the participants.
To do this, correlations between the mental concepts formed by the model and the
participants were calculated by constructing “match” tables for each participant and
model. Items that are in the same mental concepts will be given a value 1, otherwise
a 0. For example, two possible partitions (categorization) for the set (a, b, c, d, e) are
(ab), (c, d), (e) and (a, b, c), (d, e). In this example, their correlation can be calculated
as r = 0.102 based on the match table as shown at the top in Fig. 3.5.

The bottom table in Fig. 3.5 shows the number of mental concepts formed by
each participant and the model, as well as the correlations between their partitions.
As predicted, participants formed more mental concepts in the low-overlap task,
reflecting the structures of the information sources. However, as discussed earlier,
participants in the low-overlap task also had lower rate of return in their information
search, and thus had fewer tags (but more unique tags, see Fig. 3.4). Some of the
most common mental concepts by the low-overlap group were “nutrition,” “cosmet-
ics,” and “skin-care,” while those by the high-overlap group were “Kosovo War,”
“Serbian–Albanian,” and “history.” Apparently, mental concepts in the low-overlap
group tended to be more general than those in the high-overlap group, presumably
because documents saved by participants in the low-overlap group had less overlap
in the contents and were therefore grouped under more general mental concepts. In
contrast, documents in the high-overlap group tended to be more specifically related
to the independence of Kosovo, and thus the mental concepts were more specific.
The correlations between the participants and the models were high in both tasks,
suggesting that the model not only created similar number of mental concepts as
participants, but the partitions of the mental concepts were also similar as partici-
pants, even though the inherent information structures were different between the
two tasks.
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Fig. 3.5 (a) An example of
the match table that
calculates that correlation
between two partitions of
objects. (b) Number of
categories formed by each
participant and model, and
the correlations of the
partitions of the categories of
the models and the students
calculated using the match
tables. Hi = High-overlap
task, Lo = Low-overlap task,
S1 = participant 1, S2 =
participant 2, and so on

3.5.1 Summary

The ESL model demonstrates how a computational cognitive model can predict
changes in internal knowledge structures (mental concepts or categories) as people
engage in iterative search-and-learn cycles over a period of eight weeks. Predict-
ing these changes are important because internal knowledge structures of the users
directly influence search behavior, which in turns leads to learning of new knowl-
edge. The interdependent processes of searching and learning demand an approach
that can keep track of the dynamic cognitive computations involved as users interact
with an information-rich environment.

TheESLmodel highlights the value of a computational cognitivemodel in improv-
ing information search in the context of online learning. The computational model
can simulate changes in internal knowledge structures as new information is assim-
ilated and accommodated into existing knowledge structures, which are processes
that directly reflect learning. It also highlights the fact that the perceived relevance
of information is a dynamic function of the existing knowledge structures of the
individual users. In the context of online learning, users initially have relatively shal-
low knowledge structures of a topic. Consequently, they will likely have inaccurate
judgment of relevance of information. This is consistent with the large body of liter-
ature on the importance of domain expertise on information search (Cole et al. 2011;
Duggan and Payne 2008; Juvina and van Oostendorp 2008; Karanam et al. 2017). A
search engine that derives relevance metrics by applying statistical language model-
ing techniques on large text corpora may therefore provide information to users that
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are perceived to be irrelevant, when the users do not yet have the background knowl-
edge to correctly interpret the search results. The use of computational cognitive
models can provide more accurate predictions on how users may be more effectively
search and learn using an information retrieval system.

3.6 Conclusion and General Discussion

This chapter presented two examples of how computational cognitive models can
improve information search. The first model, SNIF-ACT, demonstrates the value
of adopting a theory-based mechanism, called the Bayesian satisficing mechanism
(BSM), that selects information search strategies based on ongoing assessment of
the information scent cues encountered by a user as he or she navigates across Web
pages. The model shows a better fit to how humans selected Web links, decided
to go back to previous pages or leave a Web site than a Position model that relied
only on positions of links on a Web page. Results provide not only validation to the
use of BSM as a computational model of link evaluation and selection, but also a
theory of how the history of the perceived relevance (measure by information scent
value) of information cues influences navigational choices in a general information
search process: such as when navigating through pull-down menus to find the right
commands (Brumby and Howes 2008), or when programmers debug their codes
(Lawrance et al. 2013).

The second model, ESL, aims to track both learning of knowledge structures and
search behavior in a social tagging system.Themodel shows a goodfit to howhumans
develop more refined knowledge structures of a topic over a period of eight weeks
as they continuously search for Web documents. These structures allow them to
better judge the relevance of documents, which increases their efficiency in learning
more about the topic. Results not only provide support to the assumed processes of
assimilation and association in knowledge growth during information search, but they
provide a mechanistic account of why domain expertise helps information search
(White et al. 2009; Karanam et al. 2017). The model provides a foundation for a
theoretical framework for developing and evaluating metrics of relevance to account
for different levels of domain expertise, which are useful for developing search
tools that can be personalized for individuals with different background knowledge.
Results also have important implication ondesign of information systems that support
online learning, especially how they canbedesigned such that learning canbe coupled
to search behavior in the system.

Traditionally, computational cognitive models are developed to understand and
predict cognitive behavior. The computational nature of these models requires the
researcher to be precise and explicit about behavioral predictions (e.g., what actions
will a person select in a given situation) that verbal or descriptive models do not.
When computational cognitive models are developed to simulate information search
behavior, explicit predictions allow these models to predict what users will do when



3 How Cognitive Computational Models Can Improve Information … 43

they interact with different information retrieval systems for different tasks. Compu-
tational cognitive models therefore complement existing computational techniques
that aim to improve information or document retrieval. At the same time, they allow
researchers to develop and test unified theories of information search by integrating
the vast literature on information search behavior in different contexts, including
those by Sanchiz et al., Karanam and Oostendorp, Rouet et al., Brand-Gruwel and
Kammerer, Juvina et al., and Liao et al. in this book.

There are many opportunities to apply computational cognitive models to
improve information search. For example, models such as SNIF-ACT allow realistic
simulations to be created to predict how likely users will be able to navigate a
Web site and find information they need for different information tasks. These
simulations can also provide suggestions on changes on link structures, textual
information cues, and presentation of search results from search engines. For
example, the simulations may identify pages that users had trouble reaching through
links from other pages given their information search goals, as well as pages that
may encourage inefficiency in browsing behavior, such as those general information
Web page that tends to “attract” users to visit but may distract users from finding
more specific information. Lastly, these computational models can be repurposed
to act as intelligent agents to provide real-time support as people are searching for
information. For example, it may provide guidance on navigation paths (e.g., by
visualizing upcoming Web pages that contain relevant search terms) or semantically
related search terms that can be found in linked Web pages.

The ESL model shows that by simulating the learning process of users, it is
capable of adapting to individual users who are acquiring semantic knowledge as
they search over an extended period of time. This kind of longer-term exploratory
search is not supported by traditional search engines, which are originally designed
for one-time item-specific retrieval. The ESL model demonstrates how exploratory
search engines can be developed by incorporating a learning model that keeps track
of individual users’ knowledge structures, in ways that allow search results to change
to provide better cognitive compatibility with users’ internal knowledge structures.
This kind of exploratory search engines will benefit knowledge workers who need
to conduct extensive search tasks over a longer period of time, such as intelligent
analysts who need to learn and keep track of changes in certain communities, patent
and trademark officers who need to find related inventions to decide whether to
approve or disapprove a new invention application, or students who need to learn a
new subject or topic through online resources. These types of domain-specific search
engines have already been developed and used by knowledge specialists for different
industrial or academic purposes, and research on adaptive and personalizable search
technologies will likely benefit from the success of computation cognitive models in
tracking internal cognitive structures and processes of users.
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Chapter 4
Cognitive Modeling of Age and Domain
Knowledge Differences in Information
Search

Saraschandra Karanam and Herre van Oostendorp

Abstract Several cognitive processes are involved in the process of information
search on the Internet: memory, attention, comprehension, problem solving, exec-
utive control and decision making. Several cognitive factors such as aging-related
cognitive abilities and domain knowledge in turn influence either positively or nega-
tively these cognitive processes. Traditional click models from information retrieval
community that predict user clicks do not fully consider the effect of the above cogni-
tive factors. We demonstrate how the capabilities of computational cognitive models
to simulate the effects of various cognitive factors can be used to improve our under-
standing of information search behavior. In this direction, we present some outcomes
of modeling and predicting individual differences in information search due to age
and domain knowledge using a computational cognitive model called CoLiDeS+.
We also present some thoughts on how to model the influence of cognitive factors
such as spatial ability and need for cognition in CoLiDeS+.

Keywords Information search · Aging · Domain knowledge · Individual
differences · Cognitive modeling

4.1 Introduction

Searching for information on the Internet is usually carried out either by formulating
queries relevant to one’s goal (search by query) or by navigating websites (search by
navigation) or a combination of both (Olston and Chi 2003). Many times, important
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information that is needed to solve the main search problem is present in the interme-
diate pages leading to the target page, and issuing a query is simply not sufficient. In
such cases, when one has to navigate through the intermediate pages, it is important
to evaluate the information on each page and take a decision on which hyperlink to
click next, based on the information that is already processed. Users acquire new
knowledge not only at the end of an information search process after reaching the
target page, but also during the intermediate pages through which they reach the
target page.

Learning from contextual information as users navigate on the Internet through
hyperlinks involves complex cognitive processes that dynamically influence the eval-
uation of link texts and Web contents (Fu 2012; Fu and Dong 2012; see also Fu,
Chapter 3, this volume). These include cognitive processes such as memory (by
keeping track of previously viewed information), attention (understanding the visual
layout of the websites and search engine result pages, and directing the perceptual–
cognitive system to some location on a page and not to others), problem solving
(information can be found in multiple locations and there could be multiple paths
leading to them, and solving the problem which path to follow), comprehension
(evaluating the relevance of search results, understanding the content of websites),
decision making (choosing a relevant search result) and executive control (reformu-
lating an unfruitful search query, backtracking to earlier webpages, comparing new
information to what was found earlier). These processes are particularly relevant
when the user is engaged in a less well-defined search goal, in which the user is not
certain about what it is that they will find, and they must incrementally update their
knowledge to evaluate the relevance of information as they encounter it. These cog-
nitive processes, in turn, are known to be affected by one or more cognitive factors
such as age (Sanchiz et al. 2017a, b; Chevalier et al. 2015) and domain knowledge
(Sanchiz et al. 2019;Wildemuth et al. 2018;Monchaux et al. 2015; see also Chapter 5
of Sanchiz et al., this volume).

Technologies that enable us to find information on the Internet, such as search
engines, however, assume a homogeneous class of users and follow a one-size-fits-all
model. Furthermore, they are largely focused on the end-result—retrieving the web-
page containing the information that the user is searching for—while ignoring the
intermediate steps that, as we argued above, are important when the search descrip-
tion and query is not clear from the beginning. Many experiments examining the
relationships between the cognitive factors that influence the cognitive processes
underlying information search and the performance of users have been conducted
by researchers from the domain of cognitive psychology and the broader area of
human–computer interaction. However, using laboratory studies to understand these
relationships requires participation from real users, who are not always available.
Also, as the number of factors in the experiment increases, the complexity of the
experiment and the number of experiments required to investigate all possible rela-
tionships also increase. This is not only expensive but also time-consuming and
difficult to scale up. Computational models, on the other hand, allow us to simulate
user behavior without performing the experiment(s) itself. Modeling and simula-
tion of user behavior during information search has therefore been an active area of
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research in the information retrieval community. Many click models to simulate and
predict user behavior during information search have been proposed (Chucklin et al.
2015). Except for a few models like (Ruotsalo et al. 2018; Xing et al. 2013; Shen
et al. 2012), most of them do not consider variations caused by cognitive factors.
Moreover, they provide only limited process description.

4.2 Computational Cognitive Modeling Approach

Our focus in this chapter would be on computational cognitive models. Based on the-
ories of cognitive psychology and cognitive science, the main goal of these compu-
tational cognitive models is to use well-tested cognitive mechanisms to characterize
more complex information search behavior (Pirolli and Card 1999; see also Pirolli,
Chapter 2, this volume).

In addition to a strong theoretical basis, another important advantage of using
computational cognitive models to analyze and predict Web behavior is that the
models can be used to capture effects of individual differences in cognitive abilities,
domain-specific knowledge and Internet experience on information search behav-
ior and outcomes. By doing so, these computational cognitive models can provide
much-needed insights into how each of the above cognitive factors influences infor-
mation search behavior and performance, thereby enhancing our understanding of
information search behavior in general. Given that computational cognitive mod-
els are often implemented as computer programs to simulate behavior, they can be
used to conduct automatic assessment of websites and simulations of Web behav-
ior in different Web designs by individual users with varying cognitive abilities and
background knowledge (Blackmon et al. 2007; Chi et al. 2003). By comparing the
simulated behavior of different computational cognitive models, one can gain much
insight into how variations in cognitive abilities and knowledge will impact their
information search performance.

One can also provide model-generated support by highlighting the hyper-
links/search results predicted by the model. Results, from earlier studies we did,
showed that information-seeking performance in terms of the probability of finding
what you are looking for and how efficiently you find it is enhanced considerably
when support based on cognitive models of Web navigation is provided (Van Oos-
tendorp and Juvina 2007; Juvina and Van Oostendorp 2008; Karanam et al. 2011;
Aggarwal et al. 2014; Van Oostendorp and Karanam 2016). We discuss in detail
how computational cognitive models can be used to generate automatic support
in the chapter (Van Oostendorp and Karanam 2020) and also in Juvina and Van
Oostendorp (2008). The focus of computational cognitive models is on the process
that leads to the target information relevant to the search problem and is therefore
more capable of providing opportunities to incorporate behavioral differences due
to variations in cognitive factors.

In this chapter, we propose some preliminary ideas that can be incorporated into
computational cognitivemodels to simulate the behavioral differences in information
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search performance due to the variations in cognitive factors such as age and domain
knowledge. Several computational cognitive models (Kitajima et al. 2000; Fu and
Pirolli 2007; Juvina andVanOostendorp 2008; VanOostendorp et al. 2012; Karanam
et al. 2012) exist in literature that tries to characterize information search and naviga-
tion behavior. In the next section, we describe in detail two computational cognitive
models of Web navigation called CoLiDeS and CoLiDeS+. In Sect. 4.4, we discuss
the influence of two cognitive factors—age and domain knowledge on information
search performance. We also present preliminary analysis of our ideas on simulating
and predicting individual difference in information search performance due to age
and domain knowledge using the computational cognitive model CoLiDeS+. We
discuss some thoughts on how to model the influence of other cognitive factors such
as spatial ability and need for cognition on information search performance using
CoLiDeS+. We conclude the chapter with a summary of our findings and ideas for
further research directions in Sect. 4.5.

4.3 Computational Cognitive Models

4.3.1 CoLiDeS

CoLiDeS, or Comprehension-based Linked Model of Deliberate Search, developed
by Kitajima et al. (2000) explains user navigation behavior on websites. It divides
user navigation behavior into four stages of cognitive processing: parsing the web-
page into high-level schematic regions, focusing on one of those schematic regions,
elaboration or comprehension of the screen objects (e.g., hyperlink text) within that
region, and evaluating and selecting the most appropriate screen object (e.g., hyper-
link text) in that region. CoLiDeS is based on information foraging theory (Pirolli
and Card 1999) and connects to the construction–integration theory of text compre-
hension (Kintsch 1998). The notion of information scent, defined as the estimate of
the value or cost of information sources represented by proximal cues (such as hyper-
links), is central to CoLiDeS. Information scent was found to be one of the driving
factors steering navigation. The higher the information scent of a cue (or hyperlink)
is, the higher the probability of a user clicking on it is. It is operationalized as the
semantic similarity between the user goal and each of the hyperlinks. The model
predicts that the user is most likely to click on that hyperlink which has the highest
semantic similarity value with the user goal, i.e., the highest information scent. This
process is repeated for every new page until the user reaches the target page.

CoLiDeS uses latent semantic analysis (LSA, henceforth) introduced by Lan-
dauer et al. (1998) to compute the semantic similarities. LSA is an unsupervised
machine learning technique that employs singular value decomposition to build a
high-dimensional semantic space using a large corpus of documents that is repre-
sentative of the knowledge of the target user group. The semantic space contains a
representation of terms from the corpus along a low number of dimensions, typically
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between 250 and 350, and is orthogonal, abstract and latent (Landauer et al. 1998).
CoLiDeS has been successful in simulating and predicting user link selections,
though the websites and webpages used were very restricted (Blackmon et al. 2007).
The model has also been successfully applied in finding usability problems, by
predicting links that would be unclear to users (Blackmon et al. 2007).

4.3.2 CoLiDeS+

CoLiDeS+ (Juvina and Van Oostendorp 2008) shares the main theoretical founda-
tions: Construction–integration theory of text comprehension (Kintsch 1998) and
information foraging theory (Pirolli and Card 1999) on which it is based with its
predecessor CoLiDeS (Kitajima et al. 2000). CoLiDeS+ further augments CoLiDeS
and makes it more consistent with its theoretical assumptions by drawing inspira-
tion from work on text comprehension that lays emphasis on the role of context.
For example, when reading a text, it has been shown that contextual information
helps users in comprehending new incoming sentences better, especially those with
potentially multiple interpretations (Budiu and Anderson 2004). Analogously, when
interacting with a search engine or navigating on a website, users often encounter
information that is varying in its degree of ambiguity and context can help to select
the appropriate link.

CoLiDeS+ takes a task description as input and assumes it to be a representation
of the user goal. It parses a webpage into several regions and a particular region
is focused on (e.g., a set of hyperlinks). These set of hyperlinks are comprehended
(based on how semantically similar to the user’s goal they are) and one hyperlink (the
one that is most similar to the user’s goal) is selected. This opens a new webpage and
if it is not (yet) the page with the target information, the cycle is repeated. Until this
step, CoLiDeS+ runs exactly in the same fashion as CoLiDeS. However, CoLiDeS+
retains in memory the selected links which are used, starting from the second cycle,
to compute navigation path and path adequacy (PA) in addition to information scent.
The navigation path is defined as the sequence of hyperlinks clicked by a user at any
given moment. CoLiDeS+ computes the path adequacy as the semantic similarity
between the user goal and the navigation path. Only if the information from an
incoming hyperlink increases in information scent (i.e., the semantic similarity with
the user goal), it is considered for selection. If it does not increase in information scent,
path adequacy is checked. If path adequacy increases, then the incoming hyperlink
is selected even when it does not increase in information scent. In other words, first
semantic similarity is locally evaluated based on information scent, and only when it
is not satisfying, a more effortful evaluation of the context is performed by checking
the path adequacy. If path adequacy does not increase, a latent impasse is said to
have occurred and CoLiDeS+ invokes backtracking strategy, i.e., backtracking to
other regions within the same page and eventually to the previously visited pages.
CoLiDeS+ stops when the user declares the current page is the page with the target
information.
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Figure 4.1 shows a schematic diagram of the steps involved in CoLiDeS+. The
most important steps are, first, check whether the current webpage contains the target
page including the searched information. Second, if the target page does not contain
the searched information, focus on the area with the link(s). Third, comprehend and
select the link with the highest semantic similarity to the goal. Fourth, determine if
the semantic similarity is increasing. If so, go to the next page. If not, calculate path
adequacy based on current path in workingmemory. Next step, if there is an increase,
the incoming link with the highest path adequacy is selected. If not, go back, refocus
or select the next-best link, etc.

When both CoLiDeS and CoLiDeS+were tested on real websites, CoLiDeS+was
found to not only locate the target pagemore often thanCoLiDeS but also reach closer
to the target page than CoLiDeS, whenever the target page was not located (Karanam
et al. 2016). Also, by comparing selections made by users with the selections that
CoLiDeS+ would have made for a set of tasks on a mockup website, Juvina and
Van Oostendorp (2008) found that CoLiDeS+ was able to predict 54.9% of actual
user clicks, slightly better than CoLiDeS, which could predict 46.9% of actual user
clicks, lending evidence to the assumptions of CoLiDeS+.

Both CoLiDeS and CoLiDeS+ models are developed to describe the navigation
path within websites but it has been shown that they can also be applied to the
interaction with search engines (Karanam et al. 2015, 2017a). In brief, each search

Fig. 4.1 Schematic diagram of CoLiDeS+. Shaded circles indicate the locations where individ-
ual differences are involved (1: Age, 2: Domain Knowledge, 3: Spatial Ability and 4: Need for
cognition). See also later in text references to these locations
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engine result page (SERP, henceforth) is considered as a page of a website. And, each
of the search engine results is considered as a hyperlink within a page of a website.
The problem of predictingwhich search engine result to click is now equivalent to the
problem of predicting which hyperlink to click within a page of a website. Semantic
similarity is computed between the query and the title and the snippet combinations
of the search results on a SERP using LSA. The search result with the highest LSA
value is selected. Note that the CoLiDeSmodel can predict only one search result per
query using thismethodology,whereas users, in reality, click onmore than one search
result per query. CoLiDeS+, on the other hand, can select more than one search result
if it increases path adequacy. If none of the search results increases path adequacy
or if all the search results are exhausted, the model decides to reformulate the query
(Karanam et al. 2017a). Please note that the CoLiDeS/CoLiDeS+ modeling so far
does not incorporate any effect of individual differences and that iswhatwewill focus
on in the remainder of this chapter. Due to its additional features like backtracking
strategies and incorporation of contextual information into modeling, CoLiDeS+
is better equipped to model individual differences than CoLiDeS (Karanam et al.
2017a), and therefore, we will use CoLiDeS+ to describe how to model individual
differences.

4.4 Individual Differences

In this section, we will describe the influence of the following two cognitive fac-
tors: age and domain knowledge on the cognitive processes underlying information
search. Next to the description of the influence of each cognitive factor, we present
some preliminary thoughts on how the variations in information search behavior
caused by the differences in cognitive factors can be incorporated into the compu-
tational cognitive model CoLiDeS+. We will also present some outcomes based on
CoLiDeS+ simulations. We will end the section with some ideas on how the influ-
ence of two other cognitive factors—spatial ability and need for cognition—can be
incorporated into CoLiDeS+. Table 4.1 summarizes the four cognitive factors, their
influence on information search behavior and the corresponding feature of CoL-
iDeS+ that we think could be used to model their influence on information search
behavior. Figure 4.1 also marks the exact location in the CoLiDeS+ model where the
manipulation occurs.

4.4.1 Age

Aging leads to a natural decline in motor skills and fluid intelligence involving pro-
cessing speed, cognitive flexibility or ability to switch processing strategies, atten-
tional control and visuospatial span (Horn and Cattell 1967; Horn 1982; Wang and
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Table 4.1 Relation between cognitive factors discussed, their influence on search behavior and the
CoLiDeS+ model

Cognitive Factor Influence on information search
behavior

Feature of CoLiDeS+

Age Younger adults—explore more and
exploit less
Older adults—exploit more and
explore less

Number of times next-best strategy
is applied;
LSA threshold value

Domain knowledge Higher the domain knowledge is,
higher the estimation of semantic
relevance is

Semantic space in LSA

Spatial ability Users with high spatial ability
make higher number of revisits to
already visited pages and use back
button more often than users with
low spatial ability

Depth of backtracking
Number of hyperlinks on
navigation path when computing
path adequacy

Need for cognition Users with high NFC would
evaluate information more
thoroughly and take more
informed decisions on clicking
than users with low NFC

Threshold value for elaboration
process in LSA

Kaufman 1993). However, crystallized knowledge (vocabulary skills and knowledge
in a specialized domain such as health) seems stable or even increases with age.

Some of these cognitive abilities directly influence the cognitive processes under-
lying information search resulting in lower efficiency of older adults on information
search tasks. For example, lower processing speed could lead to longer time in eval-
uating search results or hyperlinks on a website, difficulty in switching strategies
could lead to difficulty in reformulating unsuccessful queries or difficulty in get-
ting out of an unsuccessful path, lack of attentional control could lead to inefficient
handling of relevant and irrelevant search results or hyperlinks and finally lower
visuospatial span could mean less efficient exploration of the search result page or
a website. Many studies have shown that older adults generate less queries, use less
keywords per query, reformulate less, spend longer time evaluating the search results,
spend more time evaluating the content of websites opened from SERPs, switch less
often between SERPs and websites and find it difficult to reformulate unsuccess-
ful queries (Queen et al. 2012; Pak and Price 2008; Dommes et al. 2011). Older
adults were found to allocate less resources to exploration (fewer keywords, fewer
clicks on search results, etc.) and more resources to exploitation (longer time on a
search result page, deeper navigation into websites opened from the search results)
compared to younger adults (Chin et al. 2015; Sanchiz et al. 2019). In one of our
own studies (Karanam and van Oostendorp 2016), we examined the effect of age
and task difficulty on search performance in terms of task completion time and task
accuracy. For simple tasks, participants in most cases could find the answer easily
either in the snippets of the search engine results or in one of the websites referred
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Fig. 4.2 Analysis of search performance (means and standard errors) in terms of a task completion
time, b accuracy in relation to age and task difficulty

to by the search engine results. For difficult tasks, users had to frame queries using
their knowledge and understanding of the task, the answer was not easily found in
the snippets of search engine results and often they had to evaluate information from
multiple websites. Results were found to be in line with prior outcomes from aging-
related literature. As shown in Fig. 4.2, older adults were found to take significantly
more time than younger adults when performing simple tasks. Also, when the time
spent on SERPs and the time spent on websites are analyzed separately, older adults
were found to spend significantly more time than younger adults on SERPs (for both
simple and difficult tasks) and significantly less time than younger adults on websites
when performing difficult tasks. Accuracy of difficult tasks was significantly lower
than that of simple tasks and the accuracy of older adults was significantly lower
than that of younger adults. These findings provide more evidence to the fact that
older adults are less efficient than younger adults.

Behavioral outcomes from this study were used to compute mean semantic rele-
vance of search queries (SRQ, henceforth) with target information sought, for each
reformulation cycle, as a function of age and task difficulty. SRQ gives us an estimate
of how close in semantic similarity the queries generated by the participants are to
the target information. So, in general, the higher the SRQ value is, the more relevant
the query is. Results indicated that for both simple and difficult tasks, as older adults
reformulated, they produced search queries that were further away from the target
information, whereas, for younger adults, it remained constant.

In a follow-up study (Karanam and van Oostendorp 2017), we manipulated task
difficulty using a different metric called task preciseness. Task preciseness measures
the degree to which the task description overlaps in meaning with the content of the
target page(s) containing the answer to the task (using LSA). Tasks with a high LSA
value of task preciseness provide better,more precise contextual information pointing
to the target information. Tasks with a low LSA value of task preciseness would, on
the other hand, require the user to engage in higher-level cognitive activities such
as using his/her own knowledge to understand the task, generating relevant queries,
examining search results and determining their usefulness. Results were largely in
line with our earlier study (Karanam and van Oostendorp 2016). Low precise tasks
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demanded significantly more time and were significantly less accurate than high
precise tasks. Younger adults were significantly faster in completing tasks compared
to older adults. The accuracy of older adults was significantly lower than that of
younger adults, especially for low precise tasks. We used behavioral data from this
study to examine the semantic relevance of search queries across reformulations, that
is, the relevance per cycle of queries submitted by an individual. Younger adults were
found to reformulatemuch longer, i.e.,more cycles, than older adults. Furthermore, as
older adults reformulated, they produced search queries that were further away from
the target information, whereas, for younger adults, themean SRQ remained constant
for high precise tasks and even increased for low precise tasks. These findings are
also in line with our earlier study (Karanam and van Oostendorp 2016).

4.4.2 Cognitive Modeling of Age-Related Differences
in Information Search

Wefirst evaluated the ability of CoLiDeS andCoLiDeS+ inmodeling age-related dif-
ferences in information search behavior. The search queries from the study Karanam
and vanOostendorp (2016)were used to run simulations of CoLiDeS andCoLiDeS+.
We evaluated the performance of the models by computing the number of matches
between the model predictions and the actual user clicks for each query and its cor-
responding SERP (Karanam et al. 2017a) outcomes of which are shown in Fig. 4.3.
If a search result clicked by user is also a search result predicted by the model, then
we consider that the model prediction matches with the actual user behavior. The
number of matches for this scenario is 1. However, if a search result clicked by user
is not a search result predicted by the model, then we consider that the model pre-
diction does not match with the actual user behavior. The number of matches for this

Fig. 4.3 Mean number of matches (and standard errors) per task with a CoLiDeS and bCoLiDeS+
in relation to age and task difficulty
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scenario is 0. This process is repeated for all the queries of a particular task. Every
time, there is a match between the model prediction and the actual user behavior,
the number of matches is incremented by 1 for that task. At the end of this step, we
would have available with us the total number of matches between the user clicks
and the model-predicted clicks for one task. This process is then repeated for all the
tasks of a participant and finally for all the participants. Using this data, the mean
number of matches per task between the user clicks and the model-predicted clicks
was computed in relation to age and task difficulty for both CoLiDeS and CoLiDeS+.
The higher the number of matches is, the better the match between the model and
the actual user behavior is. Firstly, results indicate that CoLiDeS+ matched actual
user behavior significantly better than CoLiDeS, especially for difficult tasks.

Please note that the CoLiDeS model can predict only one search result per query
using this methodology because CoLiDeS does not possess a backtracking mecha-
nism, whereas users, in reality, click on more than one search result per query. The
main reason why CoLiDeS+ seems to performmuch better than CoLiDeS is because
CoLiDeS+ gives importance not only to the local cue, that is, the incoming new
search results, but also to the global context, that is, the query and the search results
already clicked in the preceding session. Also, CoLiDeS+ can go back, if necessary,
to already visited pages, change route and explore a new path to find the target page.
CoLiDeS, on the other hand, always focuses on current information and does not uti-
lize any historical information. It is only capable of linear forward search. Secondly,
we also found that CoLiDeS+ matched actual user behavior significantly better than
CoLiDeS, especially on difficult tasks, and thirdly, the model predictions matched
significantly better with the actual behavior of younger adults compared to older
adults, especially for difficult tasks. These interaction effects occur because difficult
tasks by nature require integration of information from multiple sources, which in
turn requires more queries, more clicks on the SERPs generated by the queries, more
switches between SERPs and websites and overall more detours. Younger adults,
owing to their higher fluid capabilities and lower switching costs, are more capable
of performing all the above activities better than older adults. This is coherent with
the discussion in the chapter by Sanchiz et al. (Chapter 5 of this book) that fluid
intelligence correlates positively with exploration strategies. Therefore, we think
that CoLiDeS+ is better equipped in terms of backtracking and next-best strategies
to model individual differences in search performance due to variations in age.

We present here some preliminary ideas to simulate the differences in the num-
ber of search results clicked by younger and older adults on a SERP. We vary the
number of times the next-best strategy is applied (ranging from 0 to 9) by CoL-
iDeS+. This measure indicates how often a participant, after clicking on a search
result and exploring the content of the corresponding website, comes back to the
search result page to select one or more of the other search results. If the number of
times the next-best strategy is applied is high, the model would come back and select
the next-best search result more often than when the number of times the next-best
strategy is applied is low. We also vary the minimum LSA value of a search result
(computed in relation to the query, ranging from 0 to 0.9) which is an estimate of its
relevancy. If the minimum LSA value of a search result is set high, the number of
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search results selected by the model would be low. Similarly, if the minimum LSA
value of a search result is set low, the number of search results selected by the model
would be high. Therefore, we expect that the information search behavior of older
adults can be modeled with a low value for number of times the next-best strategy
is applied and a high value for the minimum LSA value of a search result. This is in
line with “explore less and exploit more” strategy of older adults (Chin et al. 2015).
Similarly, we expect that the information search behavior of younger adults can be
modeled with a high value for number of times next-best strategy is applied and a
low value for the minimum LSA value of a search result. This is in line with “exploit
less and explore more” strategy of younger adults (Chin et al. 2015).

The steps involved in CoLiDeS+ that get affected by these variations have been
marked with 1 in Fig. 4.1. To demonstrate these variations, we ran simulations using
CoLiDeS+ under all possible combinations of the two parameters (number of next-
best strategy applied and LSA threshold) on twelve information search tasks and
matched the model predictions with actual user clicks from the study in Karanam
and van Oostendorp (2016). We used only difficult tasks for this analysis as the
age-related differences are more prominent for difficult tasks as opposed to simple
tasks.

Therefore, we expect the difference in the mean number of matches between
younger and older adults to increase as the number of times the next-best strategy is
applied is increased and the minimum LSA value of a search result is decreased.

Results showed that there is no significant difference in the mean number of
matches between younger and older adults when the number of times the next-best
strategy is applied is 0 (Fig. 4.4a) or when the minimum LSA value is very high: 0.7–
0.9 (Fig. 4.4b). However, opposed to this, the match with younger adults increases
much more than the match with older adults as the number of times the next-best
strategy is applied is increased, or as the minimum LSA value is decreased (0.6–0).
These outcomes are in line with our expectations. They imply that the optimal model
simulations for older and younger adults should be based on different parameter
values for the number of times the next-best strategy is applied for each search query
and the LSA value of search results. Overall, our outcomes suggest that by varying
the number of times the next-best strategy is applied and adjusting the critical LSA
value into computational cognitive models, it is possible to simulate differences in
the selection of search results due to differences in age.

4.4.3 Prior Domain Knowledge (PDK)

Users with high domain knowledge have more appropriate mental representations
characterized by more relevant concepts, higher activation values and stronger con-
nections between different concepts in the conceptual space compared to users with
low domain knowledge (Kintsch 1998). Users with high domain knowledge, there-
fore, can comprehend the search results and the content of the websites better and
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Fig. 4.4 Mean number of matches (and standard errors) in relation to variations in a number of
times next-best strategy is applied and b minimum LSA value of a search result

evaluate the relevancy more thoroughly and easily than users with low domain
knowledge (Kintsch 1998).

Variations in search behavior due to the differences in domain knowledge of users
have been well researched and documented in the cognitive psychology community
(Monchaux et al. 2015; Cole et al. 2011). In the study by Monchaux et al. (2015),
domain experts were found to find more correct answers in shorter time and via a
path closer to the optimum path than non-experts. This difference was stronger as the
difficulty of the task increased. Higher domain knowledge enables a user to formulate
more appropriate queries and comprehend the search results and the content in the
websites better, which in turn, enables them to take informed decisions regarding
which hyperlink or a search result to click next. Domain experts are also known
to evaluate search results more thoroughly and click more often on relevant search
results compared to non-experts. This is because their higher domain knowledge
enables them to differentiate between a relevant and a non-relevant search result
better (Cole et al. 2011).

We used the data from the study of Karanam and van Oostendorp (2016) to com-
pute mean semantic relevance between search queries and the target information
sought. We divided the participants into two groups of high (25 participants) and low
(23 participants) prior domain knowledge (PDK) by taking the median score on the
prior domain knowledge test. Results (in Fig. 4.5) showed that participants with high
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Fig. 4.5 Mean semantic
relevance of queries (with
standard errors) with target
information in relation to
prior domain knowledge
(PDK) and task difficulty

prior domain knowledge generated queries with significantly higher semantic rele-
vance to target information compared to participants with low prior domain knowl-
edge. These findings are consistent with the discussion in the chapter by Sanchiz
et al. (Chapter 5 of this book) that crystallized intelligence correlates positively with
exploitation strategies.

Therefore, we think that the step involving comprehension and selection of a
hyperlink or a search result in CoLiDeS+ can get affected by variations in prior
domain knowledge of users (marked with 2 in Fig. 4.1).

4.4.4 Cognitive Modeling of Domain Knowledge Differences
in Information Search

To simulate the differences in evaluation of relevancy of search results due to the
differences in the domain knowledge of users in CoLiDeS+, we use the semantic
space in LSA. A semantic space in LSA is an approximate representation of a given
user population’s knowledge. It is possible to create two semantic spaces that reflect
two different user population’s knowledge levels. Based on this idea, we collated two
different corpora (a non-expert corpus and an expert corpus, each consisting of 70,000
articles in Dutch) varying in the amount of medical- and health-related information.
The non-expert corpus, representing the knowledge of low domain knowledge users,
contained 90% news articles and 10% medical- and health-related articles, whereas
the expert corpus, representing the knowledge of high domain knowledge users,
contained 60%news articles and 40%medical- and health-related articles. The expert
corpus was used to create the expert semantic space and the non-expert corpus was
used to create the non-expert semantic space using the software package Gallito
(Jorge-Botana et al. 2013). More details on construction and evaluation of these
semantic spaces can be found in Karanam et al. (2017b). We expect that the expert
semantic space would give higher semantic relevance values for a medical concept
compared to the non-expert semantic space. Therefore, expert semantic space would
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model information search behavior (number of clicks on search results) of high
domain knowledge users better than low domain knowledge users and vice versa.

Participants fromKaranam and van Oostendorp (2016) were divided into low and
high domain knowledge groups based on a domain knowledge test. Actual search
queries were used to run simulations on six difficult information search tasks. Subse-
quent matching with actual behavioral data showed that the efficacy of the modeling
of user interaction in terms of the number of matches (Fig. 4.6). With efficacy, we
mean here that for each participant and for each task of the participant, we ana-
lyzed how many actual selections of search results were successfully predicted by
the model. We found that the efficacy is significantly higher with the expert semantic
space compared to the non-expert semantic space for high domain knowledge partic-
ipants while for low domain knowledge participants, it is the other way around (so a
significant interaction effect). Low prior domain knowledge participants seem to be
confronted with more distracting information underlying the search results because
it is too detailed for them.

It is important to note that this interaction effect is lost when semantic space is
not used as a factor in the analysis of variance. That is, if we would not have used
semantic space as a factor, we would have concluded that there is no difference in
model performance between the participants with high and low domain knowledge
levels. This would have been a (too) hasty conclusion because we saw that when we
included semantic space as a factor in the analysis, there was an effect of PDK, but
it was dependent on the type of semantic space.

Fig. 4.6 Mean number (and
standard errors) of matches
(per task) in relation to
semantic space and prior
domain knowledge (PDK)
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Overall, our outcomes suggest that using appropriate semantic spaces—asemantic
spacewith high domain knowledge represented for high domain knowledge users and
a semantic spacewith low domain knowledge represented for low domain knowledge
users—gives better prediction outcomes. These outcomes imply that by incorporating
differentiated domain knowledge levels into computational cognitive models, it is
possible to simulate differences in the evaluation of relevancy of search results due
to differences in domain knowledge.

4.4.5 Spatial Ability

Spatial ability is the ability to form visual or mental representations, process spatial
information and remember the spatial relationships among different objects. Visu-
ospatial skills are of great importance for success in solving many tasks in everyday
life: for instance, using a map to navigate through an unfamiliar city, understand-
ing the layout of a new building, merging into high-speed traffic, etc. (Diehl et al.
1995; Pak et al. 2006; Van Oostendorp and Karanam 2013). Since the structure or
architecture of the information space of the Internet can be represented spatially as
a graph, it is plausible that the (spatial) ability of a user to mentally form an equiva-
lent representation of the information space has an influence on search performance.
Users with high spatial ability would form a more accurate mental representation of
the hyperspace that they are navigating through, compared to users with low spatial
ability. They would be more aware of their current location in the hyperspace and
therefore would be able to navigate themselves forward and backward with little
effort. Whereas, users with low spatial ability usually do not understand their current
location in the hyperspace and most often get lost. Research showed that spatial
ability correlates with the number of revisits made by users to already visited pages,
number of times the back button is used, etc. (Tamborello and Byrne 2005). Many
studies have repeatedly shown that spatial ability correlates highly with information
search and navigation performance (e.g., Juvina and Van Oostendorp 2008).

To simulate differences in number of times users revisit already visited pages or the
number of times they use the back button, due to differences in their spatial ability,
we can vary the frequency and the depth of backtracking behavior in CoLiDeS+
(marked with 3 in Fig. 4.1). Depth of backtracking measures the number of levels (of
hyperlinks) a user would backtrack. If the depth of backtracking is set high, themodel
would visit higher number of already visited pages, and if the depth of backtracking is
set low, the model would visit lower number of already visited pages.We assume that
setting a high value for both frequency and depth of backtracking would model the
information search behavior of users with high spatial ability and setting a low value
would model the information search behavior of users with low spatial ability. We
can also vary the amount of context that is taken into consideration when computing
path adequacy in CoLiDeS+. If we assume that users with high spatial ability can
utilize more contextual information than users with low spatial ability, we can vary
the number of hyperlinks from the preceding session that are used to compute path
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adequacy (that is, the length of path adequacy). If length of path adequacy is set high,
the model would use higher number of already visited hyperlinks to compute path
adequacy, whereas, if the length of path adequacy is set low, the model would use
lower number of already visited hyperlinks to compute path adequacy. Therefore,
we propose that we should use a higher number of links (greater amount of context)
for users with high spatial ability and a smaller number of links (smaller amount of
context) for users with low spatial ability. Again, we can model variations in these
parameters and examine the fit to behavioral search results of users differing in spatial
ability.

4.4.6 Need for Cognition

Cohen et al. (1955) describe need for cognition (NFC, henceforth) as “a need to
structure relevant situations in meaningful, integrated ways.” If this need is not sat-
isfied, it can result in feelings of tension and deprivation that can lead to “active
efforts to structure the situation and increase understanding” (p. 291). It is an indi-
cation of the urge to make sense of the world. Users with high NFC are more likely
to put efforts to clear all ambiguities and uncertainty in the presented information
compared to users with low NFC. Therefore, we expect that NFC will have influ-
ence on the cognitive processes of comprehension, decision making and executive
control during information search. Users with high NFC would evaluate information
more thoroughly and take more informed decisions on clicking, reformulating and
backtracking than users with low NFC.

Indeed, users with high NFCwere found to spendmore time on accessing relevant
information, prefer formal sources for reliable information to informal ones, select
up-to-date resources, value high-quality information, use advanced search options
for formulating queries, prefer to select information sources with complex andmulti-
dimensional contents rather than simple ones (Mokhtari et al. 2013). In other studies,
users with high NFC were found to explore more information from multiple sources
(Ho 2005) and evaluate available information more thoroughly than users with low
NFC (Liu and Zhang 2008). Therefore, we think that the most important step in
CoLiDeS+ that can be affected by variations in NFC is the step involving compre-
hension of a hyperlink or a search result (marked with 4 in Fig. 4.1). The process
of elaboration simulates the cognitive processes of activation of semantically related
terms to a piece of text that is present in our working memory through a spreading
activation mechanism. These elaborations are known to assist in better comprehen-
sion of what is being read (Kintsch 1998). Using LSA, the model can extract words
that are close in semantic similarity to the target text. By varying the threshold value
of the LSA semantic similarity, the number of words extracted and their degree of
semantic similarity to the target text can be varied. If the threshold is set high, the
model would take a fewer number of words that are very close in semantic similarity
to the target text for elaboration, whereas, if the threshold is set low, the model would
take greater number of words—also words that are not so close in semantic similarity
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to the target text for elaboration. We conjecture that this threshold value should be
high for users with high NFC and low for users with low NFC. A higher threshold
value ensures less ambiguity, whereas a lower threshold value leads to greater ambi-
guity. Similar to the modeling of spatial ability, we can again model variations in
these parameters and examine the fit to behavioral search results of users differing
in need for cognition.

4.5 Conclusions and Discussion

In this chapter, using a computational cognitive model called CoLiDeS+, we pre-
sented ideas to simulate variations in information searchbehavior due to the variations
in cognitive factors such as age and domain knowledge. Preliminary analysis of our
ideas on predicting individual differences due to age and domain knowledge effects
showed promising outcomes.

By varying the number of times the next-best strategy is applied byCoLiDeS+ and
the minimum LSA value of a search result, we were able to simulate the variations
in the number of search results clicked by younger and older adults on SERPs. It
appeared that the difference inmean number ofmatches between themodel-predicted
clicks and the actual user clicks between younger and older adults increased as the
number of times the next-best strategy is increased (Fig. 4.4a), and as the minimum
LSA value of a search result decreased (Fig. 4.4b). These findings add empirical
evidence to the discussion in the chapter by Sanchiz et al. (Chapter 5 of this book),
regarding variations in exploration and exploitation strategies during information
search behavior.

To simulate differences in evaluating the relevancy of search results due to the
differences in prior domain knowledge, we used two different semantic spaces that
varied in the amount of medical- and health-related information (the non-expert
semantic space had lower medical- and health-related knowledge than the expert
semantic space) to compute LSA values corresponding to information scent and
path adequacy. The efficacy of the modeling in terms of the number of matches
between the model-predicted clicks (Fig. 4.6) was found to be higher with the expert
semantic space compared to the non-expert semantic space for high domain knowl-
edge participants while for low domain knowledge participants, it was the other way
around. Consequently, it appeared important to adapt the semantic space to the prior
domain knowledge of the participants.

Overall, our outcomes suggest that using appropriate semantic spaces—asemantic
spacewith high domain knowledge represented for high domain knowledge users and
a semantic spacewith low domain knowledge represented for low domain knowledge
users—gives better prediction outcomes—as we expect it to be. Similarly, variations
wherein the number of times the next-best strategy is applied or variations in critical
LSA threshold can be used to model individual differences in search performance
due to age. These outcomes demonstrate that the efficacy of cognitive models can
be enhanced by incorporating variations in information search performance due to
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variations in cognitive factors. This is an important finding with practical implica-
tions because improved predictive capacity of thesemodels can lead tomore accurate
model-generated support for search and navigation which, in turn, leads to enhanced
information-seeking performance as some studies have already shown (Karanam
et al. 2011; Van Oostendorp and Juvina 2007). For each task, navigation support
was generated by recording the step-by-step decisions made by the cognitive model
which in turn are based on the semantic relatedness of hyperlinks to the user goal
(given by a task description). The model predictions were presented to the user in the
form of visually highlighted hyperlinks. In both studies, the navigation performance
of participants who received such support was found to be more structured and less
disoriented compared to participants who did not receive such support. This was
found to be true, especially for participants with a particular cognitive deficit, such
as low spatial ability. Model-generated support for information search contributes
to the knowledge acquisition process of users as it helps them in efficiently filtering
unnecessary information. It gives them more time to process and evaluate relevant
information during the intermediate stages of clicking on search results and web-
pages within websites before reaching the target page. This helps in reducing user’s
effort in turn lessening cognitive load. This can lead to better comprehension and
retention of relevant material because contextual information relevant to the user’s
goal is emphasized by model-generated support. In the chapter (Van Oostendorp and
Karanam 2020), we present details of studies in which the influence of presenting the
estimates of semantic relevance of search results as computed by the computational
cognitive model CoLiDeS are examined.

More experiments are required to empirically verify all the ideas presented in
this chapter corresponding to age, domain knowledge, spatial ability and need for
cognition. We do not claim that the ideas presented in this chapter fully explain the
variations in information search behavior due to the variations in cognitive factors,
but we hope that they could be starting points for further research. We demonstrated
modeling of individual differences in one particular aspect of the overall information
search and navigation process; for example, for age, we also demonstrated modeling
differences in selection of search results, and apart from that, for domain knowledge,
we demonstrated differences in evaluation of relevancy of search results. It has to
be seen what results are when more than one factor is varied at the same time. In
general, the findings reported in this chapter support the framework put forward by
Sanchiz et al., Chapter 5 of this book. Prior knowledge as part of crystallized abilities
influences information processing (see their Fig. 5.1) and updating information in
working memory plays a role in applying strategies such as the next-best strategy as
part of fluid abilities,

Furthermore, modeling individual differences in cognitive factors in every stage
of the information search and navigation process is a promising direction for future
research. The influence of each of the cognitive factors discussed in this chapter
on the psychological processes during information search can be simulated in more
than one location, that is, as part of different subprocesses in the model (Fig. 4.1).
It is not clear, at this moment, if the influence on one location in the model is more
significant than the other. Also, there exist other cognitive factors but not discussed
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in this chapter such as Internet experience, gender, complexity of a task and interface
characteristics which can have an influence on information search behavior.
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Chapter 5
An Evolving Perspective to Capture
Individual Differences Related to Fluid
and Crystallized Abilities in Information
Searching with a Search Engine

Mylène Sanchiz, Franck Amadieu, and Aline Chevalier

Abstract Interacting with a search engine to search for information is an essential
component in our information society. Yet, information search can be a complex task
as users can face challenges when processing a staggering amount of information.
Research in cognitive psychology and ergonomics has shown important individual
differences in search strategies and performance. In this chapter, we describe how
fluid and crystallized abilities may influence search behavior all along the task and
how they can account for users’ difficulties. Our purpose is to provide a theoretical
and methodological foundation to better understand the role of these abilities. To
this point, we first review recent insights on the behavioral data collected in studies.
Next, we present a new framework to analyze such data and discuss how fluid and
crystallized abilities can impact information processing when searching for infor-
mation. Illustrations of how this work can contribute to the development of useful
information search support tools are discussed.

5.1 Introduction

In our information and communication society, we process information every day
to make informed decisions, to acquire new knowledge, to complete a specific goal,
to get up-to-date news or for leisure. The development of the web and information
technologies has granted individuals a somewhat easy access to a huge mass of
information. Search engines are burgeoningon theweb, anddespite how intuitive they
may look at first, interacting with them to search for information can be complex for
some users. The literature on cognitive psychology and ergonomics has documented
how children (Bilal and Kirby 2002), disabled adults (Giraud et al. 2018) and older
adults (Dommes et al. 2011; Wagner et al. 2010; Sanchiz et al. 2017a, b, 2019a)
can face challenges when using a search engine to search for information. Users’
difficulties can come from a wide variety of cognitive, social or emotional factors
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(such as low prior topic knowledge, lack of familiarity with the device, low self-
perceived efficiency on the web, anxiety toward new technologies) (Hölscher and
Strube 2000; Sharit et al. 2008).

The current chapter addresses two particular types of cognitive factors that have
received an increased interest over the last few years: fluid and crystallized abilities
(Crabb and Hanson 2014; Dommes et al. 2011; Eppinger et al. 2007; Sanchiz et al.
2019a; Sharit et al. 2015). These abilities allow individuals to reason and interact with
their environment. Fluid abilities correspond to the ability to think, reason and solve
problems independently of learning, experience and education, whereas crystallized
abilities refer to the skills and knowledge individuals acquire throughout their life
(such as prior knowledge or vocabulary skills) (Cattell 1971; Horn and Cattell 1967).
These abilities can impact people’s behavior and performance (Park et al. 1996; Park
2000), and they are particularly crucial for problem-solving tasks involving working
memory (such as information search). However, their role on information search
(IS) with a search engine is still to be better documented, particularly for growing
populations of users on the web such as older adults. Better capturing individual
differences related to such abilities are crucial in order to: (i) predict adequately
the behavior and search performance of users with particular needs and (ii) develop
adapted IS support tools. Adopting a cognitive approach to study IS strategies could
complement approaches in information science to understand the decisions taken
by users with particular needs. For instance, combining cognitive and computing
approaches could help future research integrate the impact of users’ navigational
and processing decisions all along the search task in order to better predict users’
difficulties and performance. In addition, such knew knowledge would also provide
more validation for the inferences and conclusions drawn from empirical data in the
future works.

With this in mind, we will first begin the chapter with a brief overview of the
theoretical frameworks of IS that are compatible with the inclusion of fluid and crys-
tallized abilities. Next, a synthesis of the empirical findings related to the influence of
these abilities on IS will be provided. Then, we will present an original methodologi-
cal framework to study the impact of fluid and crystallized abilities on IS performance
(i.e., efficiency) and behavior (i.e., searching strategies). The chapter will conclude
with the introduction of a new theoretical perspective to guide future research works
and better account for the role of fluid and crystallized abilities.
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5.2 Current State of the Art on the Role of Fluid
and Crystallized Abilities in Information Search
Behavior and Performance

5.2.1 Review of the Theoretical Construct of IS

Research in cognitive psychology and ergonomics has defined IS as a complex
problem-solving activity that involves several high-level processes such as compre-
hension, reasoning and decision-making. IS starts with the elaboration of a mental
representation of a search need (i.e., user’s search goal) and is followed by sev-
eral cycles in which the user has to evaluate information relevance, select pieces of
information that are related to the search goal and possibly navigate between several
content webpages (Fu and Pirolli 2007; Sharit et al. 2008, 2015; van Oostendorp
et al. 2012). Searching for information with a search engine usually involves three
steps: planning, evaluating information and navigating (Sharit et al. 2008, 2015).
First, search engines require users to formulate an initial query that represents their
search goal and enter it in the search engine box. To formulate their query, users can
rely on information provided in the search context (such as the keywords contained
in their information need or in the search problem statements) and their prior topic
knowledge (Monchaux et al. 2015; Sanchiz et al. 2019a). The production of the ini-
tial query corresponds to the planning stage of the activity (Sharit et al. 2008). This
initial query will allow the search engine to retrieve a set of links that users can pro-
cess to access websites. Then, in a second stage, users have to evaluate the relevance
of the search results (i.e., analyze the search engine result page—SERP) and select
website(s) to open up. In optimal situations, users should process the links provided
on the SERP to locate the best way(s) to find their target information (i.e., select the
most useful website(s)). Finally, in a third stage, Sharit and his collaborators (2008,
2015) showed that users can process in deeper detail the websites they opened up
(i.e., spend time reading information provided on the website or go deeper to it by
navigating into several webpages). IS is a cycling activity: Users can move forward
or backward through this step as long as their search need is not fulfilled. Users can,
for instance, reformulate their query, update their mental model thanks to new pieces
of information, evaluate again the SERP to select a newwebsite, consult more SERPs
and so on. The cycling aspect of IS represents the critical part of this activity as it
may require users to engage in complex and uncertain decision-making. How users
strategically decide to process and update information and navigate between pages
to solve their search need is often the key to success or failure.

Models of information search describe the mechanisms that underlie the evalua-
tion and the selection of links (SNIF-ACTmodels by Fu and Pirolli 2007 or CoLiDeS
+ Pic by vanOostendorp et al. 2012 for instance). Individuals rely on the information
link(s) that concentrate(s) the highest information scent (i.e., highest perceived utility
with regard to the search goal). Then, through an activation spreading mechanism,
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pieces of information semantically related to the search goal are activated in mem-
ory and help users decide which link to open up. However, using these computing
approaches to predict users’ search behavior and performance can be difficult because
of the cycling and strategic features of IS. While users move forward through their
search, they will allocate their attention to a different information. Consequently,
the information scent of one particular piece of information will vary all along the
task. In other words, some information that was first highly useful and relevant to the
search goal might still be relevant but no longer useful for users. In addition, these
computing models often fall short of taking into account users’ search strategies and
inner resources. Yet, they can have a major impact on users’ difficulties and search
performance. Research in cognitive psychology showed that IS strategies during the
different steps of the search can be supported (or impaired) by several cognitive
factors related to crystallized or fluid abilities (Dommes et al. 2011; Sharit et al.
2008).

5.2.2 Review of the Theoretical Construct of Fluid
and Crystallized Abilities

Fluid abilities involve processing speed, update inworkingmemory, inhibition, atten-
tional focus or cognitive flexibility (Cattell 1971; Chevalier and Chevalier 2009;
Horn and Cattell 1967; Eppinger et al. 2007; Slegers et al. 2012). These abilities
help individuals plan, coordinate and regulate the cognitive operations required to
perform a task. In other words, fluid abilities support adaptive decision-making and
allow individuals to switch between different processing strategies in order to adapt
to environment changes and constraints (Lindow and Betsch 2019). Fluid abilities
support executive functioning (Salthouse et al. 2003) and are particularly critical in
IS:

1. Cognitive flexibility: ability to switch attentional focus to different stimuli and
manipulate at the same time several mental models (Verhaeghen and Cerella
2002). Lower level of cognitive flexibility can increase individuals’ sensitivity
to interfering or unpredictable input stimuli. This is particularly critical for IS
as this activity heavily relies on alternating between the different mental mod-
els elaborated (i.e., representation of users’ search goal, of the different search
results, websites processed, etc.).

2. Inhibition: ability to access, suppress and restrict access to information in work-
ing memory (Hasher and Zacks 1988). Inhibitory mechanisms help individuals
allocate attentional resources to more goal-relevant items and filter useless infor-
mation (for instance in reading comprehension). Inhibition can thus be a key to
support the exclusion of seductive, salient or irrelevant pieces of information in
an environment in which a huge mass of information is easily accessible. Inter-
estingly, goal-directed inhibitory mechanisms are particularly crucial during the
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initial stage of IS to avoid the allocation of resources to irrelevant items. Addi-
tionally, empirical studies also demonstrated that inhibitory mechanisms could
work as a “search and destroy” process (Kawashima andMatsumoto 2018;Moher
et al. 2014): While proceeding through a task, the irrelevant items to be ignored
are first selected and then inhibited in favor of more relevant items.

3. Update in working memory: ability to maintain in working memory an active and
up-to-datemental representation. Thismechanismhelps, for instance, individuals
replace pieces of information that are no longer accurate or needed by more
relevant ones (Morris and Jones 1990). Three components are at stake in updating
mechanism: retrieval, transformation and substitution of information (Ecker et al.
2010). As such, this process allows users to maintain the mental representation
of their search need active in working memory and transform it in order to adapt
to situational changes (such as the discovery of new information that invalidates
previously read ones).

Crystallized abilities correspond to skills and knowledge that an individual
acquires throughout life (Cattell 1971; Sharit et al. 2008). They include prior knowl-
edge, knowledge schemata or vocabulary skills. Crystallized abilities are particularly
useful to perform actions in an optimal way (i.e., without engaging too much cogni-
tive resources). For instance, when navigating in an environment (as in an unknown
train station for instance), individuals may engage automatic processes if they do
possess relevant schemata (e.g., find the main hall and train departure/arrival infor-
mation to know where to go next). Such schemata, acquired through experience,
eventually support the planning and executions of actions without much effort.

5.2.3 Overview of the Relation Between Fluid
and Crystallized Abilities and IS Behavior
and Performance

A large body of research has shown how fluid and crystallized abilities can impact
strategies in visual search tasks. For instance, when individuals are asked to locate
a target item (e.g., a word and a figure), inhibition mechanisms support the filter-
ing of irrelevant distractors and the localization of relevant items (Kawashima and
Matsumoto 2018). However, fewer researches have documented the impact of fluid
abilities on information search with search engines or websites. Prior findings have
reported that fluid abilities affect search performance and the elaboration of appropri-
ate search strategies (Chin et al. 2009; Pak and Price 2008; Sharit et al. 2008, 2015).
For instance, when users have to search for information in a complex fact-finding
search task, low cognitive flexibility can alter the number of query reformulations and
the number of new keywords produced by participants (Dommes et al. 2011; Crabb
and Hanson 2014). Cognitive flexibility is also reported to support the processing of
websites’ structures and the decision to explore a larger part of the problem space of
the search (Brand-Gruwel et al. 2009; Chin et al. 2015).
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Crystallized abilities, such as prior topic knowledge or vocabulary, can support
users’ search performance (Downing et al. 2005; Hölscher and Strube 2000;
Monchaux et al. 2015; Sanchiz et al. 2017a; Tabatabai and Shore 2005) and the
production of more relevant keywords (Vakkari et al. 2003; Wildemuth 2004). Prior
knowledge and IS skills are among the most common dimensions of crystallized
abilities used in empirical studies (Downing et al. 2005; Duggan and Payne 2008;
Hembrooke et al. 2005; Hölscher and Strube 2000;Monchaux et al. 2015; Sharit et al.
2008, 2015; Tabatabai and Shore 2005; Wildemuth 2004). Prior topic knowledge
corresponds to declarative (i.e., semantic content), procedural (knowledge about
specific strategies on how to process concepts for instance) and/or metacognitive
knowledge (knowledge about how to self-evaluate and regulate the strategies
engaged for instance) that are related to a particular knowledge domain (i.e., topic).
IS skills correspond to more domain-independent expertise in IS itself (such as
the development of relevant schemata to apply or search strategies) (Smith 2015).
Prior knowledge, IS skills and more largely crystallized abilities influence how
users allocate their resources when processing information (Hölscher and Strube
2000; Monchaux et al. 2015). Prior empirical works have indeed demonstrated that
prior topic knowledge supports the formulation of semantically more appropriate
keywords (Vakkari et al. 2003; Wildemuth 2004), of more relevant reformulation
strategies (such as using more unique queries or making more important transfor-
mations when reformulating queries: Hembrooke et al. 2005; Zhang et al. 2005)
and search performance (Downing et al. 2005). Prior knowledge can also help users
select more relevant websites (Hölscher and Strube 2000) and evaluate information
more rapidly (i.e., greater number of webpages visited in a smaller amount of time
(Sihvonen and Vakkari 2004; Wildemuth 2004).

Overall, these findings show that prior knowledge and more largely crystallized
abilities foster the elaboration of amore coherentmentalmodel of the search need, the
articulation of more accurate queries and more efficient processing of information.
Hence, low topic knowledgeable users face a double challenge. First, they tend to
start searching for information with a less coherent mental model and a less accurate
query (which will degrade the quality and relevance of the results retrieved by the
search engine). Secondly, less knowledgeable users have fewer resources to evaluate
information relevance and to integrate information while they proceed through the
search. In sum, crystallized abilities, such as prior knowledge use, can help users
process information more efficiently, at lower cognitive costs. They can also improve
the relevance and accuracy of the search strategies elaborated.

As illustrated in the above section, a large number of empirical works have docu-
mented the impact of crystallized abilities on IS performance and behavior. However,
fewer studies examined how fluid abilities can influence users’ behavior. In addition,
the majority of these empirical studies focused either on large scope indicators of
search behavior (such as the time spent searching for information: Sharit et al. 2008,
2015, or the number of queries produced: Dommes et al. 2011) or on very precise
indicators but they failed to relate them to the cognitive processes they reflect (such as
the number of new keywords produced in query or the query length, e.g., Hembrooke
et al. 2005). To fully understand how fluid and crystallized abilities can impact search
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behavior, research needs to provide a more global framework to analyze these data.
Such ambition is quite a challenge as many indicators can be confusingly used as a
proxy of several cognitive or metacognitive processes. For instance, the number of
queries produced by users can reflect deeper processing (i.e., cognitive processes,
such as comprehension or inference-making) or regulation strategies (i.e., metacog-
nitive processes). In the present chapter, we argue that one way to override this
challenge would be to identify high-level common features between online indica-
tors (i.e., do they reflect an attempt to access new information? to keep digging for
particular pieces of information?) and/or contextualize their analyses with regard to
the different steps of the activity.

5.3 The Value of Studying Behavioral Data: A Review
of Methodological Perspectives to Better Understand
the Role of Fluid and Crystallized Abilities

Aburgeoning amount of empirical studies use online data to investigate users’ search
performance and strategies. For instance, indicators of efficiency include the time
spent to perform the task (Chin and Fu 2010; Kammerer and Gerjets 2014; Karanam
and van Oostendorp 2016; Lazonder et al. 2000; Sharit et al. 2015; Thatcher 2006;
Vanderschantz and Hinze 2017) or the task completion speed (i.e., time taken to
complete the search task in relation to the success or failure, Aula and Nordhausen
2006; Sanchiz et al. 2017a, b). A staggering amount of indicators of online search
strategies can be found in the literature:

• Querying: number of queries formulated, number of new keywords, semantic
depth of queries, types of query reformulations, etc (Bilal and Gwizdka 2018;
Dommes et al. 2011; Hembrooke et al. 2005; Hölscher and Strube 2000; Mon-
chaux et al. 2015; Phan et al. 2007; Sanchiz et al. 2017a, b, 2019a; Thatcher 2006;
Vakkari 2001; Vanderschantz and Hinze 2017; van Deursen and van Dijk 2009).

• Navigational behavior: number of websites visited, number of content webpages
opened up, time spent processing websites, etc (Barsky and Bar-Ilan 2012;
Downing et al. 2005; Duggan and Payne 2008; Hölscher and Strube 2000;
Sanchiz et al. 2017a, b; Scholer et al. 2013).

As a reminder, one of the main challenges in accurately using online data to
understand users’ search strategies is that most empirical findings analyze behavior
to get a better understanding of what users do and why. However, most of these
studies fall short of relating such data to the processes they may reflect. Among
the many examples we could cite, Bilal and Kirby (2002) showed in a study that
children were less capable than adults to effectively recover from breakdowns or
impasses by adapting their search strategies (such as using new keywords in their
queries). Such findings could reflect the impact of lower fluid abilities (which are not
fully developed at this age), but it was not empirically investigated in the study. In
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addition, online behavioral indicators can sometimes be difficult to analyze as they
may ambiguously represent several cognitive or metacognitive processes from one
study to another. For instance, in the literature, the time spent processing the search
results on a search engine result page is allotted to either deeper processing (i.e., a
cognitive process), planning or evaluating (i.e., metacognitive processes) (Chin and
Fu 2010; Dommes et al. 2011; Hahnel et al. 2018; Sharit et al. 2008). Hence, better
relating online indicators to the actual processes they underlie and improving the
methodological and theoretical frameworks used to analyze them would most likely
help future research: (i) use online data with more precision and (ii) make more
reliable conclusions about users’ search strategies.

In the following section, we will discuss a new theoretical and methodological
framework for the analysis of online behavioral data that accounts for the role of
fluid and crystallized individual differences. First, we will present how using online
indicators to distinguish between exploration and exploitation processes can better
illustrate the role of fluid and crystallized abilities in IS. Secondly, we will highlight
how contextualizing the analysis of online data to the search context and the dif-
ferent stages of IS can provide crucial insights on users’ behavior, performance and
cognitive processes.

5.3.1 Distinguishing Exploration Vs. Exploitation

Current empirical research provides interesting insights on users’ search behavior
and performance. For instance, we are better aware of the search strategies that can
account for children’s lower search performance (Bilal and Kirby 2002). Research
has documented how users process information on websites (i.e., the time they spent
reading content on websites for instance), how they explore the problem space (by
consulting a new website for instance, Sharit et al. 2008, 2015) and how they can
overcome impasses (by reformulating for instance, Bilal and Kirby 2002; Dommes
et al. 2011). With regard to the theoretical models of IS (Brand-Gruwel et al. 2009;
Fu and Pirolli 2007; Sharit et al. 2008, 2015; van Oostendorp et al. 2012), what
readers are asked to do when searching for information (no matter if it is an explicit
fact-finding task or a more complex sense-making search task, Bell and Ruthven
2004) is to process information and explore their environment. Processing informa-
tion in IS implies assessing information relevance, selecting relevant information,
comprehending semantic content, elaborating a coherent mental representation of
the information retrieved (Hahnel et al. 2018; Sharit et al. 2008, 2015). Exploring
the environment in IS implies selecting sources of information, navigating between
different content webpages or websites, understanding how online documents are
structured, how we can interact with them, etc (Sharit et al. 2008, 2015). In other
words, indicators reflecting strategies to extensively navigate in different sources
of information and initiate new branches/navigational paths in order to process an
additional part of the problem space tend to reflect exploratory behavior.
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Exploration processes are well documented in the literature. However, studies
do not always refer to indicators of exploration as such. Instead, studies mostly
refer to navigation or browsing behavior. Chin and her collaborators (2015) detailed
the distinction between exploration and exploitation search strategies in IS. In line
with information foraging theories (Pirolli and Card 1999), to search for information,
individuals can either spend resources to forage for information among a particular
source (or group of sources) of information or switch to a new one if the initial
source(s) selected turned out to be useless/ not relevant. Due to the limited capacity
of their working memory, individuals do not possess extensive resources to search
for information. Hence, information searchers need to set a trade-off in order to
decide whether or not to engage additional resources. Information foraging theories
suggest that the likelihood for users to leave their current sources of information to
consult a new one will increase if the expected additional value of visiting a new
website exceeds the costs it will demand (Chin et al. 2015; Pirolli and Card 1999; Fu
and Pirolli 2007). Indeed, deciding to leave a source of information and switch to a
new one can be demanding as it requires users to engage resources to evaluate new
information, select a new website, understand how this new website is structured,
etc. Switching to a new source of information (i.e., exploring a broader part of the
problem space of the search) requires high fluid abilities such as cognitive flexibility.
In other words, exploration behavior corresponds to the initiation of new branches (as
reflected by opening up a new website, for instance, or reformulating a new query)
(Chin et al. 2015; Sanchiz et al. 2019b).

In contrast, exploitation behavior corresponds to perseveration behaviors (i.e.,
extended processing of similar pieces of information) such as visiting a high number
of webpages from the samewebsite (e.g., number of webpages revisited, Duggan and
Payne 2008). Indicators reflecting deeper processing of the navigational branches
elaborated tend to reflect exploitation strategies (Chin et al. 2015; Sanchiz et al.
2019b). For instance, to reformulate their queries, users can decide to change the
entire content of their query, change some of the keywords (e.g., add/retrieve some
keywords and change keywords by synonyms) or transform the organization of the
query content (e.g., reverse keyword order). In empirical studies, some querying indi-
cators correspond to narrow changes such as step-by-step reformulation strategies
or reformulations that heavily rely on the content of the former query produced (i.e.,
number of times a keyword is reused and broadness of change in query reformula-
tion; see Table 5.1 for example). Such indicators tend to reflect exploitation strate-
gies: Users remain on similar or semantically extremely close information patches
to search for information. In contrast, reformulation strategies that reflect broader
changes (such as complete query transformation or production of new keywords)
show exploration strategies (i.e., the new query formulated will most likely lead to a
new and semantically more distant information patch). Table 5.1 provides a synthesis
of indicators currently used in empirical works that tend to reflect exploitation strate-
gies. To sum up, exploitation strategies mainly refer to: (i) the time spent processing
the search paths initiated and/or (ii) the depth of the processing of the search paths
initiated (i.e., the number of websites opened up per query, the number of SERPs
consulted per query, etc.).
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Table 5.1 Examples of online indicators reflecting exploitation strategies used in current research

Dimension Indicators Authors Type of exploitation
behavior

Website selection Number of websites
opened from SERPs
per query

Duggan and Payne
(2008), Guan (2014),
Huang and
Efthimiadis (2009)

Exploitation of a
search path initiated
by formulating a
query

Time taken on SERPs
to select a link to visit

Chin and Fu (2010),
Kelly et al. (2015)

Number of repeated
links selected from
SERP visits before
adjusting queries
(i.e., reformulating)

Vanderschantz and
Hinze (2017)

Webpages processing Number of switches
between content
pages once on a
website

Barsky and Bar-Ilan
(2012), Lei et al.
(2013), Wildemuth
et al. (2018),
Dommes et al. (2011)

Exploitation of a
search path initiated
through the visit to a
website

Number of content
pages opened up per
website visited

Chin et al. (2015) and
Sanchiz et al. (2019b)

Number of content
webpages visited
multiple times

Barsky and Bar-Ilan
(2012), Lei et al.
(2013), Wildemuth
et al. (2018)

Query formulation Number of times
keywords/terms are
used in queries

Hembrooke et al.
(2005)

Exploitation of a
search path initiated
through a query
formulationNumber of keywords

extracted from
instructions/search
problem statements

Dommes et al. (2011)
and Sanchiz et al.
(2017a, 2019a)

Broadness of changes
in query
reformulation

Hembrooke et al.
(2005), Hölscher and
Strube (2000),
Vakkari (2001)

It is to be noted that exploration and exploitation strategies cannot be generally
associatedwith either good or bad search strategies per se (and thus cause good or bad
performance). To determine whether exploring or exploiting information turns out to
be the relevant thing to do, one must consider the search context (i.e., search goal and
current stageof the activity) and the relevanceof the informationbeingprocessed.The
following part of this section will discuss how research can connect online data with
either exploration or exploitation strategies for navigation and querying. Figure 5.1
presents a schematic overview of the theoretical and methodological framework
presented in this chapter.
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Fig. 5.1 Overview of the
role of fluid and crystallized
abilities in exploration and
exploitation search strategies

5.3.2 Presentation of the Construct of Exploration
and Exploitation Behavior

As discussed in the above section, current research is burgeoning with online indi-
cators showing how users navigate the web to search for information. Indicators of
website selection, content webpage visits and time allotted to processing SERPs on
webpages are among the most commonly used ones (Aula and Nordhausen 2006;
Barsky and Bar-Ilan 2012; Dommes et al. 2011; Gerjets et al. 2011; Hölscher and
Strube 2000). These indicators are particularly useful to understand to what extent
users are engaged in an exhaustive or a superficial way in the task. However, it may
be tricky to fully understand users’ behavior without confronting these variables
one with another (and thus get a clearer global representation of users’ navigational
behavior) and with the cognitive processes they reflect. As illustrated in Fig. 5.1,
from a methodological point of view, the exploration–exploitation discrepancy can
help research categorize raw data into two types of navigational behavior: (i) strate-
gies to browse and process a broad part of the problem space and (ii) strategies to
maximize the hoped utility of the sources of information accessed by digging deeper
into them.

Discriminating different patches of information (i.e., the different sub-parts of
the problem space) can be difficult (Chin et al. 2015). Indeed, users may go for
another source of information, such as a new website, but they may keep looking
for the same pieces of information. For instance, when searching for the name of
Luke Skywalker’s ship in the Star Wars movies, users may start by opening the first
result provided on the SERP list and then go back to the SERP to open up a new one
and look for further information. Consistently with prior works (Chin et al. 2015;
Sanchiz et al. 2019b), we argue that initiating a new search path corresponds to
exploration. New search paths can be elaborated through the evaluation of SERPs
and the selection of new websites not previously seen or through a new query refor-
mulation. Of course, exploratory behavior can be more or less extensive. Users may
switch between two patches of information (i.e., parts of the problem space) that are
semantically very similar. In contrast, users may also perform wider jumps between
information patches. For instance, opening up aWikipedia page tackling the different
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ships in Star Wars and jumping to a new website detailing the differences between
the Jedi and the Empire spaceships correspond to a close jump (i.e., these two web-
sites will most likely share a lot of common information). In contrast, returning to
the SERP to open up a website describing the scenario of Star Wars IV: A New Hope
corresponds to a wider jump as it focuses on more different pieces of information.
Similar remarks can be made for querying strategies. Initiating a new search path is
done by reformulating. To reformulate a query, either users can change parts of their
previous query (i.e., transform, add or erase some keywords) or theymay transform it
completely (and use new keywords) (Bilal and Gwizdka 2018; Dommes et al. 2011;
Duggan and Payne 2008; Kroustallaki et al. 2015; Lei et al. 2013; Sanchiz et al.
2017a, b, 2019a; Wildemuth et al. 2018). Complete reformulations, new keywords,
unique queries are querying indicators reflecting a wide jump to a new information
patch, whereas changing query length, suppressing keywords, keeping keywords
used in the previous query correspond to a narrow jump.

5.3.3 Impact of Fluid Abilities on Exploration
and Exploitation Behavior

Theoretically, fluid abilities mainly influence how individuals perform a task (i.e., the
strategies engage to solve aproblem for instance). In IS, fluid abilities support changes
of search strategies in order to adapt to the constraints of the environment (Sharit
et al. 2008, 2015).As discussed previously, exploratory behavior corresponds tomore
flexible search strategies in which users turn to different sources of information or
different search patches to solve their search need (Sanchiz et al. 2019b). For instance,
prior works have shown that fluid abilities such as cognitive flexibility can predict
the number of reformulations and visits to new websites (Dommes et al. 2011; Sharit
et al. 2008). Allocating extra resources to opening up a new website or reformulating
queries requires users to: develop a new mental representation of the additional
search path initiated, keep it active in working memory, update the overall global
mental model of their search and inhibit some information already activated to put
them on a second plan. All these processes particularly rely on users’ fluid abilities.
Indeed, current research has shown that users with lower fluid abilities (such as older
adults) tend to visit fewer websites, reformulate less and initiate a smaller number
of different navigational paths (Dommes et al. 2011; Sanchiz et al. 2019a, b). As
another example, one could also cite how children with low fluid abilities tend to
have difficulties to overcome impasses and reformulate less often (Bilal and Kirby
2002).

In a nutshell, fluid abilities, by supporting adaptation to environment changes and
processing strategy switch (Eppinger et al. 2007; Sharit et al. 2008), tend to play a
major role in broad exploration strategies and the development of adapted decisions
when facing a breakdown. Indicators reflecting the will to find new information
(i.e., exploratory behavior) can thus help research better grasp the actual role of fluid
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abilities in IS behavior.Operationally,when searching for information, users aremore
likely switching between exploration and exploitation strategies (i.e., users tend to
initiate new branches/search paths and then process them in greater detail). Hence,
high or low levels of fluid abilities will influence the trade-off between exploration
and exploitation behaviors (Chin et al. 2015; Sanchiz et al. 2019b). Individuals with
higher levels of fluid abilities should develop a larger proportion of exploration
strategies. In contrast, for users with lower fluid abilities, the trade-off between
exploration and exploitation strategies should be in favor of exploitation behavior
(i.e., indicators of deeper processing of websites, multiple subsequent uses of similar
keywords, etc.).

5.3.4 Impact of Crystallized Abilities on Exploration
and Exploitation Behavior

Crystallized abilities, such as prior knowledge use or vocabulary skills, contribute
to information processing efficiency (i.e., accurate evaluation of information rele-
vance, efficient selection and integration of information, etc.) (Hölscher and Strube
2000; Monchaux et al. 2015; Sharit et al. 2008, 2015). In line with prior empirical
studies reported in this chapter, we argue that crystallized abilities foster explo-
ration strategies that are more relevant (e.g., selection of websites relevant with
regard to users’ search goal, production of accurate queries, etc.). For instance, high
knowledgeable users should have enough cognitive resources available to browse a
greater amount of information and elaborate a greater number of different naviga-
tional paths. Studies investigating the impact of IS skills showed that highly skilled
searchers tend to conduct more parallel searches (such as processing several web-
sites in multiple tabs) (Thatcher 2006). In contrast, less knowledgeable users tend to
exhaust their cognitive resources in sense-making and coherence maintaining while
processing information, which does not allow them to explore efficiently a broader
part of the search problem space. In addition, crystallized abilities should support
the efficient exploitation of the information patches consulted by users (see Fig. 5.1
for an overview). For instance, prior knowledge, vocabulary skills and IS skills can
reduce the time spent processing information. They can also support the selection
of coherent webpages once on a website through a more accurate evaluation of the
website menus (Dommes et al. 2011; Hölscher and Strube 2000; Pak and Price 2008;
Sanchiz et al. 2017a). In contrast, lower levels of crystallized abilities should reduce
exploration strategies and increase the exploitation of irrelevant search patches. For
instance, users with lower levels of prior topic knowledge or IS skills tend to narrow
down their search activity and focus on a small amount of websites (link-dependent
search strategies, Thatcher 2006) or visit a greater number of webpages once on a
website (Sanchiz et al. 2017a).

Analyzing the impact of crystallized abilities on exploitation strategies represents
a great challenge. Indeed, several empirical findings have clearly demonstrated to
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what extent these abilities can support more efficient and accurate exploration (or
decrease exploration for users with lower crystallized abilities). However, very few
studies have investigated how low levels of crystallized abilities can cause more
unadapted exploitation of information patches (i.e., cause users to persevere on pro-
cessing irrelevant sources of information). Indeed, to do so, research should first
determine what is an irrelevant search path (an irrelevant website or query for
instance). In IS, relevance is determined with regard to the features of the user’s
search goal (or the environments’ constraints) (Balatsoukas and Ruthven 2012).
When investigating navigation behavior, relevant sources of information thus cor-
respond to sources that contain the target information or to webpages/websites that
users have to go through in order to solve the search problem (either because these
pages contain useful information to develop a more coherent mental representation
of the search need or because the organization of the documents itself does not
allow to jump over these pages). For some tasks, as in explicit fact-finding ones
(Bell and Ruthven 2004), evaluating which sources of information are relevant can
be easy. For instance, the level of topicality (i.e., semantic proximity between the
website’s contents and the search goal) and the quality of the source of information
(i.e., credibility, authoritativeness of the author, etc.) are somewhat easy parameters
to take into account in order to determine information source relevance. However,
for more open-ended, sense-making and imprecise search tasks, such criterion might
be more difficult to use. Indeed, when searching for information with a vague and
unclear representation of the search need, users may deliberately want to access
easy-to-understand documents that may not be the most relevant ones but that con-
tain intuitive and familiar pieces of information that could contribute to get a clearer
idea ofwhat needs to be done to locate the target information. In other words, opening
up a website that provides a general broad overview of a topic and browsing more
or less randomly several webpages on this website could be considered as irrelevant
exploitation behavior; yet, when considering the search context and the stage of the
activity (i.e., early beginning of the search) such behavior may not necessarily be
irrelevant.

Indeed, exploitation strategies mainly correspond to the over-processing of the
search paths initiated through query formulation or website selection (Chin et al.
2015; Sanchiz et al. 2019b). However, to draw coherent conclusion on users’ search
behavior, researchers need to discriminate between coherent and necessary exploita-
tion of information (i.e., such as deeper processing of useful webpages) and abu-
sive/perseverating processing of information (such as going in circles and revisiting
multiple times the same webpages). Ideally, to do so, researchers should distinguish
between relevant/useful content and irrelevant ones. Some computerized tools may
provide support to evaluate the semantic relevance of the links consulted for instance
(see latent semantic analysis—LSA—as used in the CoLiDeS + Pic model by van
Oostendorp et al. 2012). However, using LSA requires first to construct a database
of documents in order to compute the degree of relevance of each link visited by
users. Another less costly way to determine useful exploitation strategies vs irrel-
evant perseverating/exploitation strategies would be to distinguish between initial
in-depth processing and subsequent ones. For instance, as stated earlier, the number
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of webpages consulted per website or per query is a commonly used indicator that
reflects exploitation strategies (Barsky and Bar-Ilan 2012; Duggan and Payne 2008;
Guan 2014; Huang and Efthimiadis 2009; Lei et al. 2013; Wildemuth et al. 2018).
In line with Duggan and Payne’s work (2008), research could take into account the
number of different pages visited per query (or unique pages opened up per query)
and the number of multiple visits to previously consulted webpages per query. Such
indicator does not provide any information on the actual relevance or usefulness of
the webpages consulted. However, it does distinguish between exploitation behavior
that can reflect strategies to extensively comprehend the topic or process a search
path and exploitation behavior that reflect more disorientation, unadapted decision-
making or browsing difficulties. In addition, refining indicators of exploitation in
such way could also improve the predictive power of search behavior on perfor-
mance as exploitation behavior related to browsing difficulties (i.e., difficulties to
select a useful webpage to visit) or disorientation is often associated with lower
search performance (Wagner et al. 2010).

5.4 Contextualizing

5.4.1 Contextualizing Online Behavioral Data in Relation
to the Evolution of the Search Behavior

As outlined in the previous section, indicators of exploration and exploitation strate-
gies may provide more accurate insights on users’ search behavior. However, to
predict search performance (and thus relate exploration and exploitation strategies
to IS outcome), one most likely needs to take into account the context of the search.
One intuitive finding to understand how crucial it is to take into account the search
context is the analysis of chronometry. Several prior works investigated, for exam-
ple, the time spent processing the SERPs before selecting a link/website to open up
(Chin and Fu 2010; Dommes et al. 2011; Kammerer and Gerjets 2014; Sanchiz et al.
2017a, 2019a). These studies showed, for instance, that users facing difficulties to
select a relevant source of information can spend longer dwell times evaluating the
search engine results. However, the value of the time spent processing the SERPs
can be tremendously different from one task to another. For instance, in a simple
fact-finding search task, such as “when was Star Wars IV released in theaters?”,
no particular search strategies are required (provided that the user does formulate a
relevant query that includes all important keywords). To find the target information,
users need to read the top of the SERP in order to find the answer or to visit one web-
site provided at the top of the result list to find it. In such cases, extensive dwell time
spent on the SERP may reflect difficulties. However, in a more complex open-ended
task, such as “Which French political TV show, presented by two famous journalists
has received political celebrities such as GeorgesMarchais and FrancoisMitterrand
in the seventies?”, users most likely need to allocate more effort to the processing
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of the SERP in order to select one (or several) website(s) to find the target answer.
In such contexts, dwell time on SERPs may not necessarily reflect difficulties but
rather engagement in the task or careful processing. As illustrated in this example,
the context of the search is determined by several factors such as the source of the
information need (intern or extern) and the type of search task to perform (i.e., the
complexity of the task and the constraints it puts on users). Taking into account the
context of the search is particularly crucial to understand users’ behavior and pre-
dict/explain search performance. Indeed, tasks of varying complexity do not require
the same processes or the same amount of cognitive resources and they do not all
share the same constraints for users. Bell and Ruthven (2004) presented a typology
of search tasks in which the level of certainty/clarity of the information to be found
and the way to access it represent major criteria of complexity. For instance, when the
information to be found and the way to access it are clearly defined (the instructions
provide relevant clues such as useful keywords: Dommes et al. 2011; Sanchiz et al.
2017a, b, 2019a) users are not particularly required to extensively process websites.
In such context, deeper processing, such as a great number of different websites or
multiple query reformulations, most likely reflects exploitation behavior. In contrast,
when the search process is highly imprecise and uncertain, users are expected to pro-
cess a greater amount of information and navigate in many websites to gather pieces
of information (Chin and Fu 2010; Sanchiz et al. 2017a, b). In more complex search
contexts, the above-mentioned indicators most likely reflect exploration strategies,
at least at the early stages of the search.

Hence, one key to better analyze users’ exploration and exploitation strategies and
thus understand the respective role of fluid and crystallized abilities is to extract what
users have to do to solve the search task (i.e., extract through a cognitive analysis the
processes that users need to engage in order to be successful). No matter the level
of complexity, or the amount of resources that users have (thanks to his/her own
prior knowledge or thanks to a support tool), search tasks of similar nature (i.e., fact-
finding ones, open-ended ones, sense-making ones, etc.) share some common general
features that can help researchers make sense of the behavioral data they collect. As
presented in Bell and Ruthven (2004) classification of task complexity, the more
complex the task is, the more it requires exploration and exploitation strategies.
However, as discussed above, understanding the task demands may sometimes not
be enough to discriminate between exploration and exploitation strategies. In such
cases, contextualizing the data collected (i.e., analyzing the data with regard to the
ongoing step of the search) may bring more relevant insights.

5.4.2 Contextualizing Online Behavioral Data in Relation
to the Search Task

Current indicators used in the literature provide a good overview of the strategies
used during the entire search activity. These indicators tackle a wide spectrum of
processes related to the exploration and exploitation of information in IS with a
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search engine. However, as outlined earlier in this chapter, research most often falls
short of analyzing how users’ search strategies evolve while proceeding through
the task. Theoretical models of IS have explained how the different stages of the
activity can rely on different processes. For instance, Sharit and collaborators (2008,
2015) showed that stage one particularly requires planning and the elaboration of a
coherent mental representation of the search need/initial query. The second stage of
the activity relies on evaluation processes (i.e., to assess information relevance and
select websites). In contrast, the last stage of the activity requires navigation, sense-
making processes to integrate information. This stage also requires users to maintain
relevant information active in workingmemory and update them throughout the task.
Finally, due to the cycling nature of IS, users may switch between these different
stages, which particularly requires flexibility, evaluation and regulation processes.
Hence, to draw stronger conclusions on users’ search behavior and better predict
search performance, analyzing online data with regard to the different stages of the
activity represents a promising perspective.

Considering the different stages of IS is a burgeoning trend in the literature. For
instance, prior works have developed operational indicators to understand how users
start searching for information (such as the quality of the initial query produced and
the time taken on the first SERP to access awebsite) (Downing et al. 2005; Kammerer
and Gerjets 2014; Lei et al. 2013). Other studies developed indicators to investigate
how users switch between browsing the web to process information and rereading
the search problem instructions (to reactivate information in working memory for
instance, Vakkari et al. 2003). In addition, studies focusing on information evaluation
in Google-like environments (such as the SERP list) also created specific indicators
based on eye-trackingmeasures to analyze howusers initially process a search engine
result before selecting a website (for instance: duration of the first-path fixation on
a link or the duration of the first saccade, Oulasvirta et al. 2005: for a review, see
Alemdag and Cagiltay 2018).

Analyzing the initial stage of the search is especially interesting because it can
reflect how users engage in the task based on their own abilities and the information
provided in the context without being influenced by how they processed information
during the search (Sanchiz et al. 2017b). Hence, as illustrated in Table 5.2, retrieving
precise indicators during the planning stage can help researchers identify whether
users developmore exploratory strategies or exploitation strategies in relation to their
fluid and crystallized abilities. For instance, Chin and Fu (2010) and Sanchiz and her
collaborators (2017b, 2019b) showed that young adults (around 20 years old) used
more bottom-up strategies when selecting the first website to open up (i.e., extremely
short time spent on SERP before opening up a website and selection influenced by
link position on the SERP list). In contrast, older adults (aged 60 years old and
more) with lower fluid abilities used more top-down strategies and took more time to
evaluate the SERP (i.e., they spent longer time on the initial SERP retrieved before
deciding to opening up a website and mostly relied on their topic knowledge rather
than link position).

In addition, computing indicators reflecting planning, evaluation, navigation and
regulation stages of the activity can provide further insights to understand users’
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Table 5.2 Examples of indicators investigated during the initial stage of the search in the literature
(i.e., planning, Sharit et al. 2008, 2015)

Process targeted Indicator Author Dimension of IS

Querying Semantic specificity
of initial query
produced

Lei et al. (2013) Level of relevance of
the early mental
representation
elaborated (as
measured by the
semantic relevance of
the query)

Number of keywords
extracted from the
search problem
statements in the first
query

Sanchiz et al. (2017b) Level of relevance of
the early mental
representation
elaborated +
inhibition of
instruction-based
keywords

Number of new
keywords (inferred
by users based on
their own prior
knowledge) in the
first query

Sanchiz et al. (2017b) Level of relevance of
the early mental
representation
elaborated +
cognitive flexibility
(adding new
keywords)

Analysis of the
keywords contained
in the initial query
and query length

Jansen et al. (2007),
Guan (2014), Vakkari
(2001)

Level of relevance of
the early mental
representation
elaborated +
inhibition and
cognitive flexibility

Navigation/website
selection

Time taken to access
the first relevant
article

Downing et al.
(2005), Kammerer
and Gerjets (2014)

Evaluation of
information
relevance and sources

Time spent
evaluating the initial
SERP

Sanchiz et al. (2017b,
2019b)

Evaluation of
information

Impact of the first
query produced
(number of websites
accessed from initial
SERP)

Guan (2014) Level of exploitation
of initial query

Level of relevance of
the initial document
selected

Scholer et al. (2013) Quality of evaluation
processes
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exploration and exploitation behavior. First, during the initial stage of the search,
users try to reinforce the coherence of their mental representation of the search
need (i.e., by extracting new information from the initial SERP or website and by
determiningwhether the initial query produced is really relevant or not). At this stage,
good information searchers should thus activate relevant prior knowledge and show
flexible strategies in case they started the search with an irrelevant query or opened
up an irrelevant website. In more complex open-ended tasks (Bell and Ruthven
2004), when the search need is imprecise, good searchers should more heavily rely
on exploration strategies in order to browse a greater amount of information and
find relevant pieces of information to improve their mental representation of the
search need (and reformulate a better query). In contrast, exploitation of the initial
search path elaborated (through the first query and/or the first website opened) might
reflect a less adapted strategy. Stages 2 (evaluation) and 3 (deep processing) may
however include a larger proportion of exploitation strategies as these two stages
require users to process the relevance of the search path they elaborated (and thus
determine whether it is a good way to find the target information or if they should
switch back to earlier stages and regulate their behavior). Hence, exploitation of
the search paths elaborated may, at first, not show particular difficulties. However,
as users proceed through the search (for instance, after several phases of regulation
such as multiple query reformulations), accumulation of exploitation strategies (such
as extensive processing of a website through a larger number of content webpages
accessed) most likely reflects that users face difficulties or are disoriented.

Finally, the number of SERPs—website switches and the number of query refor-
mulations during the transitions between stages—could reflect adapted regulation
strategies supported by the efficient use of fluid abilities (and thus reflect higher level
of exploration).

5.5 Discussion

5.5.1 Theoretical Perspectives to Include Fluid
and Crystallized Abilities to Theoretical Models

Overall, the current chapter discussed how aggregating online indicators as explo-
ration or exploitation search strategies can help future research better understand the
effects of interindividual differences related to fluid and crystallized abilities on IS
behavior and performance. On a theoretical plan, the framework presented pointed
out that IS requires two types of processes: (i) keeping active and refreshing infor-
mation in working memory and (ii) processing information. Figure 5.2 provides a
synthetic overview of the theoretical framework of IS that we introduce in order
to better analyze how crystallized and fluid abilities impact IS performance and
behavior.
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Fig. 5.2 Overview of the new theoretical framework to account for the role of fluid and crystallized
abilities on IS

In line with several cognitive models of IS (Sharit et al. 2008, 2015), the informa-
tion processing component of IS involves a wide set of processes such as elaborating
mental models, evaluating information relevance and sources, etc. As illustrated in
Fig. 5.2, information processing is argued to happen while users have to allocate
resources to maintain information active and up to date in their working memory.
For instance, users allocate their resources to elaborate a coherent mental represen-
tation of their search need and of each new source of information processed (and
update their mental representation) in parallel to engaging in processing information
(such as validating information, comprehension processes, sense-making). To per-
form these two types of processes in parallel all along the activity can particularly
pose high demands on cognitive resources. Users’ fluid and crystallized abilities are
thus crucial as they can determine (i) the amount of resources available to perform
the task and (ii) the amount of resources required by each operation. In other words,
to search for information with a search engine, users need to alternatively allocate
their attentional resources to updating processes in working memory and informa-
tion processes. As discussed earlier, current empirical works have provided strong
argument on the impact of fluid and crystallized abilities on each of these two com-
ponents. As a reminder, updating information in working memory heavily relies on
fluid abilities and is less demanding if users possess relevant prior topic knowledge
or vocabulary skills (Eppinger et al. 2007; Sanchiz et al. 2019b; Sharit et al. 2008,
2015). Processing information (e.g., querying, SERP evaluation, navigation, com-
prehension processes) is also supported by high level of crystallized abilities such as
IS skills or prior knowledge (Hölscher and Strube 2000; Monchaux et al. 2015). In
addition, all along the evolution of the activity, processing information in an adapted
way can be improved by high level of fluid abilities (Dommes et al. 2011; Sharit
et al. 2008, 2015).
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In this chapter, we discussed how lower levels of fluid abilities can also alter infor-
mation processing by increasing exploitation and reducing exploration strategies
(Chin et al. 2015; Sanchiz et al. 2019b). Overall, low fluid abilities tend to increase
the cost in cognitive resources of information processes as early as the initial stage
of the activity (Sanchiz et al. 2017b). They also cause difficulties for the stages that
particularly require refreshing in both memory processes and information processes
(such as the evaluation stage or regulation processes Sharit et al. 2008, 2015). For
instance, a larger proportion of exploitation strategies on SERP evaluation and query
reformulation could appear for userswith lower fluid abilities. Regarding crystallized
abilities, research has shown that themore users possess prior knowledge, vocabulary
skills or IS skills, the lesser costly in cognitive resources information processes are.
For instance, high knowledgeable users need fewer resources to produce a relevant
initial query, to select relevant websites or reformulate (Hölscher and Strube 2000;
Sanchiz et al. 2017a, b; Vakkari et al. 2003). Consequently, by lowering the cogni-
tive costs of information processes, crystallized abilities can contribute to increase
the amount of resources available for the task. In this way, they may facilitate the
allocation of resources to refreshing in working memory processes and processing
alternatively.

In general, our framework also includes the distinction between exploration and
exploitation strategies in the information processing component of IS. As represented
in the lower frame of Fig. 5.2, deeper processing and information integration (i.e.,
right branch of the frame) correspond to exploitation behavior. In these stages, users
engage in comprehension processes to extract relevant information and integrate
them into their mental model. The left branch (regulation and adaptation strategies)
along with the gray arrows corresponds to exploration strategies (i.e., elaboration of
new search paths through reformulation or selection of new website) and regulation
stages.

5.5.2 Challenges and Perspectives for Future Works

Future works should deeper investigate how both components of IS are impacted
by fluid and crystallized abilities when the search task actually serves a specific
goal (such as writing an essay in an educational setting). In such contexts, users’
attentional resources are particularly solicited by refreshing in working memory
processes. Indeed, on a theoretical plan, the framework introduced may also explain
why users with lower fluid and crystallized abilities can particularly have difficulties
when the search task is conducted in parallel with another task. Conversely, such
context may affect the amount of resources available for information processing
and the trade-off between exploration and exploitation strategies (i.e., causing, for
instance, too much irrelevant exploitation or shallow exploitation of the sources of
information accessed).

Another challenge to be investigated for future works is the investigation of the
final stage of the activity. Indeed, predicting when and why users stop searching for
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information (particularly in cases when they do not solve their search need) is a key
leverage to understand their difficulties and develop useful IS support tools. To do
so, we argue that pursuing the analyses of the different stages of the activity could
help research better monitor users’ difficulties.

Implications of this new framework provide insights on how to design useful
support tools for users with particular needs. Indeed, our framework argues that IS
support tools should not just attempt to copewith the decrease of attentional resources
caused by lower fluid abilities (such as decreasing the amount of information on the
screen or providing query suggestions) but should:

• Reduce all along the activity the amount of parallel processing (i.e., refreshing in
working memory and information processing) to help users refresh information
and elaborate adapted exploration and exploitation strategies.

• Support the alternative allocation of attentional resources between refreshing and
information processing components. For instance, such tools could consist in
metacognitive crutches that would help users keep active their search goal in
working memory.

As an illustration, a study by Sanchiz and her collaborator (2019b) showed that a
search interface designed to support the alternative allocation of resources to update
in working memory and information processing could help older adults display more
flexible search strategies. Displaying users’ query at all time during the search (i.e.,
allowing users to have a glance at their current sub-goal at all time and at low
cognitive costs) can help older adults evaluate information on content pages and
reformulate new queries at lower cognitive costs. Such example shows how the
framework introduced in this chapter can help the design of better system or search
interface. Additionally, training users to strategically allocate resources to the two
components of IS (i.e., update in working memory and information processing)
could improve the search strategies and performance of users with lower fluid and
crystallized abilities. Such training could also cope with the constraints of complex
IS contexts.
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Chapter 6
Semantic Relevance Feedback on Queries
and Search Results for Younger
and Older Adults

Herre van Oostendorp and Saraschandra Karanam

Abstract In this chapter, we describe research in which the influence of providing
feedback on the semantic relevance of queries and search results is examined with
younger and older adults when they reformulate their search queries. Providing feed-
back on the semantic relevance of search queries and search results increased the
semantic relevance of future search queries as they reformulated both for younger and
older adults. This applies especially to more difficult search problems. For younger
adults, in addition to the semantic relevance of search queries, also an improvement
in their search performance (in terms of the amount of time and the number of clicks
needed to solve the task) was observed. No such difference in search performance
was found for older adults. A possible explanation could be that, older adults need
more time to adjust to the new search interface in order to find effects not only in the
semantic relevance of queries but also in their search performance.

Keywords Search queries · Reformulations · Semantic relevance · Feedback ·
Aging

6.1 Introduction

Searching for information on the Internet can be challenging and involves cognitive
processes such as attention, comprehension, memory, problem solving and decision
making (Wildemuth et al. 2014). These cognitive processes are known to be affected
by aging-related declines in cognitive abilities. It is for instance known that older
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adults generate less queries when using a search engine, use less keywords per
query, reformulate less, spend more time evaluating the search results, spend more
time evaluating the content of websites opened from search engine results pages
(SERPs), and switch less between SERPs and websites (Chin et al. 2015; Dommes
et al. 2011; Pak and Price 2008; Queen et al. 2012). Information problem solving
tasks frequently require users to issue more than one query. Older adults find it
often difficult to reformulate their previous unsuccessful query, leading to suboptimal
search performance (Chevalier et al. 2015).

In well-known Information Searchmodels like that of Vakkari (2001) or Kuhlthau
(2004) it is acknowledged that solving complex information problems needs a suc-
cessive series of attempts. See also Huurdeman and Kamps (2020). They focus on
the temporal aspects of information search behavior at various stages of information
search during solving complex tasks. However, in empirical literature, there has not
been much attention to semantic, knowledge-related aspects of reformulations, in
contrast to studies focused on structural transformations (like generalization, spec-
ification, etc.; see e.g. Wildemuth et al. 2018) and that is the focus of the current
chapter. It could be that users, particularly older adults, not only lack the means to
make an informed decision whether to reformulate or not but also lack the means to
evaluate easily the relevance of search results.

In the next section, we will first discuss some studies on the effect of aging
on the semantics of query reformulations. In the third section, we present briefly
two experimental user studies that address the research question whether providing
support in terms of the semantic relevance of their query and search results enhances
the semantic relevance of their subsequent queries. This is examined for both older
as well as younger adults. In the last section, we conclude and discuss limitations of
the two studies and opportunities for future research.

6.2 Related Work on Semantics of Query Reformulations

Research on search strategies has so far overlooked analysis of the semantic aspects
of query reformulations and age-related differences in the actual content of search
queries during reformulations. We briefly describe two studies that examined the
effects of age and task difficulty on semantic relevance of search queries during
reformulations. The focus in these studies (Karanam and van Oostendorp 2016,
2017) was whether the semantic relevance of the reformulated queries increased
compared to the preceding queries. The basic idea is that, in an ideal scenario, as one
reformulates, one moves semantically closer to the desired target information. This
should also be reflected in the semantic relevance of search queries. That is, as one
reformulates, the semantic relevance of search queries should gradually increase.
They could contain more keywords that are relevant for the target information.

Search engines usually rely on external assessors or use implicit user interaction
patterns to estimate relevance of a search result. However, both these methods are
not always accurate from a user’s perspective as illustrated in studies by Mao et al.
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(2016, 2017) and Jiang et al. (2017). Concerning the concept “relevance”, the papers
by Mao et al., and Jiang et al. are trying to define a “usefulness” metric from a
user’s perspective. What they actually mean is the subjective, contextual estimation
of relevance as computed by the user during the course of the entire search session
taking into account queries issued and documents viewed in the past (in that search
session). The measure (Semantic Relevance of Queries-(SRQ, see below)) we will
use, has similarities with these user-perceived measures. It has also direct connection
with the concept of Information Scent (Pirolli and Card 1999). See also Karanam
and Van Oostendorp (2020). Briefly, Information Scent is defined as the estimation
by the user of the usefulness of a hyperlink to get closer to target information during
navigation and it has been found as driving factor of steering web navigation. The
main idea is that in their CoLiDeS+model SERP results for each query are evaluated
in working memory, on the basis of semantic characteristics, and that when the
evaluated semantic relationship is high enough a result is selected (and e.g. the
respective link opened), or a new query started when the semantic relationship is
too low. Semantic relevance of queries (SRQ) is computed using Latent Semantic
Analysis (LSA) (Landauer and Dumais 1997). LSA is a mathematical technique
that provides a vector representation for each word (or text) in a high dimensional
semantic space and provides a similaritymeasure between any twowords (or texts) in
that space using the cosine between the vectors (McNamara et al. 2007; see Landauer
et al. [1998] for an introduction to LSA and semantic similarity). Karanam and van
Oostendorp (2016, 2017) used a corpus of 70,000 Dutch documents (consisting of
60% newspaper articles and 40% medical and health related articles) to create a
semantic space in Dutch, using Gallito (Jorge-Botana et al. 2013) and we made use
of this semantic space. The semantic space represents the background knowledge
of participants. The SRQ metric based on LSA estimates how close in semantic
similarity the queries generated by the participants are to the target information by
computing the cosine value between vectors of the query and the target information,
respectively.

A high LSA value indicates a high semantic overlap between the query and the
target information. Therefore, in general, the higher the SRQ is, the more relevant
the query is, as demonstrated in Karanam and van Oostendorp (2016, 2017).

It also appeared in these studies that the semantic relevance of queries (SRQ) gen-
erated by younger adults remained constant across reformulations, or even increased,
while that of the queries generated by older adults showed a decreasing trend as they
reformulated (see further Karanam and van Oostendorp 2016, 2017). Older adults
were here participants older than 63 years (mean age 75,72 year), and young partici-
pants were between 18 and 24 years (mean age 21,08 year). The discrepancy in mean
SRQ over cycles was particularly the case with difficult tasks (Fig. 6.1b). Difficult
tasks were tasks that could not directly be answered by looking at the search results
on the SERP but needed some further examination of search results and reasoning.
One of the possible explanations could be that older adults, due to their higher crys-
tallized intelligence, are able to utilize the higher contextual information present in
the simple tasks much better than younger adults (see also Sanchiz et al. 2020). But,
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Fig. 6.1 Mean semantic relevance of queries (SRQ) for each reformulation cycle for a simple and
b difficult tasks. The first cycle corresponds to the 1st query for a specific task, and the 2nd cycle
stands for the 2nd reformulated query in that task and so forth

when it comes to difficult tasks, which demand generating own queries using one’s
own knowledge and understanding of the task, older adults perform poorly compared
to younger adults.

One example to illustrate a sequence of search terms with increasing LSA values,
given a difficult task (translated from Dutch) is “Fieke, 6 year old, wants to drink
a lot of water and has to urinate frequently. Often very exhausted. The physician
diagnoses a high glucose value. What could be the problem, be specific, and what
treatment would the physician start?” A participant issued as first search terms “child
of 6, thirsty, urinates frequently” (LSA = 0.11), 2nd cycle of search terms “6 year
old, exhausted, high glucose value” (LSA= 0.57) and finally as third series of search
terms “Type 1 diabetes of 6 years old, treatment?” (LSA= 0.95). The correct answer
was here Diabetes Type 1 and treatment with insulin.

A second example concerns the following task “Joost (15 years old) often helps
his father in the bakery with baking bread. After the summer holidays, during which
Joost assisted his father fulltime, he has troubles with stuffiness. Besides that, you
hear him squeaking with exhaling. Which disease has Joost probably, and what is
probably the provoking factor?”. First query of a participant was “bakery, disease”
(LSA = 0), the second query was “problems with respiration” (LSA = 0.28), the
third query “causes, COPD” (LSA = 0.52), and the fourth query “cause, Asthma”
(LSA = 0.87) and the correct answer was COPD and dust particles (flour).

A number of interfaces have been developed recently to assist users during various
stages of the information search process, such as formulating and evaluating queries
in beginning stages, and evaluating and selecting search results on the SERPS in later
stages. For example, Peltonen et al. (2017) developed a Topic-Relevance Map to aid
rapid comprehension of search results. A topic-relevance map organizes keywords
representing the search results onto a radial layout. The radius, i.e. the distance
from the centre of the circle represents relevance estimated for a keyword. The
angle between keywords represents their projected topical similarity. ProjSnippet,
developed by Gomez-Nieto et al. (2014), helps users gain a more comprehensive
view of the search results, highlighting related documents and web pages while
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still retaining, as much as possible, the good properties of the conventional list-
based paradigm, namely, the rank information and the summary content provided by
the snippets. Umemoto et al. (2016) developed a query suggestion interface called
ScentBar, for visualizing the amount of missed relevant information for intrinsically
diverse search (information search tasks that demand collection of information about
a topic covering different aspects). ScentBar visualizes, for both the search query
and suggestion queries, the amount of missed information important to the current
search topic in the form of a stacked bar chart so that users can grasp their search
progress visually. See Umemoto et al. (2020), also for other examples.

While the first two studies are not concerned with queries but rather with evaluat-
ing search results, the third study comes very close to what we intend to do. However,
these interfaces do not directly examine the phase of issuing a query and its refor-
mulation. In this respect an exception is Scentbar (Umemoto et al. 2016). Scentbar
does focus on the queries by visualizing the amount of missed, relevant information.
However, it does not provide an estimate of how semantically relevant a user’s query
is, which is exactly what our proposed interface plans to do. Furthermore, we also
want the interface to enable users to assess easily the semantic relevance of search
results, whereas with Scentbar users still must spend time and efforts analyzing these.

6.3 Two Studies on Semantic Relevance Feedback

Based on the above studies and their outcomes we examined whether we can
improve reformulations of older and younger adults by giving feedback based on
the semantic relevance of the query (SRQ). Reducing problems with monitoring
semantic relevance of the query and warning them when the semantic relevance of a
query and search results fall below a threshold could be helpful to users, especially
for older adults.

There is evidence that formulating queries, monitoring their appropriateness and
reformulating them is difficult for older users, at least with more difficult search
problems, probably because of their decline in fluid abilities (Chevalier et al. 2015;
Chin et al. 2015; and see Sanchiz et al. 2020). Also evaluating (many) search results
on SERPS can be problematic because of the same declining fluid abilities. In view of
this, we performed two experimental user studies with a new and modified interface
for the SERPs, one studywith younger adults and the otherwith older adults. The new
interface visually displays the semantic relevance of a query and search results (see
Fig. 6.2), in contrast to Scentbar (Umemoto et al. 2016). In Fig. 6.2a (1), at the top of
the SERP, semantic relevance feedback on the query, using semantic overlap between
query and target information, based on LSA is presented. Below that (in Fig. 6.2a
(2)), relevance feedback of the search results, using overlap between title plus snippet
and target information, based on LSA, is presented. It is worthwhile to note that
semantic relevance feedback is generated automatically by applying online the LSA
computation. Having available this information could be helpful in generating a
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Fig. 6.2 (a) Visualizing semantic relevance feedback on the interface (originally in Dutch): (1) the
relevance value corresponding to the search query and (2) the relevance values of the search results.
In the right image (b), the bars become red when they fall below the pre-defined threshold value

new query and evaluating search results. As we saw above older participants have
difficulties especially with difficult tasks in generating semantically relevant queries
during reformulations. A possible reason could be that they do not have information
available to evaluate easily the relevance of a query or search results. The central idea
of current studies is to keep users informed about the relevance of their queries and
search results, which might help in formulating better new queries. We hypothesize
that providing a mechanism to monitor the relevance of search queries and search
results and warn when the semantic relevance falls below a pre-defined threshold
would help them in information search.

TwoLSA thresholdswere examined: a lenient criterion, i.e. theLSA thresholdwas
set on 0.3 and a strict one, i.e. the threshold at 0.5, that is, if the LSA values are below
these values, participants were given an indication that their query was not relevant
enough (the color changed to red, as shown in Fig. 6.2b). Somanymore search results
will become red when the strict criterion is applied. Participants were free to either
ignore the indication and continue using the same query or reformulate and come
up with a semantically more relevant query. The idea is that providing the indication
pushes the user in the direction of reformulation. Because the LSA threshold values
can vary between 0 and 1, they have to be predefined and we will examine the
optimal value for two values empirically. Based on previous research (Karanam and
van Oostendorp 2016) we took the mean LSA value of SRQ of successful tasks and
not-successful tasks resp., and that provided the values of 0.5 and 0.3 used in current
studies.

Note that both support aspects (feedback on the semantic relevance of the query
and feedback on relevance of search results) are simultaneously examined. In the first
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study, we tested 48 university students (mean age 23 years) and in the second study,
we tested 48 older adults without any cognitive or physical problems (mean age 72).
We used 5 mock up websites (ranging 37–194 pages each) with Dutch medical and
health information. For details, see Karanam and Van Oostendorp (2017).

We used simulated information search tasks (Borlund and Ingwersen 1997) from
the domain of health, divided into low precise (= difficult) tasks and high precise
(= easy) tasks. See Appendix 1 for the complete list of tasks. Task preciseness
is based on the semantic similarity between the task description and the content
of the target page(s) containing the answer to the task. LSA was used to compute
task preciseness. Tasks with a high LSA value of task preciseness provide accurate
contextual information directly pointing to the target information, while low precise
tasks require users to engage in higher-level cognitive activities. As an example of
a high precise task (originally presented in Dutch) “Patient Jansen has probably a
cerebral hemorrhage because of bleeding in and around the brain. ACT scan shows a
malformed blood vessel. What options for a surgical procedure does a neurosurgeon
have?” The underlined words are present on the target page. This task has high
semantic overlap with its target page, LSA = 0.75. The semantic similarity values
obtained for low and high precise tasks showed a significant difference. Compared
to the previous difficulty index, this measure provides an objective and empirical
way of calculating overlap in meaning and to distinguish easy versus difficult tasks
(Karanam and van Oostendorp 2016, 2017).

We analysed the mean semantic relevance of the queries (SRQ) with the target
information at a granular level by looking at each reformulation cycle separately, first
for younger adults (study 1). The resulting graph is shown in Fig. 6.3. The first cycle
corresponds to the first query, the second cycle corresponds to the second query, and
the third cycle corresponds to the third query and so on. Themean semantic relevance
was computed for all the queries of all the tasks of a particular type (high precise
and low precise separately), generated by participants in the three experimental con-
ditions in each reformulation cycle. To achieve higher reliability, only those cycles
were considered for which there were at least 4 queries (per reformulation cycle)
available (the maximum number of queries per condition and cycle is 16). By doing
so, only 5.1% of data was excluded from the analysis. We do this only for low precise
tasks as previous research has shown that the age-related differences in information

Fig. 6.3 Mean semantic
relevance of queries at each
reformulation cycle for low
precise tasks for younger
adults
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Fig. 6.4 Mean semantic
relevance of queries at each
reformulation cycle for low
precise tasks for older adults

search performance are more prominent only for difficult tasks (Karanam and Van
Oostendorp 2016, 2017; Sanchiz et al. 2017).

6.3.1 Study 1: Younger Adults

We can observe from Fig. 6.3 for younger adults and low precise tasks in the strict
support condition, the mean SRQ of an ending query was higher than that of the
starting query, but not in the lenient support or the control condition. For these
low precise tasks, there is a significant increasing linear trend in the strict support
condition. Other effects were not significant. See Fig. 6.3.

6.3.2 Study 2: Older Adults

Next, we studied the older adults. Regarding the older adults we found significant
effects again only for low precise tasks: for the lenient support condition as well
as for the strict support condition, there is a significant increasing linear trend. See
Fig. 6.4.

All in all, these patterns of semantic relevance of queries of younger and older
adults indicate, thus, that as participants reformulated, they produced queries whose
semantic relevance was significantly increasing, at least for difficult tasks when they
were supported. For both age groups a strict LSA criterion appeared to be effective.

6.4 Conclusions and Discussion

Themost important results of the empiricalworkdiscussedhere concern the effects on
semantic relevance of queries. For both older adults and younger adults an increasing
trend was found in semantic relevance of the queries when they received semantic
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relevance feedback which was the case for difficult tasks. We assume that providing
feedback on the semantic relevance of a search query and the search results enables
participants to make an informed decision to reformulate or not, as well as on the
semantic direction of the reformulation. We analyzed also search performance itself,
that is, we looked at the time needed to solve the task and the number of clicks needed
(these results were not presented here, see Karanam and van Oostendorp 2017). We
found that younger adults who got feedback were significantly faster in their search
and clicked significantly less, while for older adults no such difference in search
performance was found. Therefore, even though the feedback does indeed help both
groups to formulate better queries, we don’t see a difference in search performance
(in time or clicks) of older adults. One possible explanation could be that older adults
need more time and practice to adjust to the new search interface before they could
improve their search performance, whereas younger adults easily adapt to the new
interface, and thus we do see with younger adults already an improvement also in
their search performance.

We also examined the difference in increase of semantic relevance of queries
(SRQ) between the two support conditions in order to check what degree of feedback
or LSA criterion (lenient or strict) should be employed. For younger adults we found
an increase in SRQ only in the strict support condition, for older adults we found
no significant difference in increase between both support conditions, though both
conditions increased significantly compared to the control condition; so overall it
seems best to use the strict criterion, that is, providing a high degree of negative
feedback because compared to the lenient criterion more results are flagged.

These results are encouraging and present evidence to the influence of providing
feedback on the semantic relevance of query reformulations. We think that the feed-
back influencesmainly the following two cognitive processes underlying information
search: first, ‘comprehension’ by fostering understanding of the search results pro-
vided by a search engine, and secondly, ‘decision making’ by facilitating to choose a
relevant search result, enabling to reformulate unfruitful queries. By providing feed-
back on semantic relevance of each search result, the interface enables users to easily
select the search result with the highest relevance value. Similarly, by providing feed-
back on semantic relevance of a search query, the interface enables users to make
an informed decision whether to reformulate a query or not. The mental resources
that a user invests in performing these two kinds of activities are thus, as we assume,
freed up considerably, thereby reducing the cognitive load. This might explain the
observed enhancement of search performance, at least for the younger adults. It is
interesting to note that with older adults, providing relevance feedback had a positive
effect on the semantic relevance of their query reformulations. The reason could be
that cognitive load and cognitive flexibility which are well known problems for older
adults (Chin et al. 2015; see also Sanchiz et al. 2020) are alleviated.

We also conducted semi-structured post-experiment interviews with randomly
chosen participants. Many participants had very positive reviews and comments
about the interface such as “very useful to know that my search query is not relevant”,
“interestingwayof presenting search relevance” etc. Someparticipants also had some



106 H. van Oostendorp and S. Karanam

very interesting suggestions. We did not change the ordering of search results that
the search engine generated (in terms of LSA rank order). One of the participants
wondered,whatwouldhappen ifwe reorder the search results basedon their relevance
values. We think that this is an interesting suggestion that needs to be empirically
tested in a next study.

We also want to address some limitations of current studies. In both studies the
means of support (feedback on the relevance of the query and relevance of search
results) were presented simultaneously, so it is impossible based on the current data,
to make a difference in effectiveness of the two support means. Furthermore, we
fixed the LSA threshold value and the user had no option to modify it. How would
the behavior change if the user was given the option to modify the LSA threshold
value? Further empirical research is needed to clarify these issues.

One of the main limitations of our work so far is that the semantic relevance of
queries measurement can only be used for those types of tasks for which there is a
known target answer page(s). It is necessary to know the target page(s) in advance
to be able to compute the semantic relevance of the query (or search results) with
respect to the target information. Though this limits the applicability of the metric
in real environments where neither the user intent nor the target answer are known
beforehand, it can be very useful in providing training and support to users with low
information search skills such as, for instance, older adults. To avoid this limita-
tion, we suggest to use the task description as an alternative to the target answer, in
real environments, at least in those situations where a clear task description is avail-
able. Whether the semantic similarity values computed using the task description
(instead of the target answer) give the same outcomes as in this study or not, has
to be empirically verified. Another reason why we are not really impressed by the
indicated limitation—maybe disappointing to some (applied) researchers—is that
we are not primarily interested in building the best interface. Our primary aim is
more theoretically-oriented: does the principle of semantic relevance judgment and
accompanying feedback influence the process of information search and the quality
of search results. And this is what we demonstrated.

Next, further studies could explore the comparative effectiveness of differentways
of visualizing the feedback or reordering of search results, but even before such work
to optimize the interface, the results of this work show that providing feedback on,
and making users aware of, semantic relevance fosters formulation of better queries.

Finally, we showed how results from previous modeling work (see e.g. Karanam
and van Oostendorp 2020) can be applied to design of interface features that help
younger and older adults search for information. In fact, most applications do not
take into account how semantic relevance can help to generate reformulations of
queries, and the proposed application is one of the first theoretically driven tools that
provide the necessary feedback to guide query reformulation. The other interesting
implication is how this approach can be potentially more useful for older users, who
likelywill needmore help from intelligent interfaces than their younger counterparts.
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Appendix 1 List of the (12) Tasks Used (Originally in Dutch)

No Website Task Topic Level PRE

1 1 Miss Oostvogels is acquainted
with angina pectoris. For this
problem she receives next to
nitrates also two other types of
medicines. Mention these two
types

Angina pectoris 1 H

2 1 Boudewijn has now three days
troubles with atrial fibrillation.
The doctor wants to proceed
with the treatment to repair his
heart rhythm. Ablation is no
option for Boudewijn. The
doctor can now make the
choice out two treatment
options. Mention these two
treatment options. Indicate
which of the two treatment
options the doctor will choose
and why

Cardio-version 4 L

3 1 Patient Jansen has probably a
cerebral hemorrhage because
there seems to have occurred a
bleeding in and around the
brain. On a CT scan one can
see a malformed blood vessel.
Which options for treatment
does the doctor have?

Cerebral hemorrhage 3 H

(continued)
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(continued)

No Website Task Topic Level PRE

4 2 Joris (68 years old) did one
year ago go to the optician. He
wanted to get measured new
glasses. With his old glasses he
had bad eyesight. Half a year
later Joris is again back. The
optician measures his eyes
again and notices that his eyes
had deteriorated considerably.
Joris tells that car driving at
night is less pleasant, because
the head-lights of oncoming
cars do shine. What will the
optician diagnose based on this
story?

Cataract 2 L

5 2 Fieke, 6 years old, was
troubled by a dry mouth, and
had to urinate very frequently,
especially at night. Also she is
very tired. The doctor
determines that her blood
sugar is much too high. What
is a plausible diagnosis, be
specific. What treatment will
the doctor apply?

Diabetes Type 1 3 L

6 2 Maria (65 years) has joint
complaints on her knees. They
become thick, warm and stiff.
And they give a lot of pain. The
doctor suspects rheumatism.
What type of examination to
be sure, should be performed?

Rheumatism 3 H

7 3 Joost (15 years old) often helps
his father in the bakery with
baking bread. After the
summer holidays, during
which Joost assisted his father
fulltime, he has troubles with
stuffiness. Besides that, you
hear him squeaking with
exhaling. Which disease has
Joost probably, and what is
probably the provoking factor?

Asthma 3 L

(continued)
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(continued)

No Website Task Topic Level PRE

8 3 One patient had troubles with
thick, red, warm and painful
joints. Happily it is now under
control, but the patient gets
still allopurinol prescribed. For
what is allopurinol specifically
used?

Gout 2 H

9 4 Marleen has many troubles
with itching on her stomach.
The doctor also detects
vesicles on her skin. He
suspects that the disease is
shingles. What means he will
prescribe?

Shingles 1 L

10 4 A mother visits the doctor with
her son of 10 years old. The
son has colds with high fever
and red eyes. Inside of his
cheeks white spots with red
dots are visible. This rash
seems to spread out over his
face and neck. What diagnosis
is here very probable

Measles 2 H

11 5 Mary is a women (38 years
old) and has complaints to her
doctor about menopausal
symptoms: hot flashes,
violently perspire and fatigue.
Her doctor thinks that it is
appropriate to do further
examination, in spite her
young age, especially because
Mary’s period has already
stopped. He decides also to
check the bone decalcification.
Which hormone plays in this a
role?

Period 3 H

12 5 Martijn is a man of 65 years
old, and has trouble with his
back. He feels pain form his
lower back into a leg. This
pain becomes worse when he
has to cough. Which treatment
will his doctor follow in first
instance in order to lessen the
complaints and the pain?

Back hernia 2 L
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Chapter 7
Designing Multistage Search Systems
to Support the Information Seeking
Process

Hugo C. Huurdeman and Jaap Kamps

Abstract Due to the advances in information retrieval in the past decades, search
engines have become extremely efficient at acquiring useful sources in response to a
user’s query. However, for more prolonged and complex information seeking tasks,
these search engines are not as well suited. During complex information seeking
tasks, various stages may occur, which imply varying support needs for users. How-
ever, the implications of theoretical information seeking models for concrete search
user interfaces (SUI) design are unclear, both at the level of the individual features
and of the whole interface. Guidelines and design patterns for concrete SUIs, on
the other hand, provide recommendations for feature design, but these are separated
from their role in the information seeking process. This chapter addresses the ques-
tion of how to design SUIs with enhanced support for the macro-level process, first
by reviewing previous research. Subsequently, we outline a framework for complex
task support, which explicitly connects the temporal development of complex tasks
with different levels of support by SUI features. This is followed by a discussion of
concrete system examples which include elements of the three dimensions of our
framework in an exploratory search and sensemaking context. Moreover, we discuss
the connection of navigation with the search-oriented framework. In our final dis-
cussion and conclusion, we provide recommendations for designing more holistic
SUIs which potentially evolve along with a user’s information seeking process.

7.1 Introduction

Revolutionary advances in information retrieval technology have occurred during
the past decades. We have arrived at the point where systems may actually solve
problems for users. For instance, search engines on the Web provide us with “instant
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answers” for factual questions ranging from the weather in the next weekend to the
birthdate of the current prime minister. Information seeking in the context of more
complex tasks, however, is still not as straightforward because such tasks cannot be
fully articulated with a single query, nor directly answered by a succinct snippet of
information. For instance, gaining novel ideas for research or finding the appropriate
sources for writing an essay requires intensive interaction with search engines as well
as information sources. These types of complex tasks typically involve “sustained
interaction and engagement with information” (Kelly et al. 2013), thus involving
more lengthy information interactions. Associated search episodes can include mul-
tiple subtasks (Wildemuth et al. 2014), and these types of tasks feature learning and
construction, understanding and problem formulation (Byström and Järvelin 1995).
During the process of information seeking and use, as occurring in complex research-
based tasks, the needs and understanding of a user may evolve, moving from broad
conceptualizations to a focused perspective (Kuhlthau 2004). Therefore, to create
supportive systems for complex tasks featuring sustained information interaction,
current ad-hoc approaches to search-based interaction should be rethought. Instead
of optimizing the results display of singular queries, there is a need for a fundamen-
tally different approach that would provide dynamic support for a user’s information
seeking process.

The non-trivial question which follows is how to concretely achieve this enhanced
process support. This chapter focuses on the presentation of results from search
engines via their constituent search user interface (SUI) features, representing the
key information interaction components of the system. Creating compositions of
interface features with high usability is no easy task. Thus, as Oddy already argued
in 1977, the “art” of information system design is to “find the form and timing of
information presentation which will best aid the system user” in whichever task at
hand. In this chapter, we focus on the timing and form of SUI features, assessing
how they fit in different stages of the information seeking process, and how they can
potentially be recombined in dynamic ways. This book chapter truly stands on the
shoulders of giants, incorporating findings from decades of research in library and
information science and interactive information retrieval (e.g., Bennett 1972; Bates
1990; Ingwersen 1992; Marchionini 1995; Golovchinsky and Belkin 1999; Ruthven
2008; Hearst 2009; Wilson et al. 2010). It also builds on our own earlier work in
recent years (e.g., Kamps 2011; Huurdeman and Kamps 2014; Huurdeman et al.
2016), and extends Huurdeman (2017, 2018). Earlier findings are further integrated
into a framework for complex task support in search systems.

To this end, we first present background literature related to process support for
complex tasks (Sect. 7.2). Based on previous research, we then outline our frame-
work for complex task support and its relation to SUI features (Sect. 7.3). Then, we
introduce examples in relation to the proposed framework (Sect. 7.4). In Sect. 7.5,
we discuss the relationship between navigation and search. Finally, we provide a
discussion of our findings and our conclusions (Sect. 7.6).
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7.2 Background

This section reviews relevant concepts and literature on search and work tasks, infor-
mation seeking models, and user interface components of information search sys-
tems.

7.2.1 Conceptualizations of Tasks

This chapter focuses on information seeking models, search user interfaces and the
underlying information retrieval systems. The “raison-d’être of information retrieval
systems is to deliver task-specific information that leads to problem resolution,” as
Toms (2011) has suggested. This also points to the importance of the task itself, which
is pivotal in relation to this chapter. A variety of conceptualizations of task exists,
but we take the general view as “an activity to be performed in order to accomplish a
goal.” (Vakkari 2003). In particular, we focus on cognitively complex tasks. Unlike
simple lookup tasks, complex tasks (Wildemuth et al. 2014)may involve learning and
construction, understanding and problem formulation (Byström and Järvelin 1995).
They might be performed by topic novices but also by more experienced actors. For
instance, a student may perform a task involving a topic she knows little about, but
this knowledge advances over time, or a researcher may start with a loose research
question, which becomes more focused after interaction with a set of information.
Besides their obvious occurrence in work and study contexts, complex tasks are also
performed in leisure settings, for instance shopping for products which are inherently
complex.

In this chapter, we look at work tasks, which might consist of various search
tasks, within a particular environment (Toms 2011). Work task has been defined as
a “job-related task or non-job associated daily-life task or interest to be fulfilled by
cognitive actor(s).” These tasks can be “natural, real-life tasks,” assigned requests or
assigned simulated work task situations (Ingwersen and Järvelin 2005, p. 20). Work
tasks, in their turn, may lead to one or more search tasks, defined as “the task to be
carried out by a cognitive seeking actor(s) as ameans to obtain information associated
with fulfilling a work task” (Ingwersen and Järvelin 2005, p. 20). The complexity of
information seeking and searching has been captured in a wide variety of models,
discussed in the next section.

7.2.2 Information Behavior, Seeking and Searching

We now describe the concept of information behavior and the macro-level, cognitive
models of information seeking and search.
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Information behavior has been defined by Wilson (1999) as “the totality of human
behavior in relation to sources and channels of information, including both active
and passive information seeking, and information use.” In Wilson (1999)’s nested
model of information seeking and searching, a subset of information behavior is
information seeking, which is “human information behavior dealing with searching
or seeking information by means of information sources and (interactive) informa-
tion retrieval systems” (Ingwersen and Järvelin 2005, p. 21). Finally, the information
searching subset in Wilson (1999)’s nested model focuses specifically on the inter-
action between information user and information system.

7.2.2.1 Information Seeking

We first discuss information seeking: In the field of library and information science,
a large variety of models has been conceived, describing information seeking from a
macroperspective. These include temporally based models, such as the Information
Search Process model by Kuhlthau (1991, 2004); non-sequential models, such as
Ellis (1989)’ behavioral model, and nonlinear models (e.g., Foster 2005). Further-
more, some models focused on problem solving, such as Wilson (1999)’s problem-
solving model. In this chapter, our focal point is the temporally based models defined
by Kuhlthau (1991, 2004) and Vakkari (2001).1

Kuhlthau (1991, 2004)’s Information Search Process (ISP) model, which focuses
on a temporal progression of stages based on several longitudinal studies, has been
influential and is one of the most cited models in the library and information science
field (Beheshti et al. 2014). A key aspect of the model is that it looks at information
seeking as a process of knowledge construction across six broad stages (summarized
in Table7.1), during which a user’s uncertainty fluctuates. These include early stages
of initiation and topic selection, as well as exploration. At a certain point, a focus
is formulated, after which information seeking in itself becomes more focused, and
stages of collection and presentation follow. The ISP model focuses on the evolution
of users’ thoughts, feelings and actions (see Fig. 7.1).

Based on other longitudinal studies, Vakkari (2001) introduced a theory of the
task-based information retrieval process. He refined Kuhlthau’s stages into three cat-
egories: pre-focus, focus formulation and post-focus. Vakkari focused in particular on
the pivotal aspect of finding a focus within the search process. Within the initial pre-
focus stage, fragmented, vague and general thoughts occur, and there is a difficulty
for a searcher to specify the information needed. When a focus is formulated, more
directed searches follow, and the final post-focus stage involves specific searches
and potential rechecks for additional information. While Kuhlthau (1991, 2004)’s
ISP model does not focus on the effects of the stages on search system use directly,
Vakkari (2001)’s theory “is more specific in the domain of information retrieval,”
and documents the effects of stages in the context of IR system use. He observed

1An extensive further overview of information seeking models can for instance be found in Case
(2012), Fisher et al. (2005).
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Table 7.1 Kuhlthau’s search stages, adapted from Kuhlthau (2005)

Stage Description

1. Initiation Becoming aware of a lack of knowledge or understanding, often causing
uncertainty

2. Selection Identifying and selecting general area, topic or problem, sense of optimism
replaces uncertainty

3. Exploration Exploring and seeking information on the general topic, inconsistent info
can cause uncertainty

4. Formulation Focused perspective is formed, uncertainty is reducing, while confidence
increases

5. Collection Gathering pertinent information to focused topic, less uncertainty, more
interest/involvement

6. Presentation Completing the search, reporting and using results

+
level of        -   

uncertainty

feelings
affective

thoughts
cognitive

actions
physical

vague focused

seeking relevant
information (exploring)

seeking pertinent 
information (documenting)

uncertainty       optimism        confusion            clarity          confidence     (dis)satisfaction
             doubt                                     direction

FormulationInitiation Selection Exploration Collection Presentation

Fig. 7.1 ISP Model documenting stages in tasks involving construction; Figure adapted from
Kuhlthau (2004, p. 206)

implications for information sought, assessed relevance and search tactics, terms
and operators (see Fig. 7.2). Information sought converges from general background
information to specific information, while assessment of relevance becomes easier
over time. The number of search terms increases, in particular narrower terms and
synonyms, while broader terms gradually decrease over time.

7.2.2.2 Information Searching

As in the case of the information seeking models, a wide range of information
searching models exists (Wilson 1999), focusing on the direct interaction between
user and system. For instance, Spink (1997)’s model of the IR interaction process
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increase of number of search terms, synonyms, narrower terms

Prefocus Focus formulation Postfocus

seeking general 
background information

seeking specific 
information

faceted backgr.
information

relevance hard to judge relevance easier to judge

decrease of number of broader terms

information
sought

relevance

search 
terms

Fig. 7.2 Effects of search stages—diagram summarizes findings (Vakkari 2001)

describes specific cycles of interaction with IR systems, including user judgments,
search strategies, tactics and moves. Saracevic (1997)’ Stratified model of Infor-
mation Retrieval Interaction views IR interaction as a dialogue between user and
computer and includes different levels (strata) of interactions. Belkin et al. (1995)
have modeled the behavior “people engage in while searching for information in
some knowledge resource” as information seeking strategies (ISS). These may be
seen as interactions between user and IR system components, and an “episode” may
consist of a sequence of ISSs. ISSs can be described using four dimensions:method of
interaction (scanning versus searching), goal of interaction (learning versus select-
ing), mode of retrieval (recognizing versus specifying) and considered resources
(information versus meta-information). Finally, Marchionini’s (1995) Information
seeking Process Model describes various specific sub-processes and their relation-
ships (including “define problem,” “select source,” “formulate query,” “execute
query”).

7.2.3 Search User Interfaces

Wenowdescribe themicro-level search system features andUI design considerations
to actively support user search behavior in the context of complex tasks.

Search user interfaces (SUIs) play the role of intermediary between a user and
information available in a system and thus facilitate information searching. Hearst
(2009) has characterized their role as aiding “users in the expression of their infor-
mation needs, in the formulation of their queries, in the understanding of their search
results, and in keeping track of the progress of their information seeking efforts.”
As this multifaceted role implies, designing effective and user-friendly SUIs can
be a severe challenge, and “creating an environment in which tasks are carried out
almost effortlessly and users are “in the flow” requires a great deal of hard work by
the designer” (Shneiderman and Pleasant 2005). SUI design involves a variety of
trade-offs, including the tension between simplicity and offered functionality.
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The view of SUI design as a challenge is not necessarily new: already in the
1970s, researchers looked at challenges in designing interfaces for (bibliographic)
search systems (Bennett 1971, 1972). This includes the characteristics of searchers,
the search environment and feedback to searchers. More recent research related to
information retrieval and search interfaces has proposed a wide variety of potential
features, including facets (Tunkelang 2009), personal result spaces (Donato et al.
2010) and visual keyword suggestions (such as Google’s discontinued “Wonder
Wheel”2). However, the majority of these types of features are not integrated in
current general Web search user interfaces.

Current IR systems, such as online search engines, are usually streamlined and
focus on query formulation and result inspection. As Hearst (2009) has suggested,
reasons underlying the simple appearance of current general-purpose search engines
might include that search engines need to be understandable and accessible for audi-
ences with a wide variation of search and system experience. Other motivations
behind the simple design are related to different cognitive aspects: search tasks are
usually part of larger work tasks, and the interface should distract as little as possible
(Hearst 2009). This issue has also been illustrated by Diriye et al. (2010), who found
that excessive SUI features with respect to the complexity of the task at hand might
actually impede information searching. We can connect these cognitive aspects to
cognitive load theory, which describes cognitive load as the load on working mem-
ory (Sweller et al. 1998). The working memory has a limited capacity for processing
information, as opposed to the “effectively unlimited” long-term memory, in which
knowledge schemas can be stored. The act of processing and incorporating informa-
tion in knowledge schemas that may be part of information-intensive work tasks is
already demanding, i.e., has a high intrinsic cognitive load. Overly complex search
interfaces may further increase extraneous cognitive load and thus leave less cogni-
tive resources available for the core task.

Notwithstanding the deceivingly simple appearance of current search interfaces,
the “art” of designing them is still complex. Over the years, however, a number of
frameworks, guidelines and design pattern libraries have been created (Shneiderman
and Pleasant 2005). Despite the immediate value of those frameworks for creating
appropriate search user interfaces, they mainly focus on designing the functionality
of SUI elements in the best way.3 In that sense, it is unclear at which moments
of complex tasks these features are most useful, and how they can be combined
to support (and not impede) complex searches—thus, how these features fit in the
macro-level information seeking process.

In the context of this chapter, we make use of two specific frameworks. First, with
respect to the concrete features of SUIs, Wilson (2011) has proposed a taxonomy for
thinking about SUI designs. It divides the features of SUIs into four main groups:
input features allow searchers to express their input to the search engine, control

2Google’s Wonder Wheel provided “an interactive way of exploring related searches” (Wilson
2011).
3For instance, how to design a “pagination control” feature for a search engine, http://web.archive.
org/web/20150406100824/developer.yahoo.com/ypatterns/navigation/pagination/search.html.

http://web.archive.org/web/20150406100824/developer.yahoo.com/ypatterns/navigation/pagination/search.html
http://web.archive.org/web/20150406100824/developer.yahoo.com/ypatterns/navigation/pagination/search.html
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Table 7.2 Wilson (2011) taxonomy of SUI features, with examples (adapted from Huurdeman and
Kamps (2014))

Group Feature example

Input Search box, categories, clusters, faceted metadata, social metadata

Control Related searches, corrections, sorting, filters, grouping

Informational Results display, text snippets, deep links, thumbnails, immediate feedback,
visualizations

Personalizable Recent searches, item tray

features make it possible to modify or restrict input, informational features provide
results or information about them, and personalizable features are tailored to the
specific experience of a searcher (see Table7.2). This framework can aid the creation
and analysis of search user interfaces.

Second, a potentially helpful higher-level system perspective has been provided
by Bates (1990). The “degree of user vs. system involvement in the search” encom-
passes a continuum, ranging from fully manual search activities to fully automated
searches. Also, she distinguishes various levels of search activities. The lower-level
activities are moves and tactics. Moves are simple actions, for example, entering a
search term, and serve as the basic units of search activities. Tactics consist of one
or more moves to further a search and have strategic considerations. For instance,
reformulating an entered search term to a broader (superordinate) term. Higher-level
activities include stratagems, and strategies. A stratagem is a complex set of tactics
and moves and generally includes a specific information domain and a mode of tack-
ling the file organization of that domain—for instance performing author searches in
bibliographic databases to find other materials written on the same subject. Finally,
a strategy is a plan for the entire information search and may include all previous
types of search activity.4 Bates’ search activities may provide inspiration for a better
understanding of levels of system support across stages.

7.2.4 Search Interface Features for Different Information
Seeking Stages

From the previous sections, we can observe that there are issues in the translation
from the rich stages described in information seeking literature to concrete support in
terms of search system features and vice versa. Information seeking models such as
Kuhlthau (2004) and Vakkari (2001) thoroughly studied the macro-level multistage
nature of the information seeking process but do not provide immediate handles for

4Although, as Bates (1990) notes, it is difficult to list a search strategy in advance “in any but the
simplest searches, because most real-life searches are influenced by the information gathered along
the way in the search.”.
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implementing search system and user interface features at the specific micro-level.
Conversely, also the exact role of specificmicro-level user interface features at differ-
ent stages of the macro-level information seeking process is fuzzy (Huurdeman and
Kamps 2014). Only a limited number of studies have combined these perspectives.

Most of these studies have looked at feature use over time, often based on system
log data. For instance, White et al. (2005) looked at implicit and explicit relevance
feedback functionality and concluded that implicit RFwas usedmore in the beginning
of search sessions and explicit RF near the end. Query suggestions, according to Niu
and Kelly (2014), were used for more difficult tasks and in later phases of search,
suggesting their use as Bates (1979) “idea tactics.” Some studies using eye tracking,
including Kules et al. (2009), showed that users’ main focus moved over time from
looking at facets, query and results to looking mainly at results during the search
sessions. According toKules andCapra (2012), feature use varied over time, and they
indicated that facets were especially used in cognitively demanding stages. Diriye
et al. (2013) distinguish between search stage-specific features (e.g., query box and
“starter pages” containing basic information) useful in the beginning of a search, and
search stage agnostic features useful across stages (in their case, e.g., facets). Finally,
Huurdeman and Kamps (2014) included a small-scale quantitative analysis of data
from a user study involving eye tracking with 12 participants and provided further
indications that some types of search system features are search stage-sensitive, while
other features are useful in all stages.

Many of these studies use a temporal division of search sessions to derive search
stages, which could be better characterized as “phases of search” according to Niu
and Kelly (2014)—since they might not include the same level of learning and con-
struction as indicated in information seeking models such as Kuhlthau (2004)’s and
Vakkari (2001)’s. Therefore, Huurdeman et al. (2016) looked further into exactly
how the usefulness of specific types of search functionality evolves, via a user study
with 26 participants with a novel multistage simulated task approach.5 Participants
used the experimental search engine SearchAssist to perform three distinct tasks, rep-
resenting Vakkari (2001)’s pre-focus, focus and post-focus stages. Using extensive
logging and tracking, insights were gained into the active and passive use of fea-
tures, grouped via Wilson (2011)’s taxonomy of interface features. Questionnaires
and interviews provided indications of how useful the users perceived the features
to be over time, allowing for triangulation of findings. The main finding was that
within a multistage task involving knowledge construction, the active, passive and
perceived usefulness of SUI features differ per information seeking stage. Informa-
tional features were naturally useful in all information seeking stages. Input and
control features, to express needs and modify input, could be categorized as search
stage-sensitive features. The value of these features was highest in the initial pre-
focus stage and decreased over time. This reflects a user’s increasing understanding
of a topic, during which the value of features to help formulating a query and delim-
iting a resultset may decrease. Contrary to input and control features, personalizable

5The task approach has been further described in Huurdeman et al. (2019).
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features became more useful over time, as they may “grow” hand-in-hand with a
user’s understanding during the information journey.

7.2.5 Summary

In this section, we started with an overview of tasks and information behavior and
gradually zoomed in to information seeking, information searching, as well as con-
crete search user interfaces and concluded that the ways in which they support the
inherent cognitive aspects ofmacro-level information seeking stages is rather opaque.
Therefore, in the next section, we introduce a framework which aims to provide more
direct connections between macro-level stage and (categories) of micro-level SUI
features.

7.3 Toward a Framework for Complex Task Support

This section outlines a framework for complex task support and its relation to user
interface features of information search systems.

The information seeking models discussed in the previous section have illustrated
that a searcher’s conceptual framework about a topic may evolve over time during
cognitively complex tasks. For instance, during a novice user’s information journey,
knowledge structures evolve, just as during a scholars’ research process, conceptu-
alizations of a topic may undergo changes.

Keeping this evolution inmind, the system should constitute a “helpful framework
within which the user can make problem-solving decisions” (Oddy 1977). However,
current search interfaces typically do not evolvewith a user’s knowledge—to become
truly “helpful,” a system should ideally support the information seeking process of
a user, moving from exploratory pre-focus, to focus formulation and final post-focus
stages. As indicated in the previous section, existing information seeking models,
such as Vakkari (2001), Kuhlthau (2004), do not contain explicit references to actual
search system and search user interface design.

Therefore, we introduce our framework for supporting complex tasks involving
learning and construction, which explicitly connect the temporal development of
complex tasks with different levels of support by SUI features. The framework com-
bines the temporal stages proposed by Vakkari (2001), the findings fromHuurdeman
and Kamps (2014), Huurdeman et al. (2016), and Bates (1990)’ notion of search
activities—in particular moves, tactics, strategems and strategies.

Our proposed framework is visualized byFig. 7.3. The framework consists of three
dimensions. As context, we use SUI features listed in Wilson (2011)’s taxonomy of
SUI features, augmented with more recently introduced features. The dimensions
are distinguished based on associated features’ level of support for the process and
the relative importance in different stages of a complex task.
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Fig. 7.3 Schematic overview our framework for complex task support: low-level support for moves
and tactics gradually gives way to higher-level support for stratagems and strategies

The first dimension of the framework focuses on low-level support (Sect. 7.3.1).
The second dimension consists of the general seeking support offered by informa-
tional features, i.e., the actual search results and information about those results
(Sect. 7.3.2). These features might provide low- and high-level support. The focal
point of the third dimension is on specific high-level support (Sect. 7.3.3). During
complex information seeking tasks, the relative importance of low-level support
gradually decreases, while conversely the relative importance for high-level support
is gradually increasing. The mid-point is formed by informational features, which
have the same level of relative importance over time. Next, we will discuss each of
the three dimensions in more detail.

7.3.1 First Dimension: Input and Control Features

The first dimension of our framework consists of features offering automatically gen-
erated suggestions to users. This support typically takes place atBates (1990)’s search
activity level of the “move” (e.g., entering search terms) and “tactic”
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(e.g., choosing a broader term). For instance, a word cloud feature may suggest
keywords for a query, or a query suggestion feature may propose a broader formu-
lation of a query. The need for this low-level support, embodied in various input
and control features, generally decreases over time. When a user’s conceptualization
of a topic grows, she becomes increasingly able to express herself precisely in the
context of that topic (Huurdeman et al. 2016; Kuhlthau 2004) and support at the level
of moves and tactics becomes more superfluous.

An SUI designer has a wide variety of features at her disposal to provide low-
level support for searching. First of all, at the level of the query (see Fig. 7.3, part 1©),
Query Corrections,Query Autocomplete andQuery Suggestions (a) can provide
help in formulating the right query and suggesting alternative queries. Especially
in initial stages, Facets and Filters (b) can be useful to delineate resultsets, and
adapting Results Ordering (c) may initially help to find the right items. Word
Clouds (d), even though their effectiveness in information searching has shown
fluctuating results, may also provide inspiration. Finally, current search interfaces
often contain Entity cards (e), an information panel with brief information and
related entities for an intended query target.

7.3.2 Second Dimension: Informational Features

The second dimension of our framework is formed by general information seeking
support. This constitutes informational features, which provide the actual results,
or information about encountered result items. For instance, a search system may
show the title of a document, a short snippet and basic metadata. As evidenced in
previous experiments (i.e., Huurdeman et al. 2016), these features may be useful
throughout the process. They provide low-level support at the move and tactic level,
for instance selecting and opening information sources, but also higher-level support
(e.g., offered by visualizations of result sets).

Thus, informational features may provide both low and high-level support (see
Fig. 7.3, part 2©). These features contain the Search Results (f) themselves, com-
monly shown by their title and a short textual snippet. Especially in e-commerce
systems, also Thumbnails (g) might visually depict resultset items. Visualizations
(h) can provide more insights into retrieved resultsets. These may initially be useful
for a researcher to explore a set of data but also to visualize a gathered set of focused
results for analysis.

7.3.3 Third Dimension: Personalizable Features

The third dimension of a “helpful framework” consists of features which can sup-
port seeking at a higher level. While these types of features may include automated
functionality, the main aim is to provide insights into a user’s process through her
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actions. As Kuhlthau’s model has indicated, activities including hypothesis genera-
tion, data collection, information organization and the preparation of a personalized
synthesis of a topic take place during processes of knowledge construction (Kuhlthau
2004, p. 194). This reflects the highly personalized nature of such complex activities,
meaning that automated support may not suffice. Instead, the aim of personalizable
features should be to aid users in performing their task. In different experiments, the
usefulness of annotation, saving and organization features by both students and grad-
uate researchers has been evidenced (e.g., Morris et al. 2008; Huurdeman et al. 2016;
Hearst and Degler 2013). As opposed to low-level features, these higher-level fea-
tures may support Bates’ “stratagems” and “strategies” (i.e., planning in the context
of an entire search). On the one hand, through logging user’s actions and potentially
gathering data about the actors’ domain knowledge or task at hand, they provide
a trail of activities, which may (passively) aid users in locating where they are in
the process. On the other hand, they also allow a user to “work with results” and
thus encourage reflection on encountered results. As such, they become increasingly
useful throughout a task.

More high-level support throughout the process (see Fig. 7.3, part 3©) may be
offered by Results Saving (i) features, alternatively embodied in, e.g., shopping
carts and wishlists. Interfaces may also offer Personal Results Organization oppor-
tunities. Furthermore, especially in a research context, Annotations (j) are used at
different points in the process (Melgar et al. 2017). Other tools which may be useful,
sometimes only in passive ways (Huurdeman et al. 2016), are Query History (k)
features. Finally, External tools (l) may provide high-level support, such as word
and data processing, as well as reference management.

7.3.4 Concrete Example: SearchAssist

In the previously described study byHuurdeman et al. (2016), the three dimensions of
our framework for complex task support were included in an adaptable open-source
search user system, using generally available search APIs andWeb frameworks. This
interface shown in Fig. 7.4 serves to illustrate the three dimensions of our framework.
Its first dimension is reflected by the input and control features in the left-hand side
panel, which make it possible to use low-level support in user’s searches, with 1©
category filters, 2© word clouds, 3© query suggestions and 4© a query box, includ-
ing query corrections. The framework’s second dimension is reflected by 5©, and
the search results feature displayed in the middle. Finally, the right-hand side panel
originates from the third dimension of our framework: 6© recent queries, 7© catego-
rizable saved results and 8© a task bar. Besides its use in an experimental context, this
interface was meant as a reusable component for information seeking studies, also
reflected in the rich logging possibilities. Adaptive support for users can be catered
for by gradually turning on and off features in this interface depending on the user’s
search stage. Further information on this search system and interface can be found
in Huurdeman et al. (2019).
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Fig. 7.4 Screenshot SearchAssist: input and control features (first dimension) in 1©– 4©; informa-
tional features (second dimension) in 5© and personalizable features (third dimension) in 6©– 8©

7.3.5 Summary

More dynamic support for complex research-based tasks may be achieved by differ-
entiating SUI feature categories and their levels of support. In particular, functionality
providing low-level support (i.e., input and control features), is useful in the initial
stages of a complex research-based task. Searchers with low domain knowledge but
also researchers exploring a new topic and collection may utilize this functionality to
bootstrap their searches. Features providing high-level support (in particular person-
alizable features) may invite searchers to explicitly reflect and interact with results,
as well as seeing how these results fit in their process and strategy.

Our supportive framework for complex task support provides practical pointers
to the use of features over time and thus makes it possible to design SUIs pinpointed
to the task at hand. On the one hand, this can be by customizing the interface on
the basis of expected user activities, for instance, low-level activities or more high-
level activities. On the other hand, our framework might be useful for creating more
adaptive, stage-aware interfaces. This adaptation can be done by the system by auto-
matically adapting features but could also be done by the user herself. A concrete
example is the user-selectable interface panels as evaluated in Gäde et al. (2016),
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which include a Browse view, a Search view and a Book-bag view, aiming to support
pre-focus, focus formulation and post-focus stages.

These types of interfaces might contribute to creating more holistic systems for
complex tasks where tasks can be carried out “in the flow.” Our framework can also
help understand and explain the design considerations of existing systems used in
the context of complex tasks, which we discuss in the following section.

7.4 Systems Integrating Complex Task Support

This section connects the complex task support framework to examples of concrete
systems within a research context, in particular the emphasis is on exploratory search
and sensemaking systems.

7.4.1 Exploratory Search Systems and Features

As indicated by Marchionini (2006), traditional search is often focused on lookup
searches, while exploratory search also includes learning and investigation. White
and Roth (2009b) characterize it as a complex form of information seeking, which
is multifaceted and open-ended—complex information problems are involved, as
well as a poor understanding of terminology and information space structure. Also,
exploratory searchers often exhibit a desire to learn.

As argued by Huurdeman and Kamps (2014), there are similarities between
exploratory search and the initial parts of Kuhlthau’s multistage model. White and
Roth (2009a) indicate that searchers might initially experience uncertainty, and
this uncertainty might decrease when exploratory searching transitions to focused
searching—this has similarities with Kuhlthau’s model as depicted in Fig. 7.1. As
such, the concept of exploratory search fits well in the first dimension of our frame-
work since these SUI features are especially useful in the initial stages of a search.

A variety of exploratory search features has been presented in White and Roth
(2009a) and summarized in Huurdeman and Kamps (2014). Many of the discussed
features fit in the first dimension of our framework (Fig. 7.3, part 1©). FilmFinder
(Ahlberg and Shneiderman 1994) facilitated rapid query refinement in visual ways
(thus representing an input and control feature). Flamenco (Yee et al. 2003) allowed
for rich metadata-based filtering and facets and thus also allows users for input and
control. Other features are characterized as supporting exploratory search but more
specifically can be classified as personalizable features which fit in the high-level
support outlined by the framework (Fig. 7.3, part 3©). For instance, SearchBar allows
for “search task management, a system for proactively and persistently storing query
histories, browsing histories and users’ notes and ratings in an interrelated fashion”
(Morris et al. 2008).
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7.4.2 Sensemaking Systems and Features

In the context of human–computer interaction, the combined process of information
seeking, analysis and synthesis, has been described as sensemaking, which relates
to the framework discussed in the previous section. Hearst (2009) has described
sensemaking as “the iterative process of formulating a conceptual representation
from a large volume of information.”

The concept of sensemaking is commonly used in the context of complex and
information-intensive tasks, and comparable to Kuhlthau’s and Vakkari’s models,
albeit sensemaking is more often described in a professional, as opposed to the more
educational context ofKuhlthau (2004) andVakkari (2001). For information analysts,
Pirolli and Card (2005) describe two main loops in sensemaking: the information
foraging loop (“processes aimed at seeking information, searching and filtering it”),
and the sensemaking loop (“iterative development of a mental model that best fits
the evidence”). There are explicit relations with Kuhlthau’s model as she indicates
that the latter stages in her model (i.e., formulation, collection, presentation) include
processes related to hypothesis generation, data collection, information organization
and personalized syntheses of topics (Kuhlthau 2004).

As such, sensemaking has a relation with the third dimension of our framework
(Fig. 7.3, part 3©), i.e., support at a higher-level, and features supporting sense-
making become increasingly important over the course of an information seek-
ing process. Ample practical examples of sensemaking in previous literature exist.
Hearst (2009) discusses the main elements which constitute sensemaking interfaces,
including flexible grouping of information, notetaking and sketching, hypothesis
formulation, as well as collaborative search. Some of these, mostly personalizable,
features are included in CoSen, which organizes retrieved information in a tree struc-
ture (Qu and Furnas 2008). Sandbox has been described as a “thinking environment.”
It allowed for visual organization of results and makes hypothesis generation possi-
ble (Wright et al. 2006). Hearst and Degler (2013) describes the process of designing
and evaluating “a user interface at the seam between searching and saving and orga-
nizing search results.” CoSense (Paul and Morris 2009), on the other hand, focuses
on sensemaking in the context of collaborative tasks.

7.4.3 Summary

The search systems and interfaces discussed in this section have outlined the relation-
ship between on the one hand exploratory search and sensemaking features and on
the other hand our framework for complex task support. In particular, many features
allow for organization of retrieved results and task management. However, most of
these features do not take into account the support for navigating found Web sites
and their structures, which we discuss in the following section.
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7.5 Connecting Search and Navigation

This section discusses how the complex task support framework naturally integrates
search and navigation features across search stages, and to what extent this both
supports “search by navigation” and “search by query.”

7.5.1 Navigation Support and Informational Features

Thus far, this chapter has mainly focused on information seeking, concerning inter-
action with information sources, and information searching, specifically focusing
on the interaction between information user and information system. In a search
context, Jul and Furnas (1997) also have distinguished between “search by query”
tasks, i.e., those tasks conducted within a search system and “search by navigation”
tasks. While we have covered the former type of task in detail, we have focused less
on search by navigation: users might navigate beyond the actual search interface by
clicking on resultset items, examine resources linked from the result list (e.g., web-
pages) and navigate further from the encountered resource (e.g., to other Webpages
in the found Web site). While visiting various pages, users might learn about their
topic from contextual information encountered along the way (Karanam et al. 2016;
Karanam and van Oostendorp 2020; van Oostendorp and Karanam 2020).

Our framework suggests a holistic approach, where further interaction with the
search results (the second dimension with informational features, Fig. 7.3, part 2©)
is conceptually regarded as part of the system. It is an open question how visible
the system should be when interacting with results outside the system itself: it could
be always present as a task bar, or minimized and available upon request, or remain
hidden until the user navigates back to the search support system. Other than the
search results themselves, including ways of deep linking, and aggregated results
already mentioned in Sect. 7.3, there seem no additional informational features to
support navigation. But there are further connections between navigation support
and the search-based aspects of the first and third dimension of our framework.

7.5.2 Navigation and Input and Control Features

In the first dimension of our framework (Fig. 7.3, part 1©), we listed various input and
control features which offer automatically generated suggestions to users at Bates
(1990)’ move and tactic level. In terms of navigation support, these types of features
offer a continuum, ranging from a focus on navigating the search result space, to
pure navigational support for found resources.

First, the discussed facets and filters make it possible to better judge the types of
information retrieved so far, both by their grouping and by their labeling. These labels
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may provide a more analytical view on content and can be considered as suggestions
for navigation. Using facets and filters, it is possible to navigate the result space
without reformulating a query, and get a basic idea of what is being found—even
before visiting the actual pages. Other initial topical information and ideas for basic
navigation might be given by the query suggestions, entity cards, as well as result
space visualizations (e.g., Ruotsalo et al. 2014).

Second, we might combine search and navigation, inspired by additional features
discussed in previous literature. Capra et al. (2015) describe search assistance in the
form of a ‘Search Guide,’ which allowed users to view previous search trails from
three other users. Search trails “provide an interactive display with information about
how another person searched and may include the queries issued, results clicked,
pages viewed, pages bookmarked and annotations made by the original searcher.”
This way, a searcher might get more information on likely successful browsing paths,
aiding in navigation, and these types of features might provide “information scents”
to users (Pirolli and Card 1999).

Third, an approachmore specifically focused on navigation has been described by
Dehghani et al. (2017), involving browsing path recommendation. Their approach
includes a path recommendation engine, which based on a text query, “ranks differ-
ent browsing paths in the hierarchy based on their likelihood of covering relevant
documents.” An SUI feature which offers this approach might help users to more
quickly understand the structure of important retrieved Web sites, especially in the
context of complex information structures.

Thus, we may extend the feature set specified in the first dimension of our frame-
work (Sect. 7.3) with additional features tailored to assisting navigation, for instance
by showing search trails by other users and by means of a browsing path recommen-
dation feature.

7.5.3 Navigation and Personalizable Features

The third dimension of our framework (Fig. 7.3, part 3©) contains features which
can support seeking at a higher level—the discussed personalizable features pro-
vide insights into a user’s process through her actions. Examples of these kind of
personalizable features included lists of recent queries and previously visited pages.

As indicated by users utilizing the SearchAssist system depicted in Fig. 7.4, its
previous searches feature became increasingly useful over the search episode because
it indicatedwhat searchers did before, thus providing handles tomonitor their process
(Huurdeman et al. 2016). This notion of task management can be extended further.
For instance, Jia and Niu (2014) present a “history preview” feature, meant to “assist
searchers to reviewwhat they have done within a search session in order to help them
define the next steps during the search process.” The visualized “search trajectory”
includes previous queries, and per query, list actions such as clicked results, saved
results and pagination use—thus showing the trail of activities and previous naviga-
tion done by a user. This provides similar functionality as the search trail feature by
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Capra et al. (2015) but focused on a user’s own process and by nature personalized.
An extensive search trajectory SUI feature could support Bates (1990)’ notion of a
search strategy, i.e., documenting a plan for the entire search, potentially consisting
of moves, tactics and strategems. These types of features could also show conducted
navigation steps beyond Webpages directly found in the search system. Insights
into the structure of found information could be for instance visualized using tree
structures (e.g., Qu and Furnas 2008).

Thus, in the light of supporting navigation, the feature set mentioned in the third
dimensionof our framework (Sect. 7.3) canbe extendedwith history features showing
a user’s own search trail, including previous queries and actions.

7.5.4 Summary

Our inquiry into supporting both “search by query” and “search by navigation”
resulted in two new insights: the potential for integrating navigation-related features
in our framework, as well as the potential for supporting users in their navigation
steps outside of the search system within longer sessions.

First, our framework naturally supports the integration of novel navigation-
oriented features within the discussed first and third dimension and within the associ-
ated early and late stages of search. More specifically, the idea of search trails might
aid users in both early (pre-focus) stages and late (post-focus) stages of the informa-
tion seeking process. First, in early stages by recommending potentially viable search
and navigation trails using input and control features. For these kinds of recommen-
dations for instance previous user data but also computational cognitive models of
Web navigation might be of value (Karanam et al. 2016), as well as further path rec-
ommendation techniques (Dehghani et al. 2017). Second, in late stages, users might
be able to view their own search trails using personalizable features. The concepts of
search trails can be connected to both Bates (1989)’ Berrypicking model and Pirolli
and Card (1999)’s information foraging theory. By providing search as well as navi-
gation support, these types of features might potentially further aid users in complex
task performance.

Second, we touched upon the support for showing search and navigation trajecto-
ries including navigation steps beyondWebpages directly found in the search system.
Such a feature could register navigation behavior outside of the search system and
show this in the SUI interface. For instance, this could be implemented by showing
a “minimized” version of the SUI in further navigation ventures (for instance in a
frame) or by including a browser extension capturing navigation steps across the
overall search episode.
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7.6 Discussion and Conclusions

This chapter was inspired by a paradox: On the one hand, search engines on the Web
provide a world of information at our fingertips, and the answers to many of our com-
mon questions are just a simple click away. On the other hand, many of our tasks are
complex and multifaceted and involve a process of knowledge construction: various
information seeking models describe a complex set of cognitive stages, influencing
the interplay of users’ feelings, thoughts and actions (Kuhlthau 2004; Vakkari 2001).
Despite the evidence of themodels, the functionality of search engines, nowadays the
prime intermediaries between information and user, has converged to a streamlined
set. Even though the past years have embodied rapid advances in contextualization
and personalization, our complex information environment is still reduced to a set
of ten ‘relevant’ blue links. This may not be beneficial for supporting complex tasks
involving ill-formulated or exploratory needs (White and Roth 2009a), for tasks
requiring sustained interaction with information and for ventures involving the for-
mulation of a deep understanding on a topic (Kelly et al. 2013; Smith and Rieh 2019).
This suggests that the currently dominating lookup search approach falls short of the
rich interaction needed for task-sharing between user and system (Beaulieu 2000).

The main reason for the current lack of complex task support is that designing
optimal search user interfaces is highly non-trivial. Real-world applications vary
dramatically over use-cases, work tasks, available information and encoding, avail-
able systems and searcher competencies—making every application highly unique.
Properly supporting them requires significant advances in our general understanding
of how generic search components support information interaction at a higher level
of abstraction. Indeed, the design of SUIs can be seen as an “art” (Oddy 1977; Smith
and Mosier 1986), involving numerous thorny issues and trade-offs in usability. For
instance, combining excessive sets of features may overload the user, while a stream-
lined approach can be too limiting for supporting user needs in different stages of
complex tasks. At each stage of a task, an optimal combination of features may exist.
This paper provides handles to determine the relative importance of features when
designing SUIs, thus connecting theoretical information seeking models and more
concrete search user interface design.

At the level of the whole SUI, various approaches for the provision of dynamic
support for information seeking stages can be suggested. First of all, a totally open
approach is possible: Searchers are free to choose a custom set of SUI features
at any point of the process (“build your own SUI”). Second, predefined interface
panels combining features can be offered to a user (e.g., for exploration and focused
search). This way, a user can choose a panel she needs at any stage or indicate their
current information seeking stage (for instance, via a selector or slider). Third, a
totally adaptive approachmay be followed:Using evidence fromusage data, interface
features are automatically offered or disabled. Hence, the potential adaptation of
interfaces for complex tasks spans a continuum, ranging from fullymanual to entirely
automatic approaches. Albeit we focus on the SUI level, this is reminiscent of Bates
(1990)’ degree of user and system involvement in the search process.
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In the CLEF Interactive Book Search Track, users were able to select interface
panels for pre-focus, focus and post-focus search stages, and positive effects on user
engagement were found (Gäde et al. 2015). It would be valuable to gain further
insights into the influence of dynamic presentation of search stage-sensitive SUI fea-
tures on user satisfaction, i.e., the features within the first and third dimension of the
framework discussed in Sect. 7.3. Future studies should further look at the impact of
dynamic and adaptive presentation of SUI elements, especially since this influences
the consistency of an interface. This may be tested by adaptively enabling and dis-
abling SUI features in experimental systems with rich functionality in a (simulated)
complex work task setting. Multistage systems may provide new ways to reduce
unnecessary extraneous cognitive load (as defined by Sweller et al. (1998)) by hid-
ing superfluous interface elements and increase germane cognitive load, focused on
the stage of the learning task at hand. Furthermore, providing further navigation
support for resources linked from search engines might provide value.

At the level of atomic SUI features, this paper briefly outlined feature utility during
the information seeking process, based on Bates (1990) levels of search activities dis-
cussed in Sect. 7.2.3 (i.e., moves, tactics, strategies and strategems). Further research
is needed to allow for making more conscious choices of which features to include
in an interface, based on the purpose they serve in the process. For instance, we may
use Bates’ levels of search activities as a “lens” for analyzing existing SUI features.
Furthermore, as suggested in Huurdeman et al. (2016), individual features could be
improved by taking previous user interactions as a basis and thus becoming more
personalizable. For instance, query suggestions can lose their value over time due to
a user’s increased domain knowledge butmay providemore “intelligent” suggestions
by taking into account previous user interactions.

Previous literature in the area of cognitive modeling and devised computational
cognitive models such as SNIF-ACT (Fu and Pirolli 2007), CoLiDeS (Kitajima et al.
2005) and CoLiDeS+ (Karanam et al. 2016) can inspire further improvements of
SUIs supporting a user’s process, especially in early search stages. First of all, by
utilizing the models, we might derive the optimal formulation of category and link
labels, for instance within the category filters feature of the Search Assist interface
described in Sect. 7.3.4, thus providing optimal information scents (Pirolli 2009).
Second, cognitive models might provide further browsing path recommendations in
the context of search systems, as shown in, e.g., Dehghani et al. (2017) and provide
ongoing assistance in selecting useful links and paths. Third, we might use cognitive
models and associated cognitive architectures as an inspiration to improve design.
Further work is necessary, however, to utilize predictive models at broader, macro-
level scales—potentially needing “layers of models at different bands” (Pirolli 2009;
see also Pirolli 2019). Challengesmight occur: Suchmodels should be able to capture
the dynamics of the information seeking process documented by Kuhlthau (2004)
and ought to be able to “handle the complexities in realistic environments,” such as
real websites (Karanam et al. 2016).

The other way around, our research can inspire future development of cognitive
models in an SUI context. Multifaceted data were collected in the context of Huur-
deman et al. (2016), including eye tracking, detailed usage logs, questionnaires and
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interviews, and these rich kinds of data might be used to build up computational
cognitive models.

The presented framework is a first step toward a more holistic approach for SUI
design. Further research on the utility of SUI features, as well as more high-level
SUI functionality in search systems, is needed (see also Umemoto et al. 2020). For
instance, explicit support for Bates’ strategems and strategies is still rare, almost
30years after her seminal paper. However, the ubiquitous presence of search engines
in diverse manifestations may allow for more inclusive views on user activities in
consecutive stages of complex search processes. By adapting low- and high-level
support, thus creating dynamic SUI compositions, we may be able to arrive at a more
“intellectual symbiosis” between user and system as envisioned by Bates (1990).

Our main general conclusion is that there are many relatively unexplored ways
to better support the search process, in ways that empower users to control complex
information search tasks. This holds the promise to lead to better andmore transparent
search results and work task outcomes. And all this with the system adapting to the
user’s needs, rather than have the user adapt their entire search process to the system’s
functionality and (in)abilities.
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Chapter 8
Search Support Tools

Kazutoshi Umemoto, Takehiro Yamamoto and Katsumi Tanaka

Abstract This chapter presents in-depth reviews of search tools for supporting infor-
mation search. With the brief introduction of cutting-edge search support tools, we
describe the key ideas behind the tools and implications for design. We also dis-
cuss the limitations of conventional search interfaces to explore directions for future
research on search support tools.

8.1 Introduction

Providing the right information at the right time and place in the right manner is
essential for information retrieval (IR) systems to satisfy users. Among many IR
applications, Web search engines are the best known and most frequently used ones.
Therefore, developing support tools for Web search is of great practical importance.
What makes it challenging is that, unlike many domain-specific IR applications (e.g.,
enterprise search and legal search),Web search is used by a variety of people to obtain
relevant information on any topics. A system requiring excessive search skills and/or
domain knowledge would not be able to support general users. As another example,
if a system presents search results and provides interaction mechanisms in a way
totally different from conventional Web search engines, users would find it difficult
to master how to use the system. To make a search support tool successful, it should
not only integrate functions effective for target tasks into a search system seamlessly
but also keep its interface simple and easy to use.
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The difficulty in developing better tools for Web search is partly explained by
the fact that the fundamental framework of commercial Web search engines remains
largely unchanged for the last dozen years. A user formulates a search query with a
few keywords (Bailey et al. 2010), and then a system returns a search engine results
page (SERP) containing the textual summaries of retrieved documents (so-called
ten blue links). However, the interface of Web search did improve slightly over
time, and we can now observe different elements in SERPs depending on queries.
When a query like weather Tokyo is issued, recent Web search engines often
include in SERPs answers that can directly meet searchers’ information needs (a
weather forecast for the example query) (Chilton and Teevan 2011). When a query is
related to an entity (e.g., celebrities andmovies), the structured summary of the entity
(e.g., main properties, related entities) is shown alongside organic search results to
improve information accessibility and help searchers navigate related searches (Bota
et al. 2016). To help searchers judge the correctness of information, a mechanism
with which Web site owners can include in SERPs fact checks for claims in their
documents has been established recently (Wang et al. 2018).

How can we develop good search support tools? Hearst (2009, Chap. 1) describes
eight guidelines that should be considered when designing search user interfaces.
These can be summarized as follows.

• Feedback. To show the status of the system so that searchers can understand
how they can interact with it (e.g., query term highlighting; dynamic ranking with
user-specified criteria; query suggestion and auto-completion).

• Controllability. To take a balance between the system control, which is powerful
yet opaque, and the user control, which is less effective yet comprehensible (e.g.,
transparency in result ranking and query transformation).

• Memory Load. Not to force searchers remember everything about their search
process so that they can focusmore on achieving the goals behind their search (e.g.,
showing recently issued queries and recently accessed documents; integrating
navigation into search to leverage recognition, which often puts less cognitive
load on searchers than recall).

• Shortcut. To provide (experienced) users with alternative ways that can com-
plete tasks more efficiently (e.g., shortcut pages, or so-called sitelinks; answers
described above).

• Error. To reduce errors that searchers make with the system (e.g., spell correction,
query expansion, and result previews to mitigate mismatch in vocabulary between
searchers and document collections).

• Detail. To be meticulous about small details (e.g., the use of a wide search bar to
promote long queries; the change in position and wording to improve searchers’
awareness for spelling suggestions).

• Aesthetics. To make the interface more visually appealing as the graphical design
is known to affect both subjective and objective outcomes (e.g., the quality of the
interface; user engagement and satisfaction; task completion time).

Now that about tenyears have passed since the publication ofHearst’s book (2009)
on search interfaces, this chapter explores what have been studied for this decade
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to make search tools better, with a primary focus on Web search. More specifically,
we introduce cutting-edge search tools developed for supporting the following four
trending topics in the field of information search:

Relevance Judgment (Section8.2). Information seeking comprises a number of cog-
nitive processes, including defining an information problem, formulating search
queries, and examining search results (Marchionini 1995). For searchers, judging
whether given information is relevant to their information needs is a fundamental
information seeking activity that occurs not only when finding search results to
click on but also when reading landing documents and selecting the next query
from query suggestions, etc. The past work on neuroscience has associated brain
areas with cognitive functions important for relevance judgment (Eugster et al.
2014). Thus, reducing searchers’ cognitive load during relevance judgment is
crucial to search systems.

Information Credibility (Section8.3). Topically relevant documents are not
always sufficient for searchers to satisfy their information needs. The quality
of information plays an important role especially when searchers make critical
decisions through their search activities. If search systems provide users with
misinformation, the resulting decisions would not be satisfactory to them (what is
worse, they might misrecognize the provided information as credible). To support
such search scenarios, search systems need to offer features with which searchers
can judge the credibility of information.

Exploratory Search (Section8.4). People use search engines in very diverse ways.
While looking up known items can be done with a few interactions, some other
tasks may require searchers to issue many queries and browse many documents
to complete. Learning and/or investigating new topics are typical scenarios of
the latter tasks. In addition to relevance judgment, these tasks often require more
intellectual activities, such as comparing, aggregating, and evaluating information,
putting more cognitive load to searchers. The conventional support for individual
search actions is insufficient to avoid searchers being overloaded, which calls for
tools that support the whole search session.

Search Skill (Section8.5). The past studies have revealed the difference in search
performance between general users and experts (Hölscher and Strube 2000;White
et al. 2009). While most support tools focus on providing useful features with
which general users can improve the performance of the current search, it is also
possible to consider training them so that they can perform better in future search
without getting any support from those tools.

Later, we take biases in search systems and users as open problemswe should address
to design better search support tools and discuss how the key ideas behind the existing
tools could be leveraged to solve these problems (Sect. 8.6). Finally, we conclude
this chapter with a brief summary of common techniques that can be used to develop
search support tools across different topics (Sect. 8.7).
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8.2 Relevance Judgment

Both relevance and information needs are two of the big three issues in information
search (Croft et al. 2009). Searchers judge whether information they find is relevant
to their information needs at every step of their search process. Due to this reason,
much effort has been devoted to developing tools for supporting searchers’ relevance
judgment.

Assessing search results is the most typical case where relevance judgment is
made.When ambiguous and/or underspecified queries (Clarke et al. 2009) consisting
of a few keywords are issued, recent search engines diversify search results so that
they can cover as many searchers with different intents as possible with a single
SERP (Agrawal et al. 2009; Clarke et al. 2008; Dou et al. 2011; Santos et al. 2010).
With the aim of helping searchers locate relevant information covering their desired
aspects of underspecified queries, Iwata et al. (2012) developed a SERP interface,
called AspecTiles (Fig. 8.1). Given a underspecified query with multiple aspects,
AspecTiles presents a SERP where per-aspect document relevance is visualized with
colored squares (or tiles) to the left of each search result. The presence of a non-white
color in a tile indicates the relevance to the corresponding aspect, while a darker color
indicates a higher degree of relevance. As mentioned by the authors, AspecTiles is
inspired by TileBar (Hearst 1995) and its simpler interface HotMap (Hoeber and
Yang 2006), both of which visualize the frequency (not relevance) of each query
term (not aspect) in documents with similar widgets, and is tailored for aspect-aware
search tasks. A user study involving 32 participants revealed the effectiveness and
efficiency of AspecTiles in search tasks requiring them to collect answers relevant
to several aspects of the topic: AspecTiles significantly outperformed a conventional
SERP interface in terms of the recall of found answers, the time taken to find the
first answer, the average number of clicks between finding two answers, etc. Another

Fig. 8.1 AspecTiles (Iwata et al. 2012) is a SERP interface for underspecified queries. It visual-
izes per-aspect document relevance alongside each search result to help searchers find documents
covering their desired aspects. Copyright © 2012 ACM (www.acm.org). Used with permission

www.acm.org
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interesting finding is that AspecTiles users tended to reformulate queries fewer times
and examined the SERP deeper instead.

Formulating appropriate queries is necessary to find relevant documents in SERPs.
While the query suggestion feature is effective to refine their queries, searchers with
a limited vocabulary on the search topic cannot gain much insight from the suggested
queries about which one would retrieve better results. To address this issue, Zha et al.
(2009) proposed an image search interface that provides query suggestions each of
which is accompanied by representative images.When a user selects one of the query
suggestions, their interface first retrieves candidate images by expanding the original
query with the selected keywords and then refines the search results on the basis of
the similarity to the selected images. The authors conducted a user study in which
40 participants used 25 queries to compare the proposed interface with two existing
image search engines that provide conventional query suggestions. All participants
preferred the proposed interface over the conventional ones and answered that visual
query suggestions were useful for eliciting their true search intent. The authors also
demonstrated through an experiment that refining search results with visual query
suggestions improved the search performance compared with both the original query
and the reformulated query with the keyword suggestion.

When a search result looks relevant, searchers typically click its URL to read
the details of the landing document. Relevance judgement is also made within the
document: searchers scan through its content to find relevance pieces of information.
Feild et al. (2013) proposed clickable snippets, which orient searchers on the SERP
toward landingdocument content.A snippet extracted from the text (not themetadata)
of the landing document is underlined to indicate its affordance (i.e., clickable).
When the searcher clicks this snippet, he/she is navigated to the part of the landing
document containing the clicked snippet text through a gradual transition. A user
study was conducted in which each of 48 participants worked on 12 tasks using
either of clickable snippets and five other systems (i.e., conventional SERPs with
no orientation support; SERPs with the thumbnail previews of landing documents,
which used to be available in Google search; landing documents with query term
highlighting; landing documents with snippet text highlighting; a variant of clickable
snippets that performs transition immediately, not gradually1). Findings from the
study include the following: (1) 56% of participants had tried to locate snippet text
on landing documents over half of their searches (none reported never doing this),
indicating the demand of the proposed system; (2) participants completed the tasks
with the proposed systemmore effectively and efficiently; (3) clickable snippets with
the gradual transition were preferred to the other systems.

It has been reported that queries for re-finding (i.e., searching for documents that
the searcher has browsed before) account for a significant fraction of the total search
volume (e.g., 21.9% (Tyler and Teevan 2010) and 38.8% (Teevan et al. 2007)). For
this kind of search, searchers make relevance judgment on the basis of their memory.
Teevan et al. (2009) studied compact document representation that supports the iden-

1While the gradual mode performs the transition as a seamless animation over the course of a second
or two, the immediate mode shows the destination promptly with no animation.
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tification of both unseen, relevant documents and seen, relevant ones. Inspired by
the high-quality document representation created by a graphic designer, the authors
designed visual snippets that consist of the title, salient image, and logo of documents
and proposed a method for the automatic visual snippet generation. The authors con-
ducted a user study comprising two phases: The first is collecting documents relevant
to given tasks, and the second is finding documents collected in the first phase the day
before. In the study, 197 participants completed four of 12 tasks with each of three
search result representations: text snippets, visual snippets, and thumbnails. Results
for the re-finding phase revealed that (1) the visual representations outperformed
the textual one and (2) visual snippets were effective even when participants were
interacted with different representations in the first phase.

Summary. This section has reviewed the tools that help searchers judge rele-
vance. Relevance judgment is the fundamental cognitive process made on every step
of search activities, including query (re)formulation, SERP examination, landing
document orientation, and information re-finding. A technique common to these
tools is enhancing the presentation of information (e.g., queries, SERPs, and docu-
ments) in visually intuitive and appealing manners so that searchers’ cognitive load
during relevance judgment can be reduced. In Chapter6, some ideas about the use
of modeling predictions to indicate relevance and how they help search are also
discussed.

While this section has focused mostly on topical relevance (i.e., whether the topic
of information is relevant to the searcher’s intent), it is, however, just one of various
relevance types (the others include cognitive, situational, and motivational rele-
vance) (Saracevic 1996). For example, cognitive search intent can be characterized
by exhaustiveness, comprehensibility, subjectivity and objectivity, and concreteness
and abstractness (Kato et al. 2014). Topically relevant documents are not necessar-
ily relevant to the searcher’s cognitive search intent. To support users with these
other types of search intents, different functionality would need to be established.
Other research directions include (1) better understanding the relationship between
relevance judgment and user behavior, (2) supporting relevance judgment for more
fine-grained information (e.g., sentences and passages) rather than documents and
for multi-modal information (e.g., texts, images, and videos) as the unit of search
results, and (3) exploring device-specific search interfaces and interactions to support
relevance judgment (e.g., for smartphones and smart speakers).

8.3 Information Credibility

On the Web, as opposed to other mass media such as newspapers and television,
anyone can publish unchecked information, which may be inaccurate and/or mis-
leading. Due to this nature, the credibility of information should be taken into consid-
eration especially when users make critical decisions through their search activities.
Ranking high-quality documents (e.g., those containing accurate information) at top
positions is not the only challenge here. Indeed, in the fields of communication and

http://dx.doi.org/10.1007/978-3-030-38825-6_6
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Fig. 8.2 CowSearch (Yamamoto and Tanaka 2011) shows the scores of six credibility dimensions
for each search result. It also leverages the searcher’s feedbacks to predict his/her credibility judg-
ment model, which is used to update the ranking to put search results that he/she thinks are more
credible at higher positions. Copyright © 2011 ACM (www.acm.org). Used with permission

social psychology, credibility is thought to be a subjective quality perceived by the
information receiver and to have two key components, namely trustworthiness and
expertise (Flanagin and Metzger 2008; Fogg and Tseng 1999). In this section, we
introduce tools developed for helping searchers judge the information credibility and
encouraging them to have careful thought while searching.

Yamamoto and Tanaka (2011) developed a SERP interface for helping the cred-
ibility judgment based on multiple aspects. As shown in Fig. 8.2, their interface,
named CowSearch, shows a radar chart indicating the scores of the following six
dimensions (taken from five credibility aspects) for each search result: referential
importance (accuracy), social acceptance (authority), content typicality (objectiv-
ity), topic coverage (coverage), and freshness and update frequency (currency). As
well as assessing the credibility of each search result, searchers can give CowSearch
their feedback on (subjectively) important credibility dimensions.When the searcher
double-clicks the chart of a search result that he/she thinks is credible, CowSearch
updates his/her credibility judgment model (shown at the bottom right of the figure)
to reflect the scores of the selected result and changes the ranking so that results
whose charts are similar to his/her judgment model are ranked at higher positions.
The authors conducted both online and laboratory studies (involving 960 and ten par-
ticipants, respectively) and reported that CowSearch helped users (with knowledge
about search topics, in particular) more efficiently find credible documents than a
conventional SERP interface.

www.acm.org
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Fig. 8.3 Dispute
Finder (Ennals et al. 2010)
alerts the searcher when a
document that he/she is
reading contains disputed
claims. Clicking on a
highlighted disputed claim
triggers this tool to open a
popup window containing
supporting and opposing
articles for the claim.
Copyright © 2010 IW3C2
(www.iw3c2.org). Used with
permission

Providing an alert has been studied as an approach to promoting careful informa-
tion seeking for disputed search topics (Ennals et al. 2010; Yamamoto and Shimada
2016). Dispute Finder is a browser extension developed by Ennals et al. (2010). As
shown in the top of Fig. 8.3, this tool highlights disputed claims in documents that the
searcher is reading. When the searcher clicks on a highlighted claim, a popup win-
dow containing supporting and opposing articles for the claim is shown to him/her
(the bottom of Fig. 8.3). The authors performed three qualitative user studies to col-
lect feedback on Dispute Finder from participants (24 in total). Most participants
reported that they would want to use the tool when searching for disputed topics.
The studies also revealed the low performance of the tool, which frustrated users.
Yamamoto and Shimada (2016) also investigated the effect of a similar highlighting
tool on searchers’ attitudes and behavior through a crowdsourced study involving 92
participants. They reported that highlights in SERPs encouraged searchers to seek
information carefully, while highlights in landing pages were used as complementary
information for their decision making.

Liao and Fu (2014) investigated how the expertise of information source affected
searchers’ behavior on controversial social–political topics. To this end, they con-
ducted a user study where 76 participants were instructed to write their own posts
after browsing the search results of comments on controversial issues in an online
discussion forum. The search interface was controlled based on two between-subject
variables: whether to present four-level position indicators (strong pro, moderate
pro, moderate con, and strong con) and randomly assigned five-level expertise indi-
cators (from 1-star to 5-star) to each comment. As a result, the expertise indicators
were found to increase the participants’ selection of information with high expertise.
Interestingly, presenting both the position and expertise indicators encouraged the

www.iw3c2.org
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Fig. 8.4 Balancer (Munson
et al. 2013) is a browser
extension that shows the
degree of the searcher’s
political lean based on
his/her past browsing history.
Copyright © 2019 AAAI
(www.aaai.org). Used with
permission

participants to select information whose attitudes were inconsistent with their own
ones.

As an alternative approach to nudging searchers to explore information with
diverse opinions, Munson et al. (2013) developed a browser extension, which they
call Balancer. As shown in Fig. 8.4, Balancer visualizes the numbers of liberal doc-
uments (the right blue bar) and conservative documents (the left red bar) that the
search has browsed for the week to date. The authors conducted a two-month field
study where 1,145 participants installed the extension to their browsers. For com-
parison, two conditions were designed: participants in the treatment condition used
Balancer from the beginning while those in the control condition had no access to
the visualization during the first month. A small improvement toward more balanced
reading was observed (e.g., four new monthly visits to a right-leaning site for the
median liberal user).

Summary. This section has reviewed the tools for supporting credibility judgment
of users. Their approaches includedproviding the additional information that is useful
for credibility judgment and nudging searchers to be aware of different opinions. As
the dissemination of the inaccurate information on theWebhas been a crucial problem
in our society, the importance of such tools becomes prominent.

One important concern when supporting credibility judgment is how to encour-
age users having little motivation to judge the credibility of Web information. The
dual processing model of Web site credibility assessment (Metzger 2007) explains
that a user is required to have enough motivation to evaluate the credibility before
demonstrating their ability to judge the credibility. The model suggests that the tools
should not only support users’ credibility judgment ability but also motivate them to
obtain credible information. In this direction, Yamamoto and Yamamoto have pro-
posed a query suggestion interface called query priming to activate users’ attitude
to be critical (Yamamoto and Yamamoto 2018). Query priming displays terms such
as “evidence,” “comparison,” and “validation,” all of which are associated with high
critical thinking attitude. The authors observed through a user study that participants
who used the query priming interface tended to issue more queries and select more

www.aaai.org
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documents containing evidence during search tasks. As illustrated by their work,
motivating users to obtain credible information would be one promising direction to
explore.

8.4 Exploratory Search

Recent Web search engines are more than tools for lookup search (e.g., finding
facts and visiting specific sites). People also address more complex search, called
exploratory search (Marchionini 2006; White and Roth 2009), to learn and/or inves-
tigate topics. Exploratory search is open-ended, ill-structured, and multi-faceted,
involves uncertainty and evolves dynamically (Wildemuth and Freund 2012). Due to
these properties, exploratory search often requires searchers to issuemultiple queries.
Thus, the whole-session support needs to be taken into consideration for exploratory
search.

As searchers often issue multiple queries in a single session of exploratory search,
the same documentsmay be retrievedmultiple timeswith distinct queries. To provide
a better insight into effective query (re)formulation, Queriumdeveloped byQvarfordt
et al. (2013) presents a widget that enables searchers to preview search results when
they are typing queries. The preview widget consists of ten bars each summarizing
the state of ten consecutive documents in the search results (e.g., the leftmost bar
represents the top ten documents). More specifically, each bar visualizes the numbers
of the documents that have not yet been retrieved in the past searches, have been
retrieved but not clicked, and have already been clicked. The authors carried out a user
study in which 13 participants performed six recall-oriented search tasks to collect
academic papers relevant to given patent applications. Results of the study showed
the effect of the previewwidget on search behavior and performance. Compared with
participants who used the baseline interface without the preview widget, those who
used the proposed interface issued fewer queries, saved more documents, browsed
more lower-ranked documents, and achieved better precision and recall. In addition,
analyzing eye-tracking data revealed that, during the query formulation process, users
of the proposed interface paid more attention to the query area (including the preview
widget) than others.

Some exploratory search tasks require users to collect extensive information cov-
ering different aspects. To support users conducting such intrinsically diverse search
tasks (Raman et al. 2013), Umemoto et al. (2016) proposed a query suggestion inter-
face, called ScentBar. Unlike Querium (Qvarfordt et al. 2013), which visualizes the
number of documents that have not yet investigated, ScentBar visualizes the amount
of relevant information that a usermisses collecting from the search results (ormissed
information) of individual queries. In Fig. 8.5, the length of the dark-colored bar of
each query represents the amount of the missed information of that query, while the
length of the light-colored one represents its initial value (i.e., the total amount of
relevant information available from the search results). The amount of missed infor-
mation is estimatedwith an aspect-aware algorithm (Tsukuda et al. 2013) for subtopic
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Fig. 8.5 ScentBar (Umem-
oto et al. 2016) is a query
suggestion interface that
visualizes (1) how much
relevant information is
available from the search
results of individual queries
and (2) of which how much
is still left unexplored.
Copyright © 2016 held by
the authors

mining and search result diversification so that it should be high when the search
results containmany relevant documents covering important aspects that the searcher
has not explored much. Results of a user study where 24 participants worked on four
tasks showed that, when the estimation algorithm worked reasonably, (1) ScentBar
users stopped examining search results after collecting a greater amount of relevant
information; (2) they issued more promising queries whose search results contained
more missed information; (3) they obtained higher gain particularly at the late stage
of their sessions; and (4) they obtained higher gain per unit time, compared with
searchers who used a conventional query suggestion interface.

Searchers need to read multiple documents when addressing exploratory tasks,
which results in their browsers being filled with many tabs. To support searchers’
efficient task management, Liu and Tajima (2010) developed WildThumb, a new
browsing interface that shows the visual snippets of opened tabs at the both sides
of the currently focused document. Compared with conventional tabs displaying
document titles, visual snippets helps users find documents to which they want to
switch their focus, even when many documents are opened. To improve the recog-
nizability,WildThumb overlays notable elements in documents (e.g., site logos) onto
the corresponding snippets, similarly to Teevan et al.’s work (2009) introduced in
Sect. 8.2. It also enlarges the visual snippets of documents that are highly relevant to
the currently focused document, where the relevance between opened documents is
calculated based on the user’s switching history. The authors conducted a user study
where nine participants were asked to iteratively select a specified document from
opened documents. WildThumb was shown to significantly save the switching time
compared with two baselines (tabs and thumbnails). Results of an exit questionnaire
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also revealed the participants’ strong preference to visual snippets over ordinary
thumbnails.

The many-tab problem gets serious in mobile devices due to the limited screen
size, frequent interruption, difficulties in organizing information, etc. To overcome
the limitations of tabs, Hahn et al. (2018) proposed a novel mobile browser, called
Bento Browser. Their key idea is to separate the task management and workspace
functions served by conventional tabs into two distinct interfaces. In Bento Browser,
queries issued from the top search box initiate new tasks, while those from the
middle box are added as subtasks of the current task. Tasks are organized into cards,
which allow searchers to focus on the current task in a separate workspace and
to easily switch between tasks just by swiping cards. When the searcher taps a
subtask, Bento Browser shows the list of search results for the corresponding query.
This workspace is mutable and looks similar to the inbox presentation of emails
offered by recent mobile apps: the searcher can read documents, put them some
labels (e.g., unread and stars), and move them to a trash box with simple interactions.
This helps searchers track the progress of the current tasks and resume the previous
tasks. The authors conducted three studies (a laboratory evaluation, a qualitative real-
world deployment, and an expanded quantitative deployment), all of which revealed
participants’ stronger preference to Bento Browser over Safari (a mobile browser)
in terms of information organization and task resumption.

To make decisions through exploratory tasks, searchers may need to compare and
aggregate relevant pieces of information scattered in different documents. Aiming at
supporting information organization across multiple documents, Yahoo! integrated
a note-taking tool, called Search Pad (Donato et al. 2010), into their search sys-
tem (Fig. 8.6). Search Pad presents searchers with an editable note containing the
titles, URLs, and thumbnails of documents that they have visited in the current task.
Searchers can type and/or paste text in the note, reopen it later, and share it with oth-

(a) Complex task detection (b) Editable note integration

Fig. 8.6 Yahoo! Search Pad (Donato et al. 2010) a automatically detects whether the current task
is complex and, if so, b presents the searcher with an editable note containing the summary of
documents they have visited. Copyright © 2010 IW3C2 (www.iw3c2.org). Used with permission

www.iw3c2.org
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ers. A notable feature of Search Pad is that the note-taking tool is enabled only when
the current task is detected as complex. Donato et al. (2010) conducted experiments
over a fraction of the Yahoo! search traffic. Experimental results revealed that (1) the
time required for Search Pad to trigger is less than 12 ms, which would be acceptable
for searchers; and (2) Search Pad achieved detection performance scores greater than
0.6 in terms of both precision and recall. Note, however, that search outcomes and
experience that users can gain from Search Pad are unclear.

While this section has so far introduced the past studies that help searchers under-
stand and evaluate their own behavior, they may also gain insight from the behavior
of others who have approached the same or a similar exploratory search task. In this
context,mining andpresenting the search trails of related users draw increasing atten-
tion (Bilenko andWhite 2008; Singla et al. 2010;White et al. 2007;White andHuang
2010; Yuan andWhite 2012). SearchGuide developed by Capra et al. (2015) is one of
the most recent tools that aim at guiding searchers by presenting related search trails
in SERPs. SearchGuide shows in separate tabs the search trails of three searchers
who conducted the same search task previously. Each tab displays the list of queries
issued by a previous searcher. Clicking on a query expands an accordion control2

that contains his/her clicked search results and bookmarked documents for the query.
Users can interact with SearchGuide by issuing previous queries, visiting clicked or
bookmarked documents, and confirming reasons for bookmarks. The authors con-
ducted a user study in which 48 participants completed four tasks of varying levels
of cognitive complexity (from fact-finding to decision making). Findings from their
study include the following: (1) searchers interacted greatly with SearchGuide for
complex tasks; (2) they used SearchGuide for verification and assurance in simple
tasks and for finding new information or search strategies in complex tasks; and (3)
SearchGuide degraded user experience when it failed to provide good documents
worth bookmarking.

Summary. This section has reviewed the literature on tools for exploratory search.
Those tools were designed to support a variety of aspects of exploratory search, rang-
ing from employing search strategies (e.g., query formulation, document selection,
search stopping, and wayfinding) to managing search workspace (e.g., switching
tabs and subtasks) to organizing search outcomes (annotating relevant information
found so far). See also Chapter7 for a framework that supports the multistage nature
of exploratory search. The fact that more and more people use Web search engines
for not only lookup tasks but also more complex tasks calls for an increasing need
to develop better tools for exploratory search.

The ideal functionality of support tools may depend on topics or domains that
searchers explore. For example, educational support could help students learn new
concepts efficiently and effectively, while such support would be useless for those
examining which products to purchase. As we have seen in this section, the existing
tools mostly provide the general assistance for the process of exploratory search.
One direction worth exploring in future is developing tools that provide task-specific

2The accordion control is a user interface widget that uses collapsible content panels for presenting
information in limited space.

http://dx.doi.org/10.1007/978-3-030-38825-6_7
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assistance by understanding underlying goals that cause exploratory search. In fact,
search as learning (Collins-Thompson et al. 2017), which focuses on human learn-
ing during the search process, attracts rising attention recently although tools and
interfaces specific to this purpose have not well established.

As exploratory search tasks are complex in nature, tools for supporting these tasks
also tend to get complicated. As described in Sect. 8.1, however, difficult tools tend
to put an extra cognitive load and in the worse case would not be used by general
users. Thus, for developing better tools, it is also important to better understand the
tradeoff between the complexity of support functionality and its usability, which can
be divided into effectiveness, efficiency, and satisfaction (Kelly 2009, Sect. 10), in
the context of exploratory search (Diriye et al. 2010).

8.5 Search Skill

The tools that we have seen so far are mostly designed to support searchers in find-
ing relevant information and completing their tasks. As another research direction,
educational tools for upskilling searchers (Allan et al. 2012) have also been studied.

Bateman et al. (2012) proposed an interface, called Search Dashboard, for reflec-
tion on personal search behavior. Search Dashboard presents an individual’s search
history aggregated into 12 specific elements in three data types: techniques (e.g., the
use of advanced query operators), tendencies (e.g., the number of search terms; the
number of clicks per query), and topics (e.g., popular search categories; salient search
terms). To help the searcher get an idea to improve his/her search, Search Dashboard
also shows others’ search behavior aggregated based on three user archetypes: typi-
cal users, search experts, and topic experts. The authors conducted a five-week user
study involving 90 participants, where they controlled which data type to show and
whether to show others’ statistics for comparison. Findings from the study include
the following: participants perceived less search skill at the end of the study, sug-
gesting that they noticed their search behavior has room to improve through the use
of Search Dashboard, showing the comparison data, of search experts in particular,
increased the participants’ insights and changed their behavior (on the techniques
and tendencies types).

Harvey et al. (2015) aimed to train searchers by providing high-quality query
suggestions. To this end, three studieswere carried out in their work. First, the authors
investigated the characteristics of high-performing queries through a crowdsourced
study, in which workers judged queries that achieve high average precision. A key
finding from this study is that participants did not recognize many of presented
queries as being effective. Second, as a pilot study, 22 participants interacted with a
search interface that suggests high-quality queries. This interface also presents how
effective the current query is. When searching with suggested queries, participants
were asked to describe why they think those queries perform better than their own
queries. A qualitative analysis of this feedback suggested that participants were able
to notice properties that high-quality queries have. Finally, the authors conducted



8 Search Support Tools 153

a main study involving 91 participants. Each participant was randomly assigned to
one of three conditions: (a) presenting high-quality query suggestions recognized
as effective in the first study; (b) presenting those recognized as ineffective; and (c)
presenting no query suggestions. In the conditions (a) and (b), query suggestions
were presented for the first four topics (i.e., training) and not for the rest two topics
(i.e., test). Main findings from this study are as follows: participants exposed to high-
quality query suggestions during the training phase were able to formulate effective
queries by themselves during the test phase; queries submitted by those participants
look similar to expert queries; and the recognizability of query suggestions did not
have a significant effect on improving participants’ query formulations.

Suggesting search tactics and strategies is another attempt to improve the skill of
searchers. Moraveji et al. (2011) focused on tactical search tips, which explain how
to use the functionality offered by search systems (e.g., advanced search operators
and search result filters). In their initial study, participants in the experiment group
were shown search tips when working on six specified tasks, while those in the con-
trol group had no access to search tips. As a result, participants shown search tips
completed their tasks substantially faster than those who were not shown any tips.
About one week later, the authors carried out a follow-up study, in which the same
participants were instructed to complete similar tasks without search tips. Again,
participants in the experiment group completed most of their tasks faster than those
in the control group, suggesting that the performance gains obtained from search
tips were retained. Savenkov and Agichtein (2014) proposed an interface suggesting
strategic search hints to guide searchers in completing complex tasks. A search hint
comprises a set of steps (based on the divide-and-conquer strategy) required to com-
plete a given task. The authors conducted a user study, in which each participant was
asked to find answers to complex factual questions under one of three conditions:
with task-specific hints; with generic hints; and without any hint. Overall, partici-
pants shown task-specific hints achieved higher task success rates than those in other
conditions. Interestingly, general hints decreased the search performance of partic-
ipants. Note, however, that it remains unclear whether the gain from task-specific
hints persisted after the study.

Summary. This section has reviewed the recent attempt to improve the skill of
searchers so that they can perform better in future search. The techniques used for
this aim can be summarized as (1) informing searchers about the difference in search
behavior between themselves and others (including experts), (2) training searchers by
showing good examples that improve search performance, and (3) teaching searchers
how to use functionality provided by search systems and to decompose complex
tasks into doable search actions. Compared to the tools we have introduced in the
previous sections, the approach to improving search skill plays a complementary role
in bridging the gap in search performance between general users and experts.

One open question is how long the reported effect would be sustained. More
longitudinal studies need to be carried out to answer this question. Future topics in this
direction include predicting when the effect will diminish and making intervention
to reactivate it. Theories and findings from psychology such as forgetting curve and
habituation might be leveraged for this purpose.
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8.6 Toward Combating Biases

This section describes open problems we should address to design better search
support tools. We focus here on biases as a general topic that are valid for all search
systems and users. Emerging topics in information search are also covered in other
chapters of this book. For example, see Chapter 13 for conversational search.

Search systems are used for knowledge acquisition and decision making in vari-
ous domains. Biases in the search process could result in undesired outcomes both
for individuals (e.g., cyberchondria (White and Horvitz 2009)) and societies (e.g.,
election control (Epstein and Robertson 2015)). To combat biases, developing search
systems that are fair, accountable, confidential, and transparent, which are collec-
tively called FACT (Culpepper et al. 2018), is attracting attentions from the IR com-
munity (Biega et al. 2018; Castillo 2019; Singh and Joachims 2018; Zhang et al.
2019), as with other research areas such as machine learning and artificial intelli-
gence. In what follows, we discuss two types of search biases and open problems to
be addressed to combat these biases.

System Bias. The first type of biases exists in search systems. For example,
document collections, from which search results are retrieved, may cover different
amounts of information for different items (e.g., people, products, and opinions).
This could result in more SERPs containing particular items more often than other
ones. Biases in ranking models (learned from biased user feedback such as clicks
with position bias (Craswell et al. 2008)) exacerbate the unfairness of the items
being searched. Past studies demonstrated that search results for yes–no questions
tended to be skewed toward particular answers (usually positive), irrespective of the
truth (White 2013), and search results biased toward incorrect information led users
to make more incorrect decisions (Pogacar et al. 2017). Although new algorithms
(e.g., unbiased learning for document ranking (Joachims et al. 2017) and for query
suggestion) may help mitigate the problems, there are many other research ques-
tions that we need to study toward developing support tools for FACT search. Are
there any result presentation better than ranking in terms of fairness? What infor-
mation should be appended to each search result to improve the explainability and
provenance? How should it be presented? For these questions, some ideas behind the
search support tools we have introduced so far might be reused (e.g., the tile-based
visualization (Iwata et al. 2012) and the position and expertise indicators (Liao and
Fu 2014)). How much additional information is acceptable to retain explainability
while avoiding cognitive overload? Should we change the explanation depending on
the knowledge and/or expertise of searchers? Carefully designed user studies would
be necessary to answer these questions.

UserBias. The second are biases that searchers have. In the era of filter bubble and
echo chamber, users tend to be immersed in affirmative information that they believe.
How to resolve polarization on social media is being studied intensively (Garimella
et al. 2017; Gillani et al. 2018). Result diversification (based not on different topics
but on different attitudes, claims, opinions, and/or sentiments (Aktolga and Allan
2013) on a single topic) would be one of approaches that search systems can take to

http://dx.doi.org/10.1007/978-3-030-38825-6_13
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combat biases in searchers. However, presenting contradictory information without
reason could have little effect on searchers with strong beliefs and, what is worse,
decrease user experience (White 2014). This calls for designingmechanisms that can
encourage searchers towillingly investigate diverse information. Techniques adopted
in the aforementioned tools (e.g., providing alerts (Ennals et al. 2010; Yamamoto and
Shimada 2016) and visualizing searchers’ leaning (Munson et al. 2013) and missed
information (Umemoto et al. 2016)) would be worth revisiting for this purpose.
Another approach is to make a change in the attitude and behavior of searchers with-
out making them conscious about it. Such examples include adding terms that can
stimulate critical thinking to query suggestions (Yamamoto andYamamoto 2018) and
substituting meals with similar, healthier dishes in recommender systems (Elsweiler
et al. 2017). Collaboration with other research fields studying human factors, includ-
ing psychology, cognitive science, and social science, would be essential for better
interaction design and interface development to combat biases in searchers.

8.7 Conclusions

This chapter has reviewed search support tools developed in the past decade. While
it covers the diverse research topics in information search (i.e., relevance judgment,
information credibility, exploratory search, and search skill), there exist common
techniques that can be applied to different tools and topics as summarized below.

• Enhancing the presentation of search queries and query suggestions for recall-
oriented search (Qvarfordt et al. 2013), intrinsically diverse search (Umemoto
et al. 2016), critical thinking (Yamamoto and Yamamoto 2018), and visual aware-
ness (Zha et al. 2009);

• Enhancing thepresentationof search results for judgingper-aspect relevance (Iwata
et al. 2012) and credibility (Liao and Fu 2014; Yamamoto and Tanaka 2011);

• Visually representing documents with salient features for task management (Liu
and Tajima 2010) and re-finding (Teevan et al. 2009);

• Presenting the behavior of other searchers for search guide (Capra et al. 2015) and
upskilling (Bateman et al. 2012).

These techniques offer important information that guides searchers to choose the
right actions (e.g., judging the relevance and/or credibility of queries and documents,
reflecting on search strategies, etc.), which are otherwise easily neglected. By doing
so, searchers are nudged to better use the functionality of search systems. Reducing
the load of taking search actions in this way would eventually support people in
conducting the broader set of cognitive tasks that encompass search tasks.

While some progress has been made in each of these topics, the current tools
still have room to improve. For example, the following challenges would be worth
tackling: supporting the judgment of non-topical relevance, motivating searchers to
assess the credibility of information, developing task-specific support functionality
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for exploratory search, and understanding the sustained effect of tools for improving
search skill (and making it longer).

As a future topic, we have also discussed biases in both search systems and
users. While the aforementioned techniques could be used to address some specific
challenges, this topic has many open, multidisciplinary research problems. Thus,
enhancing collaborationwith other research areaswould play a key role in developing
better search support tools for combatting biases (e.g., machine learning for system
biases; psychology, cognitive science, and social science for user biases).
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Chapter 9
Eye-Tracking as a Method for Enhancing
Research on Information Search

Jacek Gwizdka and Andrew Dillon

Abstract The human eye plays an essential role in information acquisition from
external world, and much of our contemporary information technology relies on
visual processing. The eye-mind hypothesis suggests that human attention is con-
nected to where our eyes are looking (Just and Carpenter 1980). Taken together
with the continual movement of our eyes and the limited area of high-acuity human
vision, eye-tracking methods are considered to offer theoretically reliable measures
of visual attention and search task activities. We first briefly review cognitive factors
of interest to information search and the “traditional” methods of their measurement.
We then present examples of eye tracking tools and how they capture data before
examining how eye-tracking data has been used to assess select cognitive factors in
information search.

9.1 Introduction

While the term ‘information search’ (IS) is often used to convey the fast ‘term
generation and results judgement’ cycle of interaction, the actual nature of searching
in cognitive terms is complex and extends beyond simple input-output loops of
search engines. Rather, searching involves the recognition of an information need,
the translation of this need into an exploratory act involving physical, perceptual
and cognitive co-ordination as appropriate screen locations are found and suitable
query terms are generated, entered and interpreted. The definition of a search task is
complicated by the extended nature of many people’s information activities. Outputs
from a search might not mark the end but only be a partial step toward completing the
initial search goal. As search results are selected, partially read and comprehended,
these can lead to further refined query terms as this sub-task is repeated, sometimes
multiple times, with the user narrowing or broadening expressions, reacting and
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attempting to incorporate the results into their model of their own information need
at that time and assessingwhen sufficient information has been obtained.While some
tasks might be relatively quick and easy (e.g., searching for a factual item such as
the latest local weather forecast or the identification of the capital city of a nation),
other tasks might be extensive, spread over minutes, hours and perhaps longer (e.g.,
seeking relevant literature on a topic for a research paper) which might or might not
be considered one or more search interactions depending on context.

Viewed this way, we can appreciate that information search involves the complete
set of human cognitive processes including perception, comprehension, decision
making, attention allocation, and knowledge integration. In many ways information
search is a particular form of reading activity, mixing rapid scanning and extended
engagement with text and images, and the commensurate interplay of all the
underlying components and processes we associate with this skilled act.

When considering the cognitive characteristics that are of most interest to IS
research, it is worth drawing a distinction between stable (or fixed) and dynamic
(or fluid) attributes of human processing. By definition, stable characteristics do not
change over extended periods of time, and can be assumed to remain constant during
an information search session. The most pertinent stable cognitive characteristics
studied in information search typically include specific abilities or cognitive styles
(Arguello and Choi 2019; Brennan et al. 2014; Chen et al. 2005; Ford et al. 2005;
Frias-Martinez et al. 2009; Goodale et al. 2014; Gwizdka 2009, 2017; Karanam and
vanOostendorp 2016a; for example, Palmquist andKim 2000) butmight also include
the searcher’s level of education, prior knowledge in the task domain (Cole et al. 2013;
Dinet et al. 2010; Guo et al. 2014; Karanam et al. 2017a; Liu et al. 2012; Wildemuth
2004), personality (Heinstrőm 2003), or even age (Karanam et al. 2017b; Karanam
and van Oostendorp 2016b, 2017), where the focus is on the different processing
characteristics of people across the human lifespan.

In contrast, dynamic or fluid attributes can change quickly, typically in the time
range of milliseconds to minutes (Pirolli 2009), and result from internal thought
processes, external or contextual factors, or perhaps from their interaction. Since
cognition is a dynamic process, we conceive of searching as involving an ongo-
ing series of judgements, decision making, mental model construction (Tang and
Solomon 1998), even mood changes, which can shift across task completion and
varyingly reflect attentional load and allocation (Arapakis et al. 2010; Lopatovska
2011; Irene Lopatovska 2014).

In traditional information search studies, stable characteristics are frequently
assessed by questionnaires or survey tools, or, where the acquisition of new infor-
mation or knowledge is of interest, by pre- and post-task assessments. As such, there
are multiple tools and techniques available to researchers interested in measuring
stable cognitive characteristics in the search task environment. In assessing the more
fluid aspects of cognition while searching, researchers have relied traditionally on
process measures such as mouse movements and clicks, concurrent verbal protocols,
navigation path selection and people’s articulated or observed relevance judgements
(see Dillon 2004 for a summary). Researchers have also employed secondary task
measures to identify attentional focus and cognitive load (Gwizdka 2010). Such
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methods have provided useful insights into the processes searchers go through in
completing a task but are comparatively gross, in analytical terms, compared to
the data it is possible to capture with eye-tracking tools which can offer a more
fine-grained and objective set of measures concerning eye-location and duration of
fixations throughout the process. With these finer-grained measures, we can not only
begin to determine the focus and progression of searcher attention in real-time, but
also compare these data with the verbal reports and even post-task recollections and
explanations offered byparticipants in typical studies to determine accurate correlates
between methods. Furthermore, many modern eye-tracking tools are comparatively
non-invasive, allowing for amore natural and perhaps even ecologically valid form of
data capture than methods such as secondary tasks and concurrent verbal protocols.

In the following sections we explore specific examples of eye-tracking technolo-
gies and outline how they operate. Then we explain how a typical eye-tracking
experimental session is organized before highlighting how eye-tracking methods
have been applied in information search studies. In conclusion we argue that this
technique of data capture is beneficial in both methodological and theoretical terms.

9.2 Eye-Tracking

Eye-tracking (ET) equipment aims to provide real-time information on where a
person is looking. At any point in time, the human eye is capable of seeing with high
acuity only a tiny fraction of the surrounding world, approximately 1.5–2° of visual
angle—so called foveal vision. Outside this small area our peripheral vision reaches
approximately 90° in each direction but the perceived image becomes progressively
blurred and we can perceive movement but not the detail (visual acuity drops sharply
from 100% in foveal view to 25% at around 6–7° of visual angle [Rayner et al.
2011]). Therefore, in order to perceive the surrounding world, our eyes need to
oscillate or move continually. Normal eye movements consist of periods when the
eyes are (relatively) still and periods of rapid jumps in-between. The former are
called fixations, the latter saccades. Both are examples of what are termed eye events.
Another eye event of interest is the blink (Holmqvist et al. 2011), a normal physical
movement of the eyelids which keeps the eyes moist and free of irritants.

Visual information is acquired by humans onlywhen our eyes fixate. Visual details
essential for reading are captured only in the foveal view, inwhichwe can see approx-
imately 4–6 characters. It has been experimentally established that when reading an
alphabetic language, such as English, we can see up to around 14 characters to the
right (in the direction of reading) and four characters to the left (Rayner et al. 2011).
Eye movements (in particular those movements involved in reading) are controlled
by cognition (what we term as a top-down process) and by perception (a bottom-up
process) (Findlay and Gilchrist 2003; Rayner et al. 2011). In other words, the act
involves the dual engagement of perceptual and cognitive activities. According to
some contemporary readingmodels the eyes fixate until cognitive processing is com-
pleted (Rayner 1998; Rayner et al. 2011) and then proceed to jump forward using
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cues from para-foveal vision (approximately six degrees of visual angle [Rayner
1975; Schotter et al. 2011]) to guide movements. Eyes can also move backward
during reading. These movements are called regressions and occur approximately
10–15% of the time in skilled readers (Rayner 2009; Reichle et al. 2003). On texts
at the appropriate difficulty level for skilled readers, regressions are typically to the
immediately preceding word. When the text is difficult for the reader, regressions
are often more long-range and occur to earlier words in the text.

Taken together, we can say that attention is where our eyes are looking—this is
frequently referred to as the eye-mind hypothesis (Just and Carpenter 1980). While
this is an oversimplification and covert attention phenomena are known (Findlay
2003), we can safely assume for our purposes that in the context of information search
(where information is largely textual) the eye-mind hypothesis generally holds.

9.2.1 Types of Eye-Trackers

The first devices to track eye movement were built towards the end of XIX c. These
original eye-trackers were comparatively crude and mechanical (Delabarre 1898;
Huey 1898) and required subjects to be restrained to maintain posture or to use bite-
bars to keep their heads still. It is interesting to note that the first experimental use
of eye tracking was to investigate reading processes, and as noted by Dillon (2016),
the findings of early research on eye-movements proved to be remarkably accurate
in terms of later discoveries and data captured with more advanced technologies.
A major later development involved camera-based eye-trackers which became the
dominant technology in later years. To avoid interference with visible light, modern
eye-trackers use near-infrared light sources and cameras. They come in three main
flavors, remote eye-trackers (fixed under or above a display, see Figs. 9.1 and 9.2),
wearable eye-trackers (built into specialized eye-glasses, see Fig. 9.3), and eye-
tracker add-ons for virtual and augmented reality headsets (see Fig. 9.4). These
eye-trackers capture images of reflections from the cornea (the outer part of eye) and
eye pupil and employ geometry to calculate in real-time where each eye is looking,
in case of remote eye-trackers on computer screen in screen coordinates, and in case
of wearable eye-trackers, in external world in degrees of visual angle.

One of the most important parameters of an eye-tracker is its frequency of oper-
ation. This reflects the speed of image capture and thus acquisition speed of eye
positions. Typical speeds are 50 or 60 Hz (tied to alternating current power supply
frequency in a given area of the world), which correspond to recording eye gaze
position every 20 ms and 16.67 ms respectively. Some low-end eye-trackers operate
at 30 Hz while the frequency of fast, while higher-end eye-tracker speeds range from
250 to 2000 Hz.

The raw data from eye-tracking devices contains information about eye gaze
points but not eye events. To obtain eye events the raw data needs to be further
processed with dedicated software which typically applies off-line algorithms to
identify fixations and saccades. Two frequently used fixation detection methods are
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Fig. 9.1 Example high-end
remote eye-tracker built into
a display (Tobii TX-300)
(Image credit Tobii AB.
Used with permission)

Fig. 9.2 Example low-end
remote eye-tracker built into
a display (Gazepoint GP3
60 Hz) (Image source https://
www.gazept.com/product/
gazepoint-gp3-eye-tracker/
Used with permission)

dispersion-threshold identification (I-DT) and velocity threshold identification (I-
VT). I-DT is based on the fact that during fixations gaze points tend to cluster closely
together because of the slow speed of eyemovement. I-VT is a velocity-basedmethod
which uses moment-to-moment velocities between gaze points to identify fixations
and saccades (Salvucci and Goldberg 2000). Of most interest to IS research are eye
fixations. Remote eye-tracking devices provide fixation data that consists of sequence
of triplets <x, y, t> , where: (x, y) are the screen coordinates (in pixels) and t is the
timestamp (in milliseconds).

An additional measure typically captured by eye-trackers is pupil diameter, which
is also of interest to researchers examining information search. Pupil dilation is
controlled by the autonomic nervous system (Onorati et al. 2013), and under constant
illumination, pupil dilation has been associated with a number of cognitive functions,

https://www.gazept.com/product/gazepoint-gp3-eye-tracker/
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Fig. 9.3 Example wearable
middle-end eye-tracking
glasses (Pupil Labs Glasses)
(Image source https://pupil-
labs.com/store/ Used with
permission)

Fig. 9.4 Example
middle-end eye-tracker
add-on for virtual reality
(Pupil Labs) (Image source
https://pupil-labs.com/store/
Used with permission)

including mental workload (Kahneman and Beatty 1966), interest (Krugman 1964),
surprise (Preuschoff et al. 2011), and decisionmaking (Preuschoff et al. 2011). Given
the tools and the range of measures possible, in the next section we outline how a
typical eye-tracking session is set up and run.

https://pupil-labs.com/store/
https://pupil-labs.com/store/
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9.2.2 A Typical Eye-Tracking Procedure

Collecting eye-tracking data starts with a calibration procedure that needs to be
performed for each study participant. For remote eye-trackers, the participant should
be seated approximately 50–70 cm away from the monitor (this distance varies
slightlywith eye-trackermodel). Calibration requires participants to look at amoving
dot displayed on screen. The participant is asked to follow the dot with their eyes
only and fixate on it whenever it pauses. For wearable eye-trackers, the procedure
is similar and involves participant looking at specified points in the surrounding
environment. Data recorded during calibration is used to map the points on which
the participant looked at with the appearance of their eyes at these locations. After
calibration is successfully completed, data recording starts. Calibration is not always
assured however for every participant. This may be the case when eyesight correction
or eye features interfere with the tracker’s operation. For example, corrective glasses
may cause tracking issues if the lenses are too small, multi-focal or have thick frames.
Contact lenses are generally easier to work with, but may pose problems when air
bubbles under the lenses create additional reflections. Participants with drooping
eyelids, long eye-lashes or heavy use of make-up such as mascara may also cause
interference with detection of pupils, therefore participants should be instructed not
to wear any make-up for an eye-tracking study. Nonetheless, it is always the case
that use of eye-tracking tools involves a necessary set-up process to ensure individual
participant’s data capture can proceed effectively.

For remote eye-trackers, tracking conditions should match the calibration con-
ditions. The ambient light should not be changed (best results are obtained in win-
dowless rooms with fluorescent lights) and the participant position in relation to the
eye-tracker should remain the same. That is, participants are not allowed to move the
chair or to change their posture. However, head movement is allowed within small
head box the size of which depends on the eye-tracker model and ranges from 25
× 11 cm (for smaller, low-end eye-trackers) to 50 × 36 or even 40 × 90 cm (for
higher-end eye-trackers). If tracking conditions change, the participant needs to be
recalibrated.

Another consideration is the eye-tracker’s accuracy. Typical accuracy ranges from
0.4–1 degree of visual angle (depending on the model) at the typical distance from
monitor (approximately 65 cm). This corresponds to about half an inch or 1.2 cm.
The manufacturer’s accuracy specification is provided for ideal conditions, in real
life the difference between measured and actual gaze locations will be larger for
participants with corrective lenses or if they move during the test window. The eye-
trackers calibration typically outputs the average accuracy measured for a person
being calibrated. Depending on the research goals, some researchers do not proceed
with eye-tracking data collection unless calibration accuracy is less than 0.5° (Tatler
2007), while others accept worse calibration accuracy (e.g., Komogortsev and Khan
2008 accepted accuracy up to 1.7°). In reading studies the height of words (the dis-
tance between the ascender and descender lines) should be greater than the measured
accuracy.



168 J. Gwizdka and A. Dillon

After data collection is completed and before moving into analysis, the data needs
to be cleansed. Three main considerations in cleansing eye-tracking data are the
quality of calibration, missing data samples, and offsets. If calibration was poor or
unsuccessful then the eye-tracking data cannot be used, but other types of interaction
data, if collected, may still be useful. Eye-tracking data may be missing for several
reasons. If participants blink, look down, or away from screen their eye gaze will not
be captured. This is acceptable aswe routinely expect people to do this occasionally in
normal contexts. Researchers can minimize the need to look away byminimizing the
need to consult printed instructions and instead provide all instructions on the same
computer screen (on demand).Missing data samples can also be caused by corrective
lenses or eye features as described above. Researchers should set a threshold for
acceptable level of missing data. Typically, these levels are set between 10–30%.
After good calibration, the offset, that is the difference between the actual and the
measured gaze location, is expected to be small. However, given the multiplicity of
factors influencing eye-tracking data collection the offset may increase or fluctuate.
One way to discover when it happens is by monitoring in real-time on secondary
monitor the content of participant screen and their eye movements and checking for
discrepancies. It should be noted when occurring, and, if possible, corrective action
taken. For example, the researcher may need to prompt the participant to sit straight.

After cleansing data, only then can researchers proceed to data analysis. Present-
ing full scope of eye-tracking data analysis and how it can be combined with other
supplementary data sources is beyond the scope of the current chapter. Basically,
both qualitative and quantitative analyses are employed by researchers. The former
involves reviewing and annotating a video replay of screen states with superimposed
eye movement or data visualizations presented. The latter involves exporting eye-
event data and working with it in spreadsheet, statistical analysis or data mining
software to determine specific measures of key variables of interest to the researcher
e.g., fixation durations and locations and to examine their spatial and temporal pat-
terns. One particular eye-movement pattern of interest reflects reading. We describe
modeling reading using eye-tracking data in the next subsection.

9.2.3 Using Eye-Tracking Data to Model Reading

Information search is a particular form of reading activity which includes eye fix-
ations on text and rapid text scanning. Not surprisingly researchers frequently use
eye-tracking data to model reading in information search (Biedert et al. 2012; Camp-
bell andMaglio 2001; Cole et al. 2011). The exported and cleansed eye-tracking data
is processed by algorithms (e.g., classification) to detect the reading states a searcher
goes through. Here we describe one approach based on our own work.

We model eye movements in reading using our approach described in (Cole et al.
2011), which we briefly summarize. Our approach is influenced by the EZ Reader
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Fig. 9.5 Sequence of reading fixations

model (Rayner et al. 2011; Reichle et al. 2006). EZ Reader proposes a cognitively-
controlled, serial-attention model of eye movements in reading. It takes word iden-
tification, visual processing, attention, and control of the oculomotor system as joint
determinants of eye movement in the reading process. It posits that the saccade to the
next word is programmed while the text in the current fixation is being cognitively
processed. Assumptions of that model that are pertinent to our work are as follows:
(1) reading is serial and words are processed one at a time in the order of their appear-
ance in text, (2) more than one word can be processed on single fixation when the
next word in the reading direction is identified in para-foveal view (Rayner 1975;
Schotter et al. 2011), and (3) there is a minimum fixation time required for acqui-
sition of a word’s meaning (Fig. 9.5). In practice, the fixation duration threshold is
dependent on the speed of eye-tracker and the algorithm used to identify fixations. In
our work we have used 110 ms for a faster eye-tracker (300 Hz) and I-VT algorithm,
while 150 ms for a slower eye-tracker (60 Hz) and I-DT algorithm.

We refer to fixations above this threshold as lexical fixations. We use temporal
as well as spatial features of lexical fixations and classify them into two reading
states: reading and scanning. A scanning state represents isolated lexical fixations.
A reading state represents reading in one line, if reading continues to the subsequent
line it is currently represented as a new reading state. Output from this computa-
tional model labels fixations as reading or scanning and calculates probabilities of
transitions between the reading and scanning states (Fig. 9.6). The resulting reading
characterization can then be related to differences in documents, search tasks, or cog-
nitive factors. This approach to modeling reading is relatively robust as it does not
rely on identifying fixations on individual words, and, instead, uses features of the
human visual system engaged in reading, such as the size of foveal and para-foveal
view calculated in the linear dimensions of the computer screen.

Fig. 9.6 Two-state
modeling of reading p and
q are probabilities of
transitions between states
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9.3 Contributions Made by Eye-Tracking to IS Research

In our view eye-tracking contributes to IS research in two main ways, by improving
the measurement of cognitive factors compared to traditional methods, and by offer-
ing unique insights into traditionally-not-measurable or difficult tomeasure cognitive
factors. In this section we illustrate how research on selected cognitive factors has
been informed by studies involving the eye-tracking method.

9.3.1 Domain Knowledge

The effects of domain knowledge on information search behavior are well estab-
lished in IS research (Dinet et al. 2010; Guo et al. 2014; Karanam et al. 2017a; Liu
et al. 2012; Wildemuth 2004). One can ask if differences in domain knowledge are
reflected in eye-tracking measures. From research in reading psychology we know
that in constrained experimental reading paradigms (e.g., reading one word at a time)
fixation durations are longer on less familiar words (Rayner et al. 2011; Reichle et al.
2003). Thus, it is reasonable to expect differences in more open ended experimental
paradigms such as in information search tasks, and we can ask how eye movements
and eyefixations on information search tasks are affected by the differences in domain
knowledge?

To investigate this questionCole and colleagues captured eye-tracking data on five
genomics-related search tasks from 40 participants who differed in their knowledge
of genomics (Cole et al. 2013). They evaluated participant knowledge using self-
ratings of knowledge of 409 genomics-related terms and calculated cognitive effort
measures associated with reading eye movements (such as reading speed and length,
spacing of fixations, median, maximum, and total fixation durations) during the
search tasks. They found that these content-independent measures were all good
predictors of searchers’ level of genomics domain knowledge.

Other researchers investigated this research question in different knowledge
domains and information search paradigms. For example, Lu et al. (2018) conducted
eye-tracking study with 24 participants who were asked to find and read information
on statistics topic in three types of tasks (fact finding task, partial understanding
task, and full-text understanding task) performed on a hierarchically structured and
navigable document. They found that the total fixation duration on text area was
significantly longer for novices than for experts, and did not find differences on any
other eye-tracking measures.

These results suggest there is a possibility of real-time detection of differences
in domain knowledge using this method too, raising interesting potential ques-
tions about the underlying perceptual and cognitive processes associated with more
knowledgeable performance.
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9.3.2 Search as Learning

In recent years the view of search as learning has gained increased interest among
some scholars (Eickhoff et al. 2017; Freund et al. 2014; Gwizdka et al. 2016; Rieh
et al. 2016). The view of search as learning is highly variable (Hansen and Rieh
2016; Rieh et al. 2016), but one aspect relevant to information search processes is
the examination of learning processes in the evaluation of search systems (Freund
et al. 2013).

If we consider learning as an integral part of information search process, one
challenge then is how to measure human learning. Search provides an opportunity
for learning onmultiple levels (Anderson et al. 2001). For example, Bhattacharya and
Gwizdka (2019) measured changes in verbal knowledge level (Anderson et al. 2001)
of health search topics before and after twomulti-aspectual health information search
tasks. Eye-tracking measures related to acquiring information use (task duration,
total length of backward regressions in reading, mean and total duration of reading
fixations) were found to differ significantly between two groups (n = 30), those
who learned fewer words and those who learned more words. Such work gives us
suggestive insights into what is happening when users learn and leads us to consider
how we might instruct people or design displays that encourage deeper information
processing so as to increase knowledge in a domain.

9.3.3 Cognitive Load

Assessing cognitive load or mental effort experienced by a user during informa-
tion search is important for understanding cognitive demands imposed by search
tasks, search interfaces, and information displays, and for identifying where, and
possibly how, to lower the mental effort required for effective interaction with infor-
mation. Cognitive load has related to and explained by the load on working memory
(Sweller et al. 2011). More broadly cognitive load can be understood as arising from
the relation between the demands on mental resources imposed by a task and an
information system, and the person’s ability to supply those (Moray 1979). For a
long time eye-tracking measures have been considered as possible indicators of cog-
nitive load. Three classes of complementary eye-tracking measures are of interest,
(1) eye-movement-related (e.g., fixation duration, fixation rate, saccade length and
duration), (2) pupil diameter, and (3) blinks (rate and duration). As early as in the
1960s Kahneman and Beatty (1966) showed that pupil dilates with increased mental
load (for a review of a more recent work see: van derWel and van Steenbergen 2018).
Fixation duration was also shown to be related with mental effort. In particular, it
was shown to be longer on infrequent and more difficult words, which require more
mental processing (Rayner et al. 2011; Reichle et al. 2003). Further, eye blinks were
demonstrated to correlate with mental effort (Veltman and Gaillard 1998).
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In one of the first studies in this area Marshall (2002) created index of cognitive
activity (ICA) which was computed in real-time from abrupt discontinuities in pupil
diameter. More recently (Buettner et al. 2015) demonstrated the feasibility of using
low-cost eye-trackers to obtain real-time pupil measurements to assess user perfor-
mance on communication and information tasks. (Greef et al. 2009) found significant
differences in pupil dilation and fixation duration between information surveillance
and reconnaissance tasks performed on military naval ships.

Chen et al. (2011) combined three classes of eye-tracking measures (eye-
movement, pupil diameter, and blinks) and applied them to assessing mental effort
on sports training video viewing tasks. They reported differences in all eye-tracking
measures and showed improvements in discriminating different effort levels that can
be made by combining multiple eye-tracking features.

9.3.4 Cognitive Abilities—Working Memory

One of the most widely applied theories of cognitive abilities is Carroll’s three-
stratum model (Carroll 1993). At the most detailed and lowest level, the model
contains over 70 specific abilities that can be assessed. Selected abilities from this
large set have been studied in terms of their impact on information search, an incom-
plete list would include, for example, examinations of associative memory (Brennan
et al. 2014), perceptual speed (Arguello and Choi 2019; Brennan et al. 2014), spatial
ability (Karanam and van Oostendorp 2016a), visualization abilities (Brennan et al.
2014), verbal closure (Gwizdka 2009), and working memory (Arguello and Choi
2019; Gwizdka 2009, 2013a). Gwizdka, for example, found that on more demanding
search tasks low and high WM searchers behaved differently. High-WM searchers
tended to perform more actions to find more information, while low-WM users
changed their behavior on more difficult search tasks by significantly decreasing the
number of documents they visited (Gwizdka 2013a, b). This difference in behavior
between the two searcher groups could potentially be explained by satisficing (Simon
1956).

More recently, Arguello and Choi (2019) found that high-WM searchers expe-
rienced lower workload than low-WM searchers on the same tasks. Further, they
observed that high-WM participants worked at a faster pace and seemed to per-
form more search actions (e.g., bookmarked more web pages) than low-WM partici-
pants (Arguello and Choi 2019). Such results, in combination, suggest that high-WM
searchers can perform more actions even in more demanding conditions, indicating
WM capacity and speed might be significant cognitive predictors of performance.
Where employed, eye-tracking data sheds specific light on search task performance
related to the differences in WM. For example, Gwizdka found that searchers with
high-WM tended to read more (Gwizdka 2017). This difference was particularly
apparent on search engine result pages (SERPs). The absolute reading time and time
relative to the search task time were statistically significantly longer for high-WM
than for low-WM. In this analysis, dividing search tasks into three phases, the results



9 Eye-Tracking as a Method for Enhancing Research … 173

indicated that in the last phase of search tasks, low-WM searchers tended to read
less on opened document pages, but at the same time they seemed to increase their
reading time on SERPs. This could, again, be a searcher’s satisficing strategy (Simon
1956), similar to the one observed in Gwizdka (2013a, b).

Such observed behavior can be framed using concepts from information foraging
theory (Pirolli and Card 1999). Exploration of information patches corresponds to
the time spend on SERPs entering queries and reading search results, while exploita-
tion of information patches corresponds to visiting and reading results pages. Select
findings from (Gwizdka 2017) for low- and high-WM searchers in the last task phase
bear some similarity to findings from (Chin et al. 2015) where, in tasks with lower
availability of information, older adults did less exploitation than younger adults by
reducing the number of visited document pages. Instead, older adults didmore explo-
rationby spendingmore timeonSERPs.Thus the pattern of differences betweenolder
and younger adults resembles that between low- and high-WM searchers observed in
(Gwizdka 2017). A more thorough comparison between these two studies is difficult
because thanks to the use of eye-tracking the latter study contains not only the record
of searcher query entry, web page opening along with associated dwell times, but
also finer-grain record level of human behavior (such as reading). In the context of
the present chapter the study by Gwizdka (2017) exemplifies how eye-tracking data
can help us understand how an WM ability might manifest itself in key aspects of
task performance.

9.3.5 Relevance Judgements

A particular construct of interest to IS research is information relevance. Typical
usage of relevance refers to “the quality or state of being closely connected or appro-
priate”.1 In information science, relevance is a fundamental concept, and the concern
with better understanding the human perception or interpretation of relevance contin-
ues to be important (Saracevic 2007, 2016; Sonnenwald 2016, Chapter 8, page 152).
IS scholars generally agree on five manifestations of relevance: system or algo-
rithmic relevance, subject or topical relevance, pertinence or cognitive relevance,
usefulness or situational relevance, and affective relevance (Belkin 2016; Borlund
2003; Cole et al. 2009; Cosijn and Ingwersen 2000; Saracevic 1996, 2007, 2016).
For eye-tracking-based relevance assessment the most pertinent manifestation is the
situational relevance. Situational relevance reflects the relation between searcher’s
situation, task, or problem at hand and information, and it is assessed by considering
the usefulness of information in decisionmaking, and its appropriateness in satisfying
a searcher’s information need (Saracevic 2016; Sonnenwald 2016). This relevance
manifestation reflects the user-centered perspective in which relevance arises from
interactions between searcher’s information need and information objects (Borlund
2003) and while there are still debates about the best definition or operationalization

1Oxford dictionary, https://www.lexico.com/en/definition/relevance.

https://www.lexico.com/en/definition/relevance
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of the construct, the importance of relevance to the process of human information
search is self-evident.

Eye tracking offers a particularly unique approach to the study of relevance.
Whereby typical studies extract relevance judgements from users or from domain
experts who examine a pool of results, with eye-trackingwe can correlatemeasurable
differences in user behavior with judgements, thereby adding objective processing
and performance indices to ratings. This approach has utilized measures derived
from fixations (e.g., duration), saccades (e.g., duration, distance, speed), and pupil
dilation. For example, Buscher et al. (2012) found the strongest indicator in text
passage relevance was length of text read, though fixation duration was uncorrelated.

Gwizdka (2014) used a broader set of measures derived from eye-tracking includ-
ing the output from the readingmodel (see Sect. 9.2.3). He observed the highest prob-
ability of reading for relevant documents, while the highest probability of scanning
occurred for irrelevant documents. Judging the relevance of topical (but not relevant)
documents required greater mental effort, while judging irrelevant (off-topic) doc-
uments was the easiest. Reading speed in screen-pixels was higher for topical and
relevant documents, while it was lower for irrelevant documents. However, there was
no difference in reading speed measured by number of words between the different
types of documents. Total number of fixations and reading duration normalized per
word, were significantly higher for the relevant than for irrelevant documents.

Gwizdka et al. (2017) re-analyzed eye-tracking data set that was reported inGwiz-
dka (2014) using the data limited to one second before the relevance decision. They
found reading distance, total duration of reading and scanning fixations, and variabil-
ity of thesemeasures differed significantly andwere the best predictors of judgements
of relevant and irrelevant documents. On relevant documents participants seemed to
do more reading, less scanning, and had more variability in fixation duration and
reading distance.

Other work has treated relevance judgements as a form of decision making
that should affect pupil dilation (Preuschoff et al. 2011). As expected, changes in
searchers’ pupil diameter have been demonstrated in response to differing levels of
information relevance. For example, Oliveria and colleagues (Oliveira et al. 2009)
first reported that readers’ pupils dilated for higher relevance text and image stimuli
and since then Gwizdka and colleagues have shown significant pupil dilation on rel-
evant documents, in particular, during the one-to-two second period preceding the
relevance decision. This effect is consistent for short text documents (Gwizdka 2014;
Gwizdka et al. 2017) and for web pages (Gwizdka 2018; Gwizdka and Zhang 2015)
which suggests that there are physiological correlates of relevance that users might
provide which do not rely on, and which even precede, verbal reports. This opens
up a very different line of research on how humans determine relevance, and the
speed with which this decision can be taken. In sum, processing relevant documents
compared with irrelevant documents tends to require more reading and more men-
tal effort, which is typically reflected in eye movement patterns, increased fixation
durations, and pupil dilation.

New developments in machine learning algorithms and eye-tracking (often in
combination with electroencephalography (EEG)) data offer intriguing possibilities
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in building systems which adapt to users by incorporating implicit relevance feed-
back into information retrieval. One difficulty in dealing with eye-tracking (and,
more generally, neurophysiological) signals in real-time systems is noise, potential
incompleteness, and idiosyncrasy. Obtaining calibration data for each person, and
possibly each task type, in naturalistic settings may prove difficult. Nonetheless,
successful attempts have been reported in the literature. First, Ajanki et al. (2009)
used eye-movement-based features to select additional query terms in an implicit
relevance feedback system. Eye-movement features that significantly contributed to
their model included regressions from following words and relative duration of the
first fixation on a word. This work showed a modest improvement in mean average
precision (MAP) on the document retrieval tasks when the eye-based features were
used to select additional query terms.

More recently, Jacucci et al. (2019) described the first fully integrated information
retrieval system that makes use of real-time implicit relevance feedback generated
from brain signals (measured using EEG), and eye movements. They were able to
compute information relevance in real-time with performance significantly better
than chance for the majority of study participants (80%). For some of these partici-
pants the achieved classification accuracy was over 70% (the specific classification
measure reported in this work was the area under receiver operating characteristic
curve (AUROC) > 70%). Low performance for the remaining 20% participants was
likely due to fact that EEG feedback does not typically work well for approximately
15–30% people. Although experimental measures of task performance did not allow
the authors to demonstrate how the classification outcomes translated into search
task performance, this work points to a future where dynamic engagement of users
with information spaces may be possible.

9.4 Conclusions and Outlook

Information search is a routine human activity we all increasingly engage in as part
of our work and leisure. Research on information search has shown that the process
is complex and involves a wide range of perceptual and cognitive processes that vary
across tasks and individuals. Traditionally, researchers interested in studying these
processes have relied heavily on verbal or outcome-based measures to establish
choices, paths and decisions made by searchers, and have correlated these with
various individual differences in cognitive abilities or preference. This work has
yielded many interesting findings but has lacked precision in helping us identify
important psychological determinants of search behavior.

Eye tracking data now offers us the ability to examine where user attention is
focused, howdifferent user types explore an information display, andwhat perceptual
behaviors precede or correlate with performance and judgements of relevance. Such
fine-grained data capture serves to complement existing methods by extending our
insights into the underlying processes involved in the act of searching. On its own,
eye tracking provides a very rich data stream which delivers a clear window into
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where attention is focused, but in combination with more established methods of
human task performance gives us the opportunity to correlate attention and behavior
with expressed choices and outcomes.

There is a further benefit to be gained from theprecisionof eye-trackingmethods in
terms of design. While typical tests of interface usability might compare two designs
in terms of task performance or user preference, eye-tracking can help us determine
which features of an information space are really important to user performance
(that is, users allocate attention to their presence) rather than reported as important
based on post-task comments or ratings. Over time, the body of research obtained
this way can better inform interface designers of what features are not just liked or
remembered but actually enhance or detract from performance.

More recent projects employ eye-tracking data in a feedback loop which creates
a new intriguing possibility for building adaptive systems with human in the loop.
Such work points to a time when information systems might infer relevance directly
from eye-tracking data (possibly together with other neurophysiological signals) and
combine it with explicit user interactions, where they exist, to effectively improve
information search processes without requiring users to invest significant explicit
effort.

Eye-tracking tools have developed sufficiently now to be affordable and usable
by most trained researchers, and this should be welcomed. However, in closing, it
is important to reiterate that use of the method and interpretation of the resulting
data are not equivalent. To gain value from the results of eye-tracking techniques,
researchers should understand human information processing and the underlying
perceptual and cognitive architecture of our minds so as to best interpret this rich but
complex data type.
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Chapter 10
Children’s Acquisition of Text Search
Strategies: The Role of Task Models
and Relevance Processes

Jean-François Rouet, Julie Ayroles, Mônica Macedo-Rouet,
and Anna Potocki

Abstract Searching texts both online and in print has become an essential skill for
twenty-first-century students. Although most children can read fluently and compre-
hend short texts by the age of 10, research suggests that older students and even adults
experience difficulties when searching for information inside texts. This chapter syn-
thesizes various theoretical models of the processes involved in information search,
drawing from information science as well as cognitive psychology. We identify three
key processes that may represent specific challenges for young students: construct-
ing a task model, selectively scanning and assessing the relevance of information.
We review the evidence regarding children’s ability to search for information, and
we stress the importance of the task model on subsequent search processes. In the
last part of the paper, we review attempts to foster children’s information search
skills and we highlight some preconditions for skill acquisition. Finally, we discuss
the implications of research on children’s search skills for future research in this
domain.

Keywords Acquisition · Comprehension · Instruction ·Memory · Reading ·
Search · Self-regulation · Strategies
Information search is a prevalent mode of interaction with printed and digital texts.
From the elementary grades on, teachers assign tasks that require students to use texts
in order to locate information of interest (Armbruster and Armstrong 1993). Adults
most often engage with texts in order to locate information as part of purposeful
activities such as locating factual information, finding solutions for a problem or
making informed decisions (Britt et al. 2018;White et al. 2010). Although pervasive,
information search is a challenging activity not only for children but also for older
students and adults (Macedo-Rouet et al. 2012). Extensively documented difficulties
range from not knowing exactly what or how to search, to selecting inadequate
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documents or portions of documents, to not finding the target information even though
it is actually there, tomaking ineffective use of the information. Effective search skills
are arguably the outcome of students’ experiences with purposeful reading in and out
of school, during primary and secondary education (for the more advanced search
skills that may come as an outcome of higher education and domain specialization,
see e.g., Khosrowjerdi and Iranshahi 2011; Vibert et al. 2009). Therefore, in order to
understand adult users’ challenges when searching for information, it is important
to understand how search skills develop throughout childhood and how they may be
influenced by education.

The cognitive processes underlying information search have been examined from
various perspectives. Information scientists have described the processes and stages
that are generally involved in an information search situation (Belkin 1993; Kuhlthau
1991; Marchionini 1995). Behavioral research has examined the cognitive processes
actually brought to bear by individuals as they search. Studies have documented how
these processes may change as a function of individual development and learning,
but also as a function of the demands of particular contexts and tasks (Britt et al.
2018; Rouet 2006;Wellman 1985). Nevertheless, research into children’s acquisition
of information search skills has been relatively scarce.

The present chapter seeks to contribute to a multidisciplinary approach to infor-
mation search by focusing on children’s acquisition of information search skills
and how these skills relate to cognitive development and educational practice. More
specifically, our goal is to propose a framework for understanding the challenges chil-
dren face when searching printed or digital texts, and how these challenges can be
addressed.We believe that such an understanding can provide insights into the design
of effective instructional situations and computer tools. Our definition of information
search encompasses any situation in which the person engages with printed or digital
texts based on a specific need, purpose or goal in mind. We focus on searching infor-
mation within texts, as opposed to other types of information resources or media, in
order to highlight the specific challenges that come with reading in the context of
search tasks, especially for children. We also focus on studies conducted with chil-
dren between the ages of 7 and 12 (see Hahnel et al. 2018, or Salmerón et al. 2018a,
for examples of studies involving older students; see also Salmerón et al. 2018b, for
a more general review of online reading).

The chapter is organized into three main sections. In the first section, we review
various theoretical approaches to information search, and we propose a unifying
framework to identify the critical stages and processes that may represent particular
challenges for children. This framework emphasizes the role of the “task model,”
or the person’s understanding of their task and goals. The framework serves as a
structuring scheme for the following two sections. The second section reviews the
extant research devoted to children’s challenges when searching information in texts.
The third section examines someattempts to foster search skills through either general
or specific interventions. We conclude with some directions for future research in
this area, both from a cognitive and an information science standpoint.
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10.1 Information Search as a Complex Skill

Searching for information is a pervasive but complex kind of behavior. Information
searchers need to know what they are searching for (i.e., their goal); they need to
be aware of the available information sources and of the means available to access
information (i.e., a query tool); they need to make decisions as regards source(s)
they encounter; they need to actually query or browse through the source and to
decide when the information found matches their needs. Finally, searchers need to
decide when the information gathered is sufficient to satisfy their goal, considering
available time, subjective importance of the task, other potential sources available
and likelihood of obtaining better outcomes. Over the past three decades, scholars
from various academic disciplines (e.g., information science, psychology, computer
science) have attempted to describe these processes. In this section, we review a
few of these attempts in an effort to identify the core overlapping constructs and to
organize them into a unifying framework. Note that our ambition is not to provide
an exhaustive review of information search theories but rather to show how different
theories converge toward a common set of key constructs.

10.1.1 A Brief Review of Information Search Models

Early works rooted in the library and information sciences have proposed broad
descriptions of information seeking considered from the point of view of the “user”
(e.g., Belkin 1993; Kuhlthau 1991; see Savolainen 2018, for a recent discussion).
Kuhlthau’s (1991) seminal model of the Information Search Process (or ISP) identi-
fied the cognitive and affective states that users generally experience as they engage
in information activities. According to Kuhlthau, information search involves six
stages: initiation (or acknowledging one’s information need), selection (defining a
topic or an approach), exploration (broad examination of the resources based on an
ill-defined goal), formulation (defining a more focused perspective on the topic of
interest), collection (acquisition of information on the focal topic) and presentation
(or making use of the search outcomes). Kuhlthau proposed to link specific affective
states to each of these stages, with for instance exploration being associated with
frustration or doubt, whereas formulation would come with a sense of “clarity.” Like
Kuhlthau, Belkin (1993) challenged a dominant approach at the time, which assumed
that the information need of users querying an information system was relatively
static and accurately represented in their queries. Belkin’s “berrypicking” model
assumed that searchers gather information one piece after the other and refine their
information needs en route as they hit (un)satisfactory results. She also pointed out
that people use a broad range of strategieswhen searching information, with querying
being only one of them. For instance, information searchers may direct themselves
to particular areas in a library, look for particular authors, or scrutinize particular
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sections of a document in order to find references. These strategies are based on peo-
ple’s experience with some search domains but also information environments and
tools (Marchionini 1995). The opportunistic, iterative nature of information search
was further stressed in later works such as the “information foraging” theory (Pirolli
and Card 1999). Information foraging sees the “optimal” searcher as a person who
“seeks to maximize the rate of information gained per unit cost” (p. 5), given the
constraints of the task environment. Their ACT-IF model assumed that information
searchers are guided by signals (such as headers or summaries) that provide cues as
to where the information of interest may be located and how to get it. They provided
support to the model through a series of case studies of adult, rather well-educated
users interacting with specialized information repositories. More recently, Agarwal
(2018) proposed a model that stresses the role of “context” in information searching,
with the view that information behavior depends on a number of circumstantial vari-
ables. He builds on the previous conceptualizations of context (e.g., Rieh 2004), to
stress the need to identify specific contextual factors that influence searchers during
the information search process. Similarly, Savolainen (2018) reviewed key models
of information seeking as temporal developments and proposes a new model that
reconciles the perspectives of stage-based and cyclic models of information seeking.

Meanwhile, research stemming from cognitive and developmental psychology
has also attempted to understand the processes involved in text and document search,
although with a different perspective. Information search was considered a specific
reading strategy, to be contrasted with the sustained reading of continuous texts for
comprehension. Thus, early research in that area has attempted to account for the
selective reading of texts under specific task contexts. Guthrie and his colleagues
proposed that locating information in text involves processes that are cognitively
distinct from reading for comprehension. Guthrie (1988) described five core pro-
cesses involved in text search, namely (a) form a goal, (b) inspect categories of
information in the text, (c) detect and extract relevant details from each category, (d)
integrate the information with prior knowledge and the goal and (e) recycle steps
1–4 until the goal is achieved. Although processes (a), (d) and (e) may also be found
in other reading activities, processes (b) and (c) did not match any of the cognitive
models of reading comprehension available at the time. Guthrie and Kirsch (1987)
found that comprehending technical articles and locating information in articles or in
schematics constituted two independent proficiency factors in a group of electrical
technicians and engineers. Guthrie and Mosenthal (1987) listed a number of fea-
tures that distinguished locating information from other constructs such as problem
solving, reading comprehension or studying. For instance, contrary to reading com-
prehension, locating information in a text does not require the reader to memorize the
contents read. It does, however, require the reader to make decisions regarding which
parts of the documents to inspect (and which to ignore). Guthrie and Mosenthal fur-
ther conjectured that locating information may not depend so much on readers’ prior
content schemata but rather on their acquisition of “procedural” schemata regarding
the typical organization of information in documents.
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Although Guthrie and his colleagues’ early work was primarily designed to
account for the specific task of locating information in printed documents, their the-
oretical insights resonate in more recent descriptions of students’ interactions with
complex information systems, such as Brand-Gruwel et al.’s (2009) model of infor-
mation problem-solving on the Internet (IPS-I) or Goldman et al.’s (2010) model of
multiple-source comprehension. Brand-Gruwel et al.’s (2009) IPS-I model includes
five core processes, namely define the information problem, search, scan and process
information, and organize and present information. These processes are assumed to
rest on three types of foundational skills: reading, evaluating and computer skills.
Finally, the IPS-I model also considers the cognitive regulation mechanisms that
control the “flow” of search processes. Regulation involves planning (i.e., setting
goals and anticipating the actions to be carried out), monitoring, steering and evalu-
ating the outcomes of one’s actions. A distinctive feature of the IPS-I model is that it
acknowledges the flexibility of reading processes by contrasting scanning vs. deeper
(integrative) processing of a page content. In addition, the model stresses the impor-
tance of both lower-level processes (e.g., literal comprehension) and higher-order,
metacognitive processes (monitoring, evaluating). Other researchers have empha-
sized the links between the search and comprehension of information, on the one
hand, and the transformation and communication of that information, on the other
hand. Goldman and her colleagues (2010) proposed a framework for analyzing stu-
dents’ multiple-source comprehension, in which they defined a source as “any form
of information that a person is able to process or use” (p. 261). They postulated a
process model with five main components: interpret the task; search for or gather
resources; use information about the source to inform the selection process; analyze
and synthesize the resources and apply the resources (with the latter involving a
decision about which resource is most appropriate for the task at hand). The latter
process emphasizes the fact that comprehension often involves making use of infor-
mation to address the demands of the tasks. Application may require the reader to
transform information found in a source and/or to combine it with information found
in another source. In their perspective, texts are not the “building blocks” of com-
prehension but rather resources from which readers may draw as a function of their
adequacy to the task at hand. Leu and his colleagues (2013) similarly highlight the
importance of transforming information as they list four core skills that are focused
on in their ORCA assessment of Internet literacies. These skills include locating and
evaluating information but also synthesizing and communicating the outcomes of
one’s research. The generalization of online reading has prompted further efforts to
bridge general and more analytic approaches. For instance, Salmerón et al. (2018b)
proposed three core competencies specifically involved in Internet reading, namely
navigation (i.e., which sources to access and in which order), integration (i.e., com-
prehending information within and across Web pages) and evaluation (i.e., assessing
the relevance and trustworthiness of information).

Both the early models of locating information andmore recent models of complex
information activities stress the importance of tasks and goals. Vakkari (2003) noted
that meaning acquired from text is mostly a function of readers’ information goals
and needs, combined with their prior knowledge. McCrudden and Schraw (2007)
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examined the demands of various types of instructions that students may receive
prior to engaging with text. Based on a review of research into the role of reading
standards and goals, they proposed that “relevance instructions” drive readers’ atten-
tion to relevant parts of texts and determine the appropriate level of processing of
content information. It is important to note that in McCrudden and Schraw’s per-
spective, relevance instructions do not necessarily involve the search and extraction
of specific information from text. Instead, their framework encompasses specific
and general types of instructions, which they argue call for specific types of reading
strategies. Rouet (2006) and Rouet and Britt (2011) further specified the processes
whereby the reading task context may influence reading decisions and processes. The
Multiple-document task-based relevance assessment and content extraction model
(MD-TRACE; Rouet and Britt 2011) posits that readers interpret task instructions
and other features from the context in order to set reading goals. Thus, given a con-
text and a set of instructions, readers’ search behavior is likely to vary as a function
of their individual understanding of the context. More recently, Britt et al. (2018)
suggested that readers’ relevance decisions are driven by their understanding of the
context including, but not limited to, task instructions. Thus, readers may make dif-
ferent decisions based on, for instance, how much time is available or whether the
task involves high or low stakes. Readers’ individual task model also determines
readers’ extraction of information from texts and their actual use of the information
in their task product (Rouet et al. 2017).

10.1.2 Three Specific Cognitive Demands of Information
Search

Put together, theworks reviewed above consistently emphasize three critical demands
of information search: (a) the need to information users to understand their task and to
generate and update their search goals accordingly; (b) the need to use proximal and
distal cues in order to access information of interest while minimizing the time spent
processing irrelevant information; (c) the need to assess the adequacy and sufficiency
of information with respect to the end goal and/or product. Table 10.1 provides a
summary of how these demands match some of the descriptions reviewed above.
Table 10.1 also briefly specifies how these demands differ in search tasks compared to
plain reading comprehension task. The reference to reading comprehension is helpful
to identify potential gaps in the current educational programs and methodologies,
which are clearly centered in the latter construct.

As shown in Table 10.1, the processes of forming a task model, selecting informa-
tion of interest and assessing the information with respect to the task goal or product
were identified in most earlier models of information search under various but con-
sistent wordings. In addition, they emphasize the sharp contrast between reading for
comprehension, on the one hand, and using texts (or information systems) for specific
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purposes, on the other. Finally, this synthesis stresses the importance of construct-
ing and revising goals (e.g., forming an adequate task model). Neither the selection
nor the assessment of information acquired may be achieved without an adequate
representation of the task. We believe that this prominence of the task model may
explain some of the difficulties observed in children and teenagers as they engage in
information search as part of learning activities.

In the rest of this chapter, we examine children’s acquisition and use of these
processes. In the next section, we review the existing research on children’s chal-
lenges when searching information in texts. Then, we examine researchers’ attempts
to design interventions that may support children’s acquisition of better search skills.

10.2 Children’s Challenges with Information Search: Task
Model Construction, Selective Access, and Relevance
Assessment

A child is broadly defined by the World Heath Organization as a person 19 years
or younger (WHO, n.d.). For the purposes of this chapter, we will focus on studies
conducted with children between the ages of 7 and 12. As stated earlier, children
experience the need to read texts selectively in order to identify specific pieces of
information very early in school curricula (Armbruster and Armstrong 1993; Rouet
and Potocki 2018). Early research has evidenced that reading in order to locate spe-
cific information is a challenge for students in the elementary grades (Armbruster and
Armstrong 1993; Kobasigawa 1983; Kobasigawa et al. 1980; Raphael 1984). More
recently, international large-scale studies such as PIRLS have found that search-
ing in a text is not any simpler for fourth-grade students compared to, for instance,
identifying the main idea of a passage (Mullis et al. 2017). The PISA study has pro-
vided additional evidence that searching and integrating information from different
paragraphs are challenges even for fifteen-year-old students (OCDE 2013).

The challenges of searching texts, both in print and online, may be examined in
light of the broad conceptual framework outlined in the first section of this chapter.
The first challenge is to gain an adequate understanding of the task demands (form a
task model); the second challenge is to make decisions regarding which information
to focus on and which information to skip or ignore (Select information of interest)
and the third challenge is to determine the adequacy and sufficiency of information
given the task objectives. The latter challenge amounts to being able to decide when
one may quit reading vs. recycle through earlier steps in the search process (see
Guthrie 1988). It thus requires some monitoring of one’s progress toward the end
goal.

In the rest of this section, we review extent research into children’s performance
and challenges related to these three core components of search.
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10.2.1 Challenges in Understanding and Remembering
the Search Task

A task model is a mental representation that includes one’s interpretation of the
task statement (e.g., a search question) but also the expected outcome of the search
(i.e., the expected task product) and some initial action to be performed (i.e., an
initial subgoal; Rouet and Britt 2011; Britt et al. 2018). To illustrate the challenge of
forming a task model, imagine a middle school student who is studying the spread of
epidemics and how to prevent them. This student is asked to find out “When should
a traveler start taking medication in order to prevent malaria?” Constructing a task
model involves understanding what the question is asking. According to Graesser
and Franklin’s (1990)QUESTmodel, understanding a question involves categorizing
it (in this case, a “when” question) and identifying what the question is about (in
this case, taking a medication in order to prevent malaria). Identifying the question
focus amounts to constructing a mental model of a situation. The situation may range
from a simple object, character or fact, to a complex causal explanation. The task
model also involves generating an initial action to be performed, for instance, locate
information that looks like it is a date or a period. Researchers have acknowledged
the importance of building an accurate mental model of the task in functional reading
(Goldman and Durán 1988; McCrudden and Schraw 2007; McCrudden et al. 2010).
Indeed, the chain of decisions and processes that unfold during search depends on
the searcher’s understanding of what the search is about. Moreover, readers have to
keep their task model in mind throughout the search, as they examine various texts
and sections within texts. Some studies have already pointed the complexity of such
construction for readers (Rouet 2003; Vidal-Abarca et al. 2010). However, most of
these studies have focused on teenagers (i.e., 13–19 years of age) and young adults
(i.e., older than 19 years of age; WHO, n.d.)

Among the few studies targeting younger students, Vidal-Abarca et al. (2010) ana-
lyzed the self-regulation processes present in task-oriented reading activities of
skilled and less-skilled comprehenders at the seventh and eighth grades (13–15 years
of age). Using an error detection paradigm (Hannon and Daneman 2004), they intro-
duced inconsistencies within questions (e.g.,When should treatment begin to cause
malaria? NB. Emphasis added) and asked participants whether the questions could
be answered using text information. The probability for a reader to say that the
question could not be properly answered was higher for skilled than for less-skilled
readers. The authors speculated that skilled readers are more able to integrate several
ideas contained in the question and, thus, to detect a potential contradiction (e.g.,
between treatment and causes of malaria). Similar results were obtained by Cerdán
et al. (2013). They asked 40 ninth graders to explain search questions by rewriting
them with their own words. Skilled comprehenders included a higher number of
bridging inferences, and less-skilled comprehenders included a greater number of
incomplete and wrong ideas in their answers. These results indicated that less-skilled
comprehenders had built an incorrect and incomplete representation of task demands,
which in turn deteriorated their comprehension performance.
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Developing readersmay also have difficulty remembering the demands of a search
task as they selectively scan documents. Potocki et al. (2017), found that fifth graders’
(9–10 years of age) performance depends on the cognitive demands of the search
question. Questions that required the comparison of several paragraphs (i.e., integra-
tion questions) generated longer search times andmore errors than location questions.
Also, integration questions generated more incomplete answers, which suggest that
children sometimes partially forgot the question during their search. This hypothesis
is consistent with Rouet and Coutelet (2008) who observed that many third graders
tended to forget the question during a search task involving an encyclopedia. Finally,
Potocki et al. (2017) noticed that the participants in their experiment sometimes
answered a different but related question instead of the one they had been asked.
In those cases, the initial question was often simplified (e.g., “What is the highest
mountain?” instead of “Which are the two highest mountains?”). Thus, it is also
possible that children’s memory for the question gets distorted during the search.

In sum, cognitive and developmental research has found that one of the core
difficulties children experience when searching for information is the construction
and maintenance of an accurate task model. This line of research fully corroborates
early researchers’ claims that a person’s goal when searching should not be equated
with the task they were assigned or the query they articulate (Belkin 1993; Kuhlthau
1991). Instead, search goals are the outcome of a constructive process whereby
individuals examine cues from the context and the task instructions (when available)
and derive a representation of the task product and the means needed to generate that
product (Britt et al. 2018).

10.2.2 Challenges in Selectively Accessing Content
Information

Another challenge of information searching in texts is the requirement to access
relevant information rapidly and efficiently, without wasting processing effort and
time with irrelevant pages or paragraphs. Contrary to text comprehension, informa-
tion search does not always demand the construction of a broad representation of
the text’s meaning. Instead, the aim is to gather the information needed to answer
a question (Kaakinen et al. 2015). To this aim, the use of metatextual cues such as
titles or links in a menu is an effective strategy for finding information. The problem
is that until the end of elementary school, children’s knowledge of metatextual cues
seems to be rather limited (Garner et al. 1986; Eme and Rouet 2001).

Garner et al. (1986) probed children’smetatextual knowledge by asking third, fifth
and seventh graders to complete a series of paragraph construction tasks.Almost all of
the participantswere able to identify paragraphs in the text and group topically related
sentences together to make short texts. However, only the seventh graders were able
to describe what makes a paragraph, and none of the participants could appropriately
formulate the main idea of a paragraph through a formal title. These results were
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partly replicated by Eme and Rouet (2001). In their study, participants demonstrated
good knowledge of what a title or a paragraph is, but only a few students could tell
the purpose of such devices. Hence, the children had knowledge of the “structural”
aspects of texts but not of the “functional” aspects of metatextual cues. These results
suggest that the acquisition of metatextual knowledge is a prerequisite for locating
relevant information in texts (Potocki et al. 2017).

Even though theymay possess some knowledge ofmetatextual cues, childrenmay
be challenged by the use of such cues during information searching. For instance,
for the question “What do marine crocodiles eat?,” it is highly likely that the answer
may be found in a paragraph titled “What marine crocodiles eat” or even “Feeding
in marine crocodiles.” Most readers are able to identify such paragraphs thanks to a
literal matching between the keywords marine crocodiles and eat/feeding. However,
when the link between the question and the title is not explicit, inferential matching
is necessary. In this situation, readers need to infer the relevance of a paragraph by
comparing mentally implicit title content with their understanding of the question,
that is, their task model. A study by Kobasigawa (1983) illustrated how this task is
challenging for children. In response to the search question “I want to find out why
China cannot produce enough food even when many people are working on farms,”
fourth graders restricted their keywords to farming and food, while eighth graders
provided additional keywords (e.g., population, climate and soil).

Dinet et al. (1998) examined the use of metatextual cues by 8–10 year olds and
adults in a simulated Internet environment. Participants had to select five titles that
seemed relevant for a search on “the role of peasants in the French Revolution,” from
a list of 24 items. Relevance was manipulated through the semantic adequacy of the
reference (i.e., adequate/inadequate), typographic marking (i.e., keywords in regular
typeset or in capitals) and the number of relevant keywords in the reference. Children
were more prone to selecting inadequate references than adults. In addition, the
probability for children to choose an irrelevant reference increasedwhen the reference
contained two descriptors and/or if this reference included capitalized keywords.
Dinet and colleagues concluded that younger learners tend to assign relevance based
on visual cues (e.g., capitals, boldface type…) rather than on the semantic relation
between the reference and the topic. These results are consistent with Rouet et al.
(2011) study showing that fifth and seventh graders’ Web menu selection strategies
were strongly influenced by superficial relevance cues. In a subsequent study, Dinet
et al. (2010) recorded fifth graders’ eye movements while they were exploring a list
of Web links. They identified four visual strategies: (1) a F-shaped scanning pattern
whereby information at the top and/or to the left of the page was more likely to be
fixated; (2) the visual scanning of whole Web pages (or “exhaustive” strategy); (3)
a simple visual detection strategy (i.e., skimming from keyword to keyword); (4) a
reversed F-shaped strategy (i.e., similar to the F-shape but with a deeper examination
of the bottomof the page). In echowith evidence regarding the influence of superficial
cues on children’s search, the results also show that children use mostly a simple
visual detection strategy, especially if the words are typographically marked (here, in
bold). Hence, using metatextual cues efficiently is more complex than just knowing
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their definitions and functions and may represent a serious barrier for children until
the end of elementary school.

Some studies have highlighted the effect of comprehension skills on students’
ability to inhibit distracting information from the text. In a study by Cerdán et al.
(2011), 14-year-old students had to read two texts and answer questions. Half of
the questions had been manipulated to create a misleading matching between the
wording of the question and distracting pieces of information in the text. Participants
were characterized as skilled or less-skilled based on standardized test of reading
comprehension. Skilled comprehenders were more able to discard the distracting
information compared to less-skilled comprehenders.

Taken together, these results suggest that younger or less-skilled comprehenders
tend to consider superficial cues in their task model as valid, whereas older readers
or skilled comprehenders tend to match the search question and the text contents
based on deeper semantic processing. Indeed, Cataldo and Cornoldi (1998, experi-
ment 2) highlighted the importance of children’s reading comprehension strategies,
including when selectively scanning texts. They compared the ability of sixth–sev-
enth grade poor and good comprehenders to use strategies in order to answer com-
prehension questions. Contrary to the control group, the experimental group was
explicitly invited to search through the text and to underline with different colors
the sentences necessary to answer each question. This manipulation resulted in an
increase in search performance. Therefore, children’s difficulties seemed to be due
to a lack of effective use of strategies rather than an inability to search for relevant
information in a text per se. A related study by Kobasigawa et al. (1980) explored
the spontaneous use of skimming strategies by fourth, sixth and eighth graders. They
found that children were able to skim but only when explicitly asked of do so. These
results are in line with Dreher and Sammons’ (1994) study exploring the use of
structure indicators (e.g., index, table of content) by fifth graders in an information
search task. Most of their participants were able to define the structure indicators but
did not use it unless they were prompted to do so (through guiding questions before
and during the task). Indeed, prompting increased the likelihood that a child would
use the index, and index use greatly improved the chances of locating the answer.
Moreover, several studies reveal that spontaneous use of content cues as a strategy to
locate specific information develops gradually with age. For example, Kobasigawa
et al. (1988) compared the use of titles in an information search task for fourth, sixth
and eighth graders. The results showed that the spontaneous use of the titles does
appear in half of the fourth and sixth graders and in all the eighth graders. However,
even in the eighth graders, this spontaneous use does not intervene at the beginning
of the task but is set up little by little during the search for information.

More recently, Rouet and Coutelet (2008) also showed that information retrieval
strategies evolved according to grade level (third, fifth and seventh). Indeed, third
graders ran the text from top to bottom, not seeming to use text organizers, contrary
to older students who were the ones who used the most textual cues (table of con-
tents, index) while searching for information. Thus, top-down strategies, based on
the examination of headings and keywords appeared only at grades five and seven.
However, even for the older ones, searching the relevant information to answer a
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question in a text was still a difficult activity. These developmental trends are consis-
tent with Dreher and Guthrie’s (1990) study showing that more efficient 11th graders
were quicker than less efficient ones thanks to their use of content cues, especially
when task complexity increases. Indeed, they spent more time, in the first phase, to
select relevant units through the index, glossary, table of content of a chapter (pre-
sented on a computer screen) allowing them, in the second phase, to localize and
extract faster the information needed. Moreover, Rouet and Coutelet (2008) exam-
ined the relationships between search performance and strategy use and found that
the acquisition of efficient search strategies is linked to students’ awareness and use
of text organizers. Finally, Potocki et al. (2017) examined children’s use of headings
when scanning a document to answer a specific question. Twenty-six French fifth
graders were asked to search relevant information in a text in order to respond to
questions while their eye movements were recorded. Potocki et al. (2017) analyzed
their visual scanning patterns based on the type of transition between areas of inter-
est: title-to-title transitions or paragraph-to-paragraph transitions. They assumed that
title-to-title transitions reflect a top-down strategy, whereas paragraph-to-paragraph
transitions reflect linear reading. The use of a top-down strategy resulted in shorter
response time than linear reading. However, Potocki et al. observed strong differ-
ences between children. Some fixated titles systematically, while others never used
them. Interestingly, and in line with the results of Rouet and Coutelet (2008), these
differences were more strongly related to participants’ knowledge of text features
reading strategies than to their reading comprehension abilities. Hence, good decod-
ing and understanding are not enough to mobilize effective strategies but seem to be
more related to the metaknowledge as well as the quality of the task model.

In sum, childrenwho learn to search of information need to generate search criteria
and match them with the information available in the environment. This is best done
by focusing on content organizers and other metatextual cues that will yield the
strongest “scent” with respect to one’s task model (Pirolli and Card 1999). Until the
end of primary education, however, students have limited metatextual knowledge
and do not seem to know how to use it effectively. From grade five on, readers seem
to gradually acquire knowledge about the functions and uses of metatextual cues
(e.g., titles, menus, links). It would therefore be interesting to examine more closely
the spontaneous use of these content cues during an information search task. Even
if metatextual knowledge increases with age and education, most seventh or eighth
graders do not seem to use it spontaneously in the service of information search.
Moreover, students tend to use the available cues in a superficial way, perhaps due
to their inadequate representation of the task demands.
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10.2.3 Challenges in Assessing the Relevance and Quality
of Information

Based on the construction and the maintenance of a task model, as well as on the use
of search strategies (i.e., use of content cues), readers have to determine whether the
information is adequate and sufficient to achieve the reading goal.

Examining the adequacy of information is not a trivial task for children when they
search for information in a text. Cataldo and Cornoldi (1998) found that six and sev-
enth graders with poor comprehension could acknowledge when their answers to
comprehension questions were inadequate (through confidence ratings after each
question). However, such an acknowledgement did not improve their performance.
Thus, poor comprehenders did not use spontaneously reading comprehension strate-
gies, but raising their awarenesswas insufficient to promote their use ofmore efficient
strategies. Hence, poor comprehenderswere able tomonitor their comprehension and
identify the inadequacy of their answer but could not overcome that difficulty. In the
study by Kobasigawa (1983), the participants (fourth and eighth graders) had to read
another student’s research report and evaluate how well it answered three specific
questions. In general, the younger children were not sensitive to the need to evaluate
the adequacy and sufficiency of the answer according to the question. However, when
the experimenter explicitly asked if the information reported answered to a specific
question, the fourth graders were able to state correctly if the report did not include
all required information. Therefore, fourth graders appear to have the ability to rec-
ognize what constitutes appropriate solutions to search tasks, but they often fail to
use it spontaneously to evaluate the quality of answers. More recently, Potocki et al.
(2017) proposed that the difficulties of children could be linked to their low level of
monitoring while searching the text. In their experiment, even though participants
were given the possibility to ask the question again while searching for an answer
in the document, few of them did use this opportunity. The authors suggested that
readers who have a better task model might know what they are looking for and can
ask the question just to make sure they answer it correctly (Rouet and Britt 2011).

Childrenmight also lack self-regulation strategies that are necessary to the assess-
ment of sufficiency of information. Vidal-Abarca et al. (2010) examined seventh and
eighth graders’ self-regulation of the search process by calculating (a) the percent-
age of time spent reading relevant information during the question-answering process
over the total time spent reading all information and (b) the number of times a stu-
dent answered the question immediately after reading a relevant piece of text. In
two-thirds of the cases, when skilled readers decided to search, they found a seg-
ment with relevant information, and they then immediately gave an answer based on
the relevant information just read. In contrast, less-skilled readers adopted the same
search behavior less than half of the time. Vidal-Abarca et al. did not find significant
differences between skilled and less-skilled readers in the distribution of search time,
but the observed differences were in the predicted direction.

Finally, children may also be challenged by other dimensions of information eval-
uation such as the assessment of source reliability. Coiro et al. (2015) asked seventh
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graders to locate and evaluate reliable Web sites in a Web-like database. Although
most students correctly identified source information, such as the author’s name,
only 31% provided a clear yes/no answer to whether the author was an expert, and
51% failed to cite any specific criteria for expertise. Thus, one’s ability to locate
information does not necessarily mean that one can interpret that information prop-
erly. Similarly, Paul et al. (2018) found that fourth graders could successfully identify
source information and evaluate informants’ expertise and intentions in simple search
tasks but failed to apply this ability to more complex and implicit tasks. Moreover,
Dreher and Guthrie (1990) showed that monitoring and determining the adequacy
and sufficiency of information are challenging even for older students. In their study,
high school students had to locate information in a textbook chapter in order to answer
questions. The results showed that 14 of 31 participants answered incorrectly. Among
those, eight went to at least some of the correct pages but failed to extract the relevant
information. Such results illustrate that less efficient text searchers struggle to assess
adequacy of information with respect to the task demands.

Put together, the studies reviewed in this section illustrate the difficulties of chil-
dren and adolescents in addressing the challenges of information search. Research
suggests that many children struggle to construct and maintain a detailed and effec-
tive task model in memory. A poor task model may impact their ability to select
information adequately and to monitor their attainment of the reading goal. Addi-
tionally, the studies point out the critical importance of self-regulation in initiating,
monitoring and regulating the search activity (Brand-Gruwel et al. 2009). Finally,
although several studies highlight the improvement of search strategies with age and
schooling, the same studies point to the uneven acquisition of these strategies among
children at any given grade level. Thus, it would seem important to implement some
explicit teaching of functional reading skills as soon as students have acquired basic
reading skills, that is, to say from grades three–four on (Macedo-Rouet et al. 2013).

10.3 Fostering Readers’ Search Skills

A large number of studies have attempted to teach reading strategies using various
instructional approaches (e.g., National Reading Panel 2000; Palincsar and Brown
1984; Paris et al. 1984).However, asNgandGraham (2017) have quite rightly pointed
out, these interventions have generally been conducted within the framework of
single text comprehension (e.g., one reader reading one text for the general purpose
of comprehension). On the contrary, very few studies have focused on functional
reading situations, such as searching for specific information in texts or critically
assessing the reliability of information. In the more recent period, researchers have
begun to address these more advanced literacy skills. Consistent with the scope of
this chapter, we will focus here on studies conducted with children.

Using the same framework as in the previous sections, we discuss (1) interventions
proposing pre-search activities in order to enhance students’ taskmodel (understand-
ing the task and implementing an adequate strategy); (2) interventions focused on
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the purposeful reading of documents and in particular, on relevance or reliability
evaluations; and (3) interventions combining different stages of the information
search processes. We then discuss some perspectives these studies afford for the
development of efficient programs to foster children’s functional reading skills.

10.3.1 Interventions Using Pre-Search Activities to Enhance
Readers’ Task Models

As discussed earlier in this chapter, models of information search emphasize the
importance of having an adequate mental model of the task. For example, students
need to develop an accurate understanding of what the question is asking for and to
anticipate the target information they have to find in the document(s). A few studies
have tried to develop interventions focusing on students’ construction of a taskmodel
prior to their engagement in the actual search process.

Coutelet and Rouet (2004) proposed an intervention to enhance third- and fifth-
grade students’ search skills by means of a series of guided training tasks following a
three-stage model called Evaluation-Selection-Processing (Rouet and Tricot 1996).
Their training tasks focused onmaking the children reflect on (a) their objectivewhen
searching, and (b) ways for them to locate relevant information in relation to this
objective, in particular by taking into account metatextual cues such as headers and
introductions. The participants took part in small group activities 30 min per week
over a five-week period. Their performance on a criterion search task was evaluated
before and after the training sessions and was compared to that of a control group
(performing only reading tasks during the training sessions). A medium-term effect
was also tested with a delayed posttest administered one month after the end of the
intervention. The intervention had no overall effect on participants’ search speed
nor correct responses (but the authors reported a ceiling effect in terms of correct
response with an error rate of just 1%). However, by distinguishing different types
of strategies used by the children when searching (Cataldo and Oakhill 2000), they
observed that in the delayed posttest, third-grade children from the experimental
group no longer used low-level strategies (i.e., linear reading of the whole text from
top to bottom),whereas 20%of the control group children still used them.Conversely,
trained children used more elaborated strategies (i.e., use of titles and subtitle to
access the relevant information) than the control group children (43,75%versus 15%,
respectively) after the intervention. Such effects were not observed in older readers
in grade five for whom the authors reported no differences between the experimental
and the control group.

De Vries et al. (2008) examined the influence of pre-search activities as a means
to promote “reflective” Web search in fifth and sixth graders. More specifically, they
conducted a study in which they trained children to use an experimental portal and a
worksheet when they were searching information on Internet. The portal consisted in
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a preselection ofWeb sites for biology topics (e.g., design of bees’ or ants’ communi-
ties) presented in a structured way. They also provided the students with a worksheet
inciting them to write down their search questions and to note their results. In this
worksheet, the authors also provided (in Experiment 2) a specific space inviting the
children to explicate their prior knowledge on the topic and the potential answer
to the question that can be derived from their previous knowledge before carrying
out the actual search. Qualitative analysis of worksheet contents and other qualitative
observations indicated that themethodwas actually beneficial. First, the portal seems
to have helped children to locate relevant information more efficiently, suggesting
that narrowing the search space and categorizing information might be beneficial
for them. Second, the worksheet used in this study seemed to help children to stick
to their question, to pre-activate relevant knowledge on the topic and, in doing so,
was beneficial in terms of information search outcomes. This study however did
not include any control condition making it difficult to conclude about the specific
impact of this intervention.

Using a different procedure, Rouet et al. (2011, Experiment 2) attempted to foster
students’ selection of items in a simulated search engine menu by proposing a pre-
search activity to students in grades five and seven. In this study, the authors examined
the influence of prior elaboration on the search topic on children’sWeb site selection.
Eighty-eight students were randomly assigned to two conditions. In an “Elaboration”
condition, the children had to first read a text elaborating on the search topic and to
answer a comprehension about this text before actually start searching. In the control
condition, children directly engaged in the search task. In each condition, the authors
also distinguished between good and poor readers based on a reading fluency test.
The search task was composed of 10 search topics presented on a computer screen.
Each topic included a search phrase (e.g., “The highest mountains of the world”)
and a simplified search engine list displaying 16 Web site titles. Each Web site title
contained two or three keywords from the search phrase with half of the titles being
semantically relevant (e.g., “All the highest mountains”) and half being not (e.g.,
“Highest cathedrals in the world”). The children were asked to select the four most
relevant Web sites for each search topic. A trial was considered successful if the
participants indeed correctly select the four relevant Web sites. The “Elaboration”
condition indeed improved good readers’ selections of relevant Web sites but had
no significant impact on poor readers’ selections. In sum, the pre-search elaboration
task, which itself was based on reading, was only effective for children with a higher
level of reading fluency.

Based on the previous studies conducted by Llorens and Cerdán (2012) or Cerdán
et al. (2013) with older readers, Ayroles et al. (2018) recently proposed a short
intervention study to enhance fifth graders’ taskmodel construction and to investigate
whether a better taskmodel indeed enhances children’s ability to locate information in
texts. In this study, 37 participants had to answer a series of questions by searching
on a one-page, six-paragraph document displayed on the screen of an eyetracker.
All questions involved the location of a specific piece of information within a single
paragraph (see also Potocki et al. 2017 for a similar methodology). The children were
randomly assigned to one of two conditions. In an “enhanced task model” condition,
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after reading each search question but prior to engaging in search, the participants
were asked “what do you have to search to answer this question?” In a control
condition, the children were asked “Is the word xxx present in this question?” The
impact of this manipulation was examined in terms of children’s correct responses,
response time and search strategies (by analyzing eyetracking data). Participants in
the “taskmodel” condition obtained higher scores than those in the control condition.
However—and unexpectedly—the authors observed no differences between “task
model” and control conditions in terms of response time nor reading strategies (i.e.,
time to explore relevant vs irrelevant paragraphs, first fixation on relevant paragraph,
etc.). Thus, making children elaborate the question demands had positive effects on
their performance but did not lead them to search more rapidly nor to modify their
actual search strategies.

Finally, other studies, not specifically focused on interventions per se, bring
nonetheless interesting elements as regards the way “pre-search” activities could
improve children’s search skills. For example, Raphael and McKinney (1983) made
fifth- and eighth-grade children reflect on whether the answer to the question posed
to them was “right there; think and search; or on my own” (i.e., awareness about
the fact that the answer was either explicitly stated in text, implied by text or can
be found in the individual’s knowledge base). The authors did not test however the
impact of such intervention on children’s search skills but found relatively positive
effects on more classical reading comprehension measure (i.e., correct responses to
questions presented after the reading of the texts). An exploratory study conducted
by Kammerer and Bohnacker (2012) also provides interesting insights into interven-
tions that could focus on improving children’s use of relevant keywords in search
engines. The authors asked eight- and 10-year-old students to conduct a set of search
tasks using a search engine. For each task, they analyzed the queries typed into the
search box, the time taken to complete the task and also recorded browser activities
(i.e., typing, clicking, scrolling, etc.) as well as children’s eye movements during the
search. In general, the use of keyword lists was not beneficial for the participants, as
they found more relevant information and did so more efficiently by typing the entire
question in the search box. The authors therefore concluded that “children succeed
better using their own strategies than trying to apply adult strategies” (p. 187). This
result has important implications in terms of knowing what prerequisites are needed
for children to enhance their search queries. An example is readers’ awareness of
text structure. Meyer and Ray (2017; see alsoWilliams et al. 2004) recently reviewed
empirical studies on text structure interventions for elementary school students. They
showed that such interventions were beneficial to improve expository text compre-
hension and knowledge of text structure. However, we do not know so far whether
such training on structure strategy could indeed lead to better information search
strategies in children. Such an investigation could be explored in future works.

In sum, interventions using pre-search activities may improve the quality of
children’s search outcomes. However, these interventions do not result in better
research strategies per se (Ayroles et al. 2018) and seem only beneficial for some
readers (Coutelet and Rouet 2004; Rouet et al. 2011). Other studies have therefore
also developed interventions focused on later steps of information search activity
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such as processing of the documents and an evaluation about their relevance and
reliability.

10.3.2 Interventions Focused on Selecting and Evaluating
Document Information

Studies focused on the training of information selection havemostly focused in issues
of information quality and reliability. In contrast with studies targeting older readers
(adolescents, or young adults; see for example, Brante and Strømsø 2018), research
focusing on elementary school children is still scarce. One study by Macedo-Rouet
et al. (2013) attempted to raise fourth- and fifth-grade students’ (9–10 years of age)
awareness of source attributes and information evaluation based on these attributes.
Ninety-six students were either assigned to an experimental group or a control group.
The experimental group attended a one-session intervention (30 min) consisting of
mediated discussion in small groups. After making children think and discuss the
reasons to accept or reject someone’s advice or opinion, the session involved the
reading of a small text containing two characters which had opposing views about
a specific topic. The characters were introduced through their professional occu-
pation (e.g., veterinarian) or personal traits (e.g., young lady who loves dogs as
pets). The professional occupation implied that the character was a specialist on the
domain, whereas the personal trait suggested an interest but no specific qualification
or expertise in the topic. The general goal of this session was to encourage children
1/ to identify source parameters in texts (“who is Louise?”), 2/ to establish links
between sources and content (i.e., “who said what?”) and 3/ to assess the knowl-
edgeability of each source as regards the topic at stake in the text (i.e., “who is the
more knowledgeable on this topic?”). A discussion about the notion of knowledge-
ability, differences between non-expert and expert authors, the necessity to take into
account different perspectives and to refer to the source of information was led by
the experimenter with the children. In the control condition, children performed a
series of reading comprehension tasks (i.e., reading of short texts followed by com-
prehension questions). To examine the effect of this intervention, participants had
to complete before and after the intervention a source evaluation task in which they
have to remember, after the reading of four short texts, the source of an information
and to identify “the more knowledgeable” character of each text. By contrasting
the performance of good versus less-skilled comprehenders, Macedo-Rouet et al.
found that the intervention was beneficial for less-skilled readers only. This result
contrasts with Rouet et al.’s (2011) intervention (based on the reading of a short text)
whose benefits were observed for better readers only. Macedo-Rouet et al. therefore
argued that the specific format of the intervention provided (i.e., spoken modality,
small groups and interactive discussion) may have been particularly beneficial for
less-skilled comprehenders.
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In sum, studies focusing on the processing of documents and their evaluation in
terms of reliability bring promising results in enhancing children’s evaluation skills.
Such processes have also been targeted in studies conducting more “comprehensive”
interventions encompassing different stages of functional reading and information
search.

10.3.3 Interventions Combining Several Stages
of the Information Search Processes

Most instructional interventions published thus far have combined activities targeting
different steps of information search processes in order to foster children’s functional
reading abilities (Table 10.2).

Kuiper et al. (2008) evaluated the impact of an educational program conducted
by four 5th grade teachers that aimed at fostering Web search skills. The program

Table 10.2 Instructional objectives identified in a set of intervention studies and correspondence
with the three core challenges of information search (see Table 10.1)

Study Building a task
model

Accessing
information

Assessing adequacy
and sufficiency

Kuiper et al. (2008) Not explicitly
addressed in training
plan

Search for Web
information
Read and interpret
Web information

Assess and evaluate
Web information

Zhang and Duke
(2011)

Have a plan, write a
to-do list

Know how Web site
is organized

Check source
(who, why, when
written)
Check whether
information helps
meet search needs

Kingsley et al. (2015) Not explicitly
addressed in training
plana

Locate information Evaluate and
synthesize
information

Gerjets and
Hellenthal-schorr
(2008)

General knowledge
of information
problems (Module 2)
Break complex
problem into
subproblems
(Module 6)

Know the Web as an
information
environment
(Module 1)
Localize Web site
(Module 4) and
information within
Web site (Module 3)
Select an information
provider (Module 5)

Not explicitly
addressed in training
plan

aKingsley et al. did stress the importance of generating questions as part of the goal of locating
information
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was composed of eight weekly sessions (1.5–2 h each) and tapped different aspects
of functional literacy such as locating information and evaluating document infor-
mation (see Table 10.2). All activities were based on the single topic of healthy food.
The authors collected a variety of data, mostly qualitative (e.g., lesson observations,
interviews with teachers and students, teacher diaries, student questionnaires) and
also examined the impact of this intervention on children’s Web search skills. The
results were promising as regards the possibility of making usual classroom-teachers
implement this type of interventions in their educational program.However, the study
remained inconclusive as regards its impact on children’s functional reading skills.
For instance, the intervention did not influence children’s search behavior in a non-
supervisedWeb search activity, and only two of the four participating classes showed
progress in their evaluation skills. Zhang and Duke (2011) proposed a longer inter-
vention (4 times 30min) inwhich fourth and fifth graderswere trained on information
evaluation using a framework called WWWDOT. This framework was designed to
enhance children’s critical evaluation of information by encouraging them to reflect
about at least six aspects about a document (see Table 10.2). Paired randomization
was used to assign the 242 participants of the study to either an experimental or
a control group. The children in the experimental group attended four sessions of
30 min in which they were taught the WWWDOT lessons in their classroom. The
control children followed their usual teaching program. Different tasks assessing
source evaluation skills were administered before and after the interventions to all
the children: a questionnaire, a singleWeb site evaluation task and aWeb site ranking
task. The results obtained in the questionnaire showed that the WWWDOT frame-
work made children more aware of the need to evaluate information for credibility
on the Internet, for example, by making themmore aware of the existence of untrust-
worthy information. As regards the two Web site evaluation tasks, children in the
experimental group were not better in the reliability judgment scales but justified
their reliability scoring using more source-based reasons.

Kingsley et al. (2015) conducted a quasi-experimental studywith 418 fifth graders
and obtained more conclusive results as regards the ability to enhance elementary
students’ online research skills. In this study, they compared an eight-week inter-
vention to a control condition and made use of several quantitative indicators of
potential benefits of their intervention (Online Research and Comprehension Assess-
ment—ORCA—Elementary-Revised performance, Leu et al. 2009). The instruc-
tional framework selected in this study was the Internet Reciprocal Teaching (IRT)
model (Leu et al. 2005; Leu and Reinking 2010). The intervention program is com-
prised of 13 lessons spread over 8 weeks and were conducted within the classrooms
using laptops. These lessons addressed three major aspects of information search:
1/ locating information (e.g., navigate within Web sites, internet-specific vocabu-
lary, self-generated questioning, effective keywording, etc.); 2/ critical evaluation
(questioning the author, checking information accuracy, bias detection, etc.) and 3/
synthesizing (e.g., synthesize information from inquiry research, use of online con-
cept mapping, etc.). Following the Reciprocal Teaching framework (Palincsar and
Brown 1984), the training sessions alternate between lesson, practice (guided or
not) and discussion times. Children in the control condition continue to follow their
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typical instructional activities. After controlling for children’s “traditional” read-
ing skills, the results demonstrated that the intervention group showed significantly
higher gains from pretest to posttest on the online researchmeasures. More precisely,
by distinguishing between three subscales of the ORCA test, the authors reported
that these differences concerned the online skills of locating and synthesizing, but
no significant group differences were observed for growth in the domain of critical
evaluation skills. Authors also observed that the children with higher skills in tra-
ditional reading activities demonstrated greater gains after the intervention on the
online research tasks.

Finally, Gerjets and Hellenthal-Schorr (2008) developed a Web-based training
for children (CIS-WEB, Competent Information Search in the World-Wide WEB,
see also Schorr 2005) which aims at fostering knowledge and skills necessary for
efficient information search on the Web. Interestingly, they compared its effective-
ness over a conventional technically oriented Internet training (“Surfcheck- Online”)
or an unguided exploration of the Web. The CIS-WEB program consisted of six
training modules (12 sessions of 45 min each) that combined direct instruction and
individual and/or dyad practice and used a problem-solving training approach. The
training modules addressed issues from basic knowledge about the WWW to more
complex strategies to locate relevant information on a Web site or evaluate informa-
tion with regard to its credibility and actuality. The results showed that neither the
conventional Internet training nor an unguided exploration of the Web was helpful
to improve children’s search performance. In contrast, the CIS-WEB training sub-
stantially improved participants’ declarative knowledge as regards search-irrelevant
versus search relevant information and also increased their performance in informa-
tion problem solving using the Internet. The authors noticed that such positive effects
were visible from the end of the first training module (i.e., after three training ses-
sions only), whereas further improvements seem to depend on children’s investment
in the worksheets and exercises embedded in the training.

10.3.4 Summary and Perspectives for Future Intervention
Studies

In conclusion, the studies presented in this section provide promising evidence as
regards the possibility to foster children’s information search skills through adequate
interventions. The studies conducted so far have either targeted specific processes at
work in information search or offered interventions aimed at fostering simultaneously
several processes and steps of information search.

Specific interventions aimed at having the children develop a better task model
(e.g., “what am I looking for?”; “how can I access effectively relevant information
depending on what I am looking for?”) or assessing the relevance of information
(e.g., “is the information found relevant and reliable?”). Although the evidence
is still scarce, it seems that these interventions may have positive effects: Trained
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students showed better mastery of the targeted processes. However, we also noticed
that the effects of these interventions were sometimes confined to certain types of
readers (e.g., good readers, Rouet et al. 2011, or younger readers, Coutelet and Rouet
2004) or concerned only some measures but not others (e.g., Ayroles et al. 2018).
The promising point here is that these studies usually consisted in relatively short
interventions (sometimes a single 30-min session, Macedo-Rouet et al. 2013 or even
a specific prompt given at the time of the search, Ayroles et al. 2018). It remains to
be found whether more substantial interventions would expand these benefits.

The latter studies have attempted to develop more comprehensive interventions
aimed at fostering simultaneously different information search processes. These stud-
ies combined an instruction both at the level of relevant information localization,
its evaluation in terms of reliability or credibility and the synthesis of information
found in different documents (or Web sites). These studies, which involved longer
intervention times (generally spread over several sessions), also yield overall posi-
tive conclusions. In addition, such interventions, based on the majority on didactical
principles already used for the teaching of “traditional” reading comprehension skills
(e.g., reciprocal teaching, Palincsar and Brown 1984), seem to be more effective than
a simple use of the Internet or than interventions centered onmore “technical” aspects
of online reading (Gerjets and Hellenthal-Schorr 2008).

Some of the aforementioned studies also showed that this type of interventions
could well be implemented in classrooms by regular teachers (Kuiper et al. 2008).
This point is of particular interest given that most countries have now such expecta-
tions about information search skills in their school curricula (e.g., in France, with
issues relating to media education). Nevertheless, teachers often lack definite content
on how to teach functional reading skills to children, and we believe the studies pre-
sented in this chapter could provide some interesting insights into both the processes
that can be targeted in such instructional sessions and the activities that could be
proposed to children in order to enhance the use of these processes.

10.4 Conclusions

In this chapter, we have examined children’s acquisition of information search skills
as they apply to printed and digital texts. Text search is a complex form of reading that
involves a series of cognitive and metacognitive processes. Based on a review of the-
ories stemming from information science and psychology, we have highlighted three
core processes that may pose specific challenges to developing readers: forming and
maintaining and adequate mental model of the task, accessing relevant information
and assessing the quality and sufficiency of information with respect to the task goal
(or product). We have reviewed evidence that children between the ages of 7 and 12
indeed experience difficulties with these processes. Finally, we have reviewed the
literature regarding instructional interventions focusing on search skills.

Despite a sustained interest dating back from the 1980s, information search as a
complex skill is still an under-researched area. Furthermore, the domain itself has
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evolved dramaticallywith the advent andwidespread dissemination of digital reading
environments.Different perspectives can be identified and could be explored in future
works, in reference to the three core processes elicited in this chapter. For instance,
few studies have been conducted to improve children’s ability to construct and handle
search task models (Rouet and Britt 2011). Beyond studies prompting students to
think about the question (Ayroles et al. 2018), one could consider interventions
targeting the different dimensions of the task model such who is asking and why?
In what context do I perform this task? for which purpose? (see Britt et al. 2018);
the type of response that can be expected (a “single” response located in a specific
part of the text, such as a specific date or a single word, or an answer that will
require searching for more information located in several parts of the text or even, in
several documents) or the potential location of the searched information within the
documents. Interventions could also focus on document structure and in particular
the use of organization and content cues in Web sites to access more efficiently the
searched information.

Systematic work aimed at training students’ information search can and should
also be undertaken with elementary and secondary school students. Research con-
ducted so far does provide interesting hints, but studies carried out with older readers
(e.g., Brante and Strømsø 2018; Pérez et al. 2018) could also serve as a basis for the
development of future interventions with younger students. However, as the afore-
mentioned study by Kammerer and Bohnacker (2012) pointed out, caution is needed
in applying adult search strategies to children. Interventions designed for children
should take into account their actual potential and limitations (e.g., by favoring oral
discussion over the reading of written explanations; see Macedo-Rouet et al. 2013).
Learning to effectively search information is also related to other dimensions of chil-
dren’s language and cognitive development. For instance, children’s acquisition of
vocabulary is critical for their use of search engines, as querying rests on an ability to
flexibly generate and refine verbal expressions in relation to a search need. Finally,
strategies for reading multiple documents and integrating integration from multiple
documents (including how to handle inconsistencies and contradictions) must be an
important point to work with young students. This type of situation is indeed very
common in the reading activities children carry out on a daily basis, whether in the
school context or in their daily life. Generally speaking, the acquisition of effective
functional reading strategies cannot be reached without going through an explicit
teaching of such strategies. In order to benefit all students—whatever is, for exam-
ple, their level in “traditional” reading comprehension—such interventions would
ideally be adapted to the student’s initial level and knowledge.
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Chapter 11
Trainings and Tools to Foster Source
Credibility Evaluation During Web
Search

Yvonne Kammerer and Saskia Brand-Gruwel

Abstract On the Web, anyone can publish information without review by profes-
sional gatekeepers. Thus, in order to avoid obtaining incomplete or inaccurate infor-
mation,Web searchers need to critically evaluate the credibility of online information
or its source, respectively. However, previous research has indicated that Web users
of all ages infrequently engage in credibility evaluation spontaneously during Web
search. Therefore, in recent years, various interventions have been developed and
tested that aim at fostering individuals’ credibility evaluation during Web search.
The present chapter provides an overview of these interventions. Specifically, the
chapter distinguishes between three different types of interventions or support tools,
respectively. These are comprehensive long-term training programs that teach stu-
dents the whole process of conducting Web searches (of which credibility evalua-
tion is only one aspect among many), short-term trainings that focus explicitly on
aspects of credibility evaluation during Web search, and last but not least computer-
based applications or search results interfaces that provide prompts or cues that
help evaluate the credibility of online information during Web search. The different
types of approaches will be compared and critically discussed in terms of both their
effectiveness and limitations.

11.1 Introduction

During the last two decades, the World Wide Web (or shortly: the Web) has become
an essential knowledge resource in our digital society, with search engines, such as
Google, providing easy access to billions of websites on just about any conceivable
topic. Thus, for many people searching on the Web has become an everyday activity
to gain information on or learn about a certain topic, that is, to solve a particular
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information problem at hand (e.g., Brand-Gruwel et al. 2009). As long as 30 years
ago, Marchionini (1989) has pointed out that ‘Information-seeking is a special case
of problem solving, [that …] includes recognizing and interpreting the information
problem, establishing a plan of search, conducting the search, evaluating the results,
and if necessary, iterating through the process again’ (p. 54). Information problems
can be well-structured or ill-structured (cf. Jonassen 1997). Well-structured infor-
mation problems possess one correct answer or a set of convergent answers, such
as when searching for facts or definitions. Ill-structured information problems are
characterized by havingmultiple solutions for which fragile and conflicting evidence
and competing perspectives and arguments exist, such as when learning about con-
troversial scientific or health-related issues. Because on the Web anyone can publish
information without review by professional gatekeepers, particularly when using the
Web to learn about ill-structured problems, Web users should critically evaluate the
accuracy of the encountered information. If individuals cannot directly evaluate the
accuracy of information themselves because they lack prior knowledge about the
subject matter (which is often the case when acquiring new knowledge), assessing
the credibility of the sources that provide the information (i.e., the Web authors or
website providers) is a valuable alternative (Stadtler and Bromme 2014). Two key
dimensions to evaluate a source’s credibility are its expertise and trustworthiness
(Hovland et al. 1953; Hovland and Weiss 1951). Specifically, expertise and trust-
worthiness refer to an individual’s perceptions about whether a source is competent
(expertise) and willing (trustworthiness) to provide information both accurate and
valid (Danielson 2006; Metzger 2007). A related concept to source credibility is that
of information quality, which according to Tate (2010) consists of five dimensions:
(1) authority, that is, the degree to which the author of the information can be iden-
tified as having knowledge of the respective subject area; (2) objectivity, that is, the
purpose of a website and the degree to which information is presented without dis-
tortion by personal feelings or other biases (e.g., commercial interests); (3) currency,
that is, whether the information provided by awebsite is up-to-date; (4) accuracy, that
is, the degree to which a website is free of errors; and (5) coverage, that is, the com-
prehensiveness or depth of information provided by a website (also see Kammerer
and Gerjets 2012a). Furthermore, source credibility evaluation can be considered
as a sub-component of ‘sourcing,’ which comprises processes of attending to and
evaluating available or accessible information about the sources of documents, such
as, who authored them and for what reason, as well as of remembering or recalling
such information, and referencing sources in own task products (Bråten et al. 2018).
But which role does source credibility evaluation play in the process of information
problem solving on the Web?

Following Marchionini (1989), during the last three decades several models from
the fields of information science, human–computer interaction, and educational psy-
chology have described the process of information problem solving by segmenting
it into several sub-processes (i.e., steps or stages). A prominent model from infor-
mation science on the process of information problem solving is Kuhlthau’s (1991)
Information Search Process (ISP) model (also see e.g., Kuhlthau et al. 2008). The
ISP model describes the process of information search, which can span over several
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search sessions, consisting of the following six stages: (1) initiation of the process by
recognizing an information need, (2) selection of an appropriate topic or approach,
(3) exploration of information on the general topic, (4) formulation of a focused
perspective of the topic, (5) collection of information relevant to the focused per-
spective, and (6) presentation of the findings based on a own synthesis of the topic
or problem. For each stage, the model considers cognitive, affective, and behavioral
dimensions of the search process. That is, the model addresses changes in searchers’
thoughts (cognitive), feelings (affective), and actions (behavioral) across the different
stages, with thoughts shifting from general or vague to focused, feelings changing
from uncertainty over confusion or clarity to relief, satisfaction, or disappointment,
and actions ranging from seeking background information to seeking relevant and
focused information. Extending Kuhlthau’s (1991) model, Vakkari’s theory of the
Task-Based Information Retrieval Process (2001) describes more specifically how
the extent and quality of individuals search terms, search tactics, and relevance judg-
ments change across different stages of the search process. Similarly, Sharit et al.
(2008) from the field of human–computer interaction have also proposed a model of
Search Engine Information-Seeking Behavior. They distinguish three iterative (cog-
nitive or metacognitive) sub-processes of information problem-solving activity: (a)
creating a mental representation of the problem statement, (b) planning the process,
that is, defining operations or strategies to solve the problem, and (c) executing the
operations that were developed during the planning process, such as formulating
or refining search queries and judging the relevance of search results and websites.
Moreover, they focus on how these cognitive processes are affected by individu-
als’ domain and technical knowledge and cognitive abilities (e.g., verbal ability,
visuo-spatial ability, working memory capacity; Sharit et al. 2008, 2015).

However, none of these models has specifically focused on credibility evaluation
during Web search. By contrast, the Information Problem Solving on the Internet
(IPS-I) model by Brand-Gruwel and colleagues (Brand-Gruwel et al. 2005, 2009)
from educational psychology, that distinguishes five iterative processing steps that
unfold duringWeb search, considers aspects of credibility evaluation in several steps
of the information problem-solving process (for similar models from educational
psychology, also see e.g., Kiili et al. 2018; Rouet and Britt 2011). In Step 1 (‘define
information problem’), the searcher defines his or her information problem and for-
mulates a concrete question based on the information needed. In Step 2 (‘search
information’), the searcher selects a search strategy (e.g., to use a search engine),
transforms the question into search terms and types them into a search engine, and
critically evaluates the search results provided on the search engine results page
(SERP) to determine which information sources appear relevant and credible. In
Step 3 (‘scan information’), after having selected a website from the SERP, the
searcher scans the website and critically evaluates it in light of its source. In Step
4 (‘process information’), when deemed relevant and credible, the information pro-
vided by the website is processed more deeply and compared with and evaluated
against own prior knowledge and information found on other websites. Finally, in
Step 5 (‘organize and present information’) information from several websites is
synthesized toward a solution of the information problem to prepare the task product
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(which can be in the individual’s mind or an external task product such as an essay
or presentation). In line with the IPS-I model, other researchers have distinguished
three iterative phases of credibility evaluation during Web search (cf. Gerjets et al.
2011; Hilligoss and Rieh 2008): (1) when making predictive credibility judgments
on the basis of the search results descriptions provided by a search engine (i.e.,
before accessing a website), (2) when making evaluative credibility judgments about
an accessed website or the respective information provider or author (i.e., to assess
whether the predictive judgments are met), and (3) when verifying or re-evaluating
the credibility of a source after having accessed multiple websites, for instance, after
having encountered discrepancies between documents.

From a cognitive perspective, previous research has indicated that the degree of
critically evaluating the credibility of sources, while reading multiple online doc-
uments about complex science-related issues is positively related to individuals’
learning and comprehension outcomes (Anmarkrud et al. 2014; Barzilai et al. 2015;
Goldman et al. 2012; Wiley et al. 2009). This demonstrates the importance of cred-
ibility evaluation. However, according to the Prominence-Interpretation Theory by
Fogg (2003) two constituent components for credibility assessments being made by
individuals (also see Kammerer and Gerjets 2012a; Metzger 2007) are the promi-
nence and the interpretation of credibility cues (e.g., author names, logos, website
addresses, etc.) that are available in websites or search results descriptions. Promi-
nence refers to the likelihood that such cues will be noticed by an individual, and
interpretation refers to an individual’s personal interpretation of a credibility cue
that has been noticed. If a certain cue remains unnoticed, it will have no impact on
an individual’s credibility evaluation. Whether less prominent cues are noticed by a
person might also depend on his or her personal involvement or credibility evalua-
tion skills (Fogg 2003). On the basis of a cue that has been noticed, a person might
draw inferences about the competence and motives of a source. The quality of such
interpretation, however, again is likely to depend on a person’s credibility evaluation
skills as well as on his or her prior knowledge on the subject matter (Fogg 2003).
Since credibility cues in search results descriptions or websites often lack promi-
nence and/or individuals might lack the knowledge or skills to adequately evaluate
these cues, and unsurprisingly, many studies have shown that Web users of all ages
only infrequently evaluate the credibility of information sources spontaneously dur-
ing Web search (for a recent review, see Bråten et al. 2018). Furthermore, many
individuals predominantly select the first few search results presented by a search
engine such asGooglewithout evaluating the credibility of the sources by themselves
(e.g., Hargittai et al. 2010). Yet, even websites listed among the top search results of
a search engine results page (SERP) might turn out to be one-sided or commercially
biased (Lewandowski 2011).

Therefore, in recent years, from an educational perspective, various interventions
and support tools have been developed and tested that aim at fostering individuals’
credibility evaluation during Web search. The purpose of this chapter is to provide a
comprehensive overviewon evaluation studies of such interventions and support tools
that have been published until 2018. These comprise interventions and tools targeted
at different user populations, that is, school students, university students, or other
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adults; some have been developed for classroom settings, others for non-academic
settings.

11.2 Overview on Interventions and Support Tools
for Source Credibility Evaluation

In the present chapter, we will distinguish between three different types of interven-
tions or support tools: (1) comprehensive training programs that convey informa-
tion problem-solving (IPS) skills (of which credibility evaluation is only one aspect
among many) over a period of several weeks or months, (2) short-term trainings that
last from 20min to a few hours and that focus explicitly on aspects of credibility eval-
uation, and (3) computer-based applications or search results interfaces that provide
prompts or cues that help evaluate the credibility of online information or its source.
Whereas the first two types of interventions explicitly and directly teach individuals
how to evaluate source credibility during Web search, the third type only prompts
individuals either explicitly or implicitly to engage in source credibility evaluation.

In parts, we base our overview on recent systematic literature reviews by Brante
and Strømsø (2018) and by Brand-Gruwel and Van Strien (2018), as well as on
another comprehensive overview chapter by Bråten et al. (2018). Other than in the
previous literature reviews, in the present chapter, however, we specifically focus on
approaches that address the critical evaluation of information sources during Web
search. Thus, we do not include interventions that teach credibility assessments in the
context of reading a set of printed or Web-based documents without the necessity to
search for or select documents fromSERPs.Besides,wedonot consider interventions
that have not been empirically tested or interventions that focus on literature search
in bibliographic databases rather than on Web searches. Moreover, in the present
chapter we only focus on studies that have used at least one indicator of source
credibility evaluation as a dependent variable. On the one hand, these can bemeasures
of ‘spontaneous’ source credibility evaluation, such as verbal utterances reflecting
credibility assessments of sources duringWeb search as measured by thinking-aloud
methodology, the degree of credible or less credible websites being accessed during
Web search, or the number of source references or credibility judgments included
in essays or written justifications composed after Web search. On the other hand,
these can be measures of ‘prompted’ source credibility evaluation, such as tasks that
require rating or ranking search results or web pages according to their credibility,
or tasks that require to mark credibility cues in search results or web pages.

Based on these inclusion criteria, the present chapter comprises 13 journal arti-
cles and one Cognitive Science Society proceedings paper that were also cited in
at least one of the three previous reviews (also see the last column of Tables 11.1,
11.2 and 11.3). Furthermore, we have added two more recently published journal
articles (Hagerman 2017; Pérez et al. 2018). Moreover, to find additional literature
particularly from the field of human–computer interaction, we conducted a search
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in the ACM (Association for Computing Machinery) Digital Library, which resulted
in the inclusion of three additional ACM proceedings papers (Schwarz and Morris
2011; Yamamoto and Shimada 2016; Yamamoto and Tanaka 2011). Based on these
19 papers, in the remainder of this chapter 20 studies will be reviewed (one paper
comprised two studies), of which eight studies evaluated the effectiveness of compre-
hensive training programs (Sect. 11.2.1), six studies the effectiveness of short-term
trainings (Sect. 11.2.2), and another six studies the effectiveness of computer-based
applications or search results interfaces (Sect. 11.2.3) on individuals’ source credi-
bility evaluation duringWeb search. In addition, Tables 11.1, 11.2, and 11.3 also give
an overview regarding different aspects of these studies, such as the size and type of
study sample, the search environment that was used (i.e., whether students searched
on the open Web or whether they were provided with prefabricated SERPs), or the
dependent variables that were used to assess source credibility evaluation (please
note that dependent variables not related to source credibility evaluation are not
listed though).

11.2.1 Comprehensive Training Programs Addressing
the Whole IPS-I Process

The eight training programs reviewed in this section (also see Table 11.1) are charac-
terized by using authentic learning tasks paired with scaffolds that guide the develop-
ment of the whole IPS-I process on the Web. Thus, credibility evaluation is only one
aspect among many in these trainings. Other aspects addressed in the trainings are,
for instance, the definition of the information problem or the formulation of query
terms (cf. Sharit et al. 2008, 2015). The trainings comprised multiple sessions and
were run over a period of several weeks or months. All but one of the trainings have
been embedded into the regular school or college curriculum.

Brand-Gruwel andWopereis (2006) developed and tested an IPS training, inwhich
all the steps of the IPS-I process were trained (Brand-Gruwel et al. 2005) and that
over 10 weeks was embedded into a pre-service teacher curriculum. The training was
built using the four-component instructional design (4C/ID) model of Van Merriën-
boer (1997), which means using (1) authentic whole learning tasks and (2) part-task
practices to train specific sub-processes, and providing (3) procedural information
(i.e., how-to instructions), as well as (4) supportive information by including scaf-
folds and feedback. Students worked on four tasks and were for instance supported
by process worksheets. In the worksheets, students were also prompted to evaluate
the credibility of the sources and the respective information they presented. The
training was evaluated with N = 16 students from two teacher training colleges for
secondary language education, using a pretest–posttest control group design (with
n = 11 students serving in the intervention group and n = 5 in the control group).
Students’ task was to conduct a Web search on a given scientific issue in order to
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subsequently write an outline about the issue. The effect of the intervention on stu-
dents’ IPS processes was measured using thinking-aloud methodology (cf. Ericsson
and Simon 1993), and students’ task outcome was measured by scoring students’
written outlines. Results from thinking-aloud data revealed that students in the train-
ing group more frequently engaged in source credibility evaluation when scanning
and processing web pages (i.e., Steps 3 and 4 of the IPS-I model), but not when
evaluating and selecting search results (i.e., Step 2 of the IPS-I model). Moreover,
intervention students scored higher on the quality of the outline than controls (i.e.,
Step 5 of the IPS-I model).

Wopereis, Brand-Gruwel, and Vermetten (2008) studied the effect of a similar IPS
training (also designed according to the four components of the 4C/ID model) that
over 25 weeks was embedded into a research methodology curriculum for distance
education Psychology students, with n= 8 students serving in the intervention group
and also n= 8 students in the control group. The effect of the intervention on students’
IPS-I processes again was measured using thinking-aloud methodology. In the pre-
and posttest, all students performed an authentic IPS Web search task (i.e., search
for information and write an essay of 400–600 words) while thinking aloud. The
thinking-aloud protocols showed (taken the results of the pretest into account) that
students in the intervention group engaged in more source credibility evaluation
while scanning and processing information in web pages (i.e., Steps 3 and 4 of the
IPS-I model) than controls. However, during search result evaluation and selection
(Step 2 of the IPS-I model) no differences were found between groups.

Walraven et al. (2010) evaluated two training programs for ninth grade students
that both aimed at fostering students’ IPS skills and particularly their source credibil-
ity evaluation skills. Both training programs (one using process worksheets and the
other using group discussions and the joint construction of a mind map) comprised
15 lessons that were embedded into regular classroom activities (history class). To
evaluate the effectiveness of the two training programs, students’ source credibility
evaluation skills on SERPs and on websites were measured during pre- and posttest
using four different topics (two history topics and two biology topics, one during
pretest and one during posttest). Specifically, for each topic students were provided
with printed SERPs comprising 14 search results. Their taskwas to select three search
results that they would click on and three search results that they would not click
on, and to mark those parts of the search results that they based their decision on.
They scored one point for each appropriate search result they selected and each inap-
propriate search results they did not select. Likewise, for each topic students were
provided with eight printed websites and were asked to mark all features that served
as indications for them to decide whether they would use the respective website.
For each correctly marked criterion, they received one point. Results of the evalu-
ation study, with n = 39 students receiving the training using process worksheets
and n = 45 students undergoing the training using group discussions, showed that
students’ source credibility evaluation on websites increased to an equal extent from
pre- to posttest in the two trainings (both for the history and the biology topics).
However, again neither of the two trainings resulted in improvements in students’
source credibility evaluation on SERPs.
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A follow-up study by Walraven et al. (2013) using a pretest–posttest control
group design tested another training program that used a combination of both pre-
vious training programs. Specifically, n = 80 ninth grade students of four different
classes received a training of 15 lessons embedded into a history class curriculum. A
fifth class (n = 21) served as control group. The goal of the first training lesson was
confronting students with incorrect, false, and biased information and having them
think about the importance of evaluating information. Students received a process
worksheet with assignments for each lesson. The questions on the worksheets were
linked to the five IPS-I phases. In the first three lessons, the focus was on defining
information problems, the next three lessons focused on searching for information,
and so on. Students worked on different tasks and filled out questions related to each
phase of the IPS-I process. At the end of every lesson, teachers and students had a
discussion on source credibility evaluation criteria. Students’ source credibility eval-
uation was measured with the same printed materials as in Walraven et al. (2010).
Results revealed that in the intervention group students’ performance in source cred-
ibility evaluation on websites for the history topics increased from pre- to posttest,
whereas in the control group performance decreased. Besides, however, students’
performance in the other tasks (i.e., source credibility evaluation on SERPs for his-
tory and biology topics, and source credibility evaluation on websites for biology
topics) did not increase from pre- to posttest. To conclude, the intervention was not
successful in improving the evaluation of search results, neither was it successful in
achieving transfer to another domain.

Argelagós and Pifarré (2012) also studied the effects of an IPS training for sec-
ondary school students that was embedded into regular, authentic classroom activ-
ities. Over two school years, the students (working collaboratively in pairs) were
trained in a Web-based learning environment with activities belonging to the areas
of technology, math, science, and social science. The training was presented as a
WebQuest (cf. Dodge 1995) and included prompts, worksheets, and concept maps
on different aspects of the whole IPS-I process. Concerning the process of searching
for information, worksheets, for instance, requested to reflect on adequate search
terms or on the evaluation of search results (i.e., Step 2 of the IPS-I model), and
concerning the process of scanning and processing of information (i.e., Steps 3 and
4 of the IPS-I model), prompts, for instance, requested to assess a website’s cred-
ibility (e.g., to identify the author and purpose of the website). The total training
time was 60 h. The effect of the IPS training on source credibility evaluation as part
of the whole IPS-I process was measured with N = 40 students of grades 7 and 8
in a pretest–posttest quasi-experimental control group design. Students’ selection of
sources was measured by analyzing their logfiles in an authentic IPS Web search
task (searching information about the planet Mars) that they conducted on the open
Web. From the logfiles, each selected site in a SERP was scored by the researchers
as ‘appropriate’ or ‘inappropriate,’ The criteria taken into account to evaluate each
search result were both usability and credibility. Each selected result was scored as
‘appropriate’ (1 point) when it was both usable and credible and as ‘inappropriate’
(0 points) when it was either not usable or not credible. The score was calculated
as a percentage considering the number of total selected results and the number of
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appropriate ones. Results revealed that the students in the intervention group (n =
20) outperformed the students in the control group (n= 20) after the training, in that
the former selected a higher percentage of appropriate (i.e., relevant and credible)
search results.

Hagerman (2017) evaluated the LINKS (Learning to Integrate InterNet Knowl-
edge Strategically) intervention for secondary school students, which—apart from
reading and self-regulation strategies—taught strategies of source credibility evalua-
tion on SERPs and on websites and strategies of comparing and contrasting informa-
tion across multiple websites (comparable to Steps 2, 3, and 4 of the IPS-I model).
The training consisted of five sessions, in which different instructional elements were
used, such as discussion in dyads, direct instruction, modeling, and teacher-led ques-
tions. N = 16 ninth grade students worked in eight dyads (four intervention and four
control dyads) performing several Web search tasks. Source credibility evaluation
on SERPs and on websites was coded based on video and audio recordings. Results,
however, did not show any differences between the intervention and control group
in students’ source credibility evaluation.

Kroustallaki et al. (2015) evaluated a stand-alone, classroom training that was
developed for fifth and sixth grade students. The training consisted of three sessions
using class discussion, modeling and explaining by the teacher, and practice tasks.
Thefirst session focusedon theuseof appropriate search terms.Thegoal of the second
session was to be able to skim the text, identify various elements of text structure, and
read selectively to locate relevant information. The third session focused on source
credibility evaluation, inwhich studentswere first introduced to credibility evaluation
criteria and then themselves created a checklist in the form of questions (e.g., Who
wrote the page? Is information consistent with other sources?Does information agree
with our prior knowledge?) regarding how to evaluate the credibility of websites (i.e.,
Steps 3 and 4 of the IPS-I model). Furthermore, students were introduced to a variety
of websites and their genre and purpose of publishing information as well as were
provided with a set of preselected websites, for which in pairs they evaluated their
genre and purposes. In the evaluation study, N = 96 fifth and sixth grade students at
fourmeasurement points (one before and three during the intervention) were asked to
complete four complexWeb search tasks. Both in the intervention group (n= 51) and
in the control group (n = 45) for each Web search task they had to fill out a process
worksheet. Students’ source credibility evaluation skills were evaluated based on the
worksheets, by means of a 4-point scoring rubric (ranging from 1= student does not
apply credibility evaluation criteria to 4 = student uses a variety of criteria). Source
credibility evaluation on SERPs, however, was neither trained nor measured in this
study. Results revealed that students in the intervention group showed significant
growth throughout the intervention in terms of the variety of credibility evaluation
criteria that they used. In contrast, students in the control group did not show any
improvement. The authors also tested students’ general cognitive abilities (cf. Sharit
et al. 2008, 2015), which, however, did not affect the rate of change in students’
performance. In addition, they assessed students’ positive and negative affect (cf.
Kuhlthau 1991), which, however, also did not change across sessions, nor were there
respective differences between intervention and control group.
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Finally, Kingsley et al. (2015) investigated the effect of a stand-alone 12-week
online training comprising 13 lessons, inwhich n= 212fifth grade students learned to
locate, evaluate, and synthesize information fromdifferentWeb sources (i.e., address-
ing thewhole IPS-I process). Five out of the 13 lessons (i.e., sessions 7–11) focusedon
source credibility evaluation (e.g., how to assess author credentials, check the accu-
racy of information, and detect whether a website has commercial intents). Students
worked independently on a laptop or computer and received scripted lessons with
PowerPoint materials, learning modules, and interactive materials. Explicit instruc-
tion, modeling, guided practice, and independent enquiry were used to train the
skills. The tasks were designed from simple to complex and the principles of recip-
rocal teaching were used (Palinscar and Brown 1984). In addition, n = 196 students
served in the control group. They also worked regularly on laptops or computers
(approximately 60min per week) as part of their standard curriculum. Tomeasure the
effects of the intervention on students’ skills to locate, evaluate, and synthesize infor-
mation, the ORCA (Online Research and Comprehension Assessment)-Elementary
test including four information tasks incorporating a variety ofWeb sourceswas used.
In three out of the four tasks, source credibility evaluation skills were assessed (e.g.,
evaluating an author’s credential or identifying websites with commercial biases).
However, no significant differences were found between the intervention group and
control group regarding the part of theORCA assessmentmeasuring students’ source
credibility evaluation.

To conclude, the success of these comprehensive trainings of which the majority
was designed for school students from grades 5 to 9 seems rather limited in terms of
improving students’ source credibility evaluation duringWeb search. One reason for
the mixed findings and the limited effectiveness of some interventions might be that
they typically addressed several different aspects of information problem solving
on the Web. Thus, the focus of these training programs was not primarily on source
credibility evaluation. It seems that more dedicated instruction and practice is needed
to achieve that students will critically reflect on information sources’ credibility
spontaneously during Web search. Furthermore, because most of the interventions
were embedded into a school or university curriculum, in which different activities
and didactics were used, it is also difficult to disentangle which components, if
any, had a positive effect on source credibility evaluation. Yet, from the studies of
Walraven et al. (2010, 2013), Argelagós and Pifarré (2012), and Kroustallaki et al.
(2015) it appears that working with process worksheets, which provide additional
scaffolds or prompts, is beneficial (also see Sect. 11.2.3).

While several of the trainings fostered credibility assessments in websites, except
for the intervention byArgelagós and Pifarré (2012) the trainings were not successful
in fostering students’ credibility assessments in SERPs. Argelagós and Pifarré (2012)
were also the only oneswho reported results fromnavigation logfiles,which can serve
as implicit indicators for source credibility evaluation (e.g., how many credible vs.
less credible search results students selected or howmuch time they spent on credible
vs. less credible websites). The selection of search results from SERPs requires
choosing between a large number of alternatives, for which only sparse information
is provided (i.e., a title, a short description of the web page, and its URL). In such
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decision situations of high uncertainty, individuals typically aim at maximizing the
outcome (i.e., gaining valuable information) while minimizing time and cognitive
effort (Gigerenzer and Goldstein 1996; Pirolli 2007). Thus, individuals typically use
a ‘satisficing’ strategy (cf. Simon 1955) when selecting search results from SERPs
(Pirolli 2007). Moreover, search result descriptions predominantly comprise content
information, whereas source credibility cues are sparse and of low prominence (e.g.,
hidden in the URLs of the search results), which according to the Prominence-
Interpretation Theory makes credibility assessments rather unlikely (cf. Fogg 2003).
To conclude, in order to notice and evaluate credibility cues in search results it might
require the provision of prompts that explicitly ask for credibility assessments in
SERPs during Web search or the presentation of more prominent credibility cues in
search results (also see Sect. 11.2.3). Finally, it should be noted that sample sizes
were quite low in some of the studies, which might have led to a large proportion
of non-significant results, but also might have increased the likelihood for Type II
errors.

11.2.2 Short-Term Trainings on Source Credibility
Evaluation

Six trainings focused specifically on evaluating the credibility of information sources
during Web search. As compared to the above-mentioned interventions, they were
much shorter in length, typically lasting from 20min to a few hours. In the following,
we will provide an overview of these short-term trainings and their effectiveness to
foster source credibility evaluation (also see Table 11.2).

The one-hour SEEK (Source, Evidence, Explanation, and Knowledge) interven-
tion developed and tested by Wiley et al. (2009) consists of a combination of declar-
ative information on source credibility evaluation and respective practical exercises
with feedback. Specifically, in the first part of the intervention declarative informa-
tion about different criteria to evaluate the credibility of websites was provided (i.e.,
focusing on Steps 3 and 4 of the IPS-I model). Central criteria addressed were the
evaluation of the authors’ or website providers’ expertise and potential motives, the
scientific evidence of the content, and the consistency of information across mul-
tiple credible websites and with one’s one prior knowledge. In the second part of
the intervention, individuals had to apply these criteria to a set of six websites (i.e.,
websites from official institutions or specialist media, commercial websites, and a
personal homepage) that provided information on a health-related topic and that
could be accessed via a SERP. For each website, the criteria had to be filled into a
worksheet and the websites had to be ranked according to their credibility. In the
third part of the intervention, the feedback was provided on how experts would rank
these websites. For this purpose, individuals were again shown the SERP, and for
each search result, their rank together with the expert rank was indicated. Individuals
were asked to look at the differences between their rankings and the expert rankings,
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and think about why they might have evaluated the websites differently. Results of
Wiley et al.’s (2009) experimental study showed that university students who had
received the SEEK intervention (n= 30) outperformed controls (n= 30) in a transfer
task on the topic of volcanic eruptions (conducted 2–7 days after the intervention) in
differentiating between credible and less credible websites (asmeasured by a ranking
task after the actual Web search). Moreover, intervention students were more likely
to justify their rankings by referring to the sources and to the consistency of infor-
mation across sites than controls. Students in the SEEK intervention group were also
more likely to selectively re-read credible websites, whereas control students were
more likely to re-read websites either non-selectively or with a bias for returning to
less credible sites.

Mason et al. (2014), who tested a slightly adapted version of the first and the
second part of the SEEK intervention in a study with N = 134 ninth grade students,
found comparable results to Wiley et al. (2009). In a transfer task on genetically
modified food that participants conducted one week after the intervention, students
in the SEEK intervention group (n = 69) spent more time on credible websites,
ranked the least credible websites lower (i.e., less credible), and were more likely to
justify their ranking of credible websites by the presence of scientific evidence and
consistency of information across sites than controls (n = 65).

In another experiment with N = 118 college students, Graesser et al. (2007) used
only the declarative part of the SEEK intervention (together with one example web-
site) and combined it with a SEEK Web tutor, that is, a computer-based application
that prompted students during website reading to judge the credibility of each web-
site as well as to fill in author information into an online form (for further details
also see Sect. 11.2.3). In a 2× 2 between-subject design, they varied the presence of
the SEEK Web tutor and the provision of the declarative SEEK instruction prior to
the Web search task (on volcanic eruptions). However, neither the provision of the
SEEK declarative information nor the SEEKWeb tutor had any significant effects on
participants’ time spent on credible as compared to less credible websites or on their
credibility rankings. To conclude, only providing declarative information on source
credibility evaluation might not be enough. However, both the use of the SEEKWeb
tutor and the provision of the declarative SEEK instruction-led students navigate to
fewer sub-pages within a website. The authors argued that this might be an indication
for both more thorough reading of and more deliberate navigation within websites.

Kammerer et al. (2015) tested the effectiveness of a self-paced online training
(with a duration of approximately 20 min) in adults without academic background.
Other than the SEEK intervention, this intervention included concrete examples of
websites and search result descriptions and focused on Web searches on medical or
health-related issues. Specifically, the intervention comprised three parts. The first
part aimed at raising awareness of the importance of evaluating the credibility of
information sources. The second part taught how to evaluate source credibility on
the basis of information in search results and web pages regarding aspects such as the
type of information source, expertise and potential motives of information providers,
and the availability of source references. The third part addressed the comparison and
corroboration of information across different websites. All parts of the intervention
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(mainly addressing Steps 2, 3, and 4 of the IPS-I model) contained a mix of declar-
ative information, concrete examples, as well as several interactive exercises with
feedback. All contents of the intervention were explained and illustrated by using
examples of search results and web pages from a first Web search task on a complex
medical topic that all participants had conducted prior to the intervention. Partici-
pants in the intervention group conducted this first Web search task, then underwent
the intervention, and finally conducted a second Web search task on another com-
plex health-and nutrition-related topic. Instead, control participants underwent the
intervention only after having completed the two Web search tasks. Results of the
pretest–posttest control group experiment showed that the intervention group (n =
23) in the second Web search task spent more time on websites from official insti-
tutions and less time on forum websites and commercial websites than the control
group (n = 25). Moreover, in their post-search decision about the effectiveness of
the nutritional supplement (i.e., was not effective) participants from the intervention
group relied more on information from the official institutions and were also more
certain of this decision than controls.

Pérez et al. (2018) tested an embedded classroom intervention for ninth grade
students that consisted of three one-hour sessions. In each training session, declara-
tive information on source credibility evaluation and respective practice tasks with
concrete website materials on controversial topics were provided (i.e., focusing on
Steps 3 and 4 of the IPS-I model). The first session addressed the evaluation of web-
site authors’ level of expertise about the topic. The second session was devoted to
the evaluation of websites authors’ potential biases (e.g., commercial interests). The
third session focused on different types of media outlets. It was explained that in
some types of websites (e.g., academic journals or magazines), information is vali-
dated before publication, whereas in other types of websites (e.g., blogs and forums),
information at best is validated only after publication. In a pretest–posttest control
group experiment, before the first intervention session (Pretest), one week after the
last intervention session (Posttest 1) and three weeks after the last intervention ses-
sion (Posttest 2), students’ source credibility evaluation skills were assessed. For this
purpose, they have presented a printed list of nine search results (on three complex
topics from the domain of history, society, and health) and had to rate on a five-point
Likert-scale the degree to which they would consult each of the links. Study results
revealed that in Posttest 1, students from the control group (n = 73) indicated that
they were more likely to consult less credible search results than those from the inter-
vention group (n = 64). In Posttest 2 (using a different link list on a different topic),
this was still the case for the least credible links, but for links of rather moderate
credibility the difference had disappeared.

Finally, in an experimental studywithN = 112 secondary school students, Stadtler
et al. (2015) provided a short, written text (221 words) as instructional material. With
this text, the intervention group was informed about the fact that on theWeb not only
experts can provide information on complex topics, but also people that hardly know
anything about them. It was further explained that information providers can also
provide biased or one-sided information and that, hence, in addition to understanding
what the text says, readers would also need to consider who provides the information.
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Finally, they were told to check for source information on every website they visited
and to ask themselveswhether the information providers have enough expertise about
the topic. To conclude, the instruction addressed Steps 3 and 4 of the IPS-I model.
Study results indicated that in a subsequent Web search task on a complex health-
related issue the intervention group as compared to the control group paid more
attention to source information in websites as indicated by more clicks on ‘about
us’ links. Moreover, the intervention group was more likely to mention sources and
evaluative comments about the sources in an argumentative essay written after the
Web search than the control group.

To conclude, all but one study (the study by Graesser et al. 2007) revealed bene-
ficial effects of the short trainings used to enhance school or university students’ or
other adults’ source credibility evaluation during Web search for complex science-
related issues. Other than the comprehensive training programs, which most of the
timeswere embedded into a school or university curriculum, themajority of the short-
term trainings and respective evaluation studies addressedWeb searches on complex
health-related topics. Of note is, however, that for the sake of experimental control, in
all studies fabricated SERPswith a limited set of search results on given search topics
were used. Except for the studies by Wiley et al. (2009) and Graesser et al. (2007),
which used websites that contained several sub-web pages, the websites even were
only single web pages (i.e., without further hyperlinks to sub-web pages). Thus, it is
an open question of whether the interventions would also be effective when it comes
to information searches (a) on the open Web, (b) outside the laboratory context, and
(c) for self-chosen topics. In this vein, it is also an open question of whether and
how the interventions might affect the formulation of search queries (cf. Sharit et al.
2008, 2015). It is conceivable, for instance, that individuals who have undergone
an intervention on source credibility evaluation, will formulate more specific search
queries (e.g., by specifying that they are looking for scientific studies or pros and cons
of a controversial issue, respectively). Moreover, whereas several studies measured
navigation logfiles as indicators for source credibility evaluation (i.e., the time spent
on credible vs. less credible websites, or respective strategic revisits), the study by
Pérez et al. (2018) was the only one that assessed the evaluation of search results with
a paper printout. In this study, however, no Web search tasks had to be conducted by
the students. Furthermore, like the comprehensive training programs, also most of
the short-term interventions focused mainly on credibility assessments in websites.
To the best of our knowledge, the short-term intervention by Kammerer et al. (2015)
is the only one that explicitly addressed credibility assessments on SERPs. Future
interventions should put a greater emphasis on critically evaluating search results.
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11.2.3 Computer-Based Applications and Search Results
Interfaces Using Prompts or Cues

Instead of teaching individuals how to evaluate the credibility of information sources
prior to conductingWeb searches, another approach is to provide themwith prompts
to engage in credibility assessmentsduring theirWeb search.Acentral aimof prompt-
ing is to direct individuals’ attention toward important aspects of their task process-
ing and to reflect about them (Rosenshine et al. 1996). Therefore, prompts, which
can vary from general unspecific questions to explicit execution instructions (Ban-
nert 2009), should increase individuals’ awareness of otherwise unconsideredmental
activities (Bannert 2007). Similarly, the provision of additional (prominent and clear)
credibility cues should also support credibility assessments during Web search (e.g.,
Fogg 2003). We identified six studies that evaluated computer-based applications or
search results interfaces that provide prompts or cues, respectively, to support the
evaluation of source credibility during Web search (also see Table 11.3).

Graesser et al. (2007), in addition to the experiment reported above, conducted
another study in which they exclusively tested the effects of the SEEK Web tutor,
with n = 16 undergraduate students serving in the intervention group and n = 17 in
the control group. The SEEK Web tutor consisted of three main components. First,
there was a ‘hint’ button on the Google SERP which contained suggestions on how
to effectively guide students’ search. When clicking on this button, spoken messages
were provided that gave reminders of the goal of the task and suggestions on what to
do next (e.g., reading websites with credible information). Messages were randomly
selected from a fixed set of messages whenever the ‘hint’ button was clicked. That
is, participants needed to proactively click on the button to receive the prompts.
Graesser et al. (2007) did not provide any information about how often this feature
was actually used by students. The second component consisted of ratings that were
launched by a pop-up window that appeared on each website 20 s after it had been
accessed. These ratings asked students to evaluate the credibility of the website on a
6-point scale and to provide a written rationale for their rating. The third component
consisted of another pop-up window that appeared when leaving a website and that
requested participants to fill out information about the author, the credibility and
usefulness of the site, and the provided scientific evidence into text boxes. Results of
the study by Graesser et al. (2007), however, indicated that the SEEK Web tutor did
not have any significant effects on participants’ credibility rankings of the websites.
However, as in the combined study reviewed in Sect. 11.2.2, the use of the SEEKWeb
tutor resulted in the navigation of fewer sub-pages within a website. As mentioned
above, the authors argued that this might be an indication for both more thorough
reading of and more deliberate navigation within websites.

Stadtler and Bromme (2007) developed and tested the computer-based tool
met.a.ware. The tool provided credibility evaluation prompts, such that before leav-
ing a website, the application required to judge the website author’s expertise and
potential biases as well as one’s own trust in the information provided by the web-
sites, by means of three rating scales. Study results showed that the provision of
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credibility evaluation prompts increased the degree to which undergraduate students
(n= 40) referred to sources in their essays compared to studentswho had not received
such evaluation prompts (n= 39). Furthermore, when asked to select the three most
credible websites, students with evaluation prompts tended tomore often justify their
selection according to the source than did students without evaluation prompts. How-
ever, the effects were quite small. Moreover, to the best of our knowledge, neither in
the study by Stadtler and Bromme (2007) nor in the study by Graesser et al. (2007)
it was assessed how helpful or annoying the prompts were perceived by participants
(i.e., how these prompts affected individuals’ emotions, cf. Kuhlthau 1991).

Instead of providing evaluation prompts, another possibility is to directly present
additional source credibility cues in SERPs or web pages. Ideally, these cues should
be easy to notice and understand (cf. Prominence-Interpretation Theory, Fogg 2003).
Yamamoto and Tanaka (2011; see also Yamamoto 2017) have developed and evalu-
ated a prototype search engine system that to the right of each search result presents a
radar chart with scores for the authority, objectivity, currency, accuracy, and coverage
of the respective web page (according to the five dimensions of information quality
by Tate 2010). Authority has been defined as the number of social bookmarks for
a web page; objectivity as the similarity of the content of a web page to other web
pages; accuracy as the number of in-links to a web page (i.e., the PageRank, Brin
and Page 1998), because accurate web pages are often linked to by other web pages
as references; coverage as the number of technical terms about the topic provided in
a web page; and currency by the last update of the web page as well as its update fre-
quency. Yamamoto and Tanaka (2011) conducted a within-subject experiment with
N = 10 participants who had to conduct 10 Web search tasks with a regular search
engine and another 10 Web search tasks with the prototype. Specifically, their task
was to select as many credible web pages as possible within three minutes (e.g.,
regarding a particular medical topic, such as Meniere’s disease). Results revealed
that with the radar chart visualizations available, participants selected more credible
websites than with the regular Google interface. However, a second large user study
with 960 participants indicated that the chart visualizations were rather complex and
difficult to interpret for users with low topic knowledge.

In a similar approach, Schwarz and Morris (2011) augmented search results with
visualizations that represented the PageRank of the web page (Brin and Page 1998),
the number of bookmarks of the web page in del.icio.us (i.e., a previous social
bookmarking service), the number of domain experts who had visited the page, and
whether the web page had received any certifications such as HONcode (Health on
the Net Foundation Code of Conduct) for credible health-related information. In a
within-subject experiment, N = 26 participants (comprising both adolescents and
adults) were presented with a set of search results and web pages with or without
additional credibility visualizations available. It should be noted that, in each trial,
participants were only presented a single search result or a single web page and had
to rate its credibility. Thus, it was not a real search situation that was examined. Study
results showed that for the augmented search results, participants’ credibility ratings
were significantly more accurate (i.e., more similar to experts’ ratings) than for the
regular search results. In contrast, however, the visualizations had no effect on the
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accuracy of participants’ credibility ratings of web pages. In addition, survey data
indicated that participants found the information about number of experts who had
visited the page as most helpful for their credibility assessments.

Whereas search results are typically presented in a single list, Kammerer and
Gerjets (2012b) tested a mockup of a SERP interface that presented search results
in a tabular format, in which search results were grouped into three columns labeled
as ‘objective information,’ ‘subjective information,’ and ‘commercial information.’
These genre categories were aimed to reflect the purpose on which the publication of
a web page is based; that is, whether a web page’s primary purpose is to provide fac-
tual information (i.e., objective information), to exchange opinions and experiences
(i.e., subjective information), or to promote or sell products or services (i.e., com-
mercial information). In a between-subject experiment with N = 58 undergraduate
students, the tabular interface (n = 29) was compared to a standard Google-like list
interface (n = 29). Results showed that in the tabular interface participants paid less
attention to commercial search results than in the list interface. Likewise, while par-
ticipants in the list interface paid an equal amount of attention to all kinds of search
results, in the tabular interface objective search results were fixated for a longer
time than search results of the two other categories. Moreover, in the tabular inter-
face less commercial search results and more objective search results were accessed
than in the list interface. Thus, the tabular interface was successful in guiding users’
attention toward objective, that is, scholarly and neutral Internet resources. However,
regarding participants’ argumentative essays that they wrote after the Web search,
the positive effect of the tabular interface on the number of arguments from objec-
tive web pages included was moderated by individuals’ epistemic beliefs toward
Internet information. Specifically, those students who believed that theWeb contains
correct knowledge listed more arguments from objective web pages in their argu-
mentative summaries when having used a tabular interface than when having used a
list interface. In contrast, for students who had doubts that the Web contains correct
knowledge the interface had no effect. This might be an indirect indication that the
latter students might have also doubted the classification provided by the tabular
interface.

Finally, Yamamoto and Shimada (2016; see alsoYamamoto 2017) have developed
and evaluated a prototype search engine system, in which information that has been
challenged by other (credible) sources is marked in search results or in web pages
(for a similar idea, also see Ennals et al. 2010, who, however, did not assess effects
on credibility evaluation in their study). That is, other than the rest of the alternative
SERP designs reviewed in this section, this search results interface does not pro-
vide additional source information. However, the idea is that informing individuals
that information is suspicious functions as indirect credibility warning. In an online
between-subject experiment,N = 92 crowdworkers were asked to search theWeb for
health-related issues (i.e., to identify an effective method for a target health problem)
by using one of three interfaces: a standard search interface, an interface in which
suspicious information in search results was highlighted, or an interface inwhich sus-
picious information in web pages was highlighted. Results showed that participants
in the condition with highlighted search results selected more search results without
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suspicious information and overall spent more time on SERPs than in the other two
conditions. This indicates that they considered the highlighting cues in their selection
decisions. Furthermore, while both participants who were using the interface with
suspicious information being highlighted in the SERPs and participants who were
using the interface with suspicious information being highlighted in the web pages
selected fewer disputed information as their task answers than control participants,
the highlights in the SERP were judged as more useful than the highlights in the
web pages. To conclude, similar to the study by Schwarz and Morris (2011), cues
seem more effective when they are provided on SERPs rather than on web pages.
However, future research is needed to examine potential reasons for this finding.
Furthermore, future research should investigate whether highlights of suspicious or
disputed information might increase individuals’ attention to source information,
as previous research has indicated that encountering discrepancies between sources
stimulates the attention to, evaluation of, and memory for source information (for an
overview, see Braasch and Bråten 2017).

To conclude, of the two computer-based applications that provided source credi-
bility evaluation prompts only one (i.e., themet.a.ware application but not the SEEK
Web tutor) was successful in fostering source credibility evaluation in websites, even
though the two systems used quite similar prompts to evaluate websites. In addition,
the SEEKWeb tutor (Graesser et al. 2007) also provided prompts on the SERP. Yet,
as mentioned above, to receive these prompts, a ‘hint’ button needed to be clicked,
which might have been too subtle for users. Thus, future studies should examine
whether credibility evaluation prompts on SERPs might be more effective, when
they are provided automatically. Instead of providing prompts, another possibility
is to present additional information in SERPs or in websites that serves as cred-
ibility cues. The results of the experimental studies reviewed above indicate that
the provision of such credibility cues in SERPs indeed has the potential to affect
individuals’ selection of search results, in that participants accessed more credible
websites. Yet, the interfaces so far have only been tested in experimental environ-
ments with restricted tasks and for a limited number of websites provided and with
the researchers being present or even explaining the meaning of the cues. Thus, it is
an open question of whether source credibility cues would also be effective in more
authentic Web search situations when searching on the open Web. According to the
Prominence-Interpretation Theory (Fogg 2003), in order to be effective, users would
need to notice the cues in the first place, second, theywould need to correctly interpret
them, and third, they would need to consider them in their selection decision.

11.3 Discussion

In this chapter, we reviewed studies that have tested different approaches to foster
individuals’ source credibility evaluation while solving information problems on the
Web. Nowadays, with an ever-growing amount of information available on the Web
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that does not necessarily undergo any quality control, it is crucial to constantly eval-
uate the credibility of sources duringWeb search and to be critical toward one-sided,
biased, or inaccurate information. From our review, it can be concluded that most
of the reviewed short-term approaches, which were mainly under the control of the
researchers, were successful in enhancing source credibility evaluation in websites.
In contrast, this was the case for only some of the comprehensive training programs,
of whichmost were carried out by teachers and embedded into the regular curriculum
over a period of several weeks or months or even longer. Also only one of the two
computer-based applications that provided source prompts resulted in better source
credibility assessments in websites. With regard to source credibility evaluation on
SERPs, apart from the studies that provided additional source credibility cues in the
search results interface, only very few studies revealed beneficial effects. The major-
ity of the intervention studies even did not examine this evaluation phase, neither did
they address it as part of the intervention. Thus, both future interventions and respec-
tive evaluation studies should put more emphasis on this early evaluation phase,
not least because search engines nowadays increasingly present answers to search
queries directly on the SERPs, that is, without the need of accessing the actual web-
site fromwhich the information is derived. Providing userswith additional credibility
cues on SERPs based on tools that automatically assess the credibility of websites
(e.g., Aggarwal et al. 2014) seems a promising approach to foster source credibility
evaluation on SERPs. However, users might need training on how to interpret these
cues (Yamamoto and Tanaka 2011).

Therefore, an important question iswhether a combination of different approaches
(e.g., training and prompts, or training and credibility cues) would be most beneficial
to foster source credibility evaluation. To the best of our knowledge, the experiment
by Graesser et al. (2007) has been the only one that examined the effectiveness of
both training on source credibility evaluation and of respective evaluation prompts in
a 2 × 2 factorial design. Unfortunately, in Graesser et al.’s (2007) study neither the
training nor the prompts had an effect on source credibility evaluation. Nonetheless,
we encourage future research to systematically examine whether or under which
conditions, respectively, (a) the combination of both approaches is most effective
or (b) prompts or cues provided in computer applications or search interfaces alone
are sufficient to foster source credibility evaluation during Web search without any
additional benefit of trainings. From a theoretical perspective, we argue that in case
that individuals have an ‘availability deficiency’ (Veenman et al. 2000), that is, they do
not possess sufficient knowledge and skills about how to evaluate source credibility
during Web search, interventions that convey such knowledge and skills will be
required in order to identify and correctly interpret credibility cues. Thus, in such
cases the provision of source credibility evaluation prompts or source credibility
cues alone might not be effective. On the contrary, for individuals with a ‘production
deficiency’ (Veenman et al. 2000), that is, individuals who possess a certain level
of knowledge and skills about how to evaluate source credibility, but do not use
their knowledge and skills spontaneously, approaches that are limited to prompting
or cueing source credibility evaluation during task performance might be sufficient.
Furthermore, the correct interpretation of source credibility cues is likely to depend
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also on individuals’ reading comprehension skills and general cognitive abilities.
To conclude, when examining the effectiveness of approaches, future studies should
also take individual difference factors into account, such as individuals’ knowledge of
source credibility evaluation, but also their reading comprehension skills and general
cognitive abilities (Sharit et al. 2008, 2015). In addition, future research should
also consider individuals’ motivation to engage in source credibility assessments,
which is likely to be higher when solving information problems of personal relevance
(Metzger 2007)

From a methodological point of view, it should be mentioned that across the
studies reviewed in this chapter, a large variety of dependent measures was used to
assess source credibility evaluation; yet, each individual study used a rather limited
or incomplete set of variables. Whereas in the context of the comprehensive training
programsmany studies used thinking-aloudmethodology to get detailed insights into
individuals’ spontaneous source credibility evaluation, concurrent (or retrospective)
verbal protocols were not used in any of the other studies. Moreover, not all studies
assessed navigation data, that is, which kind of search results were selected or how
much time was spent on different types of websites. To get a more complete picture
of the effectiveness of a particular intervention, we therefore ask future research
to use a comprehensive set of dependent measures that provide detailed insights
into individuals’ source credibility evaluation behavior and skills. Moreover, the
success of both the short-term and the long-term interventions has been measured
only directly after having terminated the intervention or, in a few cases, one to
three weeks after the intervention at the latest (e.g., Pérez et al. 2018). Hence, in
line with previous reviews (e.g., Brante and Strømsø 2018; Bråten et al. 2018) we
argue that future research that examines long-term effects of such interventions is
essentially needed. Furthermore, while most of the comprehensive training programs
were evaluated by asking participants to conduct Web searches on the open Web,
the studies that evaluated the short-term trainings, computer-based prompts, and
search results interfaces were tested in rather restricted search environments with the
researcher being present. Thus, it is an open question of whether these approaches
would also be effective in more authentic Web search situations when searching
on the open Web. Finally, all of the reviewed studies focused on source credibility
evaluation in mostly text-based SERPs and websites. Yet, nowadays the Web is also
a huge repository for multimedia materials such as pictures or videos, with video
and image results also being provided as part of today’s SERPs. As the credibility
of YouTube videos on science issues also varies widely (e.g., Allgaier 2019), future
interventions, for instance, should also train or prompt source credibility evaluation
with regard to the selection and processing of video material.

In sum, we encourage educators and tool developers to jointly develop approaches
that foster individuals’ awareness for and engagement in source credibility evaluation
both on SERPs and on websites in a long-lasting and profound way and thus help
individuals to becomecritical citizens of today’s knowledge society.At the same time,
more research is clearly needed to understand themechanisms bywhich interventions
work as well as the characteristics of both the individual and the context that will
enable the mechanism to work.
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Abstract Geopolitical forecasting is the process of generating judgments of prob-
ability for a wide variety of future geopolitical events, such as political elections,
international conflict, disease outbreaks, and macro-economic indicators. Govern-
mental policy-makers, private organizations, and individuals use forecasting to aid
their strategic decision-making. For example, a government agency may forecast the
likelihood of a disease outbreak; business leaders may forecast how the market will
respond if they launch a new product; individuals may employ forecasting to aid
their decisions about what career to choose or how to invest for retirement. Recent
research in geopolitical forecasting showed that instruction, practice, and peer inter-
action made a big difference in forecasting accuracy. In this chapter, we review rele-
vant literature from the areas of decision-making, psychology, and human–machine
interaction and suggest how findings from these areas could contribute to improve-
ments in forecasters’ performance. We also present data and insights gained from
our experience as competitors in a government-funded forecasting tournament.
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12.1 Introduction

We all are everyday forecasters. When choosing a career or investing for retirement,
we predict how the futurewill unfold.More systematic forecasting takes place in pub-
lic or private organizations. For example, intelligence analysts employ forecasting
on a regular basis. They gather vast amounts of information from various sources and
try to identify patterns or trends that allow them to predict future events. This com-
plex activity is often done collaboratively and supported by information technology,
particularly information search and sense-making tools.

Cognitive biases such as base rate neglect, confirmation bias, and hindsight bias
(Kahneman and Egan 2011; Fischhoff 2011) affect how we search for relevant infor-
mation and hinder our capacity to produce correct forecasts. For example, base rate
neglect prevents us from searching for relevant historical information, while confir-
mation bias makes us search only for information that confirms our expectations.
Biases are not limited to amateur forecasters; they are common among expert fore-
casters as well (Tetlock 2005; Fingar et al. 2011). Improving our ability to forecast,
even by modest margins, would be highly desirable.

The IntelligenceAdvancedResearch ProjectsActivity (IARPA) organized a series
of tournaments aimed at scientifically studying geopolitical forecasting. The first
tournament ran from 2011 to 2013 and resulted in significant progress in the sci-
entific understanding of the individual and situational factors that determine human
forecasting performance. For example, Mellers et al. (2015a) identified personality
traits (being intelligent, open-minded, and analytical), behaviors (extensive informa-
tion search and frequent updating of forecasts), and conditions (working in teams
and being trained to overcome cognitive biases) that facilitated forecasting (see also
Tetlock and Gardner 2015). However, it became clear that even the highest perform-
ing forecasters could be outperformed by aggregation algorithms that employed
different methods of combining human forecasts (Ungar et al. 2012). In addition,
human–machine teaming has been shown to greatly improve human performance in
certain areas (Sankar 2012).

In 2018, IARPA organized the Hybrid Forecasting Competition (HFC), aimed
at combining the strengths of human and machine forecasting. Participants had to
provide a suite of hybrid, human–machine tools and demonstrate that they produce
measurable improvements in forecasting performance. In this chapter,we present part
of our efforts and results from the first year of this competition. The hybrid tools we
proposed were intended to assist forecasters with searching for relevant information
and generating and updating their forecasts. The assumption was that these tools
would help forecasters deal with large amounts of information and improve both the
accuracy of forecasts and the productivity of forecasters (i.e., the number of forecasts
they were able to make given their time and effort limitations).

In Sect. 12.2, we present a brief review of the literature on information foraging,
sense-making, psychology, and human–machine interaction that is potentially rele-
vant to forecasting. In Sect. 12.3, we introduce the hybrid tools we implemented and
tested in the HFC, the data we collected, and the hypotheses we tested. Section 12.4
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presents the results of our studies, with a focus on the hybrid tools and their impact
on forecasting performance. Finally, in Sect. 12.5, we discuss the results and lay out
our plans for future work.

12.2 Background

In the previous tournament organized by IARPA (2010–2013), five university-based
research groups competed to identify the best forecasting strategies, what were the
limits to expertise in forecasting, and what kind of structure could elicit the best fore-
casts. Real-world events were used to evaluate the accuracy of the forecasts and select
the best research team. Forecasters were not expert intelligence analysts; they were
recruited from professional societies, research centers, alumni associations, science
blogs, and word of mouth. Tetlock’s research team was selected as the winning team
(Tetlock and Gardner 2015). They identified traits that good forecasters shared and
developed trainingmodules to help forecasters avoid cognitive biases. In Sects. 12.2.1
and 12.2.2, we briefly review the literature on cognitive biases and personality traits
that is relevant to forecasting. Then, in Sects. 12.2.3 and 12.2.4, we review the liter-
ature on information search, sense-making, and hybrid human–machine tools that is
relevant to forecasting.

12.2.1 Cognitive Biases in Information Search
and Decision-Making

Tetlock et al. (2015) distinguished twogroups of participants: (1) theBig idea experts,
“hedgehogs,” pundits with one big idea that they applied to different domains without
any proof that this knowledgewould transfer across domains and (2) “foxes,” eclectic
experts whowere open-minded, kept themselves informed, updated their knowledge,
noticed when they were wrong, and were willing to correct their initial assumptions
and forecasts. Furthermore,Mellers et al. (2015a) identified common cognitive biases
that interferedwith forecasting performance. For example, an explanatory urge could
cause us tomove too fast fromanundefined anduncertain state to a clear and confident
conclusion.

Dual process theories (Kahneman and Egan 2011; Evans and Stanovich 2013)
postulate two types of cognitive processes. Type 1 processes help us deal with our
limited cognitive capacities; they are designed to reach conclusions with little infor-
mation; they help us act fast in our environment without involving costly cognitive
processing (a characteristic of type 2 processes). However, different biases can occur
during type 1 processing due to deciding based on insufficient relevant information.
For example, born from our explanatory urge, the hindsight bias is the tendency to
infer causal links between an event (e.g., a crisis) and the events that preceded it,
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when there might not be a strong causality or any causality at all (Fischhoff 2011).
The hindsight bias will lead us in the future to overestimate the probability of an
event happening when we observe what we wrongly identified as “precedents” of
that event.

The availability heuristic (Tversky and Kahneman 1974) designates an evaluation
process that is not guided by the quality of information but rather by how fast a first
instance comes to mind. Recency and how easy it is to retrieve a piece of information
from memory are going to be mistakenly equated to the relevance of the information
to the problem at hand.

In the confirmation bias, one looks for and emphasizes information that con-
firms one’s preexisting beliefs or hypotheses, ignoring or discrediting contradicting
information. A complementary heuristic, Kahneman’s “what you see is all there is”
(WYSIATI) heuristic, leads us to focus on existing evidence and fail to search for
additional information. Base rate neglect results from the tendency to overvalue the
specific information and ignore the general information about an event. A bias toward
an “inside view”may prevent the analyst from searching for relevant historical exam-
ples (i.e., taking an “outside view”). Overconfidence is the tendency one has to value
one’s own judgment more favorably than others’ or as compared to the ground truth.
Anchoring-and-adjustment (Tversky and Kahneman 1974) is a bias where an initial
piece of information (i.e., the anchor) disproportionately influences decision-making
and subsequent pieces of information insufficiently adjust the anchor. Finally, belief
persistence is our tendency to stick with a first judgment and not revise it when
presented with new contradicting information.

12.2.2 Traits and Behaviors Predicting Forecasting
Performance

Dispositional variables (i.e., cognitive styles, cognitive abilities, and domain knowl-
edge), situational variables (i.e., cognitive-debiasing exercises), and behavioral vari-
ables (i.e., revisiting and updating forecasts) have been shown to predict forecasting
accuracy (Mellers et al. 2015a). Interestingly, results from the first IARPA forecast-
ing tournament showed that intelligence had a stronger correlation with forecasting
performance in the first year of the tournament than in later years, indicating that
learning and skill development can offset the influence of dispositional variables.
The actively open-minded thinking style significantly predicted forecasting accu-
racy. With regard to situational variables, two conditions improved performance:
working in teams and training in probabilistic reasoning (which included cognitive
debiasing). Teams outperformed even the best individuals, with the highest perform-
ing teams showing precise questioning, constructive confrontation, clearly defined
goals, and plans for surprises and uncertainties. Finally, behavioral variables such as
effort and engagement (measured with the number of predictions made per question
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as an indication of belief updating) and time spent before making a forecast (as an
indication of deliberation time) also predicted forecasting accuracy.

Mellers et al. (2015b) assembled a psychological profile of the forecasters who
consistently outperformed their peers, a cohort they deemed “superforecasters” (see
also Tetlock and Gardner 2015). What set them apart from the rest were better
numeracy and vocabulary capacities and a strong self-reported desire to be the best.
They also had some specific skills other participants did not have (even the highest
performing ones). They showed some resistance to scope insensitivity (Kahneman
and Knetsch 1992) by identifying that the wider class of events should be judged
as likelier than the subset (i.e., a dictator cannot be more likely to fall in 3 months
than in 6months).Additionally, superforecastersweremore resistant to the anchoring
bias. They also showedmore granularity in their appreciation of uncertainty: the total
number of unique probability estimateswas higher for superforecasters. They showed
more motivation and commitment. They did more research through the search tool
provided and gathered more news and opinion pieces (Mellers et al. 2015b). Finally,
superforecasters were likelier to share news stories with their teammates. They also
probed the knowledge of their teammates more (i.e., they asked more questions and
got more replies).

12.2.3 Information Search and Sense-Making Tools

Forecasting and other forms of intelligence analysis are information intensive tasks
that rely heavily on information foraging and sense-making tools (Pirolli and Card
2005). A plethora of tools have been developed to support gathering, representation,
and manipulation of information to facilitate insight and decision-making for indi-
vidual users. For example, Sensemaker (Baldonado and Winograd 1997) supports
searching and sense-making of heterogeneous sources of information in information
exploration tasks. It helps users define and search within topics of interest. Entity
Workspace (Billman and Bier 2007) provides an integrated work environment for
searching within and across documents. It supports highlighting, annotating, and
organizing information. InsightFinder and ScratchPad (Gotz 2007) are extensions
to the standard browser interface that are designed to capture, organize, and exploit
the information discovered while performing a sense-making task. They include
context-aware algorithms that help connect user notes to relevant Web pages. The
Sense-making-Supporting Information Gathering system (Qu 2003) provides tree
structures to represent information found during Web search. Each folder in the tree
corresponds to a topic or sub-topic that the user is interested in. Different features
are provided to help the user search the Web, and construct, refine, and re-construct
the tree representation.

In addition, given that sense-making is sometimes done collaboratively, tools have
been proposed to support communities of users. They tend to offer two classes of
support (Paul andMorris 2009): awareness features (e.g., sharing of groupmembers’
query histories, browsing histories, and/or comments on results) and division of labor
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features (e.g., chat systems, the ability to manually divide search results or URLs
among group members, and/or algorithmic techniques for modifying group mem-
bers’ search results based on others’ actions). For example, EWall (Keel 2007) helps
remote collaborators navigate shared information and infers possible relationships
among information items. CoSearch (Amershi and Morris 2008) supports division
of labor by enabling group members to download distinct subsets of search results to
their individual mobile phones. SearchTogether (Morris and Horvitz 2008) provides
group query histories, comments, and ratings of Web pages; it also supports division
of labor through chat and split result lists.

12.2.4 Hybrid Human–Machine Tools Supporting
Forecasting

Forecasting is more challenging than other investigational search and sense-making
tasks. In a typical investigational task, the answer exists somewhere and the users
have to find their way to that answer or assemble an answer from pieces of infor-
mation found in different locations. In forecasting tasks, the answers do not exist
yet; they have to be constructed by the users. An element of novelty is always
present in forecasting; no forecasting solution applies to more than one problem,
even though general strategies may exist. Typically, real-world forecasting occurs
over an extended time course, during which the world changes and potentially rele-
vant but also irrelevant or misleading evidence accumulates. To make it even more
complex, forecasters often engage in multiple forecasting tasks and each task may
be attempted by a group of cooperating and/or competing forecasters.

The symbiosis between humans and machines (Licklider 1960) holds great
promise to tackle the unparalleled complexity of the forecasting task. The science and
practice of human–technology coordination have departed from the traditional func-
tion allocation methods (who-does-what or men-are-better-at/machines-are-better-
at; Fitts 1951) and is currentlymoving toward a human–technology teaming approach
in which the focus is on how machines can become effective team players (Dekker
and Woods 2002) and how humans and technology co-evolve (Ackerman 2000).
Teams of cooperating humans and machines have been shown in certain conditions
to outperform even world-class experts working alone. For example, teams of ama-
teur chess players equipped with chess-playing machines have surpassed both chess
masters and machines alone in a free-style chess tournament (Sankar 2012).

The tools used in the HFC tournament are called hybrid because they are intended
to combine human andmachine capabilities (Rahwan et al. 2019) to improve the per-
formance of the whole socio-technical system that generates forecasts. Using hybrid
tools to assist forecasting serves three purposes: (1) correct for cognitive biases, (2)
reduce the cognitive load of forecasters, and (3) increase the amount of relevant infor-
mation available to the forecaster. These goals can be complementary and mutually
reinforcing: providing humanswithmachine-made forecasts andmaking the relevant
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information easier to search and interpret may reduce cognitive load and cognitive
biases, which in turn facilitates high-quality forecasts, which via various aggregation
methods result in better “crowd” forecasts.

Cognitive workload and fatigue have been shown to affect judgment quality, with
forecast quality decreasing as the number of forecasts made in a day increased. As
they get fatigued, forecasters exhibit more herding behavior and less granularity in
their forecasts (Hirshleifer et al. 2019). Task-offload tools can be used to delegate
some task demands to automation (Kirlik 1993). However, externalizing too much
task-related information can reduce the user’s ability to meaningfully engage in
high-level processes such as planning and reasoning and may harm motivation and
performance (Van Nimwegen et al. 2006). Thus, the hybrid tool must strike a balance
between offloading task demands and maintaining user engagement.

Lee et al. (2007) studied the situation in which human judgment is used to adjust
statistical forecasts. These adjustments can improve accuracy under certain condi-
tions, particularly when the human has information that is not available to the statis-
tical method. They also give the forecaster a sense of ownership and may increase
acceptability of the hybrid forecast relative to the machine-generated forecast. When
making adjustments, forecasters often rely on analogies between past events and the
future event to be forecasted. Reliance on analogies may be problematic for unaided
forecasters because of memory errors, difficulty with similarity judgments, and dif-
ficulties with adapting the analogues cases to the specifics of the future event. Lee
et al. (2007) designed a forecasting support system that provided a database of past
cases ranked by their similarities with the future case. Similarity was automatically
determined based on the number of matching attributes. Support for adaptation judg-
ments was also provided; forecasters could interrogate the system about the effects
of similar cases that differed in only one attribute at a time. Lee et al. (2007) found
that forecasting performance and acceptability of the support system increased when
all three types of support (i.e., memory, similarity, and adaptation) were provided.

Teams in the 2013 IARPA forecasting competition and other researchers worked
on improving the way forecasts were aggregated. For instance, Turner et al. (2014)
studied variousmethods of aggregating human-generated forecasts known to bemore
variable and sparser than machine-generated forecasts. They developed a number of
models that first estimated and then corrected for the systematic biases humans made
during forecasting, such as overconfidence. Models differed in terms of whether
the recalibration (i.e., bias correction) was done before or after aggregation and
whether individual differences between forecasters were accounted for. The model
that applied recalibration before aggregation and captured individual differences via
hierarchical modeling produced the best aggregated forecast. Budescu and Chen
(2014) studied the wisdom of crowd (WOC) effect and developed a method to dis-
tinguish experts among forecasters. A forecaster’s contribution was defined as the
difference between the crowd’s performancewith andwithout that forecaster. Experts
were defined as forecasters with positive average contributions, that is, those who
consistently outperformed the crowd in a particular domain. Budescu and Chen
(2014) showed significant improvements in crowd performance by excluding non-
experts and weighting experts based on their contributions. This method of using
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aggregating weights based on relative performance is superior to methods that rely
on absolute past performance (track-record) because it is robust to correlated judg-
ments and group biases. Budescu and Chen (2014) also showed that identifying
experts in a dynamic way, as evidence about forecasters’ performance accumulates,
further improves performance.

One of the teams from the IARPA 2018 competition (Beger and Ward 2018)
implemented a system that automatically associated a forecasting question with rel-
evant sources of information (databases). If related databases were found, the system
displayed potentially relevant time series for the forecaster to consider. Additionally,
the Auto ARIMA model (Hyndman and Khandakar 2007) was applied to the time
series, and the resulting machine-generated forecast was provided to the partici-
pant. They found that forecasters who were provided with relevant time-series charts
performed best. In general, machine forecasts did not perform as well as human
forecasts; however, machines outperformed humans on a few questions that required
data aggregation in a way that was not easily replicable by humans without technical
skill.

12.3 Method

We restrict our analyses to data from IARPA’s hybrid forecasting competition (HFC)
collected by our team from March to September 2018. Forecasters had to solve
Individual Forecasting Problems (IFPs) about real-world events in the following
domains: conflict, economics, health, politics, science, and technology.The following
are examples of IFPs in each domain:

• Conflict: How many battle deaths will ACLED (the Armed Conflict Location and
Event Data project) record in Yemen in May 2018?

• Economics: What will be the FAO (the Food and Agriculture Organization of the
United Nations) Sugar Price Index in June 2018?

• Health: How many positive influenza virus detections will FluNet record for
Australia between July 30, 2018 and August 19, 2018 (epidemiological weeks
31-33, inclusive)?

• Politics: Which candidate will win Colombia’s presidential election?
• Science: What will be the maximum sea ice extent on the Bering Sea between

March 14, 2018 and April 10, 2018?
• Technology: Howmany “hacking ormalware (HACK)” data breacheswill Privacy

Rights Clearinghouse record in July 2018?

The IARPA-provided IFPs were verifiable by the end of the time period specified
in the description of the question. Participants were expected to provide an initial
forecast and update it as many times as necessary based on information they searched
for, updates of this information, or new information altogether. Each IFP had between
two and five discrete, mutually exclusive outcome options. Outcome options had to
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be assigned a probabilistic forecast with probabilities over all options adding up to
1.

IFPs could be either binary or non-binary depending on the number of provided
response options. This is an example of a binary IFP: Will [country/coalition] seize
control of [contested city] by [deadline date]?Response options:Yes,No.Non-binary
(multinomial) IFPs had more than two outcome options that were either discrete
options, discretized quantities, or discretized ordered time periods. The following
are examples of multinomial IFPs:

• Who will win the next [presidential/prime ministerial] election in [country]?
Response options: Election Candidate A, B, or C

• How many battle deaths will the Armed Conflict Location and Event Data
(ACLED) project record in [country] during [time period]? Response options:
three or more numbers.

• What will the Food and Agriculture Organization of the United Nations (FAO)
[selected food price index] be for [month]?Response options: three ormore prices.

• When will [y] occur? Response options: Between Time 1 and Time 2; Between
Time 2 and Time 3; etc.

12.3.1 Participants

The HFC tournament had a randomized controlled trial design, where subjects were
recruited by IARPA and randomly assigned to the three research teams’ systems.
Thus, our team received approximately one-third of the participants recruited by
IARPA. Two samples of participants were recruited for this study. The first sample
consisted of volunteers with interest in geopolitical analysis. They were recruited
through the Good Judgment open project (Ungar et al. 2012), social media, targeted
advertisement articles in newspapers and word of mouth. Having experience in fore-
casting was not a prerequisite to participate. Volunteers were mostly US citizens
(76%), males (82%), with an average age of 43, and with a relatively high level of
education (53% had received a postgraduate degree). Due to attrition among this
first sample of volunteers, a second sample of participants was recruited. They were
members of the Web services Amazon Mechanical Turk and TurkPrime, typically
referred to as workers. To simplify our language, we will refer to the participants
from the first sample as Regulars and to the participants from the second sample as
Turkers.

12.3.2 Performance Measures

Forecasting performance was measured with the Brier score, an accuracy score, and
a performance score. The Brier score is well established in the forecasting literature,
whereas the accuracy and performance scores were unique to Prescience and were
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more relevant to the competitive forecasting context of HFC. The Brier score (Brier
1950) provides a measure of the error of a probability forecast: The further a forecast
probability is from the actual outcome, the larger the error:

Brier score =
∑

(pi − oi )
2

where pi is the probability assigned to answer i, and oi is 1 if answer i is correct, or
0 if it is not. The Brier score is between 0 (perfect forecast) and 2 (worst possible
forecast).

The accuracy score is a relative score based on one’s Brier scores compared to the
median Brier scores of all participants. The accuracy on a particular day is cd−yd,
where yd is the participant’s Brier score on that day, and cd is the crowd’s median
Brier score on that day. The accuracy score varies between −2 (worst) and 2 (best).

The performance score builds on accuracy to include an incentive to participate
in more IFPs as well as less popular ones:

Performance in IFPi = 1000 ∗ Acci ÷ √
ni

whereAcci is the accuracy on IFPi and ni is the number of participants who attempted
IFPi

12.3.3 Hybrid Features

The participants that IARPA randomly assigned to our team accessed a dedicated
Web site (called “Prescience”) designed to assist them in searching and navigating
information related to the IFP at hand. The Prescience system is still being designed
and developed. Some of its tools, such as the Query tool, are aimed at furnishing
human analysts with the best possible information with which to formulate a judg-
ment. Other tools operate at the level of the forecast itself, e.g., providing the human
with an actual machine forecast which they can either accept/adjust/reject as they
see fit. Lastly, Prescience includes “back-end” hybrid tools, in which the melding of
human andmachine forecasts occurs at the aggregation level. The use of the available
features was optional to users. We assumed users would strategically (Kirlik 1993)
choose the features they needed depending on what stage of the task they needed
more support with (Huurdeman et al. 2019) or what costs and benefits they attributed
to using automated tools (Pirolli and Card 2005).

Only a subset of these features was used in the first phase of the tournament and
in the study that we report here. For example, Prescience included the ability to set
customized alarms which notified a participant when information relevant to his or
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her forecast (e.g., the value of a particular indicator) had changed, as well as the
ability to visualize and track the crowd average forecast for each IFP. This section
describes the Prescience Web site and its hybrid features that were used in the study
reported here.

The hybrid tools allow participants to seek information about an IFP and make
a forecast. Figure 12.1 shows a page from a preliminary version of the Prescience
Web site. The participants could access numerical indicators relevant to the selected
IFP, other user forecasts, forum conversations, news, links, tabs, and so on.

The Question Details tab displays additional information about the IFP, including
a more precise description of the prediction task and any clarifications about the
problem (“the fine print”).

The Crowd Forecast History provides information about how all forecasters have
collectively answered the question (Fig. 12.2). This was intended to help the partic-
ipants compare their own prediction to the average prediction. To minimize herding
behavior, this tabwas initially hidden andwasmade visible only after the participants
entered their own first forecast for the IFP.

The Indicators tab displays a list of indicators, which are statistics relevant to the
IFP. Indicators can be economic statistics, Internet search term frequency, informa-
tion from conflict databases, and much more. A participant can monitor how their

Fig. 12.1 An example page of the Prescience Web site
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Fig. 12.2 Crowd forecast tab

indicators change over time to see when something changes about a question and
decide to update their forecast (Fig. 12.3).

The Forum tab allows participants to discuss the question, comparing forecasting
strategies, and share information.

The Links tab contains a list of useful links to sources relevant to the question.
Participants were encouraged to examine these links and decide whether to update
their forecast or not. The News tab is another way to find relevant links in Prescience.
The news tab comes with a suggested set of search terms designed to provide relevant
news articles. The participants can customize the search terms to refine the list of
articles.

TheQuery tab allows the participants to extract data from several relevant sources.
Query bots automatically access Web sites and databases providing the current and

Fig. 12.3 Indicators tab
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past trends of indicators underlying many of the questions. To guide participants
to which queries would help them answer a given IFP, “Prescience” automatically
recommends databases to participants. A set of databases was compiled by sub-
ject matter experts for each IFP category (e.g. conflict, economy, or health); when a
question from a certain category is posted, Prescience automatically recommends the
databases for that category.When a particular data source ismentioned in the descrip-
tion of the question, Prescience automatically recommends that source. Additionally,
if the question matches a predefined template, the system recommends a query. For
example, an IFP about number of deaths in battle in Afghanistan would suggest
an ACLED query covering battle deaths over the past three years. Participants can
edit a suggested query, for example, by modifying some of the suggested values.
If an IFP does not match a template, but does mention a data source, the system
will recommend that source to the participant. Participants can also manually add
databases they deem relevant to a given IFP from the selection of databases collected
and updated by Prescience. Then they can create queries on databases using a query
editor that allows them to specify a date, location, type, actor, etc. In response to a
query, Prescience displays recent events that match the query specifications.

Forecasters can save a query in order to automatically track its results in time. A
saved query becomes an Indicator. Every six hours, the system automatically reruns
the query. Forecasters can also manually rerun their queries. Indicators can be shared
among forecasters by making them public. Indicators updated over the course of an
IFP’s lifecycle are viewable to participants as time-series graphs in the IFP Query
tab (Fig. 12.4).

Another important feature of Prescience allows participants to create custom
alarms (also called alerts) based on indicators. Alarms can alert a participant when
key statistics have updated that may affect his or her forecast. Alarms in Prescience

Fig. 12.4 Query tab
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Fig. 12.5 Alarm rule editor

are created with the Alarm Rule Editor (Fig. 12.5). They are written in the form of IF
condition, THEN action. That is, the participant specifies the conditions that trigger
the alarm and what actions should be taken once the alarm is triggered (i.e., forecast
recommendations). The participants can create three types of alarms: crowd-based,
indicator-based, and time-based alarms. Crowd-based alarms track the average fore-
cast among all forecasters for a specific outcome and will alert the participant when
the crowd’s prediction has changed. Indicator-based alarms track the value of one or
more indicators. Once an indicator reaches a pre-specified value, the participant is
notified. Time-based alarms remind the user to review their forecast after a specified
period has passed.

Amore advanced version of the alarm tool is the rule-of-thumb (RoT) tool. A RoT
is an alarm that not only recommends a forecast update but also makes the update
automatically and notifies the user. The RoT tool was not implemented in Prescience
during the first phase of the tournament (2018). We are currently running a separate
small experiment to assess the value of the RoT tool.

In addition to the tools described above, email updates were sent to the partici-
pants when their alarms fired. Also, a weekly newsletter was sent to all forecasters
with general news about the forecasting tournament and the Prescience system, and
notes about recently closed and newly introduced IFPs. The newsletter ended with a
personalized summary of the participant’s contributions over the previous week and
statistics of how they performed compared to the group. In addition to the newsletter,
users could also sign up for immediate or daily emails with new forum posts for the
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Table 12.1 Hybrid tools supporting information search and forecasting

Feature Purpose/Function

Question details Provide additional information about the question

Crowd forecast history Provide aggregate information about how all forecasters have
answered the question

Indicators Display current value and time course of statistics relevant to the
IFP

Forum Allow participants to discuss the question and share information

Links Display a list of useful links to sources relevant to the question

News Suggest relevant news and allow news search

Query Allow participants to extract data from relevant sources. Query
bots automatically recommend relevant data sources and queries.
Query editor supports creation and reruns

Customized alarm Notify participant when relevant information (e.g., the value of a
particular indicator) changes and recommend a forecast update

Customized rule of thumb Detect change in relevant information, automatically update
forecast, and notify the participant

Email updates Provide participants with general information and customized
recommendations and feedback about their forecasts

IFPs they forecasted on. Additionally, forecasters could provide notes on the alarms
and rationales for their forecasts and see the history log of rationales associated with
their forecasts for a particular IFP. Discussion forums were associated with each IFP
(Table 12.1).

12.3.4 Variables Related to Personality and Behavior

Most of the participants completed the Cognitive Reflection Test (Frederick 2005),
the Actively Open-minded Thinking scale (Stanovich and West 1997), and the Need
for Cognition scale (Cacioppo et al. 1984). These variables were found in previous
studies to correlate with forecasting performance (Mellers et al. 2015a). In addition,
we collected extensive data on participant behavior, such as the number of IFPs
forecasted, the number of forecast updates per IFP, and frequency of usage for each
hybrid feature.

12.3.5 Hypotheses

We expected that the provided suite of hybrid features would improve forecasting
productivity and quality, that is, the number of forecasts participants can generate
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the frequency at which these forecasts can be updated, and the accuracy of these
forecasts. The hybrid features should allow participants to reduce the cognitive load
associated with monitoring their forecasts and updates, which in turn should allow
them to make more forecasts and focus on evaluating information quality and rel-
evance. For example, when alarms trigger, they remind participants to update their
forecasts, and a higher frequency of updating has in turn been linked to better fore-
casting performance (Tetlock and Gardner 2015). When users create alarms, they are
implicitly encouraged to employ a top-down (model-driven) strategy. They need to
develop intuitive causal models of what factors determine the occurrence of the event
to be forecasted. Due to the nature of the forecasting task (discussed in Sects. 12.2.3
and 12.2.4), modeling and understanding the (hidden) causes of events are critical for
performance. Furthermore, we expect that participants will access information from
their fellow forecasters (from forums, rationales, and crowd forecasts), which might
nudge them to consider alternative options and possibilities, further sharpening their
own forecasts.

Hypothesis 1 In line with previous studies (e.g., Mellers et al. 2015a), behavior and
personality variables (as defined in Sect. 12.3.4) will be associated with forecasting
performance (as defined in Sect. 12.3.2). We use the term “behavioral variables” to
refer to what participants do (e.g., update their forecast, use the query engine, click
on links), whereas the term “performance” refers to the outcome of what participants
do (i.e., whether they are successful or not).

Hypothesis 2 Hybrid features will increase forecasters’ productivity by helping par-
ticipants forecastmore IFPs, update their forecastsmore often, and attempt to forecast
IFPs from domains that they may not be familiar with.

Hypothesis 3 More frequent use of hybrid features will be associated with better
forecasting performance.

With regard to hypothesis 3, we tested two alternative explanatory accounts:

Hypothesis 3.1 Motivation predicts hybrid features usage, which in turn predicts
forecasting performance.

Hypothesis 3.2 The availability of hybrid features predicts motivation to make
forecasts and updates, which in turn predicts forecasting performance.

12.4 Results

In the analyses reported here we included all the participants who had complete data
on the variables of interest (described above). No other procedures were used to
eliminate or select data. We included 839 participants in total, of which 383 were
Regulars and 456 Turkers. They worked on over 150 forecasting questions over the
course of 7months. On average, each participant produced forecasts for 20 questions.
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12.4.1 Psychometric Variables

As in previous studies (Mellers 2015a), the Cognitive Reflection Test correlated sig-
nificantly with the Brier score, r(836) = −0.16, p < 0.001. Similarly, the Actively
Open-minded Thinking scale correlated significantly with the Brier score, perfor-
mance, and accuracy, r(835) = −0.08, p = 0.02. However, the Need for Cognition
scale did not correlate significantly with Brier score, performance, or accuracy.

12.4.2 Use of Hybrid Features and Forecasting Productivity
and Accuracy

To evaluate if the use of hybrid features improved forecasting productivity and per-
formance, we split the forecasters into two groups: one that used no hybrid fea-
tures (queries, indicators, or alarms) composed of 519 participants and a group of
participants who used one or more hybrid features, 319 participants.

The average number of forecasts per IFP was higher for participants using the
hybrid tools, t(371.67) = -6.44, p < 0.001. Thus, participants who used hybrid tools
made more forecast updates. The average number of IFP topics forecasted was also
higher for participants who used hybrid tools, t(737.78) = −8.81, p < 0.001. Thus,
the participants who used hybrid tools attempted to forecast a wider range of IFP
topics. The total number of forecasts submitted was higher for participants who used
hybrid tools, t(328.61) = −4.89, p < 0.001.

Forecasting performance as measured by the Brier score and the relative accuracy
measure (describe above) was higher for the participants who used hybrid tools,
t(835.29) = 1.99, p = 0.05 for Brier scores and t(834.07) = −4.58, p < 0.001 for
relative accuracy.

Thus, as expected, forecasting productivity and accuracy were higher in those
participants who used the provided hybrid features (Table 12.2). However, it remains
unclear whether these findings are driven by the availability of hybrid features or by
motivation. Mellers et al. (2015a) found that the frequency of forecast updating,
which they considered to be a behavioral indicator of motivation, was a significant
predictor of forecasting performance. Arguably, the direction of causality could go
both ways: (1) The highly motivated participants made a larger number of forecast

Table 12.2 Differences
between the participants who
used one or more hybrid
features (n = 319) and the
participants who used no
hybrid features (n = 519)

Variable t value p value

Number of forecasts per IFP −6.44 <0.001

Number of IFP topics forecasted −8.81 <0.001

Total number of forecasts −4.89 <0.001

Brier score 1.99 0.05

Accuracy −4.58 <0.001
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updates and used the provided hybrid tools, which in turn increased performance, or
(2) the hybrid tools increased the participants’ motivation to make updates, which in
turn increased performance. We address this issue in the following section.

12.4.3 Structural Equation Modeling (SEM)

To test hypotheses 3.1 and 3.2,we constructed and tested twoSEMmodels attempting
to explain the structural relations between hybrid tools usage (a sum of queries, indi-
cators, and alarms used), psychometric measures (cognitive reflection and actively
open-minded thinking), motivation (number of topics forecasted and average number
of forecasts per IFP), and performance (Brier score and accuracy).

Model 1 hypothesizes a direct causal link between hybrid feature use and fore-
casting performance, whereas model 2 hypothesizes an indirect causal link (via
motivation) between hybrid feature use and forecasting performance.

Model 1 assumes that motivation causes hybrid tool usage, which in turn
causes increased performance. It also includes the known associations between
psychometrics, motivation, and forecasting performance.

Model 2 assumes that hybrid tool usage causes motivation, which in turn causes
increased performance. Similar to model 1, model 2 also includes the known
associations between psychometrics, motivation, and forecasting performance.

We compared the two models using the Akaike information criterion (AIC) and
Bayesian information criterion (BIC). Model 2 had AIC = 15913 and BIC = 15994,
whereas Model 1 had AIC = 15941 and BIC = 16022; thus, Model 2 fits the data
better than Model 1.

Model 2 supports the hypothesis that the use of hybrid tools has a direct effect
on motivation. Email alerts about indicator changes and crowd changes motivated
participants to update their own forecasts and perhaps do additional information
searches. In agreement with previous studies, motivation had a direct effect on per-
formance, as did the psychometric variables actively open-minded thinking and the
tendency to engage in cognitive reflection.

12.5 Discussion and Conclusion

Previous studies (Mellers et al. 2015a; Tetlock and Gardner 2015) reported dispo-
sitional and behavioral predictors of forecasting performance. These findings were
replicated in our study: Cognitively reflective and open-minded participants made
better forecasts. Forecasters who are open-minded are more likely to consider infor-
mation that contradicts their prior forecasts and to update their forecasts. Forecasters
who are cognitively reflective aremore analytical and perhaps less likely to fall victim
to the cognitive biases described in Sect. 12.2.1.
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In addition to cognitive ability, motivation is also an important predictor of fore-
casting performance. Mellers et al. (2015a) showed that participants who updated
their forecasts more often achieved better forecasting performance. This finding was
also replicated in our study. Frequent forecast updates reflect the participants’ moti-
vation to search for and process information relevant to the problem at hand. These
results support our hypothesis 1.

Our study added a suite of hybrid feature to assist forecasters with the laborious
tasks of information search, sense-making, and decision-making. The use of these
tools was optional. We assumed users would act strategically (Kirlik 1993) and use
these tools as needed. The expectation was that forecasters equipped with hybrid
tools would become more productive and more accurate. The effect of the hybrid
tools was expected to be independent of the effects that were already known (i.e.,
cognitive ability, cognitive style, and motivation). For example, hybrid tools were
expected to be helpful above and beyond a participant’s motivation or cognitive
ability. What we found does not entirely support this expectation. We did find that
the use of hybrid features improves forecasting performance, but this relationship
is most likely mediated by motivation. The use of hybrid features increased the
forecasters’ productivity, as indicated by the number and the variety of IFPs they
forecasted and the frequency of forecast updates. These findings support our second
hypothesis.

Since the use of hybrid features was optional, the relationship between the use
of hybrid features and forecasting performance must be interpreted with caution, as
only a minority of participants used the provided hybrid tools (319 of 839) and the
decision to use hybrid features might be confounded by other factors such as trust in
automation and in other forecasters (Juvina, Collins et al., in press).

Regarding our third hypothesis, the interpretation that seems to be supported by
the data is that the provided hybrid features encouraged the participants to do more
work (i.e., information search, communication, reflection), which in turn resulted in
improved forecasting performance. Thus, hypothesis 3.2 garnered more empirical
support than hypothesis 3.1.

We focused here on a subset of hybrid tools that were implemented in Prescience
in the first round of the hybrid forecasting competition (2018), namely queries, indi-
cators, and alarms. They appear to be useful in driving improvements in forecasting
performance. While it is not surprising that supporting users information forag-
ing and sense-making improves forecasting performance, our unique contribution
emphasizes the importance of engaging users in creating their own support tools. We
provided the alarm editor to encourage participants to create customized alarms that
would alert them when potentially relevant information changes and recommend a
forecast update. The participants who chose to create an alarm had to specify the
conditions that would trigger the alarm (i.e., specific changes in one or more indica-
tors) and the action to be recommended (i.e., a specific change in the forecast). As a
matter of fact, the alarm editor challenged participants to create their own intuitive
models of information search and forecasting and turn these models into support
tools. The results highlight the importance of providing tools that are not only useful
and useable, but are able to engage users and enhance their cognitive activity, aiming
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to strike a balance between user effort and information search automation (Bates
1990), ultimately achieving the goals of human machine symbiosis and co-evolution
(Licklider 1960; Ackerman 2000).

The environment participants used offered forums to facilitate discussions
between participants, the possibility to share news stories, and the possibility to
enter and share rationales for forecasts. These data will be reported elsewhere.

Currently, we are engaged in the second phase of the HFC. New hybrid tools have
been added to the Prescience system such as rules of thumb (i.e., active alarms),
base rate support (to counteract the base rate neglect bias), and personalized IFP
recommendations. We are running a series of experiments to assess the potential of
these features to improve forecasting performance.

The work reported here contributes to the area of human factors involved in
information search and navigation tasks in information intensive environments (e.g.,
Pirolli and Card 1999; Pirolli and Fu 2003; Juvina and van Oostendorp 2008;
Karanam et al. 2016). Our results so far demonstrate the importance of combin-
ing a thorough understanding of human cognition from decades of research in cog-
nitive science and cognitive modeling with recent advances in information search
technology to support human performance in complex socio-technical systems.
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Chapter 13
Conversational Interfaces
for Information Search

Q. Vera Liao, Werner Geyer, Michael Muller and Yasaman Khazaen

Abstract Recent progress in machine learning has given rise to a plethora of tools
and applications that rely on conversational interactions, from chatbots, speech-
controlled devices to robots and virtual agents. Conversational interfaces are becom-
ing widely accepted for utility tools, where a common function is to serve users’
information needs. Albeit with much excitement, we are only starting to understand
how users’ information-seeking behaviors and design opportunities may transform
moving from traditional graphical user interfaces to conversational user interfaces.
In this chapter, we start by reviewing recent work in the emerging area of conver-
sational interfaces and lay out their opportunities for supporting information search
tasks. We then present insights from our experience deploying a chatbot support-
ing information search in a large enterprise, demonstrating how a conversational
interface impacts user behaviors and offers new opportunities for improving search
experience, in particular for user modeling.

13.1 Introduction

Conversational systems, with which users interact through spoken or typed natural
language, are becoming ubiquitous thanks to the popularity of many commercial
products such as Apple Siri, Google Assistant, and Amazon Alexa. We talk to these
systems to find directions, choose products, troubleshoot technical problems, learn
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about the latest news, and seek information for various decisions. This paradigm shift
to conversational interactions on the one hand offers new opportunities to improve
information-seeking tasks, on the other hand, requires developing new types of com-
putational models and interaction techniques.

If a conversational system is seen as merely a text-based or voice-based search
system, it makes sense to use search results to respond to user questions. For example,
the following exchange is a common scenario in talking to a FAQ chatbot on a Web
page of an insurance company:

User: Is it mandatory to purchase collision coverage?

Agent: Collision coverage pays for repair or replacement costs if your car crashes into an
object or another car. This coverage is designed to fix up or replace your own car after a
collision. Our customers will need to have comprehensive coverage before adding collision
coverage. You can have comprehensive and not collision on your policy, just not the other
way around. If you lease or finance your car, collision may be required by your leasing or
financing company. Like comprehensive coverage, collision coverage will pay for damages
to your car as long as they don’t exceed the car’s actual cash value...

However, such an interaction is not yet compatible with how humans engage in con-
versations.Much burden is still on the user to locate the answer from the lengthy texts
of the search result. More problematically, the customer has to accurately formulate
the question or the system would retrieve an irrelevant set of results. In that case,
the customer would have to carefully read the large chunk of text, decide there is
no useful information, and start over again by reformulating the question, leading to
frustration or boredom.We envision that one day we could actually talk to intelligent
systems as follows:

User: Hi agent, I need some help

Agent: Sure! How can I help you?

User: Do I need to buy coverage for my own car?

Agent: Are you considering collision coverage or comprehensive coverage?

User: What is collision coverage?

Agent: If your car crashes into an object or another car, collision coverage is designed to fix
up or replace your own car.

User: How is it different from comprehensive coverage?

Agent: Well, collision coverage is to cover your own car after a collision, while compre-
hensive coverage pays for damage in events that are not collision-related, such as theft and
vandalism.

User: I see. Am I required to purchase collision coverage then?

Agent: Collision coverage is optional. But if you lease or finance your car, it may be required
by your leasing or financing company

User: Okay thanks.

Agent: You are welcome!

In such conversational interactions, information is given by the system in a suc-
cinct and precise manner. More importantly, an accurate understanding of the cus-
tomer’s problem is incrementally formed through various actions from the system
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such as clarification and explanation,which aremade possible by having the customer
well engaged in a natural and personable conversation. Conversational interface like
this can reduce customers’ cognitive workload to read, requires little learning to use,
and might be the only viable solution in some contexts such as voice-based systems.

The agents in both examples have access to the same set of information sources.
So how do we move from single-turn Q&A in Example 1 to multi-turn interactions
in Example 2? By talking naturally, users should be able to express their informa-
tion needs in a familiar way as in their everyday conversations, no longer required
to learn the operation vocabulary of a search system or the output schema. This
means that users would be offloaded from “direct manipulation” of computational
models (Shneiderman and Maes 1997), instead relying on conversational interfaces
to perform an intermediary role between the information seekers and information
sources. Natural conversation offers the necessary devices to perform such an inter-
mediary role, aswe communicate through language to exchange information between
our different minds, not through queries-and-answers, but nonlinear combinations of
disclosure, elicitation, refinement, clarification, explanation, narratives, and so on.
Conversational interfaces should take advantage of these devices

This is not to say that conversational systems should mimic entire human conver-
sations, nor could we expect them to achieve human-level intelligence any time soon.
Rather, our view is that we should start with the fundamental question—what aspects
of conversations are pertinent and beneficial for performing information search tasks,
and what are the necessary system capabilities to enable them?

We believe these questions should be addressed from two ends: From a systems
point of view, i.e., how can conversational interactions extend current computational
models for information search; from a cognitive point of view, i.e., what are the
desirable and necessary properties of conversations to support information seek-
ing. In the next section, we offer some perspectives by drawing on related work
that answers the following questions: (1) How do conversational interactions fit
and extend information search models? (2) Empirically, what have we learned about
designing functionalities of conversational search systems, which are still very much
in an exploratory stage? (3) Theoretically, what are the fundamental properties of
human conversations, and how can they inform the design of conversational search
to make it more cognitively compatible with how people converse?

With that, we lay out a space of functional goals for conversational search sys-
tems along two axes: stages of information search behaviors—query formulation,
search result exploration, and repair (Bates 2002; Marchionini 1997; Wilson 2000);
and fundamental principles of human conversations—efficiency, common ground,
and recipient design (Bell 1984; Grice 1975; Clark and Brennan 1991; Sacks and
Schegloff 1979).Wealso discuss empirical insights on howusers conversewith a con-
versational agent performing information search tasks from our own work deploying
a chatbot that answers questions from employees of a large enterprise. The results
demonstrate the rich conversational behaviors users engage with a conversational
interface and the opportunities they offer for improving search performance and user
experience.
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13.2 Conversational Search

Conversational systems that support information-seeking tasks encompass systems
with a one-shot question-and-answer (QA) model (as in most current commercial
products), systems that can engage in free conversations to resolve a user’s problem,
and anything in between. To be excluded are systems that perform primarily chitchat,
and systems that receive or give commands through voice or text. This chapter will
not discuss 60-year history of dialogue systems and conversational agents. For inter-
ested readers, we recommend several books (Cassell et al. 2000; McTear 2004;
McTear et al. 2016). We do not address with any particular computational solutions,
whether rule-based, statistical, or more recent neural network models (Baeza-Yates
and Ribeiro 2011; Li et al. 2018; Sun and Zhang 2018). Our focus is on designing
interactions of conversational search.

While people have long been fascinated by “machines to talk to,” migrating to
a new interaction modality requires work to define new system functionalities and
design guidelines. The information retrieval (IR) community responded with much
enthusiasm–“such a growth in natural language dialogue between users and search
systems may even lead to the dominant interaction model of one-shot keyword queries
being displaced with conversational systems” (Radlinski and Craswell 2017). The IR
community takes a system-driven approach and considers new opportunities offered
by conversational interactions to extend existing IR frameworks (Azzopardi et al.
2018; Christakopoulou et al. 2016; Li et al. 2018; Radlinski and Craswell 2017;
Zhang et al. 2018). The human–computer interaction (HCI) community, expressing
equal enthusiasm, follows its user-centered design tradition by studying users’ needs
and behaviors to inform the design of this new type of interface (Liao et al. 2018;
Luger and Sellen 2016; Myers et al. 2018; Porcheron et al. 2018). We draw on work
from both communities as well as related social and cognitive science to reflect on
how to best deliver the benefits of conversational interactions for information search
tasks.

13.2.1 From Search to Conversational Search

Across academic communities, there is a long history of creating formal frameworks
of users’ information-seeking behaviors to guide IR system design (Bates 2002;
Marchionini 1997; Wilson 2000). While details vary, these frameworks converge on
three core stages of information seeking: query formulation from information needs,
examination of search results, and query refinements or reformulation if necessary.
Chapter 7 of this book provides a more detailed overview of these multi-stage search
behavioral models. Earlier work sought inspiration from structures of information-
seeking dialogues (e.g., with a librarian) to inform interactive search. Influential
work includesConversationRoleModel bySitter andStein (1992) and conversational
scripts byBelkin et al. (1995). Both aimed to provide idealized flows for an interactive

http://dx.doi.org/10.1007/978-3-030-38825-6_7
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search system to select next steps, but they were not considered specifically for
conversational systems.

Recently, researchers started conceptualizing what actions can be made by users
and systems if search becomes “conversational.” In a perspective paper byRadlinkski
and Craswell (2017), they identify properties of conversations pertinent to search
settings to be: mixed-initiative, goal-oriented, maintaining memory, and adaptive.
Accordingly, they offer a formal definition of conversational search system to be
“a system for retrieving information that permits a mixed-initiative back and forth
between a user and agent, where the agent’s actions are chosen in response to a
model of current user needs within the current conversation, using both short- and
long-term knowledge of the user”.

Radlinkski and Craswell argue that a conversational search system should there-
fore have the following properties as advantages over traditional search systems: (1)
User disclosure: Through conversations, it could help the user better express infor-
mation needs; (2) System disclosure: It is convenient for the system to reveal its
capabilities, building the user’s mental model; (3) Mixed-initiative: The system and
user can both naturally take initiative as appropriate; (4) Memory: The user can nat-
urally reference past statements; (5) Set retrieval: The system can reason about the
utility of a set of items in a conversation rather than having multiple search sessions
as in traditional search system. Based on these requirements, Azzopardi et al. (2018)
proposed possible actions that a user and a conversational agent could perform during
query formulation and search results exploration stages, as well as mixed-initiative
actions that can happen in the conversation (Fig. 13.1). This action spaces could be
used to generate dialogue policies for performing conversational search.

To complement these theoretical perspectives, in the following, we discuss empir-
ical work on developing functionalities of conversational search. We will organize
the discussions by the three core stages of information-seeking behaviors. Currently,
to handle free-form conversations remains an open challenge. Most work addresses
only some aspects of conversational search. Another approach taken is to study how
people naturally engage in information-seeking conversations (McDuff et al. 2017;
Trippas et al. 2018), either with another human, or a wizard-of-oz agent (an unseen
human simulating an agent). The premise is that these scenarios represent the ideal
level of intelligence and that users prefer interactions consistent with their natural
conversations. While such a view is debatable, it is a valuable approach to seek
inspirations to define capabilities and actions of conversational search.

13.2.1.1 Query Formulation

Whether through a speech-controlled device or chatting with a chatbot, users’ query-
ing behaviors may naturally change when the interface becomes conversational. A
number of studies examined user queries with spoken search systems and com-
pared them to typed queries in a search box, showing that spoken queries are longer,
more verbose, and have more varied language (Crestani and Du 2006; Guy 2018).
For example, Guy conducted an analysis on half a million search logs and found
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Fig. 13.1 An action space of conversational search systems proposed by Azzopardi et al. (2018)
based on properties of conversational search proposed by Radlinski and Craswell (2017)

that spoken queries have more formal grammatical structures (e.g., wh-words–
what/why/who/where), types of parts of speech (while typed queries are mostly
nouns), and tend to use full-sentence inquires (e.g., “I am looking for”, “take me
to”) (Guy 2018). Trippas et al. conducted a study observing conversations between
an information seeker and a human intermediary who had access to a search sys-
tem (Trippas et al. 2018). They observed much variance—while some used query-
like expressions, others used lengthy and complex sentences to describe their needs.
These natural language expressions could include multiple actions (e.g., querying,
navigation) in one turn, or complete one action with multiple turns, in contrast to a
linear process with a traditional search interface.

Perhaps the most critical difference that a conversational system makes is that
query formulation can be achieved through multi-turn interactions (Christakopoulou
et al. 2018; Mahmood and Ricci 2009; Thompson et al. 2004; Zhang et al. 2018). It
means that, for one, it is possible for the user to express complex information needs
sequentially, yielding a more accurate representation of their real knowledge gap,
which may be multi-faceted, multi-item, or inter-dependent (Radlinski and Craswell
2017). Second, the system could take an active role that resembles an intermediary,
by asking questions back to the user depending on the previous information provided,
thus offloading the user’s effort to accurately formulate formal system input.
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According to Azzopardi’s model (Azzopardi et al. 2018), during the query formu-
lation stage, a user may follow up by revising, refining, and expanding the original
query, and a system can “extract, elicit, and clarify.” Extracting key information and
clarification are necessary actions to deal with the verbose, sometimes ambiguous
queries in conversational forms. Eliciting user criteria, preferences, or constraints to
refine search results has long been of interest to IR systems (Baeza-Yates and Ribeiro
2011; Chen and Pu 2004; Mcginty and Smyth 2006). Earlier work on goal-oriented
dialogue systems also adopted a “slot-filling” approach that requests one criterion
from the user at a time (Bobrow et al. 1977; Walker et al. 2001). The outcome, how-
ever, might be a long, tedious dialogue that does not feel natural (Zhang et al. 2018).
This approach is also questionable outside narrow domains if the criteria have many
candidates or cannot be pre-defined. An alternative approach is to acquire user cri-
teria by eliciting feedback for sample items through critiquing (Mcginty and Smyth
2006), comparing (Christakopoulou et al. 2016), or grouping similar items (Chen and
Pu 2004). By suggesting items and eliciting feedback, it could also help build users’
mental models of the search space. These approaches could face challenges with tra-
ditional search system as users may be unwilling to provide feedback by repeatedly
filling out forms. Conversational interfaces could be a natural fit, as example-based
discussions are common in conversations, and with natural language the user input
can be incremental and flexible.

There are a number of computational challenges to enable query formulation
through conversations. First, extraction and pre-processing techniques are necessary
to bridge natural language queries and input for the underlying computational mod-
els. Currently, to handle variations in conversational input, rule-based or machine-
learning-based intent models are often used to first map a user utterance to a query
category for system input. Arguello et al. showed that conversational queries yield
worse retrieval performance if issued unmodified to search APIs (Arguello et al.
2017). While Crestani and Du suggested that simple processing by extracting nouns,
adjectives, and verbs can improve the retrieval performance (Crestani and Du 2006),
the challenges are likely beyond keywords extractions. For example, one may need
to breakdown multiple moves in one utterance, understand user needs from mul-
tiple turns, and accommodate greater individual variances in querying behaviors.
Second, optimizing the dialogue flow for elicitation questions remains a compu-
tational challenge. To efficiently reduce the search space (sometimes relaxing if
over-specified) involves multiple complex optimization problems, such as selecting
elicitation methods to use, criteria to elicit for, and considering the trade-off between
further elicitation and revealing results.

13.2.1.2 Search Results Presentation

How to present search results in conversational forms is an under-studied area. Most
existing systems simply either read out the top result or a condensed version of a
ranked list. Such designs are not conversational and can be problematic for speech
generation and users’ attention span (for listening and reading). Also many key
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elements of traditional search systems, such as search snippets and graphic informa-
tion, cannot be easily presented in conversational forms. It is important to recognize
that, compared to graphical user interfaces, conversations represent a “narrower” and
thus ideally more precise information channel—a turn of a dialogue is expected to
be succinct, informative, and relevant (Grice 1975). Therefore, additional processing
mechanisms are required on top of document retrieval.

One such mechanism is summarization. Trippas et al.’s study shows that the
human intermediary naturally chose to provide document summarization to the
information seekers, sometimes summarizing across multiple documents (Trippas
et al. 2018). The counterparts of summarization—drilling-down for details—would
also be necessary, which are embodied in various actions in natural conversa-
tions, mainly paraphrasing, defining, explanation, and elaboration (Schegloff 2007).
Azzopardi et al.’smodel emphasizes the presentation ofmultiple documents, suggest-
ing that users should be able to request presentation ofmulti-documents in overview–
summarization, listing, etc., or in details–subsets, comparison between documents,
etc., and to navigate between documents–forward, backward, and repeat (Azzopardi
et al. 2018).

The technical challenge here is to create representations of varied granularity
for a document or a set of documents, from high-level summarization to different
types of details. In their book on design patterns for conversational systems, Moore
and Arar suggested patterns to decompose document content, such as a FAQ page,
for conversational interactions (Moore and Arar 2019). While a search engine may
simply retrieve a document (e.g., health insurance coverage), a conversational system
should not only recognize subtopics within the document (e.g., copay, deductible),
but also respond to different types of follow-up requests—paraphrasing, examples,
and definitions, by either generating or extracting such contents from the document.

Conversational interfaces are especially suitable for driving the user down a
focused navigational path. The drawback is that the user may lose awareness of
alternate information and risk forming a narrow understanding or inaccurate men-
tal model of the search space. This is another place where the system should take
initiative. Azzopardi et al. suggest that the system should always keep a represen-
tation of users’ current information needs, past information needs, as well as alter-
nate information needs, and provide recommendations that the user may not have
explicitly requested (Azzopardi et al. 2018). However, technical challenges remain
to be solved, not only on how to infer alternate information needs, but also when to
suggest them. For example, one needs to consider the trade-off between access to
more information and the increasing complexity of the conversation.

13.2.1.3 Query Reformulation and Repair

In search behavior models, query reformulation is the step following dissatisfying
search results exploration. This definition is worth revisiting in a conversational
search setting. On the one hand, in conversational search the querying process can
be incremental, i.e., query formulation and search result presentation can happen
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multiple times in series (e.g., to elicit further feedback), thus blurring the boundaries
between query formulation and reformulation. On the other hand, conversational sys-
tems introduce new types of errors in addition to suboptimal retrieval performance,
such as errors in the steps of speech recognition, speech to text, or language under-
standing. Hence, it may be more appropriate to use the term “repair” to consider user
and system actions when there is breakdown in conversational search.

Recent work investigated how users naturally reformulate queries with conver-
sational search systems (Hassan et al. 2015; Jiang et al. 2013; Myers et al. 2018;
Shokouhi et al. 2014). For example, with a spoken search system, Jiang et al. showed
that users engaged in various ways of lexical reformulation (e.g., addition, substitu-
tion, removing, reordering) and phonetic reformulation (e.g., emphasizing parts of
the query) (Jiang et al. 2013). However, it creates problem when users make blind
attempts of reformulation, which sometimes contradicts with practices in natural
conversations. For instance, while it is natural for people to elaborate with more
information when talking to another person, reformulating queries with more details
may adversely harm the retrieval performance (Myers et al. 2018). This is due to a
mismatch between how humans perform natural language understanding and how
computational systems work. Users often do not understand this mismatch because
conversational interfaces are misleadingly “natural” and thus opaque in disclosing
the underlying computational models.

A system may fail both the search task and creating a truly conversational experi-
ence if solely relying on users to repair, as conversation should be a two-way process
to resolve uncertainty (Clark and Brennan 1991). Recent work started addressing
system-initiated repairing processes (Balchandran et al. 2009; Paek and Horvitz
2000). In Ashktorab et al. (2019), the authors propose a framework for repair design
of conversational QA with three levels of increasing contributions from the system:
explicitly acknowledging the breakdown (e.g., asking for confirmation or rephras-
ing), making the system model transparent to assist user repair (e.g., explaining cur-
rent understanding), and proactively suggesting query reformulation. The research
shows that user satisfaction increases with a higher level of contribution from the
system.

The technical challenge for the three levels of system-initiated contributions,
however, remains largely unsolved. First, there is often no precise way for a system to
recognize a misunderstanding or retrieval error. Currently, machine-learning-based
systems rely on a confidence level to infer a potential breakdown. Such methods
cannot identify “unknown unknown” errors where the training data have blind spots.
Paek and Horvitz explored using Bayesian networks to infer uncertainty (Paek and
Horvitz 2000), but it has not been adopted as a scalable solution. Second, explaining
language understanding or search results is a pressing problem that has raised much
interest lately (Gunning 2017; Miller 2018). The challenge is on how to make the
explanation actionable to support the end goal of successful query reformulation. For
example, a system can explain its current understanding by keywords it identified
for search results, and the user should be able to respond by incrementally correcting
misunderstanding without starting all over. Lastly, as with traditional search systems,
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query suggestions may fail, and such failures are likely more detrimental if presented
as a single turn in a conversation.

13.2.2 Toward Conversational User Experience

Now that we have reviewed work on the functionalities of conversational search
systems, we consider some fundamental properties of natural conversations. These
properties could inform the design of conversational search systems to make them
more cognitively compatible, and help assess what search functionalities are nec-
essary to deliver the benefits offered by conversational interactions. Social and
cognitive science provides rich insights into the general patterns of how people
engage in conversations. Three basic principles are commonly recognized for gov-
erning these patterns (Moore andArar 2019): efficiency (Grice 1975; Sacks and Sche-
gloff 1979), common ground (Clark and Brennan 1991), and recipient design (Bell
1984; Clark and Murphy 1982; Sacks and Schegloff 1979). We advocate incorporat-
ing these principles into the design space of conversational search at each stage.Many
of the functionalities discussed in the previous section can be seen as to serve these
principles. In Table13.1, we map them in this design space and suggest additional
functional goals that may be necessary to create a truly conversational experience.
While each of these principles is backed by a large volume of research, in the fol-
lowing we discuss high-level ideas and implications for designing conversational
search.

Efficiency:Also referred to asminimization, the efficiencyprinciple guides speak-
ers to achieve necessary informativenesswithminimumeffort, e.g., using as few turns
and number of words as possible. To minimize user’s effort, this principle suggests
the system to maximize its initiative as allowed by the intelligence, and simplify
the content as allowed by understandability. System-initiated actions to support
query formulation and repair, including extracting system input from user utter-
ances, optimizing elicitation dialogues for user preferences, criteria or constraints,
and contributing to repair, can be considered to serve the goal of minimizing user’s
effort. Additionally, the system should in general aim to support natural language
expressions that may be minimal, implicit and incremental, for example, by memo-
rizing contexts and long-termusermodels tomake inference about user’s information
needs. For presenting information in a conversational form, this principle supports
the idea of starting from the lowest granularity of details that most targeted users
can understand, meanwhile providing rich navigational paths for details.

Commonground: This principle views conversation as a formof collective action
to achieve mutual knowledge. Speakers constantly assess if there is good enough
mutual understanding through evidence (e.g., explicit acknowledgment or relevant
next turn), and if not, a grounding process (i.e., repair) will be initiated. When the
dialogue partner is amachine, its model of understanding is significantlymismatched
from the human speaker. Therefore, in applying the common ground principle for
human–computer interactions, the general goal is to make the system model more
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Table 13.1 A design space of functional goals for conversational search

Efficiency Common ground Recipient design

Query formulation • Extract system input
from natural language
• Optimize elicitation
dialogue flow
•Maintain context and
user model for
inference

• Clarification to
bridge user input and
system model
• Incrementally
suggest examples and
elicit feedback

• Support different
querying behaviors
• Tailor elicitation
dialogue flow

Results exploration • Minimize
complexity
• Start from
summarization or low
granularity, with
navigational paths for
details

•Make capabilities
and navigational paths
discoverable
• Support follow-up
inquiries
(paraphrasing,
definition, examples,
elaboration)
• Suggest alternate
information

• Tailor search
algorithms
• Tailor presentation
and interaction styles

Query reformulation
and repair

• Maximize system
initiative for repair
• Support incremental
repair

• Signal breakdown
•Make system model
and status transparent
• Suggest
reformulation

• Tailor repair
assistance strategies

transparent, and actively bridge between the user model and system model. This
principle is most relevant to functionalities for clarification and repair, and pro-
vides theoretical support for the three levels of system contributions we discussed
for query repair: showing evidence (signaling potential misunderstanding or break-
down), making the systemmodel (especially current understanding) transparent, and
bridgingmismatched user and systemmodels (e.g., suggesting query reformulation).
Equally important is to equip the system with capabilities to handle common types
of user-initiated repair, including paraphrasing, providing definition, examples, and
elaboration (Moore and Arar 2019). The principle also highlights the importance of
system disclosure to help build users’ expectation and mental models of the search
space at all stages, such as suggesting examples for feedback, recommending alter-
nate information, and making the system capabilities and the navigational paths
discoverable.

Recipient design: Speakers constantly tailor the ways they talk according to the
particular recipient(s), based on their knowledge, social relations, personalities, and
so on. The principle of recipient design governs all aspects of human conversations,
from choices of topics, to levels of details, to the organization of the conversation
and linguistic styles. It is not surprising that incorporating awareness and knowledge
of the user has long been a focus for research in dialogue systems and conversa-
tional agents (Cassell et al. 2000), andmany argue that demonstrating adaptiveness is
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necessary to achieve human-like conversational interactions.Work on conversational
search, however, has not yet given much attention to this area. Of course, personal-
ization and adaptation have their place in IR work (Ghorab et al. 2013; Kelly and
Teevan 2003; Teevan et al. 2005), but mostly with a narrow focus on tailoring search
algorithms based on users’ interaction history or user profiles.

We argue that recipient design should take a more central role for conversational
interfaces. First, besides retrieval algorithms, there are more properties of interac-
tions to tailor for individual users to deliver a truly conversational experience. When
presenting the search results, adapting interaction styles such as the level of details,
language use, linguistic styles, and other social and communication designs for indi-
vidual users could improve user engagement with agent systems (Cassell et al. 2000;
Szafir andMutlu 2012; Thomas et al. 2018;Xiao et al. 2007; Zhao et al. 2016).During
the process of query formulation and reformulation, many decision points in a dia-
logue flow, such as choices of elicitation methods, desired precision level, and repair
strategies (Ashktorab et al. 2019), could also account for individual differences.

Second, compared to traditional search systems where user interactions are lim-
ited to typing queries and selecting results, conversational interfaces allow users to
give free-form natural-language input and thus enable much richer forms of user
disclosure. Importantly, signals or user profiles obtained from the disclosure are the
prerequisite for user modeling and system adaptation. In conversational interactions,
the disclosure can not only be achieved through explicit inquiry, but also inference
from users’ conversational behaviors, just as how people engage in recipient design
in everyday conversations based on subtle cues from the other speaker(s). These
subtle cues may not only reveal who they are and what they prefer, but also how
they feel about the interactions. In other words, conversational interfaces may enable
new user modeling techniques for improving search experience based on feedback
signals in users’ conversational interactions that are beyond click-through patterns
used by traditional IR systems. In our work developing conversational agents and
studying how users interact with these agents, we take great interest in identifying
such user signals in conversational interactions to work toward the goal of system
capabilities for recipient design. In the following section, we give an overview of our
recent work to demonstrate some exciting opportunities in this area.

13.3 Recipient Design with a Conversational Search System

Starting in 2015, with a group of colleagues, we developed a conversational agent
in IBM to answer employees’ questions related to the work environment, such as
“tell me about health benefits” or “how can I find IT help”. The agent answers these
questions using a hybrid model combining pattern-based retrieval of curated answers
and output from a search engine for IBM internal Web pages (Chandar et al. 2017;
Liao et al. 2018). The agent is called Cognitive Human Interface Personality (Chip).
In summer 2016, Chip was deployed to 337 new hires who used Chip for 5–6 weeks.
The deployment resulted in a chat log dataset with more than 6,000 messages. The
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dataset provides a valuable resource to studyhowusers conversewith a conversational
agent in the wild.

We analyzed the dataset with two goals in mind. First, we intended to provide
an empirical account of the types of conversational interactions users have with an
information search agent. This complements prior work on conversational search in
two ways. First, instead of conversing with a human intermediary or a wizard-of-oz
system, we examined interactions with a real chatbot in a real-world setting. Second,
besides information queries, we also paid attention to conversational interactions that
perform communication or social functions, most of which are not covered by the
existing models of information behaviors for conversational search (Azzopardi et al.
2018; Radlinski and Craswell 2017).

Our second goal was to explore recipient design, i.e., adapting the system, based
on users’ conversational behaviors, where we consider both tailoring its search func-
tionalities and interaction styles. In this section, we discuss insights from our work as
an example to demonstrate the new opportunities that conversational interfaces offer
for encouraging user disclosure and hence enabling recipient design. The technical
details of the system and the methodological details of the analysis are presented in
our recent papers (Chandar et al. 2017; Liao et al. 2016, 2018). Before discussing
the two areas of recipient design, we briefly describe the types of conversational
interactions users had with Chip.

13.3.1 Conversational Behaviors with a QA Agent

Despite Chip being a QA agent for IBM internal information, we found that more
than 35% of the chat logs were dedicated to non-queries. 85% of users sent at least
one of these non-query messages. By performing content analysis, we categorized
these non-query interactions into four general areas:

• Opening and closing: Instead of simply querying the agent, users showed anthro-
pomorphizing behaviors by opening and closing the conversations as if chatting
with another human. More than 57% of users had at least once formally opened
the interaction (e.g., “hi”, “hello”). 46% of users also had at least once closed the
querying by acknowledging the agent’s answers (e.g., “ok”, “got it”), and 11.6%
of users had at least once closed the conversations with farewell.

• Agent ability checking: There was a category of user questions concerned with
capabilities of the system, by asking “what can youdo” or “can youdo [function]?”.
These inquiries carried distinct meaning from other anthropomorphizing inquiries,
as in serving the goal of reducing uncertainty about the system.

• Feedback giving: We found that users actively commented on the agent’s per-
formance. This is interesting considering that it is a known challenge to obtain
feedback in traditional search systems. During the deployment, we suggested par-
ticipants to use “#fail” to give negative feedback if unsatisfiedwith Chip’s answers.
42.4% of users did it at least once. In addition, 11.9% users had at least once
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complimented Chip (e.g., “you are helpful”), and 21.1% made some forms of
complaints (e.g., “you are stupid”).

• Chitchat: Some users engaged in chitchat with Chip, representing playful inter-
actions by intentionally anthropomorphizing the agent (Luger and Sellen 2016).
Types of chitchat included asking about the agent’s status (“what are you up to”)
or traits (e.g., “what do you like?”), making off-topic requests, and talking about
oneself.

Based on common patterns identified in Conversation Analysis, Moore et al.
proposed a design framework for interaction patterns of conversational agents (Moore
and Arar 2019). The framework differentiates between interactions that perform
goal-oriented activities (inquire, respond, etc.), sequence management (e.g., repair),
and conversation management. The main categories of conversation management
interactions include opening, closing, capability checking, and disengaging (e.g.,
request to transfer to a human agent). The non-query conversational interactions we
identified are generally consistent with these patterns of conversation management,
with two additional areas–providing feedback and having playful chitchat. Both can
be considered unique to the setting of interactions with a personified conversational
agent.

13.3.2 Recipient Design by Tailoring Search Functionalities

A longstanding theme in IR work is to adapt search functionalities to individual pref-
erences based on feedback in the interaction history. For example, based on what a
user liked or disliked, one can learn the user’s topical interest to adapt the ranking
algorithm (Ghorab et al. 2013; Teevan et al. 2005). Prior work also explored adapt-
ing information presentation or providing query assistance for those less satisfied
users (Song and He 2010; Zhai and Lafferty 2006). Because it is costly and some-
times not feasible to obtain explicit user feedback, implicit feedback is often inferred
from user behavior, such as click-through patterns or dwell time (Feild et al. 2010;
Fox et al. 2005; Kelly and Teevan 2003; Kim et al. 2014). However, the challenge is
that these behavioral signals may be sparse and unreliable. In viewing conversational
interactions users had with Chip, it was encouraging that users actively commented
on its search performance (e.g., “#fail”). It motivated us to further explore what
feedback signals existed in their conversational interactions that can be leveraged for
adapting search functionalities.

We adopted a data-driven approach by statistically modeling what features in
conversational interactions predict a user’s self-reported satisfaction with Chip’s
search performance, gathered by a survey. Details of themodel are discussed in (Liao
et al. 2018). The results show that, after controlling for the system performance, users
with lower subjective satisfaction tended to engage in conversational interactions in
the categories of feedback using #fail, agent ability checking, closing by farewell and
off-topic requests. These are the users that might have distinctive information needs
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and thus recipient design should target. A number of words or terms were also found
to be associated with more positive user opinions, such as “tell me about”, “should
I”, “what does”, “where is”, “who is”, and “how to”.

Based on these results, we summarize three areas in users’ conversational inter-
action to obtain feedback signals for adapting search functionalities: conversational
feedback, implicit complaints, and question structure keywords:

• Conversational feedback: Conversational interfaces may encourage users to pro-
vide more feedback for the search performance. We found that using “#fail” was
a strong indicator of dissatisfaction. In contrast, compliments such as “you are
smart” or blunt complaints did not show significant association with user satisfac-
tion, but instead might have been playful interactions. It highlights the complica-
tion in obtaining reliable feedback signals in conversational interactions and the
necessity to identify them by empirical analysis.

• Implicit complaints: A conversational interface enables users to freely “talk,”
expressing feedback in ways that were not possible with traditional search sys-
tems. Statistical modeling allowed us to explore these less obvious signals. The
result showed that the occurrences of agent ability check and closing with farewell
predict user dissatisfaction. A closer look into the data revealed a pattern of users
asking “what can you do” after encountering errors. Many have recognized that a
critical drawback of conversational interface is its unclear affordance of capabil-
ities (Luger and Sellen 2016; Shneiderman and Maes 1997). Agent ability check
can be considered signals of user struggling with such unclear affordance. Simi-
larly, we observed users closing the conversation after errors, signaling frustration
and refusal.

• Question structure keywords: It is reasonable to expect that users who are satis-
fied with the system performance are more likely to keep using it for information
needs and less so for off-topic requests. Among the lexical features predicting
user satisfaction, we saw a group of wh-words (what/where/who), which indi-
cate typical questioning structures. With conversational interfaces, users tend to
ask question in full sentences instead of using keyword-based queries (Crestani
and Du 2006; Guy 2018). Therefore, one can possibly infer user satisfaction by
tracking these structure keywords for questions.

This part of our work explored new opportunities offered by a conversational
interface for user modeling to enable recipient design, i.e., adapting search results
for individuals. We focused on informing ways to know for whom to adapt search
functionalities. For addressing how the system should adapt, one can refer to the
large volume of IR work that tapped into user feedback signals to adapt search algo-
rithms (Baeza-Yates and Ribeiro 2011; Ghorab et al. 2013; Teevan et al. 2005). The
general idea is that one could track user feedback signals for search results of differ-
ent features (e.g., topics) to learn about user preferences. Future work could explore
applying similar approaches to adapting features that are important for a conversa-
tional search setting, such as level of details in search results presentation. Another
approach is to provide additional query assistance for less satisfied users, such as
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tailoring the dialogue flows for query elicitation and repair assistance strategies as
suggested in Table13.1.

13.3.3 Recipient Design by Tailoring Interaction Styles

In conversations, recipient design is reflected in more aspects than tailoring infor-
mation content—in addition to what to talk about, one also constantly tailors how to
talk. Therefore, besides search functionalities, we also attempted at adapting inter-
action styles for individual users. Interaction style is unarguably an enormous design
space with many dimensions (Szafir andMutlu 2012; Thomas et al. 2018; Xiao et al.
2007; Zhao et al. 2016). We explored one dimension of core interest in studies of
human–agent interaction—individuals’ orientation to view an agent as a sociable
versus utilitarian tool. Prior work suggests that people tend to have different mental
models interacting with a conversational agent (Lee et al. 2010, 2011). Those who
see an agent as a sociable tool are inclined to engage in human-like interactions and
exhibit relational behaviors such as chitchat and politeness. Recent work also uses
the term “playfulness” to refer to intentional engagement of anthropomorphizing
behaviors with an agent system (Luger and Sellen 2016). In contrast, those with a
utilitarian orientation may see in an agent nothing more than an information search
tool. Our hypothesis is that this orientation could govern a user’s preference for
interaction styles that are more social versus ones that resemble traditional search
systems.

To validate such a hypothesis and explore how to provide recipient design for
social versus utilitarian interaction styles, we started with a qualitative study inter-
viewing the users of our pilot deployment of Chip (Liao et al. 2016). We developed a
self-reported scale to measure one’s social agent orientation by asking if one enjoys
conversational interactions and chitchat with an agent. Then we contrasted user pref-
erences for those on different sides of the scale. In general, we found that those with
high social orientation desire properties of natural conversations, such as abilities to
handle multi-turn conversation and tailoring the level of details for individual needs.
They also prefer agents with rich personality designs. In contrast, those with utilitar-
ian orientation repeatedly favor common features in traditional search systems, such
as handling query-like input and providing a ranked list of answers. They also desire
more transparency of the information source and consider human-like features to be
unnecessary in the conversation content and visual design.

The above results suggested how to tailor interaction styles for users with social
versus utilitarian orientation. We also leveraged a statistical modeling approach to
explore signals in conversational interactions to infer the orientation of an individual
user, i.e., for whom to adapt the interaction style. We found the following categories
of conversational interactions to predict more social orientation: chitchat about the
agent’s status and agent’s traits, chitchat talking about oneself, and giving com-
pliments. We also found a number of words or terms associated with more social
orientation: “how do you”, “are you”, “do you know”, “search”, “information”, etc.
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We examine these results and summarize three areas to obtain signals for recipient
design of social versus utilitarian interaction styles: playful chitchat, agent-oriented
conversations and casual testing.

• Playful chitchat: Three categories of conversational interactions were strong sig-
nals of users with high social orientation—chitchat asking about the agent’s traits,
status, and talking about oneself. They confirm that chitchat carries explicit anthro-
pomorphizing intentions. It is notable that conversation management actions such
as opening and acknowledging did not show significant association. It suggests
that, in the context of a text-based QA agent, they may be more of habitual behav-
iors with the chat interface instead of consciously anthropomorphizing the agent.

• Agent-orientated conversations: An evident pattern in lexical features signal-
ing social orientation is the frequent occurrence of second-person pronouns. This
agent-oriented interest is consistent with the tendency to anthropomorphize the
agent. This suggests that a simple way to identify socially oriented users could be
monitoring the usage of second-person pronouns.

• Casual testing: The lexical features predicting social orientation suggest less for-
mality but more casual asking, such as “do you know” or “tell me”. We also found
the words “information” and “search” to be strong signals. A close examination
of the conversations revealed a pattern of repeatedly asking Chip to retrieve dif-
ferent kinds of information (e.g., “search information about my manager”). These
behaviors suggest the less utilitarian-oriented users, who may see Chip differently
from a traditional search system, exhibited curious behaviors by casually testing
its intelligence.

With these studies, we aim to inform recipient design of conversational search
withmore social versus utilitarian interaction styles. For example, based on the above
signals, one can distinguish users with social or utilitarian orientation, interacting
with natural conversations and rich social designs for the former group, while pre-
senting information like traditional search system for the latter. Besides recipient
design for search results presentation, one may also improve the search task by
anticipating differences in users’ querying behaviors. For example, it is likely that
a socially oriented user would express information needs in natural language, while
a utilitarian-oriented user would use keyword-based queries, and thus different pro-
cessing techniques should be applied. Our work demonstrates that recipient design
should take a more central role for conversational interfaces because the rich design
issues involved, for not only improving search algorithms, but also interaction styles,
which could be concerned with information presentation, conversation organization,
or linguistic styles.
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13.4 Summary

Conversational interfaces are an emerging area of research for search systems. It is
important to recognize that human conversation is a metaphor for this type of user
interface. The benefit of an interface metaphor is to give users instantaneous knowl-
edge on how to interact with the system in a familiar way, while leaving the interface
to bridge these familiar actions and the underlying computational models. To take
full advantage of such a metaphor, this chapter aims to provide perspectives on prop-
erties of natural conversations that fit and benefit information search tasks, in order
to identify functional goals of conversational search systems. By reviewing relevant
work, we start from two ends: system actions to extend models of traditional search
systems to conversational search, with regard to query formulation, search results
exploration, and query repair; and the fundamental properties of natural conversa-
tions including efficiency, common ground, and recipient design. The two threads
converge at a design space for the functional goals for conversational search systems.
We identify a gap and an area of opportunity to put user modeling and adaptation
in a more central place for conversational interfaces, and discuss insights from our
own work on making search systems conversational and adaptive.
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