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Preface

We are delighted to introduce the proceedings of the second edition of the International
Conference on Intelligent Transport Systems (INTSYS 2019) from the European
Alliance for Innovation (EAI). This conference brought together researchers, devel-
opers, and practitioners from around the world who are leveraging and developing
Intelligent Transportation Systems (ITS) to increase efficiency, safety, mobility, and
tackle Europe’s growing emission and congestion problems. The theme of INTSYS
2019 was “Intelligent Transport Systems (ITS) has the Edge on Innovation.”

The technical program of INTSYS 2019 consisted of 20 full papers, presented in
oral sessions at the main conference tracks, and selected out of 35 submission received.
All of the accepted papers were subjected to a blind peer-review process with a
minimum of four reviews for each paper. Concerning the committees, it was a great
pleasure to work with the excellent organizing team of the EAI, which was absolutely
essential for the success of the INTSYS 2019 conference. In particular, we would like
to express our gratitude to Kristina Lappyova and Marek Kaleta for all the support they
provided in all subjects. We would like also to express our gratitude to all the members
of the Technical Program Committee, who have helped in the peer-review process
of the technical papers, as well as ensured a high-quality technical program. We would
like to thank the extensive list of external reviewers from several areas of expertise and
from numerous countries around the world.

A special acknowledgement has to be addressed to all the authors for their effort
producing such good quality papers and also for the extremely rich and positive
feedback shared at the conference.

We strongly believe that the INTSYS conference provides a good forum for all
researcher, developers, and practitioners to discuss all science and technology aspects
that are relevant to ITS. We also expect that the future INTSYS conferences will be as
successful and stimulating, as indicated by the contributions presented in this volume.

January 2020 Ana Lúcia Martins
Joao Carlos Ferreira
Alexander Kocian
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Design of a Route-Planner for Urban Public
Transport, Promoting Social Inclusion

Rafael Dias1, Tânia Fontes2(&), and Teresa Galvão1,2

1 Faculty of Engineering, University of Porto, Rua Dr. Roberto Frias,
4200-465 Porto, Portugal

2 INESC TEC, Rua Dr. Roberto Frias, 4200-465 Porto, Portugal
tania.d.fontes@inesctec.pt

Abstract. People that do not have access to the transport system and therefore,
a facilitated access to goods and services essential to daily life, can be regarded
as transport-related social excluded. This is a big issue, namely for groups of
people that have physical, sensorial and/or cognitive limitations. This paper
provides guidelines to design route planners for socially excluded groups, by
promoting social inclusion in public transportation. For this purpose, a set of
mock-up user-interfaces of an inclusive inter-modal route planning application
were developed. These interfaces will deliver ready availability of information
about infrastructures and other journey related data.

Keywords: Information � Public transport � Social exclusion

1 Introduction

Public transport play a big role in today’s society, especially because it facilitates the
access to goods and services as health and education. As a result, transport-related
social exclusion is part of our reality, since individuals that do not have access to the
transport system can be regarded as excluded.

The term social exclusion was initially introduced in the European policy domain
during the 1990s [1] and it was perceived as some sort of happening that stroke the
poor exclusively. In the literature, the terms social exclusion, poverty and deprivation
have often been used interchangeably [2]. These terms have been exhaustively dis-
cussed throughout these last decades, and, in its essence, they can be understood as the
process whereby and individual becomes deprived, and not the actual deprivation itself,
and in fact, poverty and deprivation can be argued as the outcomes of that process [2].
This means that the socially excluded are the ones who are not only poor, but also those
who lost their ability to get a job or proceed education. Mackett et al. [3] explain that
the exclusion process covers various circumstances where individuals or groups of
people are unable to participate in activities or to access certain goods (e.g. services,
work, school, etc.) that are available to others as a fundamental part of belonging to
society [3]. Additionally, Kenyon et al. [4] state that mobility-related exclusion is the
process by which people are prevented from participating in the economic, political and
social life of the community because of reduced accessibility to opportunities, services
and social networks, due in whole or in part to insufficient mobility in a society and

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2020
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environment built around the assumption of high mobility. Thus, social exclusion is
directly related to social disadvantage, transport poverty and transport disadvantage [5].

In Europe, especially in Hungary, Bulgaria and Romania, 90% of the citizens
perceive poverty to be a widespread phenomenon, this value being considered the
highest registered. In Denmark, Cyprus and Sweden mark the lowest values as 38%,
38% and 33% respectively [6]. According with the Eurobarometer [6], elderly, disabled
and long term ill person, children and young people, and women are some of the
groups most risk of social exclusion.

For social excluded groups that have physical, sensorial or/and cognitive limita-
tions, the level of quality of information provision is quite important since strongly
restrict its mobility. Park and Chowdhury [18] explain that the main barriers for
physically impaired people are related to the urban environment, terminals and stops,
services, and quality of footpaths, while the main barriers for visually impaired users
are the poor presentation of information and obstructions on footpaths. Also, the
common barrier for both groups is the bus driver’s attitude and unawareness of their
needs. Similar findings were found for other social groups with disadvantages [10, 14].
However, these barriers can be minimized if relevant, simple and reliable information is
provided in order to allow passengers to travel as fast, comfortable, safe and cheap as
they possibly can, while at the same time being able to easily access certain core
information about the trip [7].

A trip planner can be considered a smart travel assistance tool, which can provide
certain information to the passenger for a given origin and destination stops [9],
minimizing thus, its social exclusion. However, sometimes such information needs to
be provided contextualized, taken into consideration the needs and limitations of each
travel profile. Houghton et al. [8] explain that advanced technologies can be used to
collect more and better data, and the process of analysis can be also enhanced to create
an end result that is more efficient, effective and targets services for passengers.

Cheung and Sengupta [11] assessed 20 popular route planners considering its
features, usability and popularity. Bearing in mind a high level feature evaluation,
Google Maps, TripGo, Here WeGo, Citymapper and TfGM have the best score.
Concerning the usability evaluation, three main features have been considered: effec-
tiveness, efficiency and satisfaction. The top five apps in usability are Citymapper,
Traveline GB, TripGO, London Journey Planner and Transit, while the highest popular
applications are Google Maps, MAPS-ME and HERE WeGo.

Note that not all the applications analysed support all public transport modes. For
instance, ‘MAPS.ME’, ‘Voyager’ and ‘Maps, Navigation & Directions’ do not own
information regarding trains, trams, buses and others. Meanwhile, ‘Transit: Real-Time
Transit App’, ‘Journey Planner (TFI)’, ‘Offi - Journey Planner’ and ‘London Journey
Planner’ are able to provide information about trains, trams and buses, but they do not
support information about car, walking or bicycle trips. Among all the applications
analysed, only ‘Maps’ by Google, ‘My TfGM’, ‘TripGo’ and ‘HEREWeGo’ are the
only ones that, in addition to being considered multi-modal, also manage to create
viable travel routes using car, walk, bicycle, train, tram, bus and other modes of
transport available (i.e. scooter, boat). However, information regarding accessibility is
not provided by these applications.

4 R. Dias et al.



Besides these general and popular applications, few mobility applications have
been developed taking in mind social excluded groups of people. HKeMobility [19] is
a route planner for Hong Kong. This is an all-in-one mobile application integrating
three previous mobile applications (“Hong Kong eTransport”, “Hong Kong eRouting”
and “eTraffic News”) that offers an elderly friendly user interface. HKeMobility dis-
plays concession fares for the elderly and has simple user interface with high colour
contrast. Also, Wu et al. [20] build a barrier-free and friendly environment for the
disabled people, by using information and communication technology (ICT) based on
past experience. These authors design a customer-centric transportation service plat-
form. The platform enables customers to access diversified services, such as Reha-
buses, LTC-buses, barrier-free taxis, Welcabs, and general taxis, through mobile
applications, phones, websites, and convenience stores.

The literature review allowed to conclude that a substantial amount of groups of
people are excluded in today society since they having particular needs and limitations
that restrict its mobility. At this level, the main factor of social exclusion is the limi-
tation to information access. Several applications for route planning of public transport
were accessed; however, few barriers that limit the mobility of several groups of people
are addressed by these applications. In order to promote social inclusion, this work
aims to define a set of guidelines to design route planners of public transport for
socially excluded groups with physical, sensorial and/or cognitive limitations. For this
purpose, several interfaces that can allow for improving the experience in public
transportation use for these groups will be designed and evaluated. Thus, the main
questions of this research are:

(i) What are the main current social excluded groups with physical, sensorial and/or
cognitive limitations and why?

(ii) Which necessities and limitations do those groups have?
(iii) What kind of information regarding mobility do they need the most?
(iv) In what way should the information be organized and delivered?

The paper is organized as follow. Section 2 presents the data collection and the
methods applied to conduct the study. Results and discussion are presented in Sect. 3
and the main conclusions are outlined in Sect. 4.

2 Material and Methods

This section presents a three-step methodology to define a set of guidelines to design
route planners of public transport for socially excluded groups.

2.1 Scope

This work is focused on excluded groups with physical, sensorial and/or cognitive
disabilities, henceforth, elderly, disable and people with reduced mobility (i.e. pregnant
women, cane or crutches users, or people with physical or mental disability as blind
and handicapped). This selection was based on four main criteria:

Design of a Route-Planner for Urban Public Transport 5



(i) Some diseases can provoke mobility restrictions in particular groups of popu-
lation: Several diseases can provoke severe damage in the humans basic organs
and lead to defectiveness such as: hearing loss (presbycusis), decrease of visual
acuity (presbyopia), muscle loss, lower walking speed, mobility disability, cog-
nitive aging, dementia and depression [15]. This means that physical obstructions
as be steps, edges, steep lopes or simple obstructions on the pavement take a role
on stopping the mobility reduced people from accessing public transport.

(ii) The elderly population is growing fast: The world’s population aged 60 and
older were numbered 962 million in 2017. This population increased more than
twice in less than three decades and is expected to double again by 2050 [21]. In
Europe, the elderly people (65 and older) will almost double from 87.5 million
in 2010 to 152.6 million in 2060, growing from 19% in 2017 to 29.5% in 2060
[22, 23]. With life expectancy increasing in the coming decades the age structure
of the European population will change significantly with the demographic old-
age dependency ratio (people aged 65 or above relative to those aged 15–64)
increasing from about 25% in 2010 to 51.2% in 2070 [22].

(iii) The elderly can acquired with age more than one limitation: Accessibility is
rather affected as functional limitations become more common with age, and
many older people will have acquired more than one such limitation [13]. The
elderly social exclusion is related to long-term illness or disability, social iso-
lation and lack of independence [12]. Other factors of elderly social exclusion
are related with the loss of mobility due to the onset of partner illness or death,
severe senescence or inability to drive [14].

(iv) Some particular social excluded groups has particular needs of mobility:
Follmer et al. [16] found that shopping and leisure are the two most prominent
motives for people above the age of 60 to travel. Many facilities such as food
shops, libraries and town centres are believed significant for this group to have
easy access to, being the healthcare services considered extremely important in
this matter [10]. In addition, physical excluded people as pregnant and disabled
records high access to health services.

2.2 Methods

The ISO 9241-210 was followed to ensure that the design created for an interface is
user-centered. This allows to develop interfaces that address the user limitations and
needs and therefore enhances efficiency as well as effectiveness of the interface and
promotes well-being, satisfaction, accessibility and sustainability to the users [28]. This
standard is supported in six main principles [29]:

(i) The design is based upon an explicit understanding of users, tasks and
environments;

(ii) Users are involved throughout design and development;
(iii) The design is driven and refined by users;
(iv) The process is iterative;
(v) The design addresses the whole user experience;
(vi) The design team includes multidisciplinary skills and perspectives.

6 R. Dias et al.



Based on these principles, a three-step methodology was defined: (i) requirements
elicitation, (ii) interfaces development, and (iii) usability evaluation. Next sections
presents a description of each of these steps.

2.2.1 Requirement Elicitation
Requirements elicitation were defined based on the identification of limitations and
needs of physical disability people. Such analysis was supported by the results of:
(i) literature review and (ii) data collected in the field.

In a first step, the literature review allowed to conclude that, people with sight
problems might have a hard time seeing the letters or numbers and also colours, so the
information has to be provided in a simple and intuitive way, utilizing icons and
distinct colours to improve contrast [25]. Hounsell et al. [10] state that a wide range of
information may be needed to attend the people needs, namely:

(i) Bus and subway networks and routes;
(ii) Stop locations, like bus stops, in order to promote a better overall intermodal

experience;
(iii) Schedule timetable of all the public transport services;
(iv) Ticket price for each trip;
(v) Pavement conditions;
(vi) Overall accessibility in vehicles and stations.

The list of information stated by Hounsell et al. [10] is significant to any individual
who uses public transport. For groups of people social excluded, the route planner
should not, for example, merely describe a bus network or the fastest route. In this case,
the application should provide the traveller information about routes that meet the
individual capabilities, needs, preferences and restrictions of the users addressed [26].
In the case of elderly, these ranges from avoiding overcrowded buses to the inability of
stair usage or simply having trouble understanding complex subway, bus or train stops.

In a second step, interviews and a survey were used to collect data in the field and
to understand if the findings obtained from the literature review were in line with the
observed in the field. Data was collected from users of a public transport network from
a medium-sized metropolitan area (Porto, Portugal). This network is distributed along
1,575 km2 and split into 26 zones, it serves 1.75 million inhabitants. The network is
based on an intermodal system that includes: 126 buses lines (urban and regional), six
subway lines, one cable line, three tram lines and three train lines [17].

The interviews were conducted in order to identify what features of a route planner
for public transport would matter the most, what information they would seek and how
they would like the information to be presented (i.e. icons or sentences). The questions
ranged from the individuals personal use of public transport to the experience of using
a route planning application. Appendix I shows the script followed. To easy conduct of
interviews, three scenarios were defined in order to place the respondent in different
situations:

(i) a trip to go to a shopping mall just opened: extract information about which
applications the person will use to find the route towards the mall. It will also
inform us of which transport is preferable to the individual;

Design of a Route-Planner for Urban Public Transport 7



(ii) a trip to go to the beach in a hot summer day: identify which transport would be
more suitable for trips in a heat climate;

(iii) a trip to go work: identify what transport people use the most, and what bothered
them while in that trip (i.e. overcrowd, loudness, heat, etc.).

The participants were selected considering three main requirements: (i) being the
use of public transport, (ii) being the use of a smartphone and (iii) have more than 60
years. All participants in the interviews received information about the purpose and
aims of the study and signed an informed consent form.

Interviews were conducted in presence and individually (N = 10) and each one had
from 10 to 20 min long. Notes were taken during the interviews. Participants in the
survey reveal that usually travel 35 min daily (90%) on buses (40%) or buses and
subway (30%).

The survey was conducted to understand why or why not people use applications
for route planning, in particular, to collect the feedback on what features and infor-
mation would be important to implement in these apps so that it would make the person
start using them. Four sections were defined, namely: (i) General approach and basic
requirements; (ii) Route planning usage; (iii) Application disusage; and (iv) Applica-
tion improvement. Appendix II displays the survey applied. The participants were
selected considering two main requirements: (i) being the use of public transport, and
(ii) being the use of a smartphone.

The survey was distributed by email to students and workers from the university as
well as for several non-profit associations related with social inclusion of people with
reduced mobility (e.g. Associação Salvador). Data was collected (N = 30) from people
that travel daily, between 10 to 30 min each trip (50%), by bus. Data from people from
different age ranges were collected (N[18;30[ = 7%, N[30;40[ = 27%, N[40;50[ = 33%,
N[50;60[ = 17%, N[60;100[ = 17%). From these, 36.7% have physical, sensory or cog-
nitive limitations.

Data collected from interviews and from the survey have allowed to obtain valuable
insights on what people consider useful and useless information in a route planner. The
results from interviews and the survey are in line with each other.

In general, people seek an intuitive and reliable route planning application, which
needs to be able to: (i) define in real-time the estimated time arrival of vehicles;
(ii) state information about routes and schedules; (iii) maintain coherent schedules
depending on traffic; (iv) alerts/notifications in case of traffic suspension, route or
schedule changes; and the (v) indication of the existence or nonexistence of accessi-
bility for wheelchair users or baby carriages. People that use route planning applica-
tions (80% and 60% of the participants in the interviews and survey respectively)
mostly use it to gain information about estimated travel arrival, bus schedules (in
particular during vacations and on holidays) and sometimes route planning. Informa-
tion about malfunctions in the vehicles and other equipment, overcrowded transport,
crosswalks near each stop and station, pinpointing ramps and elevators with the
hypothesis of them having to use a wheelchair or a baby carriage, and detailed
information about their location and how to reach a destination was also identified as
information important to be included in route planning applications.
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About 80% of the interviewed want to be notified mostly about whether the bus is
going to miss or not and whether the vehicle is overcrowded or not. Prices are not
considered as valuable information to obtain, but an online payment method should be
integrated. Only 10% of the interviewed did not feel the need to use an application to help
either create a route or check schedules and 40% of the survey respondents of the survey
do not use any app to check schedules or plan routes. Most of the people do not feel the
need to use while some use the website of the transport company, or simply do not
believe in the information provided by the applications. Few point out that apps do not
inform people about the accessibility of the vehicles and so they have no use for it. No
differences were found between answers between people who or who do not use apps.

The data collected both from literature review and data collected in the field,
allowed to identify what kind of information is lacking in route planners towards
socially excluded groups selected in this study, particularly elderly. Based on that,
some requirements to define the interfaces were defined:

(i) Vehicle: information about the type of vehicles that are touring through a route
should be provided (e.g. the vehicle has or has not equipment to access a
wheelchair).

(ii) Stop/station: information that help people locate themselves in subway stations
or other locations that are part of the journey, for example, in which side of the
street is the stop or how to get to a certain station should by delivered.

(iii) Pavement: while trying to access a station or moving inside it, information such
as the location of crosswalks with light and sound signals, traffic lights, auto-
matic stair cases, elevators, bathrooms, ramps and steps need to be considered.

(iv) Schedule: when travellers are on a station/stop waiting or a public transport or
already in a vehicle they should be warned about multiple events that are hap-
pening or will happen in a near future, for example when to leave the vehicle,
which stop comes next, how much time until the connecting vehicle arrives and
which vehicle to enter and when.

(v) Ticket price and purchase: if a person is able to purchase a ticket in an app, it
will reduce moving.

2.2.2 Interface Design
A web app called Figma was used to create the mock-up interfaces. This is an app that
it is possible to run it in a browser and therefore on most operating systems. Figma
provides all the tools needed for the design phase of a project, including vector tools
which are capable of fully-fledged illustration, as well as prototyping capabilities and
code generation for hand-off [24]. Figma also promotes team collaboration. Since it is
browser-based, teams can collaborate as they would in Google Docs.

To design the application, first, a visual terminology to define equipment as stairs,
elevators and crosswalks, and warnings as overcrowd places was established. Figure 1
show this terminology. Additionally, a crowdsourcing concept, that aims to improve
the experience of people with reduced mobility in the use of public transport was
defined. The interfaces cover multi-modal public transport information, in particular,
information regarding the use of subway and bus. Information provision also includes
information of how to arrive or leave a station or stop.

Design of a Route-Planner for Urban Public Transport 9



Fig. 1. Main elements terminology.

2.2.3 Usability Evaluation
The usability of an interface is closely associated with how easy it is for a user use it
and it can be considered a quality attribute. Usability can be defined by five quality
components [27]: learnability, efficiency, memorability, errors and satisfaction. To
identify and understand what needs improvement regarding the interfaces developed
previously, and if what has been done is viable or not, in this work, the effectiveness of
the user interface of the low-level prototype, was assessed following the recommen-
dations of Nielsen and Budiu [27]. Two stages were followed:

(i) A session with experts: a one-hour session was conducted with software devel-
opers experts for route planning of public transport. The session was organized in
three steps: (i) an introduction to what had been done; (ii) a free exploration
through the interfaces by the experts; and (iii) a discussion about the design and
the information provided by the interfaces. Four experts participated in the tests.

(ii) A survey: the survey had the main objective to grasp how easy it was for the
population to understand the information contained in the various interfaces. This
survey contained most of the interfaces that were developed. For each interfaces
responders were asked to access if the interfaces were easily perceived or not. For
this purpose the Likert scale was used, ranging from 1 to 5, where 1 represented
very easy and 5 represented very difficult. People that participated in the
requirements elicitations was invited to participate in this survey. We collect
N = 30 answers (one of the samples was disregarded due was incomplete). People
from different age ranges (N[18;30[ = 7%, N[30;40[ = 17%, N[40;50[ = 21%,
N[50;60[ = 28% and N>60 = 28%) and mobility experience was considered. Close
to a third of the participants refer to had physical, sensory or cognitive limitations.

3 Results

The results of this work consisted in developing the interfaces for the inclusive and
intermodal route planner and then evaluate their usability with experts in applications
for public transport as well as a survey towards the population. Next sections present
the main results obtained.
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3.1 Interfaces

In Figs. 2, 3, 4 and 5, it is possible to see some of the interfaces that were developed
and assessed on the usability survey. The symbol terminology previously defined is
now clearly visible as an integral part of these interfaces. This allows for an intuitive
and easy understand of the information that is being provided, as well as it helps
develop a more interesting appeal.

Fig. 2. Main screen mock-ups of the interfaces developed for subway.

Fig. 3. Main screen mock-ups of the interfaces developed for buses.
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The results of usability evaluation, both with experts and with the general population
through the survey conducted, allow to conclude that the interfaces are very intuitive and
easy to interact with. Table 1 outlines the main results obtained with the survey.

The responders of the survey scored the interfaces around 1 and 2, that means that
interaction with users is easy or very easy. This is extremely important in this work, as
it has the objective to create simple and intuitive mock-up interfaces that contained a
substantial amount of information towards mobility reduced people and people in
general. Overall, most people considered the design appealing and intuitive. Only the
interfaces with a bigger amount of information had a score of 2 or higher (i.e. easy,

Fig. 4. Main screen mock-ups of the interfaces developed showing intermodal route-planning
and several accessibility levels to the stops and vehicles.

Fig. 5. Main screen mock-ups of the interfaces developed applying the crowdsourcing concept.
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medium, difficult or very difficult). The survey had an open question after each
interface, but barely anyone wrote any comments besides the good choice in colours
and clean design.

Experts highlighted that users want information fast. Some interfaces, as the used to
check schedules, demands too many button clicks. To solve this, they suggest add in
the main page map a near the user location (also suggested by two responders of the
survey). This way, the user could press the desired stop and instantly see the lines
passing there, and with a second click check the schedules.

3.2 Guidelines

During the various research phases, including literature review, user observation,
mock-ups design and usability tests, a number of usage patterns, themes and recom-
mendations started to arise. The compilation of these findings resulted in a set of
guidelines for designing mobile applications that may be used as guidelines for soft-
ware developers and policymakers to support information exchange in public transport.
Such guidelines can be described as follows:

(i) Incentivise user participation: user participation is crucial in developing inter-
faces both for the requirements elicitation as for the usability evaluation phase.
Without the interviews and the survey conducted, the requirements specifica-
tions would only be dictated by the literature review, and there is a need to know
people’s opinions and compare them to the bibliography. For the usability
evaluation, the best way to improve the design and identify what information is
lacking is to promote feedback within the users. This will help future iterations
to be more successful.

(ii) Contextualization motivates the participation of users: different environmental
and/or personal conditions (e.g. sunny day vs. rainy day, working day vs.

Table 1. Results of survey for the usability evaluation.

Variables Screenshot Average score

Terminology Figure 1 2.0
Subway lines
interfaces

List of lines Figure 2a 1.1
List of stations of a line Figure 2b 1.1
Station information Figure 2c 1.8
Route creation Figure 2d 1.7

Bus interface Operators Figure 3a 1.9
Lines Figure 3b 1.2
Stops of a line Figure 3c 1.4
Stop information Figure 3d 2.0

Route planner
interface

Map Figure 4a 2.0
Itinerary options Figure 4b 2.1
Itinerary to walk to a public
transport stop

Figure 4c 2.4

Itinerary in a public transport Figure 4d 2.5
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holidays) may influence the use of different mobility ways. Nevertheless, during
data collection people is mostly caught off guard and usually can´t define quickly
the influence of some of these factors on its daily mobility. In order to help
participants in this process, mobility scenarios could be defined to help people to
imagine different mobility situations.

(iii) Information complementarity: the requirements elicitation must be based on
different data sources and using distinct data collection methods in order to be
robust and complementary;

(iv) Weight the data: a wide variety of information can be initially thought and
discussed, but it is essential to keep in mind what information are the users most
interested in. This means that it is important to not overboard the interfaces with
unnecessary data.

(v) Ensure an intuitive design: despite the age range that an app is oriented to, it
should always be intuitive to provide high usability. Information must be clear
and the icons should be carefully chosen;

(vi) Information sharing: The participation of passengers with their own knowledge
about the transportation network is central to the success and usefulness of a
mobility information-sharing platform. In this way a certain level of participation
of users is required for the application to be useful and appealing as a source of
public transport information. In order to leverage the vast crowd of consumers as
providers, some gamification must be included.

4 Conclusions

A user-centered design was followed to define a set of guidelines to design route
planners of public transport for socially excluded groups. To achieve this goal, a three-
step methodology was defined: (i) Requirements elicitation; (ii) Interfaces develop-
ment; (iii) and Usability evaluation.

In the first phase, a literature review and data collected in the field, through
interviews and a survey, in a medium-sized European Metropolitan Area, was con-
ducted. This allowed to identify the main social excluded groups, its main limitations
and needs, and the information that is lacking in route planners of public transport.
Based on the information collected, a set of requirements to design the user interfaces
were defined. Then, the mock-ups were designed following these requirements. Lastly,
the usability evaluation was accomplished by promoting a session with experts in
software development for public transport and by conducting a survey to the popula-
tion. In this process, the difficulty in perceiving the information was evaluated.

The social excluded group selected to study in this work were the people with
physical, sensorial and/or cognitive limitations. This group was selected based on four
main criteria: (i) Particular groups of population are affected by some diseases that can
limit the perception and their mobility when physical obstructions as steps or edges are
present on the path; (ii) The elderly population is growing at a fast rate; (iii) The elderly
can acquired with age more than one limitation; and (iv) Some social excluded groups
has particular needs of mobility, sometimes limited by their inability to drive.
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The results achieved demonstrate that the methodology defined in this work was
coherent and robust. The overall results demonstrate that the information provided to
the users, especially to mobility reduce ones, was well handled and extremely accurate.
Most people considered the design appealing and intuitive. This work covered most of
the information needed to improve social excluded people public transport usage
experience. Based on the findings, some guidelines for software developers and poli-
cymakers were defined.
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Appendix

Appendix I: Interviews script

(i) Which modes of public transportation do you utilize and how often?
(ii) What is the average time of each trip?
(iii) How do you get information about the schedule?
(iv) Name one positive and one negative factor about public transport.
(v) Do you utilize a route planning app?

• If the individual said no to question 5, then:
– For any specific reason?
– What information would you like to receive in order to make use of a journey

planner?
• If the individual said yes to question 5, then:

– Which application do you use?
– Which information do you retain as most important?
– What attracts you the most about the design?
– Which features do you consider very important in the app?
– Which features would you like to see included in the app?

Appendix II - Survey script (requirements elicitation phase)
Part 1 - General approach

(i) Which age range do you belong to? ([18;30[, [30;40[, [40;50[, [50;60[ and
[60;100[ years old)

(ii) Do you use a smartphone? (Yes or No)
(iii) With what frequency do you use public transport? (Daily, Sometimes per week,

Sometimes per month or I do not use public transport)
(iv) Which transport do you utilize? (Bus, Train, Subway, Private vehicle or Others)
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(v) Do you have any kind of physical, sensory or cognitive deficiency? (Yes or No)
(vi) Average time per trip? (<10 min, 10 < 30 min, 30 < 60 min or >60 min)
(vii) How do you obtain information about schedules? (Mobile app, Website, Bus

stops, I do not need to know or Others)
(viii) Indicate 1 positive and negative factor about public transport. (Open answer)

Part 2 - Application usage or disusage

(i) Do you use any app to route plan or check schedules? (Yes or No)

Part 3 - Application disusage (if answer No on Part 2)

(i) What is the reason for the disuse of an app related with public transport? (Open
answer)

(ii) Indicate 2 features that would make you use the an app. (Open answer)

Part 4 - Application usage (if answer Yes on Part 2)

(i) Which application related to public transport do you utilize? (Open answer)
(ii) Which information do you consider most important in the app? (Schedules,

Prices, Routes, Delays or Estimated time of arrival)
(iii) What other information do you consider important? (Open answer)
(iv) What attracts you the most in the design of the app? (Open answer)
(v) What do you dislike the most about the design of the app? (Open answer)
(vi) Which features do you consider the most important in the app? (Open answer).
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Abstract. Transportation issues have imposed major challenges in
many countries around the world, especially in large urban areas. A
great deal of such challenges is related to factors such as: speed limits
of particular sites, minimum safe distance between two vehicles, and the
uncertainty inherent to drivers’ behaviour. These apply to urban and
inter-urban roads, to traffic flow models, and to traffic control at inter-
section points. Nowadays, there are several problems that lead to traf-
fic congestion. Just to mention a few of them: waiting queues, drivers’
increased reaction time after an accident, traffic shock waves, not abiding
by intersections rules, and many others. Roundabouts are an example of
spots where congestion represents a huge problem in need of a careful
analysis in order to be solved. In this paper we will examine the effect
of speed and acceleration reduction/increase within a roundabout, as
well as the reduction of the minimum distance between vehicles, draw-
ing conclusions about their flow throughout the roundabout. We use
a method that combines several factors inherent to SUMO default car-
following model (i.e. Krauss’ model) in order to understand which config-
uration gives us higher performance in terms of throughput. Calibration
was also a very important aspect to achieve good and realistic values.
Future research will be needed to further study speed reduction relative
to roundabouts. In addition, it will be necessary to calibrate the model,
according to driver behavioural aspects of the studied region.

Keywords: Three-lane roundabouts · Simulation · Traffic ·
Car-following model · Speed · Gap acceptance · Acceleration · Krauss’
model · SUMO · Shock wave

1 Introduction

Roundabouts are widely accepted for their safety as they are better in this aspect
than traditional signal-controlled or stop-signed intersections for car drivers, as
argued by Hels and Orozova-Bekkevold [10], also implying capacity and environ-
mental advantages. They have caused fewer injury accidents for both motor car
drivers and pedestrians, as reported elsewhere [11,15].
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The problem at hand is traffic congestion in roundabouts, assessing through
a computer simulation whether a change in speed, acceleration and minimum
distance (min gap) can result in better throughput and diminished waiting time.
Congestion in roundabouts is a daily problem affecting many people, with higher
incidence in the morning and late afternoon in urban centres. Moreover, the fact
that many drivers do not know is that their contour rules make the circulation
even more difficult. With the rush of not arriving late at work and with the worry
to get home to rest after an exhausting day, drivers tend to create more traffic,
even without knowing it. This happens because drivers usually change quickly
to other lanes causing the so-called shock-wave effect, leading to a slowdown of
all cars behind in a chain reaction. Besides all these problems, there are also an
increasing number of accidents within rush hours creating even more problems by
blocking an entire lane [3]. In order to improve the use of roundabouts we decided
to analyze some changes relatively to speed, acceleration and minimum distance
(min Gap) so as to understand the ultimate impact of doing so. We consider our
approach well indicated, taking into account that there are several roundabouts
recommendations regarding speed, acceleration and minimum distance [22]. It is
important to determine which of them are the most effective for a better traffic
circulation. From our point of view it is necessary to solve/improve this problem
because it has a direct impact on people’s daily lives. Thus, if we draw relevant
conclusions about our Simulations, we will be able to indicate which factors are
the most important and suitable for a better traffic flow in certain scenarios.

The remainder of this paper is as follows. In Sect. 2 we make an analysis on
the available literature to gain a solid basis of the studies that have already been
done in this area of research, from the various types of roundabouts to their
inherent problems. We also look at speed and acceleration reduction approaches
in order to achieve better roundabout performance. In Sect. 3 we will show our
methodological approach clarifying which are our Data Requirements (input and
output) as well our reference and what-if Scenarios. Specific details about each
of the experiments will also be here explained. In Sect. 4 we will show the results
obtained in each of our scenarios, and make a comparative analysis of them as
well. In Sect. 5 we explain in detail the implementation we have done, particularly
regarding the use of SUMO. Finally, Sect. 6 concludes with some discussion and
notes about future development.

2 Literature Review

Shaaban and Hamad [17] present a method to analyze driver behaviour and esti-
mate the critical gap for three-lane roundabouts. The operations of multilane
roundabouts, especially three-lane roundabouts, are unique and more compli-
cated than any other type of roundabouts. Data was collected at two round-
abouts in the city of Doha, Qatar. Analysis showed that the vast majority of the
vehicles accept the gap in groups and the critical gap was estimated accordingly.
The overall critical gap value was 2.40 s. The critical gap for passenger vehicles
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was the lowest (2.39 s) compared to average (2.53 s). The study provides a new
explanation for the operation of multilane roundabouts.

Guo, Liu and Wang [7] try to analyse the capacity of a roundabout based on
the gap acceptance. Incoming vehicles can enter the roundabout when there is a
time gap larger than the critical gap; otherwise, the vehicles need to wait until
there is a large enough gap. The gap acceptance theory was used to analyze the
entrance capacity of roundabouts, which can be derived from queuing theory
involving two vehicle streams. They conclude, when the critical gap is constant,
the deviation of the capacity model is conveniently used to obtain the equations
and calculate the accurate capacity values.

Wang and Ruskin [20] propose a multi-stream minimum acceptable space
(MMAS) approach based on cellular automata (CA) models to study non-
signalised multi-lane (two- or three-lane) urban roundabouts. The method is
able to reproduce many features of urban traffic, for which gap-acceptance mod-
els are not robust. The operations of two- and three-lane roundabouts are com-
pared in terms of throughput. They conclude that the performance of tree-lane
roundabouts is almost the same as two-lane roundabouts where left-turning (LT)
vehicles use left lane only, right-turn (RT) vehicles using right lane only, and
straight-through (ST) vehicles can use both lanes. The main advantage of three-
lane roundabouts is not obvious for situations where LT vehicles are filtered out
directly.

Silva and Vasconcelos [18] listed the roundabout types and their inherent
problems in Portugal. This provided some background story to contextualize the
current situation of our country concerning the problematic. They have shown
that single-lane roundabouts are scarce, normally located on rural residential
areas. The authors concluded that the main problems are: typical behaviours
when some driver circulates inappropriately, geometrical design problems such
as large roundabouts, lack of entry deflection, lack of channelisation and traffic
signals, and obstructions in the central island. This work provides some useful
information relatively to headway distribution models and estimation of critical
headways.

Ziolkowski [23] points the fact that the high number of accidents occurring in
roundabouts deserves a deeper study. This article concludes that the influence
of roundabouts on drivers behaviour expressed by their speed in approach arms
as well as by the manoeuvres they perform, vary depending on the geometric
parameters of roundabouts, though this dependency is not uniform and so there
is no direct relationship.

Al-Saleha and Bendakb [2] highlight the number of deaths and injuries due
to roundabouts in Saudi Arabia over 15 years (1994–2008). For these authors it
is clear from the results that many drivers do not follow traffic regulations on
roundabouts and this explains the high number of accidents.

Leksono and Andriyana try to improve the traffic issues on Idrottsparken
roundabout in Norrköping, Sweeden by providing an alternative model to reduce
queue and travel time. They use two different simulations models: the first one
adds an extra lane for right turn from East leg to North and from North leg
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to West; the second scenario restricts the heavy goods vehicles from passing
Kungsgatan which is located in the Northern leg of Idrottsparken roundabout,
during peak hours. This thesis concludes that the parameters which give more
effects to calibration process in a SUMO project are the driver imperfection (σ)
and the driver’s reaction time (τ).

Figure 1 summarizes the contributions from the referenced authors in this
section. For instance, data collection and gap acceptance to calibrate our model
while SUMO gives us some insight into how microscopic roundabout simulations
are done. For a further discussion on other microscopic simulation models, the
interested reader is referred to [14] for an additional appraisal.

Fig. 1. Related work gap analysis

3 Methodological Approach

In this section we begin by elucidating the way we develop the research presented
in this paper. We present the starting point and then by describing our simulation
scenarios as well as our setups for Car following-model calibrations.

3.1 Fundamentals of Roundabouts - Process Model

First of all, we start by clarifying that, by definition, a roundabout is a circular
intersection (or junction) in which road traffic is permitted to flow in one direc-
tion around a central island, and priority is typically given to traffic already in
the junction. Some relevant aspects are that vehicles circulate around the cen-
tral island in one direction at speeds in a range of 25–40 km/h and multi-lane
roundabouts are typically less than 75 m in diameter [4].
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The flowchart below, Fig. 2, modelled using Business Process Model Notation,
is a detailed description of a roundabout operation. This was the starting point
of our research.

Fig. 2. Roundabout operation flowchart in Business Process Modelling Notation
(BPMN)

The gap acceptance is based on the velocity of the vehicle moving in the
front, and the maximum speed that can be attained by the vehicle that tries
to overtake it. The entrance capacity, delay and queue length can be calcu-
lated by using the gap acceptance theory. In Germany, gap acceptance theory
was well developed [21]. The base theory was proposed by Major, Buckley and
Tanner [6,9]. The capacity model had been developed based on different signal
timing, different lane numbers, and different vehicle traffic characteristics. After
enormous amount of research, countries developed their own capacity methods
for their own traffic conditions including Highway Capacity Manual in USA,
Swedish CAPCAL, SETRA method, aaSIDRA, AUSTROADS and NAASRA in
Australia, and CETUR method in Germany. This is very important to under-
stand so we could achieve a gap acceptance that simulated the real case.

To understand the congestion problem, bottleneck’s occurrence and to for-
mulate solutions for it, a thorough study of vehicle-to-vehicle interactions is
necessary [12]. These interactions are able to achieve with a car-following model.
This brings to a common problem in traffic congestion called shock waves [13].
This are a chain reaction phenomenon which leads to traffic congestion well after
the first car, the on who started the congestion, has departed [16]. Due to its
perpetuation after the front car’s leave it is akin to a ghost like occurrence. Shock
waves happen fewer times by reducing the maximum velocity imposition within
the lanes [8]. With this in mind, our main goal, is to prevent shock waves to
happen so the throughput is higher by reducing the speed in case of congestion
on a three-lane roundabout.

3.2 Experimental Scenario

Taking into consideration the previous subsection, now we are going to describe
our particular case. It was decided to choose a roundabout that we knew well.
This one is located in Ermesinde, Valongo, Porto, Portugal next to the Santa



Simulating a Three-Lane Roundabout Using SUMO 23

Rita’s church. To set peak hours for the roundabout saturation we decided to use
traffic information made available by Google Maps. Through this information,
presented in Fig. 3 we know the most critical times for congestion. Based on the
color scale defined in Fig. 3 we can conclude that the critical moments (orange
color) are at the end of the afternoon as predicted based on our experience and
knowledge of this place.

Fig. 3. Santa Rita roundabout - color scale congestion by Google Maps (Color figure
online)

These are our simulation Scenarios:

– Standard Roundabout: Base scenario which will serve as a control model in
our simulation environment. It will be used to achieve the main values and
the calibration setup as well as a base comparison to the other scenario;

– Standard Roundabout with maximum permissible speed variations: Similar
to the standard roundabout, now with decreases in maximum speeds. This is
the system we used to avoid shock waves having a better traffic flow.

3.3 Car Following-Model Calibration Setup

In this subsection we explain how was achieved, in the better way possible, the
traffic situation shown in Fig. 3 by calibrating the car-following model. In traffic
flow theory, car-following model is a method used to determine how vehicles
follow one another on a roadway. These models describe how cars are spaced
between each other and how many drivers react to changes caused by road
events. Some well known models are: Krauss, Gipps and Wiedemann. Well will
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Table 1. Default Krauss following-model parameters

Name accel decel maxSpeed minGap

Krauss 2.6 m s−2 4.5 m s−2 55.5 m/s 2.5 m

use the default modified version of Krauss Model used in SUMO as our reference.
The default input parameters are defined in the Table 1.

We will focus on the following to achieve the best traffic scenario:

– Maximum Speed Imposition in indoor lanes: we evaluate the car flow of the
outdoor lane and, at the same time, the effect of the overall throughput.

– Varying minGap: Here we study the effect of varying the minimum distance
between two cars in terms of speeds and throughput;

– Varying minGap and accelaration: Here we study the conjugation of two of
the attributes that characterise Krauss car-following model. The goal is also
to understand the results in terms of speeds and throughput.

For our simulation plan we have perform around 10–12 runs per experiment.
Each run lasts 2000 ms and is repeated if any of its output values is biased
or unrealistic. If the warm ups prove to be long, we will use batches to only
pay the warm-up price once, saving the state of the model after reaching a
congested state, where the vehicles will have reached saturation speed. We end
this simulation project when a satisfactory outcome is achieved or failing to fulfill
it if the proposed number of runs is surpassed.

4 Implementation

The first step to implement the simulation was to export Santa Rita’s Round-
about to the OSM format using Open Street Maps. From here we made the nec-
essary changes in NETEDIT [1] so that the rules of the roundabout correspond
to the existing one. Let’s observe the final result obtained through NETEDIT
in Fig. 4.

There are in total 28 detectors responsible for recording the velocities and
the time that each vehicle pass by them. There are two detectors per entrance,
one for each lane, same for the exits. Inside the roundabout there are 4 for each
lane that covers the main junctions so we could collect data.

Every detector gives information about the moment each vehicle, enters, stays
on and exists. Therefor, the entrance velocity can be defined as the velocity at
the moment the vehicle exits the detector and the exit velocity as the given
velocity when entering the detector.

RandomTrips.py, a script created by German Aerospace Center (DLR), that
allowed us to populate the scenario with trips. We changed it to fit our needs,
so it was possible to have a saturation point and to force every vehicle to pass
through the roundabout. Also, we created a parser to collect all the data and
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Fig. 4. NETEDIT final roundabout after subtle changes to match the real one.

manage to better understand the output information from each run and their
detectors. Figure 5 represents an example of an experiment using SUMO-GUI.
The roundabout is already in a state of saturation.

Fig. 5. Roundabout experiment, state of Saturation.

5 Results and Discussion

In this section we will explain in detail the results of our 3 experiments. The
first experiment focuses on the imposition of maximum speed limits within the
interior lanes of a roundabout. The second is about the krauss-following-model
calibration relative to the minGap parameter. Finally the third one that com-
bines the minGap and acceleration parameters to calibrate the same model. The
discussion of experiences essentially addresses the possibilities and challenges
that we find based on the results.
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5.1 Experiment 1 - Speed Analysis According to Maximum Speed
Impositions

No driver is perfect. Having that in mind, one of the main car traffic issues are
shock waves. This happens due to a driver’s reduction in speed leading to a chain
reaction, where all the vehicles behind will have to stop originating congestion.
In an ideal scenario, this phenomenon would not take place.

To prevent this event from happening we believe that if the vehicles circum-
venting a roundabout travel with a lower velocity, reaction time will increase
and consequently, the vehicles entering the roundabout will be able to do it with
greater ease and in a safer way. This will nullify the shock waves or at least
minimise its impact in the eventuality of its occurrence.

In a three lane roundabout, in which each entrance has two lanes, generally
speaking, the right most lane will always be the occupied by vehicles which
will exit on the first exit. Due to this, after diminishing the maximum speed
imposition in the right most lane, we observed that there were no significant
results. Thus we consider that would not be relevant to reduce the maximum
speed imposed on this lane.

Considering the above mentioned, we started to reduce the speed only for
the middle and left most lanes. The average speed detected by the sensors at the
entrances, middle and the exits of the roundabout are shown in Fig. 6 whereas
in Fig. 7 the throughput results are shown.

Even after reducing the maximum speeds imposed on the innermost lanes,
both entrance and exit velocities remain unchanged when compared to our base
configuration. In spite of the fact, the roundabouts throughput increases, indi-
cating that this is a promising experiment.

Fig. 6. Speed analysis according to maximum speed impositions.

After reducing the roundabout’s maximum speed circulation following the
criteria explained above, it’s noticeable a higher number of cars traversing a
roundabout. This way we can observe that reducing maximum speed of circula-
tion is effective in a three lane congested roundabout.
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Fig. 7. Throughput analysis according to maximum speed impositions.

5.2 Experiment 2 - Calibration of the Krauss Model by Varying
MinGap Parameter

The minimum safety distance between two vehicles is a very important topic in
the context of car traffic. By definition we are talking about sufficient distance
to avoid an accident if the front vehicle stops or reduces speed. This parameter
proved to be very important in order to conclude about the impact on the
roundabout throughput when its value is modified.

SUMO tracks gaps between vehicles that are on the same edge. By default,
whenever these gaps are greatly reduced there is a possibility of collision between
cars. Our goal was to prevent any kind of situations because this would invalidate
our simulations. This way, we started by using SUMO default value (2.5 m) and
from there, we added or subtracted small plots.

Comparing the graphic on Fig. 8 with the experience 1 presented on Fig. 6
we noticed that there are some similarities relative to entrance and exit mean
velocities. However, there is now a significant difference, mean velocity for cir-
culation has increased as the minGap decreases. This result is justified by the
allowability of the short distances for drivers within the same lane. This gives
them the possibility to maintain higher velocity values.

Concerning Fig. 9 we can observe significantly positive results regarding the
throughput by decreasing the minGap between vehicles. These results were
already expected but now it is necessary to discern and to decide what should
be the minimum distance we could establish to maintain safety. We believe that
a variation between 2.5 and 1.5 m inside a roundabout is safe but this is a debat-
able subject and requires more research.
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Fig. 8. Speed analysis by varying minGap.

Fig. 9. Throughput analysis by varying minGap.

5.3 Experiment 3 - Calibration of the Krauss Model by Varying
Acceleration and MinGap Parameters

In this experiment we try to go further in the studies of the parameters that
characterise krauss car-following-model. In this case we add the acceleration to
our analysis. We expect, as the acceleration is increased, the throughput will
be improved. The same situation occurs for the diminution of minGap. Here
we intend to find a balance between acceleration and minGap in order to find
realistic and reasonable values.

If we observe the first table below we conclude that the best conjugation of
values would be with minGap = 2.4 m and accel = 3.2 m s−2, giving us a value of
1688 vehicles that concluded the simulation with a saturated roundabout. If we
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look at Table 2 these values are reinforced because they allow a minimum time
of circulation equal to 11.23 s.

Although these values are the best we want, as we said before, we want to
find values that are more realistic and that provide equally good results. This
way, we suggest using the minGap = 2.8 m and accel = 2.9 m s−2 configuration,
since it has a result in terms of throughput equal to 1684 (less four compared to
the previous one) and a circulation time of 11.84 (more 0.61) (Table 3).

For this last proposed configuration the results are very close to the previous
ones with two differences to highlight. The acceleration is lower and the minGap
is larger providing greater safety to the driver and all the surroundings.

Table 2. Throughput according to acceleration and minGap parameters

minGap/accel 2.4 2.6 2.9 3.2

3.3 1545 1558 1596 1643

2.8 1603 1628 1684 1681

2.4 1614 1620 1677 1688

Table 3. Recorded average times [s] of circulation according to acceleration and min-
Gap parameters

minGap/accel 2.4 2.6 2.9 3.2

3.3 15.08 16.14 13.80 11.97

2.8 14.32 12.94 11.84 11.11

2.4 13.13 13.18 13.61 11.23

6 Conclusions

From our experiments we are able to draw some interesting inferences. Firstly,
by imposing a maximum speed reduction on the two innermost routes within the
roundabout, we conclude that it is possible to significantly improve throughput.
In order to obtain such reduction in vehicle speed we suggest the use of speed
bumps or a more rugged pavement, because solely decreasing the allowed maxi-
mum speed for the entire roundabout is not enough to enforce it. On the other
hand, by studying the impact of the minimum safety distance between vehicles
we also observed significant improvements in the flow of cars at the roundabout.
It is important to note that safety distances must be met in the context of a
particular roundabout, taking into account its characteristics. The Krauss’ car-
following model calibration for acceleration and minGap parameters allowed us
to find a balance between minimum safe distance and adequate acceleration.

The main lesson that we draw is that some results obtained through simula-
tion in a traffic context may not be linear. We are aware of this because there are
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many factors to take into account when, for example, a parameter such as the
maximum speed (or acceleration) is changed. A change in one of these param-
eters causes a particular trip to perform in a different way and when coupled
with thousands of trips the result may not be what was expected. In spite of this
we believe that our efforts to make a correct calibration of the default SUMO
model helped leading us to quite satisfactory conclusions.

As final remarks we would like to mention that there are several paths in order
to continue this study. As future work, the procedures used in the Krauss’ car-
following model could be improved with more iterations and also varying other
parameters such as reaction time, and driver imperfection factor. In addition, it
has the potential of being extensible with other car-following models. It is also
possible to continue this work by creating new geometries for such roundabouts
and analyse how the new designs affect results. We also intend to enrich the
behaviour of vehicles using the agent-based models through the combination of
SUMO and TraSMAPI [5,19].
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Abstract. Within dense urban environments, real-world transportation
systems are often associated with extraordinary modeling complexity.
Where standard analytic methods tend to fail, simulation tools emerge
as reliable approaches to study such systems. Despite their versatility,
simulation models can prove to be computational burdens, exhibiting
prohibitive simulation runtimes. To address this shortcoming, metamod-
els are used to aid in the simulation modeling process.

In this paper, we propose a directional training scheme, combining
both active learning and simulation metamodeling, to address the chal-
lenge of exploring the input space, within the context of computationally
expensive simulation models. Using a Gaussian Process (GP) as a sim-
ulation metamodel, we guide the exploration process towards the iden-
tification of specific regions of the input space that trigger a particular
simulation output search value of interest defined a priori by the user,
saving a significant amount of simulation time in the process.

The results obtained from applying our methodology to an Emergency
Medical Service (EMS) simulator, show that it is capable of identifying
such important input regions while minimizing the number of simulation
runs at the same time, thus making the simulation input space explo-
ration process more efficient.

Keywords: Machine learning · Active learning · Simulation
metamodeling · Gaussian Processes

1 Introduction

Real-world urban transportation environments are systems often exhibiting over-
whelming complexity and multidimensional dynamism. These intrinsic proper-
ties traditionally pose effective and practical constraints when it comes to the
modeling process. Simulation tools are usually regarded as the only reliable app-
roach to study such complex systems [22]. However, despite their obvious advan-
tages, simulation models are not exempted from its drawbacks.
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Perhaps the most evident and persistent disadvantage is that when designed
with sufficiently high resolution and realism, simulation methods tend to exhibit
prohibitive runtimes and massive computational workloads, even considering
today’s standards. A straightforward solution to this problem is to consider
the use of simulation metamodels [11], which are specially conceived to approxi-
mate the simulation results and, consequently, the underlying function inevitably
defined by the simulation model itself.

Within similar experimental setups, characterized by the lack or expensive-
ness of data, active learning emerges as a dominant modeling paradigm that tries
to address this problem, being particularly popular among the machine learning
community. Similarly to the simulation metamodels, the primary goal of active
learning is to reduce the computational burden during the learning stage of a
given machine learning model. It provides any model the ability to choose the
most informative data points from which it learns, making it perform better with
less training points and in a more efficient manner [28].

In this work, we propose a directional training scheme that combines the
best of both worlds, active learning and simulation metamodeling, to address
the challenge of exploring the input space, within the context of computation-
ally expensive simulation models. A Gaussian Process (GP) is employed as a
simulation metamodel, guiding the exploration process towards the identifica-
tion of specific regions of the input space that trigger a particular simulation
output search value of interest defined a priori by the user.

Using an Emergency Medical Service simulation model, the results show that
the proposed approach can identify such important input regions while minimiz-
ing the number of required simulation runs at the same time, thus effectively
making the exploration process of the simulation input space computationally
more efficient.

2 Background

Simulation metamodeling [12,16,17,21] is quite an old topic among the sim-
ulation literature [5]. Its main purpose is to develop and provide approxima-
tion models for the simulation results, allowing for a systematic exploration of
the functional behavior of complex and time-consuming simulation models in a
rather less expensive way.

Simulation models are usually associated with computationally fast and
structurally simple functions that map the same input/output domains of the
original simulator. Hence, metamodels should reflect both the problem entity
under study (e.g., some real-world system) and the simulation model itself. How-
ever, the validation degree is closely related to the accuracy requirements, which
eventually depend on the metamodeling goals. In [19], four possible primary
goals are identified, namely, problem entity understanding, simulation output
prediction, optimization, and verification/validation. In this work, however, we
are mostly concerned with understanding the real underlying system and with
assessing the prediction performance of the metamodel. We assume that the
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simulation model of interest is ideally validated, verified, optimized, and thus
calibrated concerning the real problem under study.

The simplest applications of simulation metamodeling involved queuing sys-
tems with linear models as approximation functions [16]. Due to their simplicity
and easy interpretation, GPs are also quite popular as simulation metamodels
[6,8,10,18]. Although their application essentially started as deterministic sim-
ulation approximators, it was later extended to stochastic ones [3,7,20,29].

Similarly, as simulation metamodels are designed to reduce the computational
burden of systematic and exhaustive computer experiments, active learning aims
to increase the predictive performance of a given model with a few training points
as possible. It does so by providing the model with the ability to actively choose
the most informative data points that should be included in the training set,
which iteratively expands as the fitting stage evolves.

As seen in [30], any active learning scheme is traditionally comprised of five
key players, summarily presented in

(L,U ,M,O,Q).

The first two elements represent the labeled and unlabeled data sets, respectively.
As active learning is often associated with modeling scenarios where labeled data
is scarce or expensive to obtain, the size of U is oftentimes massively greater than
that of L. Next, we have M, which denotes the machine learning model or any
other kind of predictive algorithm, followed by O, which represents the labeled
instance provider, commonly known as the oracle. The only role of the latter
is to provide labeled instances from the ground truth function underlying the
process of the system under study. A human annotator traditionally played the
role of the oracle. However, it can take several forms, as long as it constitutes
a label provider, which trivially includes simulators, among others. Finally, Q is
the query function, which essentially defines how the new data points should be
selected from L to be labeled by O. It commonly encompasses not only search
strategies but also criteria to evaluate which are the most informative instances
that best increase the performance of M.

Closely associated with the query function is the definition of the stopping
criteria. Being an iterative sampling method, active learning must be stopped
at some point in time. As pointed out in [28], this point can be identified in two
decisive situations: (a) when the cost of obtaining a new labeled point is higher
than the model’s errors and (b) when the model has reached a performance
threshold, from which the addition of new training points will have no or almost
no effect.

Due to its Bayesian properties, a GP can be easily implemented to follow
an active learning scheme. As its predictions come in the form of fully-defined
probability distributions, rather than single point-wise estimates, it accounts for
data uncertainty in a quite intuitive way. Assuming that the predictive variance
can be considered a proxy for informativeness, the GPs can be used to explore the
most informative points within a given simulation input space. These approaches
are commonly associated with exploration-exploitation strategies in Bayesian
Optimization problems [15,23].
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3 Approach

Our approach is based on an active learning scheme built on the top of a sim-
ulation metamodeling approach, and it is specially designed to extract relevant
information regarding the underlying simulation model under study with as few
simulation runs as possible. First, we introduce the GP modeling framework,
acting as our simulation metamodel, and then move to the presentation of the
proposed approach.

3.1 Gaussian Process

According to [27], a GP is a stochastic process in which any finite set of variables
follows a multivariate Gaussian distribution. This collection of random variables
is fully characterized by a pair of functions, namely, a mean and a covariance (or
kernel) function, respectively represented and defined by mf (x) = E[f(x)] and
kf (x,x′) = E[(f(x) − mf (x))(f(x′) − mf (x′))], with x and x′ being two differ-
ent D-dimensional input data points. Consequently, a GP is often denoted by
GP(mf (x), kf (x,x′)). When applied to regression problems, the GP framework
is known as Kriging [9]. Such denomination has its origins in the geostatistics
field.

The GP framework places a prior over functions. Within a regression setup,
this means that the functional relationship between the dependent variable x and
the independent variable y is assumed to follow a GP. Formally put, we have y =
f(x) + ε, where f(x) ∼ GP(mf (x), kf (x,x′)) and ε ∼ N (0, σ2). Thus, the values
of the signal function f are represented by the random variables comprising the
GP and defined over an high-dimensional feature space, for example, RD.

For prediction purposes, the conditional distribution of a new test point x∗
is given by

f∗|X,y,x∗ ∼ N (̄f∗, cov(f∗)),

with

f̄∗ �E[f∗|X,y,x∗] = k�
f∗[Ky]−1y,

cov(f∗) =V[f∗] = kf∗∗ − k�
f∗[Ky]−1kf∗,

where kf∗ = kf (X,x∗), kf∗∗ = kf (x∗,x∗), and (X,y) representing the training
data set. Here, notice that instead of a point-wise prediction, each GP prediction
is associated with a completely defined Gaussian distribution, allowing it for a
effective Bayesian treatment of the uncertainty not only present in the training
data but also regarding its the predictions themselves.

Most of the functions used to define GPs have a set of free parameters (also
called hyper-parameters), allowing for their optimization with respect to the
training data, commonly via maximum likelihood estimation. However, mainly
for simplicity reasons, the mean function can be set to zero for the majority of
the applications. On the contrary, the covariance function plays a vital role in
the modeling performance of the GP.
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In this work, we use the Squared-Exponential with Automatic Relevance
Determination (SE-ARD) function as the GP’s kernel, generally defined as

k(x,x′) = σ2
f exp

(
−1

2
(x − x′)�M(x − x′)

)
,

where σ2
f corresponds to the variance of the underlying signal function f ,

M = diag(σ)−2 and σ = [σ1, σ2, . . . , σD]� is a positive real-valued vector. Each
diagonal element of M represents the characteristic length-scale for each of the D
input dimensions. These length-scales weight the importance of the each dimen-
sion during the inference process. The standard version of the SE version with
isotropic distance measure can be obtained by setting σ1 = σ2 = . . . = σD. This
function is one of the most widely used kernel functions, not only for GPs but
also for other well-known kernel-based machines, such as the Support Vector
Machines (SVMs).

3.2 Directional Grid-Based Search

The modeling approach developed in this work is summarized in Algorithm
1, combining elements of both active learning and simulation metamodelling
strategies.

Before running the algorithm, three entities must be defined a priori, namely,
the search value (sV ), the initial training grid (trGrid), and the search grid
(sGrid). Whereas sV and sGrid are fixed, trGrid evolves over time. The basic
idea of the presented methodology is to use a GP to guide the expansion process
of trGrid towards the identification of simulation input regions that trigger
simulation output values close to sV . In other words, this methodology allows
the user to search for sets of input values whose simulation results are close to a
pre-specified output of interest, by conducting sequential predictions over sGrid.
For the sake of simplicity, we focus on the two-dimensional case. An illustration
of the grid-based training unit used in this work is depicted in Fig. 1(a).

We call it directional since it steers the simulation requests (or runs) exclu-
sively in the direction of those input values that are more likely to assume output
values similar to sV . On the other hand, it is grid-based as it comprises a series of
iterative training grids used to locally approximate the simulation results within
the neighborhoods of the search value. By proceeding in such a directional way,
we can minimize the number of required simulation runs, therefore making the
input space exploration process faster and computationally more efficient. This
is particularly useful for those simulation models that exhibit prohibitive simu-
lation runtimes and workloads.

After sV , trGrid and sGrid are set, the algorithm is ready to start. It
does so by obtaining, via simulation requests, the simulation output results
(simR) corresponding to the input values comprised in trGrid. Note that in this
firstiteration, trGrid matches the established training grid-based unit exactly,
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Algorithm 1. Directional Grid-based Active Learning pseudo-algorithm.
1: Inputs: sV , trGrid, sGrid
2: Repeat
3: Obtain simR corresponding to the input values in trGrid
4: Fit a GP to the training data set (trGrid, simR)
5: Use the fitted GP to make predictions over sGrid
6: Define training sub-grids according to the predicted values closest to sV
7: Expand trGrid with the newly defined grids
8: Compute AAD between predictions and sV
9: Until AAD stabilizes

10: Output: trGrid

which in turn is defined over the simulation input space in which we believe
that sV is triggered. Then, a GP is fitted to the training set (trGrid, simR).
The prediction stage follows this initial step. Here, the obtained GP is used to
make predictions over sGrid. Remember that the latter does not contain any
simulation result, only unlabeled instances.

Additionally, sGrid should be sufficiently dense so that the GP can populate
it with the associated predictions with enough detail. This does not constitute a
computational hindrance since the GP, after training, is rather fast when mak-
ing predictions. This is often the case for most machine learning frameworks.
Afterward, the predictions obtained from the previous step are used to explore
the simulation input space, especially to locate those that are value-wise closer
to sV . At this point, new grids are defined, and sGrid is expanded. Note that
these newly defined grids are essentially sub-grids within the initial one with the
same structure, as previously seen in Fig. 1(a). Lastly, we compute the Average
Absolute Difference (AAD) between the GP predictions and sV .

The process is repeated until AAD shows no significant variation from iter-
ation to iteration. We are not interested if the GP approximation is below or
above the search value, but rather how close it is in absolute terms. We compute
the average so that we have an indicator of the GP’s overall fitting performance.
As we expand the training set with data points whose simulation output val-
ues are successively closer to sV , it is expected that AAD decreases over time,
eventually reaching a certain threshold. This threshold represents the point from
which the GP can no longer improve its predictions, by merely adding more data
points to the training set. Ultimately, the main goal of the algorithm is to provide
a final mesh grid that delimits the input space region of interest that triggers
explicitly the value we are searching for. In Fig. 1(b), a graphical depiction of
the proposed approach is shown.
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Fig. 1. (a) Grid-based training unit and (b) flow diagram of the proposed active learn-
ing metamodeling methodology.

4 Experiments

In this section, we illustrate the proposed approach using an Emergency Medical
Service simulator. As for the software used, we implemented our approach using
the free and open-source Matlab toolbox Gaussian Processes for Machine Learn-
ing (GPML), developed and maintained by [27]. As mentioned earlier, we choose
the SE-ARD function as the GP kernel and set the GP mean as the average of
the simulation output values within the training set.

4.1 EMS Simulation Model

According to a publication released by the United Nations, more than half of
the world’s population in 2016 lived in urbanized areas. By the year 2030, it is
expected that around 60% will globally live within urban settlements, and 33%
will live in cities with at least half a million inhabitants [25]. This migration from
the countryside places unprecedented pressure on the existing urban infrastruc-
tures, consequently leading to further and unpredictable urban transformations.
The impact of these transformations, and thus the future of our cities, are mostly
dependent on decisions that are taken in the present day to prepare and plan
for this inevitable urban growth [24].

Emergency Medical Services (EMS) play a particularly vital role within the
exponential growth of today’s cities. This kind of service ensures the safety and
well-being of its citizens by promptly dispatching emergency vehicles to the loca-
tions of the life-threatening events, generally relying on public emergency phone
lines. The quality of service is highly dependent on the information that the ser-
vice operator obtains from the caller, the severity of the case and the accuracy
of its medical needs assessment, as well as, obviously, on the final decision taken
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and the corresponding actual response. Especially within high-density urban
areas, EMSs are forcibly constrained by the city dynamics. Daily traffic and
population changes are two fundamental forces that directly affect the outcome
performance of medical services [2]. Hence, the planning of EMS is of utmost
importance. Simulation modeling is a standard tool to design and explore the
response of EMS since the evaluation of policy decisions or operational solutions
are often deemed unfeasible in the real-world [4].

In this work, we used the agent-based EMS simulator developed by [1]. The
underlying simulation model implements the vehicles’ allocation and dispatching
according to the closest dispatching rule [13,14,31], i.e., the emergency event is
assigned by the closest idle vehicle. Moreover, the simulator encompasses three
fundamental input dimensions, namely, location change probability, traffic error,
and vehicle station locations. The latter also includes the number of vehicles
per station. Whereas the latter is easy to interpret, the former two might not
be so obvious. The location change probability is designed to induce a certain
level of randomness to the emergency call’s spatial distribution so that it differs
significantly from the available historical data. On the other hand, the traffic
error encompasses the uncertainty present in the difference between the predicted
and the real traffic conditions.

Two main outputs are provided by this simulator, covering both the EMS
vehicles’ response times and the victims’ survivability, which serve as perfor-
mance metrics of the EMS. These are respectively represented by the average
survival rate and the average response time. Whereas the latter trivially encodes
the outcome of the emergency event, the former is defined by the time difference
between the emergency call and the medical team’s arrival.

The simulation model is configured to emulate an emergency system with
real data from the city of Porto, Portugal, with 90 emergency vehicle locations.
Furthermore, to present our methodology, we only consider the location change
probability and the traffic error as inputs, and the average response time as a
system performance metric. The first two assume real values in the interval [0, 1].
As for the response times, these can assume any positive value. The emergency
station locations and their corresponding number of vehicles were maintained
constant.

4.2 Results

Following the observations made in [26], which discusses the recommended guide-
line of a maximum response time of 8 min (480 s), we apply our methodology in
order to search for the set of input simulation points that explicitly trigger this
threshold within the mentioned EMS simulation model.

As previously seen in Sect. 3.2, several inputs for the proposed algorithm
must be defined a priori. This led us to define 480 as our search value. Thus
we have sV = 480. Next, we fixed sGrid as a mesh grid of 10000 (unlabeled)
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points scattered uniformly in [0, 1]× [0, 1], as this is the domain of the simulation
input space under study. Lastly, the initial training grid, trGrid, corresponds to
the first nine-point training unit, as depicted in Fig. 1(a), whose vertices exactly
match those of the input domain. Recovering the notation associated to active
learning presented in Sect. 2, we now have that L = trGrid and U = sGrid.
The GP is the oracle O, and the query function Q is essentially represented
by the way we select the new training grids that are added to the expanding
training set.

The results are presented in Figs. 2, 3, 4 and 5. As mentioned earlier, the algo-
rithm starts by requesting the simulation model to label the instances present
in sGrid. Then, a GP is fitted to these simulation points. In Fig. 2(a), we can
see the first GP approximation, here depicted by a three-dimensional surface
defined over the two-dimensional simulation input space [0, 1]2 using the unla-
beled observations present in sGrid. After, the algorithm searches for the best
candidate sub-grids within the initial grid. Such grids contain the GP predic-
tions that are most similar to the search vale sV . This can observed in Fig. 3(b)
and (c). The algorithm has detected that the most likely simulation input region
to trigger sV is contained somewhere within [0, 1] × [0, 0.5]. The AAD is then
computed, and the algorithm proceeds.

The GP fitting, as well as the expansion of the training set, continues sequen-
tially by sub-dividing the previous’ iteration training grid into smaller and finer
replicas of itself. In Fig. 3, we can clearly see the sequence of these grids. Due to
paper space constraints, we only present part of the results, skipping iterations 7
to 13. Eventually, the process stops when the simple addition of new points does
not alter AAD. Figure 5(a) shows that the algorithm took 15 iterations to stop.
As a result of the continuous expansion of the training set, it is expected that the
predictive variance associated with the data points lying near the input space
region of interest tends to decrease. This decrease is depicted in Fig. 5. More than
expected, this is the ultimate goal of the proposed methodology. Observe that
the latter mentioned region, roughly approximated by the proposed grid-based
training structure, gets narrower as the active learning process advances. Figure 4
clearly shows this evolution. Here, we depict the absolute difference between the
GP predictions and the search value. Darker tones imply small differences. In the
end, and by combining Figs. 3(h) and 4(h), we can observe that the points that
are more likely to trigger the search value of interest, are concentrated in the
input simulation region roughly by the grid contained in [0, 1] × [0.625, 0.750].

Note that we showed little concern regarding the prediction performance of
the final GP approximation. Its main goal, more than being a reasonably good
approximation of the underlying function defined by the simulation model itself,
is to guide the active learning towards the most informative data points concern-
ing the given output search value. As a consequent, this GP-based metamodeling
approach ultimately leads us to the discovery of relevant input regions within
the simulation space in a rather expeditious manner.
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Fig. 2. Iterative GP surface approximations. Panels (a)–(f) and (g)–(h) correspond to
iterations 1–6 and 14–15, respectively. The flat horizontal surface is located at z = 480.
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Fig. 3. Iterative training grids and associated GP surface approximation contours.
Panels (a)–(f) and (g)–(h) correspond to iterations 1–6 and 14–15, respectively. The
flat horizontal surface is located at z = 480.
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Fig. 4. Absolute difference between the GP surface approximations and the given
search value (480). Panels (a)–(f) and (g)–(h) correspond to iterations 1–6 and 14–
15, respectively. The flat horizontal surface is located at z = 480.
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Fig. 5. Evolution of (a) Average Absolute Difference and (b) Average Predictive
Variance

5 Conclusion and Future Work

In this paper, we presented a methodology that combines active learning and
simulation metamodeling to address the challenge of exploring the input space
of any simulation model, particularly those that exhibit great runtimes and com-
putational workloads. Starting from a simple training grid, and guided by a GP
acting as a simulation metamodel, the proposed approach uses active learning
to build an increasing mesh grid of training points iteratively. This mesh grid
comprises a set of sequential subgrids that are steered towards specific regions
of the simulation input space that trigger a specific simulation output value,
defined a priori by the user. This directional scheme used to train the associated
GP-based metamodel makes the exploration process more efficient, as only those
input values whose simulation results are more likely to be closer to the search
value of interest are considered to be included in the training set.

This work can be improved within several research directions. A straightfor-
ward expansion is to generalize our approach from a single search value to multi-
ple search values or even sets of intervals. Additionally, it would be interesting to
consider a multi-output approach, where multiple output performance measures
could be explored simultaneously. This will not bring a significant challenge from
the computational point-of-view, as, in principle, the output variables and asso-
ciated metrics are always available throughout the entire simulation experiment
workflow. Closely related to this, multiple output regression should be embraced in
the future so thatpossible correlations among the outputvariables canbe captured.

Increasing the dimensionality of the proposed approach should also be consid-
ered. Along with it, further numerical experiments and graphical representation
challenges will emerge. The key contribution of our work is the identification of
important regions within the simulation input space, which inherently implies
graphical elements. Therefore, new ways of presenting the results, especially for
hyper-dimensional spaces, must be explored and developed.

The grid-based unit used to train the simulation metamodel should be revised
in the future. Maintaining the concept of grid, more appropriate geometric forms,
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rather than square-based ones, should be taken into account in accordance with
the characteristics of the simulation input space. As this training unit repre-
sents how we run the simulation experiments, new sampling strategies should be
adopted in order to achieve improved fitting performance. For example, we plan
to combine the current approach with statistical designs for computer experi-
ments, such as the widely known Latin hypercube. This kind of scheme provides
a systematic sampling framework that ensures the statistical significance as well
as the prediction performance of the obtained simulation metamodels.

In our particular case of application, the simulation model did not exhibit
very complex output behavior. Nevertheless, the results show the potential of
this type of active learning metamodeling approach when searching for specific
input regions. Hence, an important step is to apply our approach against new
simulation models with an increased degree of complexity, especially with regards
to the model’s output behavior. This would not only provide further validation
for the current work, but it would also stimulate more discussion on the topic.
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Abstract. Despite the previously demonstrated considerable negative
effects of on-street parking availability on a city’s traffic flux, the devel-
oped literature on this issue is far from being voluminous. It is shown
that, the duration for finding a vacant parking space consume a sizeable
portion of a driver’s time. Especially, for huge megacities, even small,
local traffic disturbances can generate chaotic results due to their com-
plex, inter-connected nature. Hence, being able to predict the probabil-
ity of finding a vacant on-street parking place on a spot at a given time
up to a reasonable degree shall be at paramount of interest for future
smart-city oriented conurbations. In this paperwork, we present a generic
framework supported by a machine learning model, which predicts the
spatio-temporal on-street parking availability, where spots are character-
ized according to amenities in their vicinity.

Keywords: On-street parking · Machine learning · Smart city

1 Introduction

High price index and lack of available vacant areas make it difficult to build new
off-street parking sites in contemporary metropolitan cities. Hence, most of the
time, drivers have to rely on limited on-street parking. The impact of drivers
searching for a parking space on urban traffic congestion ranges from around
14% [6] to 30% [19,23], highlighting the importance of this issue. A recent study
shows that the average parking space search per driver per day is approximately
9 min and that one third of all drivers gave up on searching for a vacant on-street
parking place at least once during the past year [11]; the average driver looses
roughly 17, 41 and 44 h per year while searching for parking spot in the US,
UK and Germany respectively; finally, 72.7 billion US dollars, 23.3 billion UK
pounds and 40.4 billion euros are wasted every year due to traffic disturbances
[11]. Taking into account the hundreds of millions of drivers in large cities around
the globe, even few minutes of blockage may result in sizeable environmental
hazard due to extra carbon emission and economic loss due to wasted time and
fuel.
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The academic literature and industrial attempts on optimizing vehicle park-
ing are relatively scarce compared to its potential impact. Existing literature gen-
erally focuses on parking price optimization [15,16,25] or calculates the required
parking space of an area based on the maximum demand [5,13], targeting deci-
sion makers. On the other hand, studies on real-time parking availability for
drivers are quite rare. The tracking of vacant on-street parking spots is generally
coined with the term smart parking under the smart city concept. For instance,
a private entrepreneurship [1] offers its clients real time vacancy predictions of
parking spots in various cities using the cellular and GPS data acquired from
their partners. Due to industrial copyright, they do not provide any details of
their algorithm.

On the academic side, there were various attempts to solve the parking place
occupancy prediction problem with different approaches. Generally, researchers
apply time-series regression methods, where they estimate the future states of
parking slots based on the historical data. [22] uses a Long-Short Term Mem-
ory (LSTM) Recurrent Neural Network (RNN) to predict the future occupancy
rates of a parking location. In [7], authors propose a Bayesian regularized neural
network using parking spot’s historical data, current weather and traffic flow
conditions. On the other hand, [21] develops a spatio-temporal auto-regressive
model to predict the occupancy rates of parking slots in San Francisco and Los
Angeles. In addition to these, there are various other similar approaches in the
literature such as [10,24,26].

As it can be noticed, all of these approaches propose local models that rely
on a single parking spot’s historical data to predict its future state. In the best
case, a spatial or spatio-temporal auto-correlation model is employed, which
means the locality of information is constrained by the city. This approach thus
requires previous data of an existing parking location in order to make predic-
tions. This is a very strong limitation as parking occupancy data is not available
in most of the cities in the world. Moreover even if it exists, the data are gener-
ally dispersed and confidential. Therefore, a unified, generic framework capable
of making predictions for parking occupancy in various cities in the world is
essential.

Considering this, we propose a predictive model for on-street parking occu-
pancy rates, based on the hypothesis that cities, especially large metropolitan
areas in our current global world shall have similar spatio-temporal characteris-
tics. Our idea is to represent a location in a city by its surrounding amenities,
where amenity is synonymous to any social and/or commercial point of inter-
est, such as a restaurant or grocery shop. At the end of the day, it would be a
reasonable assumption to consider that on-street parking demand is mostly gen-
erated by the nearby amenities. The information about the amenities of a city
is taken from the well known, open source geolocation initiative OpenStreetMap
[14]. Volunteered Geographic Information (VGI) has huge potential for any kind
of smart city oriented application and is not only limited to parking. However it
is quite rare to find studies which exploit these rich data sources for urbanism.
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We present a global on-street parking occupancy level prediction framework,
which is trained by the historical parking information of a few cities with the
aim of projection on other cities without data. To the best of our knowledge,
this is the first such global attempt in the literature for on-street parking. As
mentioned previously, there exists various non-global approaches for on and off-
street parking vacancy regression. Due to locality, it can be expected that these
models may give more precise prediction compared to a global one. Neverthe-
less, considering the limited accessibility of parking data on most of the cities in
the world, study of a global predictive framework is highly influential using the
amenity content of urban locations. Therefore, we desire to construct a pioneer-
ing data scientific scheme addressing the issue and evaluate the future potential
with extended datasets.

2 Training Dataset

The principal aim of the study is to be able to predict the parking occupancy
ratio in various areas of any kind of metropolitan city in the world at a given
time, as mentioned previously. For this purpose, one needs to choose certain com-
mon spatial characteristics of cities, which are universally correlated to temporal
parking demands. As mentioned previously, we propose to use numerous types
of social and/or commercial points of interest, which are tagged as amenities in
OpenStreetMap.

OpenDataParis initiative provides all on-street parking transactions for the
city center of Paris in 2014, across its 7800 parking meters [2]. It consists of
a list of parking transactions records. Each transaction has a parking meter id
along with its latitude and longitude (where the purchase is validated). Note
that, we wish to create a global predictive structure, where we are interested
in the ratio of occupancy of parking spots. Compared to off-street parking, the
ratio of occupancy can only be defined loosely for on-street parking. Indeed, the
maximum capacity is usually not well defined for parking meters. A driver parks
to an available curbside spot in a permitted area and validates its purchase at the
closest parking meter. In addition to this, there can be multiple parking meters
in the same area so that one can validate his/her purchase at several locations,
which makes the notion of capacity arbitrary. First, we convert the transactions
to temporal statistics per parking meter indicating the instantaneous number of
cars registered at a given time. For this study, we have chosen to follow hourly
statistics. The capacity of a parking meter will be estimated by looking at the
distribution of transactions for a given parking meter.

In Paris, on-street parking is charged only during weekdays and saturday,
between 8 a.m. and 7 p.m.. Even if there are variations across cities in the world,
the on-street parking is generally free of charge during night-time and weekends.
For the sake of generality, we have excluded the transactions of Saturday. And
in a global sense, without loss of generality, it is more convenient to assume
that there shall be no significant variations for on-street parking demand within
weekdays. Thus, the only temporal feature we have considered in this work is
the hour of the day, which is treated as a categorical variable.
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2.1 On-Street Parking Occupancy Indicator

When it comes to on-street parking, finding a universal indicator for the parking
place availability on a global scale is non-trivial. First of all, on-street parking
regulations are highly diverse from city to city, but also within a city. On-street
parking can be prohibited, free of charge during different hours within different
parts of a city. While certain streets may be available for on-street parking on
both sides, others may only allow it on one side of the road.

In addition to regulations, there exists also the issue of on-street parking
capacity due to street geometry. Defining a capacity as for off-street parking
is not evident. Even, we may able to predict the number of parking demands,
defining the occupancy level from this, is problematic. At this scale of diversity
and obscurity, it is challenging to reach a common indicator for parking space
availability. In order to develop a global scale prediction framework as accurate
as possible, a normalized indicator for on-street parking load shall be calculated.
After evaluating the number of cars assigned to each parking meter for every hour
of the dataset, we have calculated the means (μ) and standard deviations (σ) of
each parking meter. Then, we have defined a virtual parking meter capacity as
μ + 1.5σ for each parking meter separately. This value is attained by empirical
analysis of the parking transactions record. Next, we calculate hourly occupancy
ratio of each parking meter by dividing the instantaneous number cars to the
virtual capacity of the parking meter. In the case where the number of cars is
larger than this value, the ratio is set to 1.0. At the end of the day, the idea is to
represent a normalized universal spatio-temporal on-street parking availability
metric.

3 Amenities

Each parking meter is characterized by the number of major amenity types
contained in a rectangle of 150, 200, and 300 m centered on it. We assume that the
on-street parking demand will depend on the points of interest within these range
limits. Indeed, the distribution of amenities within these ranges shall represent
the type of neighbourhood as a residential, business, touristic, leisure, dense or
sparse sector; which at the end, is related to the temporal on-street parking
demand. Rather than using a circular periphery, we have defined range limits in
squares as in Fig. 1, where we believe it is more convenient with the rigid street
geometry of most of the major cities.

In OpenStreetMap, there are hundreds of amenity types which are mostly
tagged by voluntary contributors, including rare definitions which are specific
to certain countries (e.g. biergarten in germany) or no definition at all (empty
amenity type). Hence, in order to construct a universal framework, we should
focus on amenities which are common to all cities, such as pharmacies or grocery
shops. In addition to this, we should group amenities together into major amenity
types which shall have similar temporal parking occupancy characteristics. For
instance, it would be logical to claim that restaurants and cafes attract customers
in similar days and hours. The categorization of amenities into four main types
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Fig. 1. Each parking meter or point in a city is represented by the number of 4 major
amenity types in 150, 200 and 300m.

is shown in Table 1. Note that it is important to consider amenity types which
are expected to show high similarities in all cities. For instance, a university or
an administrative amenity can be highly variant in terms of size and impact,
hence also for the parking demand. However, ATM machines, banks or cafes are
much more similar across the world with respect to these criteria.

Let us describe the four amenity types we chose: first, a financial amenity is
defined, which is composed of ATM machines, banks and money transfer offices.
In addition to generating parking demands directly, the density of these financial
of points interest is highly correlated with the human activity around them. For
example, a location with a high number of ATM machines is expected to be a
more central node compared to others. Second, a social food amenity type is
considered, including restaurants, cafes, bars etc. These are points of interest
expected to have similar correlations with on-street parking occupancy within
their peripheries. Another considered amenity type is the commercial amenities
such as grocery shops, supermarkets, bakeries etc. And finally, all the rest of
tagged amenities are grouped in other amenities general type, for which central
locations tend to be more densely tagged in OpenStreetMap.

The correlation coefficients of counts of these 4 major amenity types in 3 radii
of interest of 150, 200, 300 m with the normalized on-street parking occupancy for
the training dataset parking meters are given in Table 2. Note that, we have also
considered correlation coefficients while choosing the major amenity types and
interested radii. As it can be seen, for all ranges and amenity type combinations,
there exists a positive correlation with occupancy ratio up to a degree.
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Table 1. 4 major amenity types defined to reflect on-street parking demand corre-
sponding to amenities in OpenStreetMap.

Major amenity type

Financial Bank, ATM, Money Transfer Office

Commercial Grocery, Supermarket, Florist,
Bakery, Butcher, Rotisserie,
Chocolate, Cosmetics, Pet, Dry Cleaning,
Dairy, Health Food, Internet Cafe, Copyshop,
Tabacco, E-Cigarette, Laundry,
News Agent, Real Estate, Hair Dresser,
Electronics, Clothes, Pharmacy

Social food Cafe, Restaurant, Bar, Pub, Fast-Food

Other –

Table 2. Correlation Coefficients of 4 major amenity types and 3 ranges for training
dataset parking meters’ hourly occupancy rates.

Major amenity type/range (meters) 150 200 300

Financial 0.032 0.026 0.054

Commercial 0.065 0.069 0.073

Social food 0.020 0.028 0.041

Other 0.046 0.047 0.049

4 Predictive Machine Learning Model

4.1 CatBoost

For each parking meter, we have 12 static physical features due to the num-
ber of 4 major amenity types in 150, 200 and 300 m periphery. As a temporal
feature, we use the hour of the day, which we treat as a categorical variable.
Before feeding these features to a machine learning algorithm, we shall convert
hour category to a numerical feature. For this purpose, we have used categor-
ical boosting (CatBoost) encoding algorithm [12]. Even though, this encoding
scheme has been introduced recently, it has gained a significant reputation in
the research community, thanks to its reported performances [4,27]. Each hour
category is converted to a single numerical values between 0 and 1 after encoding,
and combined with 12 physical features of each parking meter, thus producing
a final feature vector with length of 13.

4.2 Random Forest Regression

We have chosen random forest regression [18], which is known for produc-
ing plausible results for voluminous datasets while avoiding overfitting. After
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shuffling our OpenDataParis dataset, we divided it into 80% training and 20%
test datasets for evaluation. Note that category encoding and numerical scalings
are only used on the training dataset. Following detailed experimentation, the
optimal number of estimators for Random Forest algorithm is found to be 150,
with a maximum depth of 30. Mean absolute error for the test dataset is found
to be approximately 0.19, which can be considered as an acceptable deviation
for our amenity related model.

Another main advantage of the Random Forest algorithm is its high level
of interpretability, similarly to other tree based approaches [8,17]. It is indeed
crucial to be able to evaluate the relative importance of the features used in our
model for understanding the impact of major amenity types on on-street parking
demand. A well established metric of features relevance is the Mean Decrease
Gini or more generally the Mean Decrease of Impurity (MDI) [20]. The MDI can
be computed as follows: a decision tree is built by splitting the data in a way
which minimizes a measure of impurity i (such as the Gini, Shannon entropy or
Renyi entropy for example). For each node t of tree T, we thus want to find the
split st that maximizes the impurity decrease given by,

Δi(s, t) = i(t) − pLi(tL) − pRi(tR) (1)

where, i(tL) and i(tR) refer to impurity measures of the left and right portions of
the dataset split by this node. And pL, pR are the proportions of samples in left
and right parts of the node respectively, so that pL = NtL/Nt and pR = NtR/Nt.

The MDI of a feature Xm is given by: [9,20]:

Imp(Xm) =
1
Nt

∑

T

∑

t∈T ;v(st)=Xm

p(t)i(st, t) (2)

where, NT is the total number of trees of the forest, pt is the proportion of
samples reaching node t so that pt = NT /N , N being total number of samples
on tree T and v(st) is the feature used in split st [9,20]. Intuitively speaking,
MDI thus measure how many times a feature was used for a split, highlighting
its importance.

After training our model, we have reached the weighted normalized impor-
tance of 13 features as in Table 3. As expected, hour feature has by far the most
significant effect, constituting more than half of the total impact. We observe
that up to 300 m range, the effect of major amenity types do not vary signifi-
cantly, whereas all contribute to the prediction process.

5 Hourly Predictions for the Streets of Various Cities

Unfortunately, there are only a very limited number of tagged on-street park-
ing meters in OpenStreetMap. For most of the cities, tagged parking meters do
not even exist. Due to this fact, in order to have a more universal model, we
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Table 3. Mean impurity decrease based normalized feature importance of the trained
random forest model for 13 features.

Mean impurity decrease

Normalized feature importance 150 200 300

Category/Range (meters)

Financial 0.013 0.017 0.034

Commercial 0.036 0.037 0.050

Social food 0.040 0.043 0.062

Other 0.045 0.043 0.051

Hour 0.51

estimate the hourly occupancy levels of streets over world. Without loss of gen-
erality, we only consider roads which are tagged as residential or living street
in OpenStreetMap. Note that, major avenues and roads may not be eligible for
parking with greater probability. We do not make any assumptions about the
parking regulations of streets which is obscure and we make predictions for all
the considered streets. The geometrical center of the street is considered as the
location for our predictive model.

09:00

Fig. 2. Predicted on-street parking occupancies in New York, USA for 9 a.m. in week-
days. Higher occupancy levels are represented with redder hue and lower occupancy
levels are represented with greener hue. (Color figure online)
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Fig. 3. Predicted on-street parking occupancies in Istanbul, Turkey for 3 p.m. in week-
days. Higher occupancy levels are represented with redder hue and lower occupancy
levels are represented with greener hue. (Color figure online)

Due to limited space, we only demonstrate the results for 6 cities around
globe as in Figs. 2, 3, 4, 5, 6 and 7 for three different periods of a weekday. One
can observe the higher parking demands are generally centered around important
hot spots as expected, especially in early morning and afternoon. Also, we can
notice the medium to high occupancy levels around residential suburban areas
in the morning and evening times.

In order to present a better validation, we have compared our predictions
with the municipality of Seattle’s parking data [3]. The dataset contains the
instantaneous number of cars and capacity of each parkmeter in the city, for
2017. As we are developing a model which considers the hours between 8 a.m.
and 7 p.m., we have taken the overall mean of each parkmeter for each weekday
in the dataset for each hour. Then, we have calculated the amenity based static
features of each parkmeter and performed our predictions. Figure 8 shows the
means of real data and our predictions in a weekday at 6 p.m.

As it can be observed from Fig. 8, our model is capable of capturing the
parking hot-spot regions highly accurately. For all hours considered, the mean
difference (error) between real data and our predicitions is approximately 6%.
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19:00

Fig. 4. Predicted on-street parking occupancies in Rennes, France for 7 p.m. in week-
days. Higher occupancy levels are represented with redder hue and lower occupancy
levels are represented with greener hue. (Color figure online)

Fig. 5. Predicted on-street parking occupancies in Paris, France for 6 p.m. in weekdays.
Higher occupancy levels are represented with redder hue and lower occupancy levels
are represented with greener hue. (Color figure online)
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15:00

Fig. 6. Predicted on-street parking occupancies in Munich, Germany for 12 a.m. in
weekdays. Higher occupancy levels are represented with redder hue and lower occu-
pancy levels are represented with greener hue. (Color figure online)

12:00

Fig. 7. Predicted on-street parking occupancies in Lyon, France for 12 a.m. in week-
days. Higher occupancy levels are represented with redder hue and lower occupancy
levels are represented with greener hue. (Color figure online)
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REAL

PREDICTED

18:00

Fig. 8. Predicted on-street parking occupancies in Rennes, France for 7 p.m. in week-
days. Higher occupancy levels are represented with redder hue and lower occupancy
levels are represented with greener hue. (Color figure online)

6 Conclusion and Future Work

Expecting similarities in terms of parking dynamics in contemporary global cities
is a reasonable approach. Especially, if proper common points of interests (i.e.
amenities) are chosen as a reference, one can estimate the on-street parking slot
vacancy probabilities up to a certain extent. Even though on-street parking is
a highly important subject considering the proven negative economic impact, a
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universal predictive model for occupancy levels had not been proposed to the
best of our knowledge. In this study, we have presented a generic framework for
this purpose, where locations in cities are characterized by the number of various
types of points of interests within three different radii. Constructing a unified,
accurate model is quite complex due to highly variant dynamics, geometries and
regulations in different cities. However, we believe this issue of a global regressive
model is required to be investigated in detail due to aforementioned motivations
and reasons. Therefore, we have introduced a pioneering study addressing this
challenge by employing state-of-the-art machine learning algorithms. As it can be
observed from the presented results in this paper, we can attain justifiable results
for different cities. Unfortunately, we believe the most important bottleneck is
the scarcity of open datasets about on-street parking. One can expect more and
more accurate predictions with more available data sources. As a next step, we
also would like to consider additional urban features such as bus stops, traffic
lights, individual buildings and street geometry.
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Abstract. The synchronization of Public Transportation (PT) systems
usually considers a simplified network to optimize the flows of passen-
gers at the principal axes of the network. This work aims to identify
the most relevant transfer-connections in a PT network. This goal is
pursued with the development of a methodology to identify relevant
transfer-connections from entry-only Automatic Fare Collection (AFC)
data. The methodology has three main steps: the implementation of the
Trip-Chaining-Method (TCM) to estimate the alighting stops of each
AFC record, the identification of transfers, and finally, the selection
of relevant transfer-connections. The adequacy of the methodology was
demonstrated with its implementation to the case study of Porto. This
methodology can also be applied to PT systems using entry-exit AFC
data, and in that case, the TCM would not be required.

Keywords: Public Transportation · Transfers · Automatic Fare
Collection

1 Introduction

The decisions made at the Transit Planning Process (TPP) are grounded on
passengers’ behavior assumptions, such as the expected demand of passengers.
These assumptions are mainly drawn from the analysis of historical records or
surveys. In its turn, the implementation of TPP decisions impacts the Pub-
lic Transportation (PT) service delivered to passengers, e.g., with changes in
routes’ design, frequencies or schedules. Finally, changes in the PT service will
impact the behavior of passengers, which is not deterministic and often does
not evolve as expected (e.g., choosing to commute with private car or PT, or
choosing between alternative PT routes when several options are available for
the same Origin-Destination (OD)). Figure 1 shows this causal cycle interrelating
the TPP, the PT service, and the behavior of passengers.
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Several sequential stages integrate the TPP. The Network Design (ND) stage
returns the set of routes composing the PT network, designed to provide the best
possible transportation service by meeting the passenger demand. The Frequen-
cies Setting (FS) stage assigns frequencies for all daily Uniform Demand Period
(UDP) on each route (e.g., assign one vehicle every 15 min during a morning
peak). The Timetabling (TT) stage returns the timetables with the departure
and arrival times of all daily trips on each route, typically at the level of Time
Control Point (TCP)s or stops. Follows the Vehicle Scheduling (VS), the Driver
Scheduling (DS) and the Driver Rostering (DR) stages. Although aspects such
as passenger demand can never really be known or accurately described by its
historical observations, the adoption of assumptions related to them is needed
to sustain decision-making at any TPP stage.

Fig. 1. Cycle ‘Transit Planning Process - PT service - Passengers behavior’.

The technological advent of the last decades had endowed planners and
decision-makers with access to a higher volume of accurate data, such as Auto-
mated Fare Collection (AFC) records, fostering its application into research and
development activities. At the same time, improved computational tools have
increasingly been applied to solve TPP problems.

There are different techniques used for TT, depending on the experience and
resources of planners and companies [1]. One popular approach is the implemen-
tation of the Synchronization Timetabling Problem (STP) [2–4]. The STP builds
timetables pursuing the reduction of the overall inconvenience for passengers.
The idea is to obtain coordinated timetables that enable smooth interchanges
through the minimization of passengers’ waiting-time and bunching of vehicles.

The STP is usually applied to simplified, yet realistic networks. This simplifi-
cation is considered not only due to the complexity of the STP (i.e., NP-hard [2])
but also because increasing the size of the network significantly reduces the flex-
ibility of the solutions obtained, which is critical for finding compatible solutions
in the TPP downstream stages, especially at the VS.
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This work aims to identify the most relevant transfer-connections within a
PT network, which can be further used to build a simplified yet realistic repre-
sentation of the routes that should be coordinated to provide a quality service
to passengers.

A methodology is proposed to identify relevant transfer-connections from
entry-only AFC records. The methodology has three main steps: the implemen-
tation of the Trip-Chaining Method (TCM) to estimate the alighting stops of
each AFC record, the identification of transfers, and finally, the selection of rele-
vant transfer-connections. Relevant transfer-connections are selected considering
four main assumptions: (1) identification by experts, (2) in case of shared paths,
favor the selection of connections positioned at strategic stops such as merging
or crossing routes, (3) compliance with a maximum walkable distance threshold,
and (4) compliance with a specified threshold of demand.

The TCM estimates the alighting stops of entry-only AFC records. It consid-
ers the sequence of trips made by each passenger in each day, connecting trip-legs
of each smart-card. The literature on TCM counts with several implementations
at different PT systems worldwide, differing mainly in the set of assumptions
implemented [5–9]. The majority of these works keep the two grounding assump-
tions proposed in the seminal work of [5]: (1) most passengers will start the next
trip of the day at or near the alighting stop of their previous trip, and (2) most
passengers end the last trip of the day at or near the boarding stop of their first
trip of the day.

The identification of transfers as also been addressed in literature considering
assumptions of transfer walking distance [6,8,10], transfer time thresholds [8,10,
11] and transfer network feasibility conditions [10].

2 Concepts: Transfer-Node, Transfer-Connection
and Transfer-Event

This work distinguishes the concepts of transfer-connection and transfer-node.
A transfer-node is the geographic area where two or more routes meet, cross,
or merge. A transfer-connection refers to the possible interchange of passengers
between two specific directed-routes, possibly separated by a walkable path. A
transfer-event is the observation of passengers transferring through a transfer-
connection, with specific detail on the vehicles involved and on time.

2.1 Transfer-Event

Figure 2 schematizes a transfer-event. A transfer-event has four main moments:
(1) a Feeding Vehicle (FV) from the Feeding-route (FR) arrives and passengers
alighting; (2) passengers walk between the alighting-stop and the boarding-stop
when a walkable path exists; (3) passengers wait at the boarding-stop; (4) a
Receiving Vehicle (RV) from the Receiving-route (RR) arrives and passengers
board.
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Fig. 2. Scheme of a transfer-event.

Several runs serve each directed-route over a day. A transfer-event addresses
the interchanging process between two specific trips, operated by specific runs
of each directed-route. A transfer-event encompasses knowledge on the specific
time for the FV arrival and the RV departure.

In the case when the FV arrives earlier than scheduled and the RV is on-
time, passengers are unlikely to miss the RV. Passengers willing to perform this
transfer-event will have extra transfer waiting-time, or in some cases, they might
be able to board a prior run of that receiving-directed-route.

In the case when the FV arrives later than scheduled and the RV is on-time,
passengers are likely to lose the transfer-event and wait for the next run of that
receiving-directed-route, or they might board the RV with almost zero transfer
waiting-time.

Many other transfer-event scenarios can be studied considering different FV
and RV arrival and departing-time. The study of transfers is of utmost impor-
tance to enhance as much as possible successful transfer-events, reducing transfer
waiting-time that is inconvenient for passengers, and improve overall passenger
flow within the PT network.

2.2 Transfer-Connections and Transfer-Nodes

The simplest case of a transfer-node is the case where two route-terminus meet,
as illustrated in Fig. 3. The last stop of one route is at the same geographic area
of the first stop of another route. This type of transfer-node is commonly found
in peripheral areas of cities, aiming to connect PT service from the suburbs to
strategic PT routes traveling into cities. In this particular case, the transfer-node
encompasses only two possible transfer-connections, as identified in Fig. 3.

Another common type of transfer-node occurs when two routes cross or
merge, as illustrated in Fig. 4. In both situations, the resulting transfer-node
always includes eight transfer-connections, as identified in Fig. 4. This analysis
deliberately excludes any interchanging of passengers between trips of the same
route, regardless of route direction. The main reasoning is that passengers would
only board into the same route at a consecutive trip in case of (i) a mistake, or
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Fig. 3. Possible transfer-connections in the case when the terminus of two routes meet.

Fig. 4. Possible transfer-connections in the crossing and merging of two routes.

Fig. 5. Merging and splitting of two routes, sharing a segment path.

Table 1. Possible transfer-connections when four routes cross each-other at a common
transfer-node.

A1 A2 B1 B2 C1 C2 D1 D2

A1 Na Na • • • • • •
A2 Na Na • • • • • •
B1 • • Na Na • • • •
B2 • • Na Na • • • •
C1 • • • • Na Na • •
C2 • • • • Na Na • •
D1 • • • • • • Na Na

D2 • • • • • • Na Na
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(ii) the start of a new journey which takes place after an activity (even when
the two consecutive trips occur within a short duration). Either way, they do
not reflect an interchange and therefore are not included in this analysis.

Figure 5 represents the case of two routes sharing a segment path, with their
merging and splitting transfer-nodes. Possible transfer-connections at the merg-
ing/splitting transfer-nodes are represented at boxes (i) and (iii), while possible
transfer-connections at the shared path are represented at the box (ii).

Considering the case of Fig. 5, although passengers can interchange over
the shared path represented in box (ii), the methodology followed in this work
considers that the transfer-connections positioned at the merging and splitting
transfer-nodes (boxes i and iii) should be given priority with respect to any
stop positioned at the shared path (box ii). This concept is further included as
an assumption to identify relevant transfer-connections. The overall goal is to
optimize passenger waiting-time and vehicle congestion, which is achieved more
efficiently by concentrating transfers in a reduced number of strategic stops.

Finally, the analysis of transfer-connections when three or more routes inter-
sect or merge at the same geographic area is easily understood with a matrix
approach, as the one exemplified in Table 1. For example, a transfer-node crossed
by three routes has 24 possible transfer-connections, and a transfer-node crossed
by four routes has 48 possible transfer-connections.

3 Methodology to Identify Relevant Transfer-Links
from AFC Data

This section details the methodology adopted to identify relevant transfer-links
from entry-only AFC data. This methodology embodies three main steps: (1)
implementation of the TCM to estimate alighting stops for all AFC records, (2)
the subsequent application of criteria to identify transfers, which also allows to
link trip-legs and reveal OD, (3) the identification of transfer-links of improved
relevance regarding further consideration for further optimization techniques,
particularly the synchronization.

The data-set of AFC records is sorted by smart-card Unique IDentifier
(UID) and then chronologically. The following two steps consider AFC records
sequentially in this order. These steps are schematized in Fig. 6, and detailed in
Sects. 3.1 and 3.2.

The third step is performed independently of the first two steps. After the
estimation of alighting stops and transfer-connections for all AFC records, the
identification of relevant transfers will be carried out in a new algorithmic pro-
cedure detailed in Sect. 3.3. Figure 7 schematizes this procedure.

3.1 TCM Implementation

The TCM allows to estimate the alighting stops for each AFC record. The TCM
implementation adopted in this work follows all details provided in [12]. The
main assumptions adopted for this implementation are detailed in Table 2.
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When there are two or more AFC records for the same smart-card, the algo-
rithm proceeds to estimate their alighting locations, applying the TCM. When
there is only one AFC record, the TCM cannot be applied, and the algorithm
cannot estimate the Destination of that trip. In that case, the algorithm proceeds
to the next smart-card UID in the data-set.

Fig. 6. Methodology followed to estimate alighting stops and identify transfers from
entry-only AFC data.

When there are two or more AFC records for the same smart-card, the algo-
rithm continues by selecting the next record. Knowing the boarding stop, route,
and direction, the algorithm specifies as possible alighting stops all of the stops
that were not yet traveled in that path. If the current AFC record is not the
last of the day, the TCM estimates that the passenger alights, from the set of
possible alighting, at the stop with the shortest walking distance regarding the
boarding stop of the subsequent record. If the AFC record is the last of the day,
the same approach is adopted but regarding the boarding stop of the first AFC
record of the day (assuming the passenger would travel back home at the end of
the day).

When the walking distance between the current alighting stop and the sub-
sequent boarding stop is higher than the threshold of 3 km, we assume that the
passenger traveled off the transportation system between these two AFC records.
For example, picking up a ride or using another transportation mode. In that
case, the estimation made regarding its alighting location is discarded. Similarly,
for the case of the last AFC record of the day, if the walking distance between
the current alighting stop and the first boarding stop of the day is higher than
3 km, we assume that the passenger traveled off the transportation system on
its return home and that estimation is discarded as well.
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Table 2. Assumptions adopted to implement the TCM using entry-only AFC data.

Assumption

1 Passengers start the next journey stage at or near the
alighting location of their previous trip

2 Passengers end the last trip of the day at the boarding
location of the first trip of the day

3 Passengers can only alight in the sequence of stops not yet
traveled by the route direction they boarded

4 Passengers travel off the transportation system when the
walking distance between consecutive AFC records is higher
than a specified threshold (in km)

3.2 Identify Transfers

In this work, we aim to identify which trip-legs are linked by transfers, therefore
identifying real Origins and Destinations incurred by passengers. Therefore, the
algorithm proceeds by distinguishing if the alighting stop of a AFC records
corresponds to a transfer within a sequence of trip-legs, or if it corresponds to
the Destination of a trip. The main assumptions adopted to identify transfers
from AFC records, regarding the behavior adopted by passengers in their daily
travel patterns, are detailed next.

Table 3. Assumptions to distinguish transfer-events from trip-ends.

Assumption

1 Passengers will not transfer to another vehicle of the same
route in which they are traveling, regardless of its direction

2 Passengers are not willing to walk more than a specified
threshold to transfer to another route (in meters)

3 Passengers are not willing to wait for more than a specified
threshold to transfer to another route (in minutes)

4 The boarding stop of the first AFC record of the day is the
Origin of a trip

5 The alighting stop of the last AFC record of the day is the
Destination of a trip

6 When passengers travel out of the system, the next AFC
record is the beginning of a trip

Assumption 1 implies that passengers will only perform two consecutive AFC
records on the same route when executing two different trips. That is, a passenger
does not perform a transfer to board the same route he was already traveling,
even if in the opposite direction, unless by mistake. This way, if a passenger



Identifying Relevant Transfer-Connections 71

boards the same route in the consecutive AFC record traveling in the opposite
direction, we consider that the passenger is performing a new trip and not a
transfer. For example: (a) a passenger travels from home to bank, and then from
bank to home using the same route, in less than 30 min; (b) a passenger travels
from home to school, pick up the kids, and go back home using the same route,
in less than 30 min. The main reasoning of this assumption is that it helps to
distinguish transfers from trip ends. In these examples, there was an activity that
took less than 30 min, and the walking distance between the two AFC records
is lower than 200 m. Assumptions 2 and 3 are aligned with the literature on the
topic.

Assumptions 4, 5, and 6 establish basic rules that identify trips’ start and
end. Assumption 4 considers that the boarding station of the first daily trip of
each smart-card will always be the beginning of a trip. Analogously, Assumption
5 states that the landing station of the last daily trip of each smart-card will
be a Destination of a trip. Finally, assumption 6 addresses situations in which
passengers travel by alternatives to the PT system (e.g., by private cars or
bicycles). When the estimation of the landing stop of a AFC record is discarded
(the passenger traveled off the transport system), the following AFC record is
always considered as the beginning of a new trip.

From the successful estimations of alighting stops other than the last trip
of the day, the algorithm will distinguish between transfers and trip ends. To
perform this distinction, we implemented three criteria, aligned with the assump-
tions previously defined.

For each pair of consecutive AFC records, the algorithm will assess: (1) if
both records are from the same route, in that case, both records are considered
to belong to different journeys. (2) if the walking distance is within the specified
threshold; (3) if the time elapsed is within the specified threshold; The algorithm
identifies a transfer when all three criteria are met. If at least one of these criteria
do not meet, the first AFC record of the pair classifies as a trip end (its alighting
stop is the trip Destination), and the boarding stop of the next AFC record is
the Origin of a new trip.

3.3 Selecting Relevant Transfer-Connection

The methodology for the identification of relevant transfer-connections is
grounded on four main assumptions. These assumptions are not perceived as
rigid criteria, but instead as a framework to support the selection process. A
description of the four assumptions is provided in Table 4.

Assumption 1 considers that the expertise and knowledge of distinguished
stakeholders must be accounted in to identify relevant connections, even without
meeting any quantitative criteria. This includes cases such as providing trans-
portation service in areas with lower population density, maintain a transfer-
connection that has existed for a long time and therefore is awaited by pas-
sengers, or to ensure the connection between the last trips of specific routes
(allowing passengers that travel late to reach home).
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Table 4. Assumptions for the selection of relevant transfer-connections.

Assumptions

1 A transfer-connection is relevant when identified as such by
experts, considering social, historical, and service quality
aspects

2 When two routes have shared path segments, favor the
selection of transfer-connections at their merging and
splitting transfer-nodes

3 A transfer-connection is relevant if it links stops within a
specified threshold of walking-distance (in meters)

4 A transfer-connection is relevant if it complies with a
specified threshold of demand (frequency of passengers)

Assumption 2 considers situations where two or more routes share a portion of
the path. In these cases, the algorithm prioritizes transfer-connections positioned
at strategic stops such as route meeting, merging, or crossing. This assumption
translates into a binary variable called Network strategic value.

Assumption 3 ensures the geographic vicinity of transfer-connections, mainly
to ensure it is walkable. Although a similar criterion was applied in step 2, any
connection proposed by experts must also comply with this condition.

Assumption 4 considers that the importance of transfer-connections relates
to the number of passengers using them. The implementation of this assumption

Fig. 7. Algorithm to identify relevant transfer-connections.
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consists of selecting all transfer-connections with a frequency of transfer-events
higher than a specified threshold.

Figure 7 schematizes the application of the assumptions described in this
section into an algorithm. This algorithm runs after the completion of the pre-
vious two steps of the methodology.

In contrast to the previous two steps, this algorithm does not use the AFC
data-set. The data for this algorithm includes the following features for each
transfer-connection in the system: (i) experts identified the connection as rele-
vant (y/n), (ii) the network strategic value (binary), (iii) the walkable distance
between the two stops, (iv) the passenger daily frequency. The algorithm per-
forms the sequential validation of all assumptions, as shown in Fig. 7.

4 Results

The database software PostgreSQL was used to select and sort data. The TCM
algorithm was implemented in C++, using a 3.4 GHz Intel Core i7 processor
and 16 GB of Random Access Memory (RAM). The computational effort of
solving the TCM in this particular application is considerably low, less than 10
seconds. The performance of this algorithm in more significant instances was
reported in [12]. The methodology described in Sect. 3 was applied to the case
study of Porto considering a sample of 4000 randomly selected smart-cards. All
smart-cards were analyzed over the entire year of 2013.

This implementation considered the following thresholds: 3 km in assump-
tion 1 of Table 2, 200 m in assumption 2 of Table 3 and in assumption 3 of Table 4,
30 min in assumption 3 of Table 3 and 80 annual transfer-events in assumption
4 of Table 4.

Table 5. Overview of results.

Month 1 2 3 4 5 6 7 8 9 10 11 12 Total

Original data-set

AFC-records 16783 15080 15965 17160 18460 15088 16349 12891 15232 17851 16360 14719 191938

Alighting not estimated - single daily AFC-record

AFC-records 1458 1243 1452 1481 1607 1434 1465 1091 1327 1449 1363 1311 16681

% 8.69 8.24 9.09 8.63 8.71 9.50 8.96 8.46 8.71 8.12 8.33 8.91 8.69

Alighting not estimated - distance ≥3 km

AFC-records 447 417 409 475 494 428 404 357 381 464 450 458 5184

% 2.66 2.77 2.56 2.77 2.68 2.84 2.47 2.77 2.50 2.60 2.75 3.11 2.70

Pairs of consecutive AFC-records identified as transfer-connections

Pairs 1830 1632 1664 1866 2076 1668 1864 1479 1677 1912 1587 1337 20592

% 10.90 10.82 10.42 10.87 11.25 11.06 11.40 11.47 11.01 10.71 9.70 9.08 10.73

Table 5 shows the summary of the results obtained for the first two steps of
the methodology as described in Sects. 3.1 and 3.2. The results are detailed by
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month, and the last column provides the aggregate value for the entire year.
The first row provides information on the total number of AFC records ana-
lyzed. The number and percentage of AFC records to which the TCM could
not estimate alighting stops are detailed in two groups. The first group includes
the cases where there was only one daily record - and therefore, the assumption
of returning home could not be applied. The second group refers to the cases
where the distance of the estimated alighting stop was higher than 3 km - those
estimations were discarded since the passenger is assumed to travel out of the
system.

Finally, from the AFC records with successful estimations of alighting stops,
Table 5 shows the number of transfer-events that were identified, and its pro-
portion regarding the original AFC data-set. For a yearly aggregate perspective,
transfer-events accounted for around 11% of total AFC records. Note that a
transfer-event is identified amid two AFC records, but its accounting is not
duplicated. Therefore, each transfer-event is accounted for just once - making
them comparable to the total number of AFC records.

Fig. 8. Selected relevant transfer-connections.

The last step of the methodology proposed in this work was implemented
as described in Sect. 3.3. It returned the identification of 20 relevant transfer-
connections. Figure 8 shows the selected connections regarding their annual pas-
senger frequency. The selected transfer-connections accounted for 36.40% of all
transfer-events under analysis.
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5 Conclusions

The main goal of this work was to develop and implement a methodology able
to retrieve the most relevant transfer-connections of a PT system. The need
to identify the relevant transfer-connections within a PT context arises as a
preliminary stage to the implementation of the STP algorithm, usually applied
to a simplified network of the PT system which reflects its main demand flows.
The identification of such a simplified network is not an easy task, especially in
PT systems using entry-only AFC ticketing systems, such as the case study of
this work, the city of Porto.

Following this goal, a methodology was developed encompassing three main
steps. Step 1 addressed the estimation of the alighting stop of each AFC record
using the TCM, step 2 the identification of transfer-events considering all pairs
of consecutive AFC records, and step 3 the identification of the most relevant
transfer-connections in the PT system following a set of criteria.

This methodology was applied to the case study of Porto, considering a
sample of 4000 randomly selected smart-cards over the entire year of 2013. This
analysis served as a proof of concept of the methodology. The results obtained
are promising and call for the replication of this methodology to larger data-
sets, and to perform statistic analysis regarding the type of passengers (frequent
passenger and occasional passengers), as well as to compare the set of relevant
transfer-connections in different UDP, such as peak and off-peak hours of the
day. Future work also includes using this methodology to build PT networks of
relevant transfer-connections and feed them as inputs to STP algorithms.
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Abstract. The transport sector’s share of global energy-related carbon
emissions is about 23%. Transportation and logistics can improve the eco-
nomic growth of nations and profitability in businesses, and if efficiently
designed and managed their carbon footprints will be reduced. Impor-
tant progresses have been made to enhance the efficiency of logistics sup-
ply chain using mathematical optimisation techniques. However, recent
needs in collaborative supply chain on one hand, and advancements in
data science have heightened the need for optimisation techniques based
on big data analytics. This paper studies and evaluates models for Euro-
pean freight transport logistics actions utilising advanced data analytics
solutions. Three new supply chain algorithms of horizontal collaboration,
pooling, and physical internet have been developed using historical data
of European road freight transport. Then, two indicators of sustainabil-
ity and efficiency were used to evaluate each developed strategy. The
results have shown that there is substantial potential in pursuing these
strategies and encourages future research into logistic supply chain and
data analytic methods for designing sustainable transport systems.

Keywords: Supply chain strategies · Transport optimisation · Carbon
emissions reduction

1 Introduction

The European Union (EU) road freight industry is one of the largest consumers
of energy [1]. Since 2014, GHG emissions from the EU-28 transport sector have
been increasing. Road transport and aviation caused 3% rise in greenhouse gas
emissions in 2016, compared to its levels in 2015. In 2016, transport contributed
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27% of total GHG emissions in the EU-28, of which road transport was respon-
sible for almost 72% of total greenhouse gas emissions from transport (including
international aviation and international shipping) [2]. For this reason, the EU
countries adopted the objective to cut down emissions by 80–95% by the year
2050 in comparison to the 1990 levels [3].

Figure 1 shows CO2 emissions per mode of transport in Europe [4] from 2000
to 2014. It can be observed that the amount of carbon emissions in maritime
and road transport had been the highest among other modes of transport, and
since 2013 onward road freight transport had the highest rate of CO2 emissions.

Fig. 1. Specific CO2 emissions per tonne-km by freight transport mode in Europe [4]

Logistics network design and sustainable logistics management policies are
two essential aspects for developing a low-carbon regional logistics system [5].
There has been an increasing emphasis on the necessity for efficient supply chains
worldwide. There are several factors which influence the efficiency and effective-
ness of transport systems such as traffic congestion problems, carbon emissions,
road user charges, regulatory directives and skill shortages [6]. These inefficien-
cies lead to poor asset utilisation, unnecessary administration, excessive waiting
time and inventory management, increased emissions and more importantly an
increase in costs [7].

A large and growing body of literature has investigated the supply change
efficiency improvement [8], as well as simulation and optimisation methods [9].
For example, in a recent study, Muñoz-Villamizar et al. [10] proposed a new
methodology for assessing the environmental performance of logistics systems
to improve the sustainability of urban freight transport systems. In another
study, Andrés and Padilla [11] evaluated the most influential factors that have
affected the energy consumption and carbon emissions trends of road freight
transport in Spain from 1996 to 2012. Additionally, Mrazovik et al. [12] presented
a routing optimisation method based on data analytics to improve the circulation
of vehicles and utilisation of urban parking spaces.
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Recent developments in data analytics have heightened the need for methods
and tools to make data-driven supply change management [13]. Recent evidence
shows that significant progresses have taken place in the field of logistics for
reducing carbon emissions and improving the supply chain efficiency, such as
Horizontal Collaboration [14], Pooling [15], and Physical Internet [16]. This is
an important multidisciplinary and interdisciplinary research topic, nevertheless,
there has been little quantitative analysis of data-driven techniques for sustain-
able supply chain [17] which makes this field of study an excellent opportunity
for the development of new techniques and methods.

The main objective of this study is to develop data-driven optimisation algo-
rithms for three popular supply chain methods of Pooling, Horizontal Collabora-
tion, and Physical Internet and performing data analysis on the European road
freight transport operations to improve the vehicle usage efficiency, and decrease
carbon dioxide emissions per journey.

2 Background Study

2.1 The Sustainable Global Supply Chain

The world economy is likely to grow rapidly and a feature of this growth would
be increased demand for transport and logistics. Correspondingly, this requires
governments and other stakeholders to plan carefully to cope with the environ-
mental, social and economic needs of a rapidly-growing supply chain network
[18]. It is essential to invest further in infrastructure of logistics operations and
intelligent transport systems for empowering efficient planning and better coor-
dination of logistics operations [19].

There have been several studies to demonstrate the link between an increase
in demand for transport operations and the rise in economic indicators [20].
Governments have realised the impact of free and easy trade and have responded
by deregulating transport which has helped in removing unnecessary barriers to
competition and has helped in making markets more competitive and ensured
that prices come down and the services improve. However, as the supply chains
are fast growing, it is essential that they are sustainable [21].

For this, previous studies have investigated the use of optimisation based on
heuristic methods for logistics supply chain. For example, Wei and Dong [22] pro-
posed a new multi-objective optimisation solution using adaptive-weight Genetic
Algorithm method to optimise freight costs and transport time in new dry-port-
based cross-border logistics networks in Chinese inland regions. In another recent
study, Liu et al. [23] proposed a real-time information-driven dynamic optimisa-
tion method for smart vehicles and logistics operations to achieve green logistics.
They showed that, by using internet-of-things (IoT) technology, vehicles utilisa-
tion rate can be improved, and by providing the optimal routing with ensured effi-
ciency of logistics services, fuel consumption, number of vehicles used, and costs
can be reduced. In addition, and in lines with previous researches reviewed in this
paragraph, Abbbassi et al. [24] and Masson et al. [25] used different mathematical
optimisation methodologies to improve the logistics transportation system.
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However, the use of big data and data analytics for supply chain management
and logistics has recently gained prominence [26,27]. The recent trends in supply
chain logistics and data analytics suggest that there is a need to shift from
heuristics methods to data-driven decision making techniques [28]. This is a
step change towards more sustainable logistics supply chain which is addressed
in current study. Three important supply chain logistics strategies are horizontal
collaborations, pooling, and physical internet which are explained further in next
sections.

2.2 Horizontal Collaborations

Horizontal collaborations are characterised by companies sharing supply chain
services for common interests which can increase the efficiency and competi-
tiveness of the participating companies [29]. Nevertheless, in the field of supply
chain and logistics, more research is required to be done in the domain of hor-
izontal collaboration or swap operations. Several benefits are associated with
horizontal collaboration. For example, costs could be shared between participat-
ing organisations. Moreover, better production flexibility can be attained. Also,
the involved businesses can use the capability of their partners to access new
customers and markets. However, the cost of establishing coordination among
the different partners is quite high and it requires significant capital investments
which is a drawback. The quality of offered products could also be reversely
affected by choosing the wrong partner, where losing reputation among cus-
tomers could be a threat for the company and project.

2.3 Pooling

In supply chain logistics pooling means grouping of shipments that are bound
to the same region and are centralised onto trailers for the entire or part of the
journey. Pooling, in order to be successful needs that the demands to be met
are similar and compatible. When third party logistics (3PL) provider is used
for pooling, there is a higher security risk since customers require their products
to be always detectable and prefer routine updates about the condition of their
product. Moreover, combining hazardous products with inflammable products
as they may affect the safety of the journey could be a risk [30].

2.4 Physical Internet

Internet has strongly influenced and changed the manner of information
exchange and flows globally. Today, the internet is not about data and infor-
mation anymore but there is a strong tie between internet and physical world.
In other words, the physical internet is using the basics of the internet to logistics.
The physical internet encases physical goods into green and modular containers
which are usually made from environment friendly materials. This needs min-
imum packaging in which the so-called smart packets are tagged with sensors
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to facilitate proper routing and maintenance. This has been brought through
progresses in the ‘Internet of Things’ technology and the application of sensors
and radio-frequency identification (RFID) [31].

Based on the literature review, there is a great potential for improving the
efficiency of logistics systems and shifting from traditional to integrated logistics
systems such as collaborative logistics [32]. The important advantages of such
collaborative logistics are: lower prices due to aggregated purchasing quantities,
reduction of supply risk and administration cost due to centralised purchas-
ing activities, reduction of inventory and transportation costs, logistics facilities
through a rationalisation of equipment and improved sharing of data and man-
power [33]. The basis of these methods is ‘coopetition’ or ‘collaborative compe-
tition’ where direct rivals collaborate on those parts of the supply chain where
they do not have a specific advantage, instead of competing [34].

The current literature on big data analytics for supply chain logistics up to
now has been descriptive with recent examples of applying data analytics into
practice for improving the supply chain [35]. In addition, no research has been
found that developed horizontal collaboration, pooling, and physical internet
optimisation algorithms based on big data analytics, which is the main scope of
this study.

3 Methodology

3.1 Overview

The data used in this study was obtained from the European Road Freight Trans-
port (ERFT) survey, which consisted of road freight operations information of
27 European nations and European Free Trade Association (EFTA) countries
between 2011 and 2014. The dataset contained over 11 million journeys with
vehicle-related variables, journey-related variables, and goods-related variables.
IBM SPSS Modeller [36] and Python [37] data analysis and programming soft-
ware were used to develop pooling, horizontal collaboration, and physical inter-
net supply chain logistics algorithms.

Anomaly detection and data preparation models of IBM were used. Then
outliers were removed and the data was normalised. The data used in the survey
did not include details about the efficiency of each journey neither the carbon
emissions per journey which are the two indicators utilised to analyse journeys.
The dataset did not include data on return journey and the distance covered on
empty load, neither handling costs. So that, it was not possible to perform reverse
logistics. The journeys of dataset were mainly categorised in 3 distinct classes; 1.
intra-regional journeys, 2. inter-regional journeys belonging to the same country,
and 3. international journeys between two different countries. The formula and
steps used to calculate these variables are explained herein. The efficiency of the
journeys can be calculated using Eq. 1, which also could be called the ratio of
load factor [38].

η = (φ/χ) × 100 (1)
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where η stands for Efficiency in percentage, φ for Load, and χ for Capacity.
To calculate the total emissions, a simplified formula proposed by the Euro-
pean Association for Forwarding, Transport, Logistics and Customs Services
(CLECAT) [39] was used. Then, the overall greenhouse gas emissions per tonne
kilometre is calculated using Eqs. 2 and 3:

GT = Tcap × gt (2)

Tcap =
(Wg − φ + χ) × d

1000
(3)

where Gt is the total greenhouse gas emissions per tonne kilometres (g CO2/t-
km), Tcap is transport capacity, gt is emissions factor depending on the vehicle
weighting, Wg is gross weight, and d is distance.

Analysing the influence of the supply chain strategies on the efficiency and
sustainability of Journeys was the most important step in this study.

To do this, the concepts available in literature on logistics in supply chain
management had to be converted to executable code. These algorithms were
written and developed in Python v2.7. The Python scripts were developed to
read in journeys from a .csv or .sav file and save them as objects and modify
them based on the supply chain strategy.

3.2 Supply Chain Logistics Strategies

Horizontal Collaboration. The main aim of Horizontal Collaboration algo-
rithm was to find a similar journey with same destination and type of goods
but with shorter distance travels to approach the destination and swap these
journeys. Then, to enhance the analysis efficiency of the algorithm, a nested dic-
tionary which was of the form: journeys [“year”] [“quarter”] [“destination”] was
used in Python environment. This was utilised to decrease the computational
complexity of the algorithm and decrease the number of comparisons. Neverthe-
less, there is a restriction placed on the relevant period which needs to be taken
into account for the swap actions and by default, for this analysis, this period
was set to 4 quarters (including the current quarter). It should be noted that
this algorithm only swaps the categories of goods but it can be improve further
by considering the product’s name or type. Figure 2 represents the flowchart for
horizontal collaboration algorithm developed in this study.

In this method the execution time is linear, and browse the candidate list to
find the first journey which meets the condition for swapping, which is another
journey that covers a shorter distance to the same destination when compared
to the original journey. The candidate list is classified in increasing order of
time (year and quarter) so priority is given to the first journey which meets this
condition and not certainly the best journey. There is a method switch as a part
of the Journey class which takes in two arguments, the journey to be swapped
and the original journey. Afterwards, the algorithm builds a new journey with
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Fig. 2. Flowchart for Horizontal Collaboration algorithm

the same vehicle variables and origin as the journey for swapping and the load
and the item weights from the original journey.

Pooling. Pooling means uniting two journeys which are less than complete
capacity to enhance the total efficiency and decrease the total hazardous
emissions.

Pooling, in order to take place successfully, requires the two journeys to take
place in the same time frame, and follow the same route. Additionally, the objects
contained in these journeys have to be compatible with each other. The algo-
rithm developed for the analysis only considered journeys which had the same
origin and destination, but, it is possible that this can be improved to allow
for pooling of partial journeys and the creation of hubs along the way which
would also serve as co-ordination centres. The nested dictionary utilised for the
Pooling algorithm is similar to the dictionary utilised for Horizontal Collabora-
tion, however the origin of each journey was also considered: journeys [“year”]
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Fig. 3. Flowchart for Pooling algorithm

[“quarter”] [“origin”] [“destination”]. Figure 3 demonstrates the flowchart of
Pooling algorithm developed in this study.

In this method, the journey list is taken as an input and returns a list of result
with the final journeys after pooling has taken place. The first element of the jour-
ney list is initialised as head and removed from the list and the difference between
the capacity and the load is calculated. The journeys in the journey list are then
placed in descending order according to their capacity and the head is then com-
pared with all the other journeys in the journey list and two conditions need to be
fulfilled before the journeys can be pooled; first, the items present in the head and
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the journey being compared do not violate the blacklist, and second, the load of
the journey being compared is less than the difference between the head capacity
and the load. This method is iterated until all journeys are pooled.

Physical Internet. The algorithm for the Physical Internet only took into
account ‘port to port’ logistics and optimising of partial journeys because of
the lack of clear information on exact locations in the data was not taken into
account. This algorithm was an extension of the Pooling Algorithm with some
design changes including the creation of a new class named PI-Container which
contained information about the individual Physical Internet container, type,
origin, and destination of goods, vehicle registration number, and weight of each
container. The Journey Class was also modified to store the information about
all the Containers in that journey and a dictionary was used to store all the
containers in circulation for easy searching and tracking. There containers were
created dynamically at run time based on a user-selected set of weights for
the Physical Internet containers which only contained one type of goods. A
Greedy Approach was followed with respect to creating these containers with
the preference being given to the bigger weighted containers first. This algorithm
only performs pooling based on the Physical Internet containers, nevertheless,
the Physical Internet is more than just a horizontal collaboration strategy since
it aims to change the way physical objects are handled in the supply chain.

3.3 Data Visualisation

Since the study involved geographic data, it was important that a GIS tool be
used to visualise the routes taken during the period. The journey visualisation
was carried out using ArcGIS [40] which is a popular GIS developed by ESRI
and widely used in several research projects. The advantage of using ArcGIS over
several other JavaScript libraries which can visualise GIS data is that ArcGIS
has greater support for regions outside the US and was easy to embed into a
website or view online. Another advantage was that ArcGIS supported Python
2.7 so it could be easily adapted to build a Spatial Decision Support System in
the future using some of the algorithms developed in this project in the future.
Apart from ArcGIS, Tableau [41] was also used to visualise the routes and pro-
vide other information such as the efficiency of regions or the volume of goods.
Tableau is a popular Business Intelligence software that can be used to build
interactive dashboards to allow decision makers to quickly analyse the data and
make decisions. It should be mentioned that, it was not possible to do a simu-
lation of the journeys using agent-based software or other open source libraries
due to the high degree of generality in the data.
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4 Results

4.1 Assessment of Supply Chain Logistic Strategies

Horizontal Collaboration. The results of efficiency improvement in percent-
age, emissions reduction in g CO2/t.km, and distance reduction in km after
applying Horizontal Collaboration strategy are presented in this section. The
optimisation algorithm developed for Horizontal Collaboration used big dataset
of European road freight transportation. Table 1 shows the results after apply-
ing Horizontal Collaboration by different Journey IDs. It can be observed that
distance reductions from 9 to 160 km achieved. In addition, a maximum CO2

reduction of 0.282 g CO2/t.km was observed. Because the covered distance is
short, the overall carbon emissions are negligible. Also, it can be seen that in
some cases negative efficiencies are achieved when swapping was used with a
high-capacity vehicle.

Furthermore, 42.29% of efficiency improvement was achieved only in case
of Journey C. From the analyses performed on five randomly chosen journeys
(Journeys A to E), Horizontal Collaboration has demonstrated to be a suitable
strategy to decrease carbon emissions. This could be a good strategy for small-
size manufacturers since the reduction in the distance covered can also lead to
reduction in overall costs and offer better profitability.

Table 1. Comparison of efficiency, distance, and emissions after Horizontal
Collaboration

Journey ID Efficiency
improvement

Distance
reduction

Emissions reduction
(g CO2/t-km)

A −0.08% 9 km 0.282

B −4.91% 29 km 0.039

C 42.29% 8 km 0.013

D 0.00% 95 km 0.157

E −66.19% 160 km 0.163

Pooling. From data analyses and optimisation performed, it was shown that
Pooling can improve both the efficiency and reduce the carbon emissions in
road fright transport. Figures 4 and 5 compare emissions reduction and effi-
ciency improvement by using Pooling strategy in different years in some selected
EU countries including Germany, France, Spain, Netherlands, Austria, United
Kingdom, and Ireland, respectively. It can be seen that in the selected EU coun-
tries freight transport efficiency improved substantially, and the CO2 emissions
decreased in all years. For greenhouse gas emissions a maximum reduction of
12% (350000 g CO2/t− km) was recorded from 2011 to 2014 (see Fig. 4), and in
terms of overall efficiency an improvement of 23% was observed considering all
countries (see Fig. 5).
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Fig. 4. Comparison of total emissions before and after Pooling by year

Fig. 5. Comparison of efficiency before and after Pooling by year

4.2 Data Visualisation

The last phase of the Analysis was Data Visualisation is a very important phase
of the Knowledge Discovery Process as it helps to convey the findings of the
Analysis and good analysis would be incomplete without good visualisation to
convey the story or message from the results. Since the study involved Geo-
graphic data, it was important that a GIS tool be used to visualise the routes
taken during the period. A brief description is given on how the visualisations
were created.

Tableau is probably the most popular Business Intelligence software and is
widely used by data analysts in industry to create interactive dashboards which
can be used to represent a wide variety of information quickly. The interactive
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nature of Tableau makes it a popular choice for managers and decision makers.
For example, in the interactive dashboard created for this study shown in Fig. 6,
clicking on a country will display the emissions per year as well as the most
popular goods in that country. For example, in case of Ireland it can be seen
that the efficiency before Pooling was 52.50%, the trend of carbon emissions
from 2011 to 2014 can be seen, and also it shows which products and goods were
transported the most.

Fig. 6. Tableau dashboard representing data on countries

5 Conclusions

The main objective of this study was to develop three supply chain algorithms of
Horizontal Collaboration, Pooling, and Physical Internet. Then, data from the
European Road Freight Transport survey was used to assess the effectiveness of
these three supply chain strategies to improve the efficiency and the sustainabil-
ity of European road freight operations. The results were very impressive and
there was as much as a 12% reductions in road freight transport emissions and
a 23% increase in the overall efficiency, using Pooling strategy. The results of
the present study would vary depending on the dataset used and the approach,
however, the study has demonstrated that there are benefits to coopetition and
horizontal collaboration in Logistics and this can be an area for future work and
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research in the field of supply chain management. The future work would also
involve combining Horizontal Collaboration and Pooling and allow for pooling
of swapped goods from different suppliers, in which more information about the
location and the types of products involved will be required.
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chain in Côte d’Ivoire: simulation-based analysis. Comput. Ind. Eng. 137, 106034
(2019)

36. SPSS Modeler. https://www.ibm.com/products/spss-modeler. Accessed 30 Jan
2019

37. Python. https://www.python.org. Accessed 30 Jan 2019
38. Load factors for freight transport, European Environment Agency. https://www.

eea.europa.eu/downloads/064091f718cd81fb2042d01de9965765/1492593883/load-
factors-for-freight-transport.pdf. Accessed 25 Sept 2019
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Abstract. Transportation is one of the most important logistics activities,
accounting for a significant part of the logistics costs and with high level of
impact in terms of the service level provided to the customer. To counteract the
upward trend in costs, it is fundamental to identify a transport strategy that can
reduce costs and, at the same time, does not adversely affect the service levels
agreed with customers. The main objective of this research is to propose a
methodology for companies to identify, from a set of scenarios proposed and
through a comparative analysis of scenarios, a new fleet solution, allowing the
Company under study to reduce its transport costs without harming the current
service level agreements with its customers. This research is grounded on a case
study methodology. The case study used is of a small Portuguese company that
produces, imports and distributes a wide range of products. The distribution is
conducted based on both its own fleet and subcontracted transportation. The
comparative analysis of scenarios allowed identifying the current transportation
solution as the most advantageous one for the company. A roadmap to address
fleet solution is provided.

Keywords: Transportation fleet � Costumer service � Case study

1 Introduction

The economic crisis that emerged in the beginning of the century is still producing
effects. The price of fuel is at one of its highest values ever and transportation com-
panies struggle to remain competitive.

Transportation is one of the logistical activities that absorb more costs and the
transportation solution adopted influences the value proposal a company to the market
[1]. Although intercontinental movements are mostly fulfilled with road transportation
[2], the rising of its costs is leading companies to grasp for more effective solutions and
there is no solution that best fits all companies. The transportation strategy can include
different fleet options, outsourcing or a full reassessment of route solutions [2], but it
should always reflect the goals of the company [3]. Although literature provides many
topics for reflection in terms of the benefits and limitation of outsourcing versus
insourcing, or even the use of a solution that considers a mix of both the approaches
[2], each case and economical context needs to be analyzed individually. Approaching
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this issue goes beyond the traditional minimization of cost and distance and needs to
also address service quality in a decision roadmap that is not yet stable in literature.

A Portuguese company that produces, imports and distributes household products
for large retail players is facing the challenge of having to reduce its costs but at the
same time must maintain or eventually increase the service level it provides to its
customer. The Company can: (1) absorb the increase of the cost of fuel and therefore
reduce its margins; (2) pass these increased costs to the costs of the products it sells,
with the risk of becoming less competitive; or (3) search for more efficient trans-
portation alternatives that do not impact negatively on its service level. The only option
the company wants to consider is the third one. Under this scope, the purpose of this
research is to develop a roadmap, based on scenarios, that can help the company
overcome the challenge of adjusting its transportation solution into a more efficient one
while not disregarding service quality.

Accordingly, the goal of this research is twofold: propose a methodology to help
companies deciding between the most appropriate transportation scenarios for their
specific situation, by unfolding the most suitable transportation modes and their limi-
tations, and compare the solutions in terms of cost the service level.

Due to its nature, this research will follow a case study methodology and Yin’s [4]
recommendations will be followed. After a conceptual approach to the topic, the
methodological framework will be detailed and the Company and its constraints will be
explored, scenarios will be developed based not only on its current operation but also
on alternative solutions, and scenario comparison will regard cost, truck occupancy,
and service level.

2 Literature Review

2.1 Transportation and the Relevance of Customer Service

Although transportation was not considered a much relevant topic some decades ago,
nowadays it is recognized as one of the most impacting logistical activities, being
responsible for a large proportion of the logistical costs [5]. Being able to influence de
competitive position of a company [3], it needs to be carefully managed.

Transportation influences the value of the product as it can only deliver value once
available for the customer [1]. It generates value through its utility of place and time
[1, 6]. Being able to reach the required locations in due time is paramount, and service
level agreements are increasingly demanding and impact heavily on the competitive
level of a company [7]. Customer service can be influenced by many aspects such as
frequency of deliveries, deliveries according to the request, inventory level, processing
time, on-time deliveries, dependability, communication, flexibility [2, 6].

2.2 Factors Influencing Transportation Costs

Transportation costs can generically be divided in fixed costs (those the company has to
support regardless of the use of the equipment, such as financial duties, wages,
insurance, taxes, depreciation) and variable costs (those that results from the level of
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activity of the company and only occur if the equipment is being used, such as cost
tires, fuel, maintenance, repair) [6]. Outsourcing, by its nature, dependent on the
request of the organization, is considered a variable cost. Whatever factors that result in
fluctuation in demand lead to variation in variable costs but not in fixed cost.

Economy in transportation can be influenced by several factors such as distance,
volume, cargo density, stowability, handling, response, and market factors and empty
return [6, 8].

Distance is the variable that influences the most transportation costs from a negative
perspective as it impacts variable costs directly; as distance increases the fixed costs are
diluted in the number of kilometers but the variable costs will increase proportionally [8].

Volume or weight also influence the transportation costs as the cost the unit of
weight transported is affected by the total weight, leading to lighter cargo to be more
expensive to move, if weight is considered [8]. The capacity of the equipment will limit
the volume that is carried and therefore the cost per weight unit. As such, cargo with
different weights should be grouped so that volume and weight limits are reached as
simultaneously as possible.

Density is a variable that considers volume and weight simultaneously; the lower
the density of the cargo, the higher the price per kilo [8].

Stowability of a product, or ability to be stored, influences greatly transportation
costs as products that are out of format or with odd shapes lead to loss of cubic capacity
in the equipment, which could be used for other products, leading to higher trans-
portation costs [8].

Handling is also relevant in terms of transportation costs. Products that can be
moved using standard equipment lead to less expensive handling as there is no need to
use special equipment [8].

The market itself greatly influence transportation costs as due to location issues,
routing, cargo aggregation of other factors, a delivery may lead to an empty return,
which also have to be considered [8].

It is the reasoning between these factors that dictates the transportation costs for
each situation, which often cannot be influenced by the companies but dictated by the
nature of the cargo itself and the requests of the customer.

2.3 On-Road Transportation

Road transportation is usually linked to intra continental movements and is the most
used one [2]. The flexibility and high adaptability of the road transportation, along with
the low investment when compared to other transportation modes and low fixed and
high variable costs, makes it very popular mainly to small cargo and shorter distances;
nonetheless it is very dependent from external conditions, such as weather and existing
infrastructures, limited in terms of cargo volume and more expensive and time-
consuming for longer distances [8]. Road transportation has clear advantages within a
specific geographical area, and although more sophisticated transportation modes are
emerging, it is still the number one transportation option for traditional distribution.

94 A. L. Martins et al.



2.4 Route Planning

One way of reducing transportation costs is by reducing distance and transit time, i.e.
by identifying the most efficient routes. The longer a truck is in transit, the fewer
deliveries are possible to complete in a specific period and the higher the transportation
cost will be [9]. Under this scope, companies should strive for reducing transit time by
adopting metrics that lead to new, shorter, and faster routes.

The Vehicle Routing Problem (VRP) combines a mathematical and a computer
science perspective to servicing customers using vehicles [10]. Usually, when using
this methodology, products are located at a central warehouse or at a starting point, and
requests emerge from various customers. Generally, the main goal is the minimization
of the total distance vehicles must travel or its associated time or cost [11]. Due to
many variables involved in these mathematical models, heuristics have been developed
to address them.

The Clarke and Wright [12] heuristic is still one of the most popular heuristics for
the VRP due to its simplicity. It is based on the concept of savings, i.e., the reduction of
costs by merging customers into the same route instead of considering a single route for
each one of them. The development of computer technology and mathematical
knowledge allowed the design and implementations of more sophisticated heuristics,
able to improve initial routs in a reasonable amount of time. The Vehicle Routing
Problem Heuristic (VRPH), by [13], is one such example and its authors made it
available [14] by means of an open-source software library of several local search
heuristics for some routing problems that are variations of the classical VRP. This local
search heuristics are characterized by the search of new solutions in the neighborhood
of previous ones, using initial solutions derived from Clarke and Wright’s heuristic,
and by diversifying solutions, returning the best solution.

2.5 Insourcing Versus Outsourcing

Outsourcing is the act of contracting from others parts of the activity of the company.
Using outsourcing is a way companies use to become more agile, reduce infrastructure,
equipment, and personnel. There are many reasons why outsourcing is used and it is
not always an option but a necessity instead. A company may have the ability to
perform the activity and decide not to do it for some reason, may need to use it as it
required additional capacity, or may simply not have the skills required to complete the
activity [15].

One of the main advantages that lead companies to contract service providers is that
they can focus on their own activity, relying on others, specialists, the activities that are
not considered critical, leading to cost reduction, but the reduction of complexity of the
operations is also worth mentioning, as well as the reduction of fixed costs, which are
transformed into variable ones; at the same time, and among other disadvantages, it
makes them lose control over part of the logistical pipeline and limits their contact with
the customer [2]. Additionally, outsourcing services should not operate without control;
therefore, additional costs will emerge from this activity, and they also need to be
considered in the decision of making or buying [15].
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When demand is volatile, many companies aiming for better use of the capacity
installed use solutions that are a mix of insourcing and outsourcing. This solution
allows them the benefits of both insourcing and outsourcing while minimizing the
disadvantages of outsourcing. This is a flexible solution and the volume of outsourced
service can change over time according to the best scenario for the company at any
given moment. This justifies why outsourcing is a solution that so many companies
adopt to fulfill their transportation needs.

2.6 Final Remarks

Road transportation is a very flexible transportation mode and very popular among
traditional distribution. To improve their customer service levels while maintaining
competitive positions, companies continuously search for the best solutions in terms of
fleet management and routing. Although having their own fleet presents advantages for
the companies, it also involves challenges as transportation and delivery might not be
the core of their business. Regardless these arguments, the choice of the best scenario
of insourcing versus outsourcing or an eventual balance between the two requires the
balance between efficiency in the use of the resources available but at the same time the
need to fulfill service level agreements. A roadmap to properly address such challenge
is not yet stable.

3 Methodological Framework

Building on [4] and [16], the research framework proposed and the collection tech-
niques to be used in each research phase are shown in Fig. 1.

Although the phases of this roadmap are generic, for each particular case, adap-
tations may have to be introduced after exploring the nature of the company and its
specificities. Interviews should be conducted throughout the process to assure the
suitability of the scenarios and understand the company’s perspective.

Phase 1 concerns the characterization of the company and its constraints: facilities,
current owned fleet, employees, outsourcing delivery services, service level agreements
with customers, customer delivery points, among other aspects. Such information is
generally provided by company records, as well as interviews and direct observation.

Demand level and profile, in terms of number of pallets or other unit that expresses
the volume do cargo of the company, correspond to Phase 2. Predictions and statistical
analyses may have to be conducted, based on the data collected from the company
records and interviews. In some cases there might be the need to conduct direct
observations to collect additional data regarding weight or other relevant characteristics
of pallets. For instance, incompatibility of certain items is relevant as it will influence
cargo aggregation.

Identification of fixed and variable transportation costs, extracted from company
records, are included in Phase 3. In some cases data regarding for instance fuel or toll
costs might need confirmation from sources outside the company, but the remaining
costs should be extracted from the company’s system and records as to truly reflect its
reality. The company perspective and the fleet challenges it wants to analyze is
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represented by different scenarios identified in Phase 4, mainly based on interviews.
Some scenarios emerge from literature but are only worth pursuing if the company
considers them as alternatives.

Scenarios’ comparison and discussion are conducted on Phase 5. Comparison is
both quantitative and qualitative, respectively for transportation costs and service levels.
Optimization framework, as is the case of routing heuristics like VRPH, may have to be
run for cost determination, while discussion reflects the company policies, with response
time and logistics service quality having to be analyzed against cost reduction.

Finally, the best scenario for the company is identified in Phase 6, based on the
output comparison and again supported by the company’s perspective collected from
interviews. As the fleet solution is a decision that involves some investment and
impacts the company’s competitive position, the choice of scenario should not be
restricted to the near future of the company.

This roadmap of analysis will be tested based on a use case of a company in the
need to assess its current fleet solution in comparison to alternatives that suit its reality.
This is a case of a company who wants to optimize its costs but not at expense of it
service levels and its competitive position in the market.

4 The Use Case

4.1 The Company

The Company is an average size one with an annual sales volume of about 5.5 million
euros. It produces, imports and distributes a wide range of household products. Many

Fig. 1. Methodological framework of the research and data collection and analysis used in each
research phase.
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of these products are not of regular shape, requiring additional care in handling and
transportation efforts, such as ironing boards. The Company produces and sells under
its own brand but also for its customers, with its own brand.

The Company operates out of a large facility located about 40 km west of Lisbon.
The warehouse has about 8000 m2 and uses a straight-through layout. Inbound
movements are usually received in containers. This cargo can be stored for future
customer needs or integrate cross-docking flows.

According to the Company’s data, from its 238 customers, 7 of them represent 70%
of the volume of sales. These are the main retailers and wholesalers in Portugal. The
Company aggregates its customers in three different classes, as shown in Table 1.
These classes are the basis for the selection of transportation solutions.

The Company currently uses both its own fleet and a logistics service provider to
transport its cargo. The Company only uses one service provider and does not wish to
add more providers or switch to another as the service levels are fulfilled and prices are
considered competitive. This service provider has the particularity of charging by the
weight of the cargo instead of the volume as the remaining players in the market do.
The Company’s products have an overall low-density level, i.e., comparatively have
more volume than weight.

Over the years, with service providers becoming more popular, the Company
reduced its own fleet and currently only has two trucks and two truck drivers. The truck
drivers also perform other activities: 65% of their time is dedicated to driving the trucks
and 35% to handling activities at the Company’s facility.

Table 1. Classes of customers and their characterization.

Classes of
customers

Description

Class I Class composed by the two main Portuguese retail chains. They represent
about 50% of the sales of the Company. Service Level agreements are
extremely demanding. Orders are received twice a day (at 7:00 and at
18:00) and also delivered twice a day (at 14:00 and 8:30). Orders are
delivered at the central warehouse of the customers but are already
prepared by store. The Company has to support a penalty if the service
agreed is not fulfilled

Class II Customers with delivery points located less than 100 km from the
Company’s facility. Service levels depend on the volume ordered and the
delivery dates are defined when the order is received: (i) orders of full
truckloads: service levels are at least 95% and deliveries are usually
completed on the same day but can also be completed the day after;
(ii) less than full truckloads: service levels agreed for each order

Class III All other customers (i.e. more than 100 km away). There is no predefined
service level as it is agreed for each order. The Company has a lower
investment in service for this class of customers. These customers usually
order less than full truck load
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The use of outsourcing or its own fleet depends on the Class of the customer and
the quantity ordered. Class I has priority over Class II in using the Company’s fleet.
Deliveries for Class III customers are exclusively completed using outsourcing.

Delivery points for Class I customers are both located 66 km from the Company’s
facility. Unloading arrangement for one of the customers requires about 50 min, while
for the other one involves about 2 h. For other customers, unloading times are always
lower than 2 h. At the Company’s facility, loading a truck requires about 45 min. The
Company estimates that trucks travel at an average velocity of 80 km per hour.

Each driver works 8 h per day, 40 h per week. It is possible to use extra time, up to
2 h per day. Each of the trucks of the company has capacity to 10 pallets per journey.

Deliveries to the islands (Madeira and Azores) are transported to the Lisbon seaport
(less than 100 km). Thus these customers belong to Class II, and selection of fleet
follows the previously described criteria.

4.2 Demand and Costs

The information system of the Company does not allow identifying the number of
pallets delivered, only the level of demand in euros. One full reference year was
considered. For this year, 3346 deliveries were completed.

The number of units in each order was transformed into pallets based on infor-
mation from the Company and from the suppliers regarding the number of units in a
full mono-product pallet. From here, and for each order, the number of pallets was
computed and rounded up. To assure that stowability issues did not affect the esti-
mative for the number of pallets, samples were collected, and statistical analysis was
conducted.

A sample of 46 real orders was considered. A very experienced employee was
asked to estimate the real number of pallets each of those orders would generate. Then,
using statistical analysis, this number was compared with the computed number of
pallets for each of the orders. The distribution of the two samples did not show a
normal distribution leading to the use of non-parametric tests. The Wilcoxon test for
paired samples showed p-value = 0.366, allowing to conclude that the difference
between the two distributions is not statistically relevant. This way, our method to
estimate the number of pallets was considered reliable.

As the quantity ordered has an impact on the transportation option (own fleet or
outsourcing), it was needed to classify orders into Groups (A, B and C). Group A
orders include all orders from Class I customers, exclusively, even if they are not full
truckload orders. Orders from Class III customers were all considered in Group C
orders, even if full truckloads are involved. Regarding Class II customers, their orders
were classified into Group B or Group C depending on the size of the order. Within this
Class, orders were divided in multiples of 10 pallets (maximum capacity of the
Company’s trucks): (i) all orders with less than 10 pallets were included in Group C as
the company does not consider delivering them with their own trucks; (ii) the parts of
these orders that are lower than 10 pallets were also included in Group C as the policy
of the Company is to not even consider them for their own trucks; and (iii) the parts of
the orders with exactly a multiple of 10 pallets were included in Group B orders.
Table 2 summarizes these Groups.
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Based on [1], transportation fixed costs for the Company were considered as all the
costs with the two employees (wages, taxes, insurance, other costs), but only at 65% as
they perform other tasks at the Company, added by the insurance and national taxes of
the trucks, in a total of €14,487.23 for the considered year. Amortization was not
considered as both trucks already have 12 years.

Variable transportation costs came from both the owned fleet and outsourcing. As
for the owned fleet variable costs, it was considered fuel, maintenance, tolls and
additional costs for meals of the truck drivers that occur when the deliveries take
longer. It was estimated a variable cost of fuel of €0.1651 per km and a total volume of
other insource variable costs per year of €9,471.31 (maintenance, tolls, and meals),
already with national taxes included.

All outsourcing costs are considered variable costs as they only occur if and when
the Company requests the service. The Company uses these services for deliveries of
orders in Group C, and for orders from Groups A and B when there is not enough
capacity available at the Company. This way, the priority is for the use of the Com-
pany’s fleet.

The transportation service supplier charges based on the weight of the cargo
moved. In order to assure that the amount charged by the service supplier is correct, all
cargo is weighted before leaving the Company.

As the information system of the Company does not register the weight of the cargo
per pallet, only its total, the average weight of a pallet was estimated. To be able to
identify a reliable result, a random sample of 99 orders expedited using the outsourcer
was used. This sample considered a total of 156 pallets, and the average weight
computed was of 71.8 kilos.

4.3 Scenario Development

Based on the current situation of the Company, using a mix of insourcing (with two
trucks, each of 10 pallets, used with priority for Group 1 orders but also used for
Group B orders when there is capacity available) and outsourcing (for order from
Group C and some of Group B when the owned fleet is not available), several scenarios
can be considered. Whatever scenario is considered, the policy of the Company has to
be respected: aim for the lowest cost possible as long as the service level agreements
are fulfilled.

A natural scenario (Scenario 1) is to keep the current situation of the Company,
with two trucks and the use of outsourcing. This is a conservative solution but one that

Table 2. Groups of orders and their characterization.

Groups of
orders

Description

Group A Orders from Class I customers
Group B Orders or parts or orders from Class II customers that are of 10 full pallets
Group C All orders from Class III customers plus the orders or parts of the orders

from Class II customers that are less than 10 full pallets
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needs to be addressed at least as a comparison point for the remaining ones. This
scenario allows the company to keep control of one of its critical activities (trans-
portation) but using outsourcing when there is not enough capacity available.

With the growth of the tendency to outsource, one inevitable scenario is the single
use of outsourcing (Scenario 2). This involves selling the two trucks the Company
currently owns and depend fully on a transportation service provider. As the Company
does not consider the use of other transportation provider but the one it currently used,
only this one and its costs will be considered.

The Company has two customers, representing together about 50% of its sales, with
which service level agreements are very demanding. Simultaneously, the level of
demand from these customers is quite variable and lead times are of less than half a
day. As the outsourcing companies have difficulties fulfilling such demanding lead
times, the Company could consider keeping one of its trucks, to assure the service level
agreements, but increase the use of outsourcing as the tendency of these services are to
be least expensive than insourcing. This option will be considered as a third scenario
(Scenario 3).

The considered scenarios are shortly described in Table 3.

4.4 Scenario Comparison and Discussion

The number of pallets is a key element to compare the three scenarios. For each order,
the corresponding number of pallets was thus computed using the procedure described
in Sect. 4.2.

Orders allocation to the Company’s fleet follows a similar procedure for Scenarios
1 and 3. The difference is the insource daily capacity: two trucks are available in
Scenario 1, while a single one is available in Scenario 3.

For a given day, the route of a truck may consist of several trips: each trip is the
way from the Company’s facility to the discharge location and its return to the facility.
The capacity of a truck for each trip is 10 pallets, while the total duration of the route is
limited to 10 h (8 plus 2 h a day per driver). The traveled distance of a trip is twice the
known distance between the Company’s facility and the delivery location. Concerning
the trip duration, it includes the obvious traveling time (based on 80 km/hour estimated
average velocity), plus the loading time at the Company’s facility and the unloading
time at the customer. The resting and meal times required by legislation are also added
up whenever they cannot occur simultaneously with unloading operations.

To simultaneously deal with the capacity and duration limitations, the VRPH was
used for each day of the considered year, as described next.

Table 3. Short description of each of the scenarios considered in the research

Scenario Description

1 Current situation: two 10 pallet trucks plus outsourcing
2 Full outsourcing
3 Keeping one 10 pallet truck plus outsourcing
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Calculations for Scenario 1 started by running VRPH for Group A orders. Two 10
pallets trucks are available, each limited to 10 h per day. Two situations may occur in a
given day: (i) the owned fleet was not enough to accommodate all Group A orders: the
remaining Group A orders were outsourced, as well as all Group B and Group C ones;
(ii) the owned fleet was enough to accommodate all Group A orders: if there is still
capacity left from the owned fleet, VRPH was run for Group B orders, and the
remaining Group B orders were outsourced, if any, as well as Group C ones. Distances
and durations were recorded, as well as the number of outsourced pallets. Table 4
summarizes the information for Scenario 1.

Scenario 1 shows dominance from variable costs, nonetheless fixed costs count for
about ¼ of the total costs. Considering that amortization was not taken into consid-
eration as vehicles are quite old, the possible future adoption of new(er) vehicles may
heavily increase fixed costs and lead to a total cost for the scenario that is much higher
than the one identified here.

Regarding Scenario 2 (full outsourcing), pallets of the orders were gathered by day,
their weights were added up (based on an average weight of 71.8 kilos per pallet) and the
outsourcing cost calculated (supplier charges by weight). Information is presented in
Table 5. This scenario is clearly more expensive for the Company than scenario 1, but if
the Company decides to use new(er) vehicles the increase in cost from amortization
could lead to invert the relative position of the Scenarios if only cost is considered.

Table 4. Relevant information for Scenario 1

Fixed costs (insourcing) Employees €12,730.21
Trucks €1,757.02
Total fixed costs €14,487.23

Variable
costs

Insourcing
(variable)

Fuel €12,663.50 (5245
pallets)

Maintenance €1,627.90 (76,702 km)
Tolls €6,302.31 (645 routes)
Extra meals €1,551.16
Insourcing (variable) €22,144.87

Outsourcing Outsourcing €24,388.77
Outsourcing €24,388.77 (2443

pallets)
Total variable costs €46,533.64 (7688

pallets)
Total cost scenario 1 €61,020.87

Table 5. Relevant information for Scenario 2

Variable costs Outsourcing €77,753.17 (7688 pallets)
Total variable costs €77,753.17 (7688 pallets)
Total cost scenario 2 €77,753.17
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For Scenario 3 the procedure is similar to the one described for Scenario 1, but only
one 10 pallets truck limited to 10 h a day is available. As trucks reduce from two to one,
fixed costs with employees and trucks reduce by half when compared to Scenario 1.
Maintenance costs will reduce as well. However, that value will not be half as it is
expected that the occupancy rate increases and thus the traveled distances. Hence,
Maintenance costs were calculated proportionally based on the maintenance cost per
kilometer of Scenario 1 (€0.0212/km), as well as fuel costs (€0.1651/km). Toll and meal
costs were calculated proportionally from Scenario 1 (respectively €9.7710 and
€2.4049, per route). This data is shown in Table 6. A summary of the total cost per
scenario is provided in Table 7.

Scenario 1 shows that it is not possible to use exclusively the fleet of the Company
to serve customers, therefore outsourcing will always be required to fulfill the agreed
service levels. It should be noted that, according to the current situation of the Com-
pany, i.e. the use of vehicles that no longer involve amortization, a pallet transported
using the fleet of the Company costs about 30% less than a pallet transported using the
outsourcing company, which corroborates the decision of the Company to prioritize
insourcing. It is also interesting to observe in this scenario that the occupancy rates of
the vehicles are not very high (see Table 8). It shows that there is capacity slack to be

Table 6. Relevant information for Scenario 3

Fixed costs (insourcing) Employees €6,365.11
Trucks €878.51
Total fixed costs €7,243.62

Variable
costs

Insourcing
(variable)

fuel €8,041.69 (3419
pallets)

maintenance €1,032.61 (48,708 km)
tolls €3,605.51 (369 routes)
extra meals €887.41
Insourcing (variable) €13,567.22

Outsourcing outsourcing €24,388.77
Outsourcing €43,024.32 (4269

pallets)
Total variable costs €56,591.54 (7688

pallets)
Total cost scenario 3 €63,835.15

Table 7. Summary of the cost per Scenario

Scenario 1 Scenario 2 Scenario 3

Insourcing 36,632.10 € – 20,810.83 €

Outsourcing 24,388.77 € 77,753.17 € 43,024.32 €

Total 61,020.87 € 77,753.17 € 63,835.15 €
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used if the customers increase their level of demand, which can be relevant in a market
with such demand volatility as the one of the analyzed Company. Simultaneously, the
occupancy rate might be considered lower than desired. Considering that (1) priority is
given to Class A customers; (2) the service level agreed for Class A customers is very
demanding; (3) orders for these customers often involve less than full pallets, are very
variable in volume, and often result in less than full truckloads; the flexibility that this
low occupancy rate provides can be advantageous to the Company in its competitive
position in the market. The fact that insourcing is quite less expensive than outsourcing,
adds to the strength of this Scenario.

Scenario 2 shows the most expensive cost per pallet. This is due to the fact that the
outsourcing company defines its price based on the weight, with an additional cost per
kilometer if the total weight is above 1 ton. Scenario 3 leads to a cost point per pallet
between Scenario 1 and Scenario 2, although the occupancy rate of the truck is higher.
As the truck is 12 years and breakdowns are more likely to occur, the Company does
not have the flexibility of the second truck to overcome these constraints, having to rely
on the outsourcing company for very urgent deliveries. If on the one hand there is lack
of internal flexibility, on the other hand, the use of the outsourcer provides additional
capacity slack. A problem that can emerge in this scenario is that the outsourcer might
not have enough flexibility to respond to very short delivery times (a few hours),
leading the Company to be exposed to penalties from the customers for not being able
to fulfill the service level agreements. As so, a second truck in the fleet of the Company
emerges as a positive solution. Additionally, this scenario shows an occupancy rate that
is higher than the one from truck 1 in Scenario 1, but not much higher (under 80%),
which is an unexpected result. It is possible that this result emerges from the fact that
the uncertainty of demand leads to pallets that are not full pallets or truckloads that
need to be sent even without full truckload for a specific client. The fluctuation of
demand, regardless of the Class of the customer, also leads to days in which there are
no deliveries, contributing to decrease the overall occupancy rate of the trucks. These
results are interesting as most literature [1–3, 5–9] argues towards the use of out-
sourcing instead of own fleet as a way to reduce cost (among other advantages). For
this particular case, this is not true. The fact that the Company is using trucks with
12 years, and therefore amortizations are no longer considered, substantially reduces
the cost for Scenarios 1 and 3. Once the trucks have to be replaced, even if the
Company buys used ones, the cost for these two scenarios (1 and 3) will increase.
Nonetheless, due to the flexibility introduced by the self-owned fleet, aligned with the
fact that Class A customers have a very short lead time and a very demanding service
level agreement, full outsourcing (Scenario 2) would still present serious limitation.

Table 8. Occupancy rate of the trucks, per Scenario

Scenario 1 Scenario 2 Scenario 3

Truck 1 73.61% – 79.14%
Truck 2 47.8% – –
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The cost level per Scenario may also be the consequence of the very short lead
times the Company has to fulfill, not allowing the outsourcing company enough time to
aggregate demand and be able to reduce its price per pallet. This is under the scope of
the argument of keeping internal capacity available for very critical situations and
outsource for other situations, which is argued in [15].

As the Company’s trucks have 12 years each, they are likely to require maintenance
quite often. Although this maintenance can be performed outside the labor hours of the
truck drivers, it is possible that an occasional malfunction occurs leading to immediate
lack of ability to fulfill the short lead times, and to the inevitable penalties imposed by
the customers. Nonetheless, if these penalties are lower than the saving exposed in
Scenario 1 from the fact that the Company used its own fleet, it would still be worth
maintaining the fleet with 2 trucks.

Other companies using the proposed roadmap should be careful about the amor-
tization issue. For the specific company analysed, there were not considered as the
current fleet is 12 years old. But it should be taken into consideration that the cost for
Scenario 1 and Scenario 3 would increase if new(er) vehicles were included. In this
case, as Scenario 1 involves 2 vehicles and Scenario 3 only one, it is possible that the
cost per pallet would end up being higher for Scenario 1 than for Scenario 3.
Nonetheless, the qualitative approach has to be taken into consideration: in Scenario 1
there is more flexibility and more slack in capacity for urgent and more demanding
orders from the main customers than in Scenario 3. This balance between the quali-
tative and the quantitative approach should be considered by every company using the
proposed roadmap otherwise the all approach would be not more than an optimization
problem.

As a last remark regarding the use case, it is worth mentioning that the Company
has a privileged location, 66 kms from the delivery points of Class A customers, which
represent about 50% of its volume of sales. If the distance was longer, not only the lead
time of only a few hours would not be possible to fulfill, but the empty return of the
trucks could increase the price per pallet. In this case, outsourcing could emerge as a
more interesting solution.

This research, although focusing on a single case, was able to propose a method-
ology that can be used by other companies addressing the same challenge, thus con-
tributing to the knowledge in this area. The proposal has to be adjusted to the specific
situation of each company, but the overall approach, the roadmap that is proposed
considering both a quantitative and a qualitative approach, can be followed by other
companies.

5 Conclusions

This research is based on a real case and aimed at analyzing a proposed roadmap for
analysis of fleet solution in companies wanting not only to reduce cost but also to
address service quality in their fleet decision. A specific Company is used and the
current situation is compared with alternative scenarios based on cost, truck occupancy
rate and ability to fulfill service level agreements.
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Arguments in literature recommend outsourcing transportation as a solution for
lowering costs and even achieve improved service quality as experts will be conducting
the route planning and will be able to aggregate cargo and therefore increase truck
occupancy rate [1–3]. Nonetheless, findings showed that for this Company keeping its
own fleet (and even not reducing it) is the best solution (Scenario 1). A context of very
short lead times, demand uncertainty, and high service levels encourage the Company
to pursue maintaining its own fleet, which is in line with recommendations from [15]
for the outsourcing decision.

As a case study, this research contributes directly to the analyzed Company.
Nonetheless, it provides reflection material for other companies with similar constraints
regarding lead times and service level agreements. In terms of the overall knowledge in
the area, this research proposed a roadmap to address the challenge of comparing
alternative transportation scenarios when both quantitative and qualitative issues need
to be addressed.

This research is limited for the fact that the number of pallets per order in the case
study had to be estimated. Nonetheless, the statistical analysis allowed concluding that
the estimates are reliable. Additionally, the costs for the Company were based on the
fact that amortization no longer exists, which reduces the costs used for the simulation.
It would be interesting to assess if newer trucks and correspondent amortization were
considered, the recommendation for the Company would remain the same. In fact, once
the current fleet has to be replaced, and the Company faces the challenge of having to
buy new trucks or outsource its total operations, the problem that was analyzed using
the proposed roadmap will have to be reassessed, and the same roadmap can be
followed. A second limitation of this research is that the proposed roadmap was tested
using a single case. Although further testing should be developed, this roadmap was
based on [4] and [16], so consistency is already imbedded in the proposal. The issue of
amortization should be considered by other companies using the proposed roadmap as
it might apply to their specific situation.
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Abstract. Transportation-related costs are responsible for a large portion of the
waste collection process. In the past several optimization approaches in routing
having been the proposal with a diversity of algorithm. In this work we propose
a novel approach where we analyze waste deposition volume and try to identify
patterns for a deterministic and uniform waste collection. Instead of routing
optimization we propose a capacity determination based on location, year per-
iod, special events and weather conditions. An IoT sensor transmitted volume
every time the wasted door is open and provide real-time value.

Keywords: Frequency-capacity � Logistics � Transportation � Waste
collection � IoT

1 Introduction

In smart cities, the use of technology is common to optimize several services provided
by the city council. One of the areas where technology can be used is in waste
collection. By adding sensors to containers with the ability to measure the volume of
waste in it, each time the container is opened, it’s possible to know, in real time, the
volume of waste in every container of the city. In Portugal, this is already used in cities
such as Castelo Branco, but all the data generated by the sensors are typically used for
routing optimization only.

Problems like frequency-capacity optimization with a fixed frequency of waste
collection or the correlation of waste data with other datasets are not typically
addressed. The frequency-capacity optimization problem consists in, given a frequency
of waste collection (like twice for a week), what is the best number of containers by
geographic area so that there are no filled containers.

This work aims to explore the data generated by the sensors and the correlation of
that data with other data sets, according with, events or atmospheric conditions. It also
aims the design and implementation of an algorithm-based analysis to solve the
problem of container frequency-capacity optimization by location. To do this, we
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analyze real data on the volume of containers over time in Portuguese cities between in
the years of 2017 and 2018 with 18 thousand registers.

The problem of calculating the required capacity of containers by geographic
location, fixing the frequency of waste collection, has not yet been addressed in the
literature, which increases the interest of the topic addressed in this article. The results
obtained can be used to save resources and costs to the city councils that decide to
implement the algorithms under study. The correlation between waste volume data sets
can also provide interesting information about the habits of the citizens.

2 Literature Review

Most of what has been studied about the waste collection are focused on routing
problems. It’s possible to associate the waste collection routing problem with the
generic Traveling Salesman Problem (TSP) or Vehicle Routing Problem (VRP) [1].
The TSP consists in, given a set of n cities and the distance between them, and the best
path for a Salesman to visit all the cities once and only once and return to the initial
city. In the VRP, instead of one salesman or vehicle, we have m vehicles to visit n
cities. In waste collection optimization, the containers represent the cities and the
garbage trucks represent the vehicles. To limit the waste collection schedule, it can be
added time windows restrictions to this problem [2]. Despite their simple statement,
both these problems are too complex to solve obtaining the optimal solution when the
number of containers is large [3], so it’s typical to see heuristic approaches to obtain
good solutions in less time [4].

Several articles study this problem, proposing algorithms for the calculation of
good routes using optimization and/or machine learning. In [5], a mathematical for-
mulation of the problem is presented and several papers in the literature are classified
by the type of algorithms proposed. In [6], a genetic algorithm is presented for the
identification of optimal routes for Municipal Solid Waste collection, supported by a
geographic information system. Good solutions were achieved but for a small and
simplified waste collection routing problem. In [7], the proposed algorithms differ from
the previous ones in the literature because they are dynamic algorithms and at the same
time robust, being prepared for the recalculation of the routes in the event of any failure
or of a collection truck reaching the limit of capacity.

Some papers focus on optimizing time and costs of waste collection in particular
cities, like Xangai (Pudong area) [8] or Allahabad [9], proposing municipal solid waste
management systems suitable for those particular places. [10] summarizes similar
papers for the United Kingdom. Focused on the logistics involved in waste collection
in several European cities, [11] carries out a detailed study on how to manage waste
collection and what standards are imposed by the European Union. This study provides
a set of current and interesting information about the problem as well as what is
expected in the resolution of the problem.

More focused on cloud technologies, the article [12] presents a whole system for
the collection of waste in smart cities, proposing different solutions for different
stakeholders in a city. To collect data, the authors use not only the sensors but also the
surveillance system of a city and it addresses several possible problems in the
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collection of waste in the containers. Similarly, [13] used sensors that can read, collect
and transmit trash volume and used this data to calculate new routes in real time,
guaranteeing that when trashcans become full, they are collected on the same day.
However, by doing that, they increased the waste collection frequency too much,
incrementing the daily collection cost between 13–25%.

In [14], the authors focused on forecasting quantity and variance of solid waste and
its correlation with other sets of data, like residential population, consumer index and
season, in Shanghai. The work [15] proposes a new architecture for the dynamic
scheduling of waste collection considering the capacity of the same using sensors for
their measurement. This is one of the most complete articles in the use of measurements
of capacities of the containers for the calculation of the frequency of garbage collection
and the calculation of routes in real time taking these data into account.

Even though there’s many articles dedicated to routing optimization, it can’t be
found in literature a study about the frequency-capacity optimization with a fixed
frequency of waste collection. This can be modelled by a generic optimization problem
where we want to have the minimum number of containers needed by the geographic
area that guarantees enough capacity (or maximize that capacity) with the constraints of
the collection frequency. It can also be viewed as a multi-objective optimization
problem where we want to minimize the total number of containers and maximize the
capacity by geographic area.

3 Approach Developed

The data collected from a Lora volume sensor. Every time the door is open a volume
measurement is sent to a management system. We use data from a Portuguese company
Evox (www.evox.pt). The central system provides visual information about the status
of every monitor waste container. Based on a pre-defined filled volume a collection
route is defined, like the example provided in Fig. 1.

Fig. 1. Current solution of the waste management system, with route optimization based on
capacity available.
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Our approach is the data analysis to identify deposition patterns for years periods
(e.g. summer, winter), correlate with special events and weathers conditions in order to
determine what container capacity should be installed, for a uniform week garbage
collection. To study this problem of capacity optimization given a fixed frequency, we
start by analyzing sets of data of containers volume in time. Each container has a sensor
that measures the volume of waste in it, every time the container is opened. The data
from each container consists on the following elements: container Id, description,
container type, waste type, geographic localization, address, localization zone and sets
of reading date and time and respective volume filled in percentage. Table 1 shows an
example of those elements, representing the core data of the container and data about
the volume reading.

This data must be cleaned and organized in appropriate structures to begin their
mining. To do so, we decided to work with the Python, because of its simplicity to
manipulate datasets.

We added also weather information from the National Centers for Environmental
Information (NCEI) using the information on temperature and rain that we divided into
pre-defined classes. For events, we’ve created a crawler to find local news from 2017 to
2018 and identify the type of occurrence. Hence, with this new evidences, new classes
have been added: precipitation [mm]; air-temperature [Celsius]; type of day; events,
that we collected from local news, such concerts, parties, public holidays and others.

The dataset containing the information from all classes provides a big portion of the
information we intend to use in the study of the capacity-frequency problem. However,
because the volume is measured each time a container is opened, these discrete data
doesn’t have a fixed time period between readings. One container can be opened ten
times in a day, while others might not be opened in that space day.

To deal with this, we created a function that generates another dataset in which the
volume data frame is defined with a fixed time period of every x hours (8 h, 16 h, or
even 1 day). Each line of the data frame has, for each container, information about the
last measured volume and the mean and median measure of volume in that time period.
This can also be viewed as a continuous dataset in which the volume of a container on a

Table 1. Data set examples.

Field Example

Container id 15415
Description Container 611
Container type Four weal with 1000 L
Waste type Solid urban waste
Geo localization 39.826069/−7.493849
Address R. do Arco do Bispo 21
Localization zone Castle zone
Reading date and time 08/06/2018 12:04; 08/06/2018 17:21; …
Volume 59%; 83%; …
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datetime is the last measure or the average volume in the time period containing that
datetime. We expect with this dataset to easily get information about the average
volume growth by container or zone and to have two different approaches in this study.

With the datasets defined, we present in the next section a detailed study of the
information on those datasets and a visualization of the data.

4 Data Visualization

The main dataset is composed of almost eighteen thousand rows, and each row accords
to a waste volume measure, a date and time, and an id of the corresponding container.
In total, there are eighteen waste containers, identified by a unique id, his geographic
coordinates, type of container and his total capacity. There are three types of con-
tainers: the standard ones, with 800 L and 1000 L capacity and the surface containers
which can also store 1000 L.

4.1 Visualization by Zone

The containers are split across the district of Castelo Branco, making up about eight
streets, as shown in Fig. 2, we can visualize the number of containers that are for
disposal for each street, following by their id number and capacity.

Fig. 2. Container’s streets locations with a perspective view.
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Here we grouped all the data by their locations mentioned before, between the dates
of 08-jun-2017 to 08 jun-2018. In Fig. 3 is shown the average volume of waste inside
the containers in percentage, by each street, for each month. We can see that even for
an average calculation, the values seem to appear quite aleatory, however, seems to be
increasing over the time. Despite the noise, we can notice that most of the volumes are
between the range of 30% to 60%.

Another interesting fact is that, 90% of the times, the volume is below the 60%. In
other words, from the full cycle of data (366 days), only in 36 days the volume was
higher than 60% and those days mostly correspondent to the Wednesdays. This could
be important later, when defining a collection day.

4.2 Deposits and Collections

With the container’s locations and dates been set, the next step is to calculate the
frequency of waste collection. Hence, we split the volume of waste into two types:
volume-deposits [Liters], which is when the volume of the containers gets filled, and
volume-collections [Liters], when the volume is emptied. With the class day-of-week,
on calculated the amount of volume deposited and collected, for each day of the week.
The result shown below is the average volume of liters, for every container, regardless
the time of the year (Fig. 4):

Fig. 3. Average volume of waste in the containers by street location, and their according
months.
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Observing at the volume collected, on can see that there are three main days of week
where the waste volume is collected, at Monday, Thursday and Saturday, so the average
frequency calculated is three times a week, taking into account the mean result for every
container at any time of the year meaning that the frequency may vary, depending of the
time of the year. We’ll deduce that all the containers have the same collection day
programmed, because they are very close to each other, from 40 to 80 m.

Looking at the average volume of waste deposits, we can see that there is no
discrepancy between the days of week, as they vary just from 166 to 190 L, so the
amount of deposits is not influenced by the day of week. However, the volume of the
containers, in percentage, is always higher on Wednesdays, because is when the
interval between two collections is higher.

Fig. 4. Average volume of liters deposited and collected per day.

Fig. 5. Average volume of waste collection and deposit, for each month and it’s waste
collection frequency (Color figure online)
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In Fig. 5, is registered the average volume of waste collection and deposits. By
reducing the graph to the scale of one year, we can observe the volume had a higher
low on august 2017, this may be due to the period correspondent to the end of seasonal
time, were people come back from holydays. At that time, the deposits have been
increased linearly until December 2017, and then the trend remained slightly constant
from that time period (December to June). The red marked numbers shown are the
occurred frequency per week, for each month. As we can notice, the frequency is
dynamic, that is, it changes from month to month in order to fit the needs.

According to the frequency, observing the months from July to December 2017, the
frequency was four times a week, the collections days were on Monday, Tuesday,
Thursday and Saturday. From among the months between January to June 2018,
the frequency has changed to a fixed amount of three (removal of Tuesday as a
collection day).

4.3 Collection Analysis

Considering the amount of waste volume in the containers in each day and moments of
waste collection, it is possible to evaluate, for each container, how well the current
waste collection frequency performs. To do so, let us consider the following defini-
tions: we consider a needless collection as the collection of waste in a container with
less than 35% of volume waste and a critical point as point where the volume of a
container is 100% for more than one day.

According to the collections of each container, the percentage of needless collec-
tions is presented in Fig. 6. On the other hand, we can see the total amount of critical
points for each container in the Fig. 7.

On a first analysis, we can assume that containers 44263, 44966, 50419 and 49619
should have less waste collection frequency, because they have high percentage of
needless collections and low number of critical points. On the other hand, the con-
tainers 54452, 53181, 51698, 44776 and 15415 should have a more frequent waste
collection frequency, because of their high number of critical points. This data shows

Fig. 6. Percentage of needless collections by
container.

Fig. 7. Number of critical points for each
container.
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that the waste collections frequency and/or the capacity of the containers can be
changed and improved for each container. Ideally, there would be no critical points or
needless collections, but our focus will not be to minimize these points individually for
each container but to consider all the containers grouped by their location and address
the frequency-capacity problem.

4.4 Data Correlation

In this section, on will try to find patterns that may influence the amount of deposits.
This case studies four scenarios, according to the class type-of-day, the database is
divided into three types of day, the celebrative days but not holidays, the holidays and
normal days and weekends. The class season, which represents the partition of the
database into the different seasons, precipitation [mm], which can be rainless, rain or
heavy rain and air-temperature [Celsius], that vary from a frosty day, cold day, warm
day and hot or very hot day.

Relatively to the levels of precipitation, we can notice the average waste deposits
are very close to each other, showing our lower value of 165 with heavy rain, and the
higher value of 180, with a normal raining day. Concerning to the air temperature, the
verified values of waste deposits differ from 149 to 180 L. The amounts are also very
similar, on exception of the variable very hot day, which is a much lower value. This
may be due to the seasonal time corresponding to the summer. Comparatively to the
season, on can observe the volume of deposits in the summer is significantly lower than
in the rest of the seasons, as said before, there seem to appear some sort of correlation
between the variables summer and very hot day and so, the values can be interpreted as
the seasonal time of the year, where a set of families go out to another cities which
decreases the demographic population of Castelo Branco. According to the type of day,
we can relate that, in average, the amount of waste deposits is similar between the type
of days, as the values are close to each other. By having a broad view of the deposit’s
interactions, the results vary from 160 to 190 L.

In short, on can observe that the type of day isn’t really an important class, as we
can see, the volume of waste deposit doesn’t seem to alter from, for example a holiday
to a normal day, plus, a normal day (175,6 L) presented higher volume than in a
holiday (160,6 L).

4.5 Major Findings

In this section it was shown a lot of information about the dataset and a good data
visualization and analysis, which will be used as leverage information for the algo-
rithms coming in the following sections.

Regarding the class day-of-week on saw that that the frequency of collection is
dynamic, as it may vary according to the time of the year. Also, the days of week for
collection are fixed on Monday, Thursday and Saturday. Tuesday is also added when
the frequency is increased to four.

The daily average volume of the containers is mostly between 30% and 60%
(330 days of 366), and those few days where the volume is higher than 60%, are
correspondent to Wednesdays. As the volume of deposits are, in average, about
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180 L per day and the containers have capacity between 800 to 1000 L, it is possible to
decrease the frequency to three times a week and in the summer to two times a week
(Fig. 8).

A quick analysis on the current collection shown that a large percentage of the
collections are needless collections and some of the containers have a considerable
amount of critical points, which leads to the idea that waste collection can be improved.

On data correlation, it was found that the classes type-of-day, precipitation [mm]
and Air-temperature [Celsius], haven’t shown concrete results, as the variation was
very low, and so, on decided to omit them, in order to delete ambiguity and posteriorly
apply machine learning with the less noise as possible. Relatively to the class season,
this indicated us that in the period accorded to summer, the volume of waste deposits
decayed 175 to 130 L, which may be due to fire forests or less population density and
we must take that into account.

5 Predictions

Using information such as season, events, weekday, precipitation and temperature can
provide good predictions on whether a container waste must be collected or not. To do
so, we used data from the main data set and several datasets with fixed time periods. In
both cases we considered that a waste container must be collected if his capacity gets
higher than 60%. We pretend to compare the results of the several datasets.

Fig. 8. Pie chart representation of the deposits by the levels of precipitation, temperature, season
and type of day.
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The classes day-of-week, month, season, are the main inputs and the target is
volume-filled [%]. The inputs were used to train our machine learning model through
the workflow processes illustrated in Fig. 9. Train dataset is pre-processed to align data
on the same scale. Then, the processed data are fed to train the Machine Learning
(ML) models where they will be hold-out and cross-validated with 80% of data.
Finally, the model with chosen hyperparameters will be tested with 20% of data for
testing.

5.1 Data Preparation

Raw data with categorical values, such as day-of-week, month and season, are pre-
processed using dummy techniques, where the number of columns is equal to the
number of categories.

The target, the volume is what we want to predict. More specifically we want to
predict if a container has to be collected. To improve the performance and match the
points of interest of the article, we transferred the values, which vary from 0% to 100%,
to binary data. When the volume filled is inferior to 60%, returns 1, otherwise equals to 0.

Since all the data now is composed of binary data, in exception of the class season,
which vary from 1 to 12, we won’t need to standardize nor normalize the data as all
classes have the same weights.

5.2 Evaluate Algorithms

Regarding the procedures of [16], we will test the accuracy with linear and nonlinear
algorithms and use 10-fold cross validation to evaluate algorithms using the Mean
Squared Error (MSE) metric and default tuning parameters. MSE will give a gross
idea of how wrong all predictions are (0 is perfect), Fig. 10.

Training

Evaluation

Training Set  

Data Preprocessing  

Testing Set 

Data Preprocessing  

Volume % [1<60%;0] ML Model

MSE, Accuracy 

Fig. 9. Machine learning prediction process.
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The six algorithms selected included for the baseline of performance on this
problem are:

• Linear Algorithms: Linear Regression (LR), Lasso Regression (LASSO) and Elastic
Net (EN).

• Nonlinear Algorithms: Classification and Regression Trees (CART), Support
Vector Regression (SVR) and k-Nearest Neighbours (KNN).

On Fig. 10, represents a plot of the algorithm evaluation results and the comparison
of the spread and the MSE of each model. We can see that the algorithms have a pretty
good behavior, as their MSE calculated are very close to zero, in particular, LR, CART
and SVR have their box and whisker plots squashed at the top of the range.

Using the metric of accuracy to evaluate models, which is a ratio of the number
between correctly predicted and the total number of instances in percentage and using
10-fold cross-validation to estimate accuracy, we’ll evaluate five different algorithms:

• Linear Algorithms: Logistic Regression (LR).
• Nonlinear algorithms: k-Nearest Neighbours (KNN), Classification and Regression

Trees (CART), Gaussian Naive Bayes (NB), Support Vector Machines (SVM).

Ensuring the evaluation of each algorithm is performed using the same data splits,
the results are directly comparable, in Fig. 11.

This plot shows that the accuracy of the algorithms is at least 0.92, which is a great
result. This happens because of the strong correlation between the inputs and the
volume data. On top of that, 90% of the time, the volume of waste is below 60%, which
makes the prediction data very unbalanced and easier to predict. A study on a more
balanced dataset will be made in the following subsection.

The decision tree algorithm shows, on Fig. 12 show relevant weekday on the
volume class. In fact, the first ramification splits the dataset in Wednesday data and

Fig. 10. Algorithm comparison (LR, LASSO, EN, KNN, CART AND SVN), using de mean
square error.
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other weekdays data. This is consistent with the conclusions on Sect. 4, where it was
shown that Wednesdays were in average the days with more waste volume.

5.3 Prediction with Time Periods

Considering a dataset with volume values every 8 h, for every container and using
information about season, events, weekday, precipitation and temperature, we pre-
dicted if a container waste should be collected using, in this case, five algorithms: k-
nearest neighbours (KNN), Latent Dirichlet Allocation (LDA), decision tree (cart) and
random forest (RF). An example of the training results is presented in Fig. 13:

Fig. 11. Algorithm comparison (LR, KNN, CART, NB and SVN), using the accuracy score.

Fig. 12. Decision tree example.

120 J. T. Silva et al.



In this example, we can see that the random forest algorithms present the better
results, with up to 80% of accuracy. With this, random forest was the elected algorithm
for the remaining tests. Although this is not a bad accuracy result, when making
predictions to compare with the validation set, the predictions accuracy doesn’t go
further that 75%, for most of the containers data used.

Fig. 13. Training results.

Table 2. Prediction results by time period.

Container/TP 6H 8H 12H 24H

44263 0.90 0.93 0.92 0.93
44966 0.62 0.69 0.68 0.69
31450 0.73 0.76 0.72 0.72
52910 0.76 0.79 0.73 0.76
48843 0.65 0.68 0.69 0.63
50419 0.92 0.91 0.92 0.91
49619 0.83 0.83 0.77 0.82
54452 0.58 0.58 0.57 0.61
53181 0.68 0.62 0.56 0.60
54494 0.65 0.66 0.71 0.59
50443 0.69 0.66 0.68 0.68
44289 0.64 0.69 0.71 0.73
50856 0.64 0.61 0.53 0.77
51698 0.60 0.62 0.68 0.71
50708 0.67 0.58 0.66 0.67
44776 0.58 0.67 0.63 0.75
15415 0.65 0.73 0.63 0.74
41483 0.68 0.70 0.59 0.65

Mean 0.69 0.71 0.69 0.72
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All results are shown on Table 2. The mean of the accuracy obtained was around
71% for the datasets with volume values every 8 h. The same algorithm was applied for
datasets with time periods of 6 h, 12 h and a day. The mean of accuracy obtained was
69% 69% and 72% respectively. We conclude with this results that classification
algorithms provide better predictions using the main dataset and there is no advantage
of using time periods information.

The results presented show that information like season and weekday provide good
predictions on whether a container waste must be collected or not. This can be useful
on creating new models of collection frequency, providing a way to study how they
change as the amount of volume, not only for the dates on the datasets but also to
predict how they behave in the future.

6 Capacity-Frequency Models

After the data analysis shown in section four, we concluded that the current waste
collection frequency in Castelo Branco a collection between three to four times a week,
most of the time on Monday, Thursday and Saturday. On the other hand, if we consider
that we just need to collect a container waste if the container has more than 60% of
waste volume, it was shown that more than 40% of the past collections were needless
collections, meaning the collection frequency should be easily decreased.

In this section, we pretend to analyze what is the capacity needed if we reduce the
waste frequency to once or twice a week and present good models to find the best day
or days for waste collection. To validate these models, an analysis of the containers
overload (new volumes provided by the model higher than 100%) will be made.

With the historical data from each container, it’s possible to simulate what happens
to the volume waste if the frequency of waste collection was fixed once a week or twice
a week, for every container. For that, we fix a date (nd) and time (nt) for the new
collection and, from a set with time period of one hour, we generate an entire new set of
volume data, for each container. Initializing gap ¼ 0, this process works like this:

1. For every entry of the dataset we check date (d), hour (h) and volume (v);
2. If d ¼ nd and t ¼ nt it’s time for a new collection so we set gap ¼ �v, otherwise, if

prev v�v[ 10 this was an old collection and we set gapþ ¼ prev v, otherwise
gap stays the same;

3. We set the new volume for this date and time nv ¼ vþ gap.

The model data is the set of the new volume generated, of each container. For a
model with a collection frequency of more times a week, the algorithm has several days
and hours as its input.

6.1 Collection Once a Week

Considering a period dataset with time period of 2 h and a waste collection frequency
of once a week (Wednesday at 10 P.M.), Fig. 14 shows an example of the new model
volume, compared to the real volume with the current collection frequency:
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As we can see, a waste collection frequency of once a week is not enough for
container 49619 between 06/08/2017 and 15/10/2017, with too many occurrences of
waste overload.

Table 3 shows the mean of the new volume by container and the amount of waste
overloads for each container. We can see by the results that a collection frequency of
once a week is clearly not enough for these containers. This asks for an improvement of
the container capacity or the collection frequency.

Fig. 14. First 1000 records of once week frequency for container 49619.

Table 3. Once a week frequency results.

Container Average volume Count >100%

44263 38 46
44966 157 115
31450 108 106
52910 118 104
48843 159 124
50419 65 60
49619 80 89
54452 195 137
53181 188 139
54494 183 127
50443 152 121
44289 172 122
50856 164 153
51698 183 122
50708 140 130
44776 195 164
15415 219 109
41483 177 130

Mean 149% 117
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6.2 Collection Twice a Week

Considering the same container and time period, Fig. 15 shows the simulation for a
twice a week frequency (Wednesday and Sunday at 10 P.M.):

We can see in this example that a waste frequency of twice a week is perfectly
enough for container 49619 between 06/08/2017 and 15/10/2017, with only two
occurrences of waste overload.

Fig. 15. First 1000 records of twice week frequency for container 49619.

Table 4. Twice a week frequency results.

Container Average volume Count >100%

44263 19 3
44966 74 57
31450 56 59
52910 57 40
48843 77 64
50419 31 11
49619 44 34
54452 100 75
53181 90 67
54494 95 64
50443 76 55
44289 89 60
50856 81 70
51698 96 73
50708 71 49
44776 99 90
15415 117 75
41483 90 73

Mean 76% 56
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Table 4 shows the mean of the new volume by container and the amount of waste
overloads for each container. The results are much more reasonable, with a total
average of 76% of volume.

Now, for this model we have to check the capacity by zone. The average by
container or the total average do not guarantee that the current capacity is enough for
this collection frequency. Grouping by streets the mean volume by month, as in Sect. 4,
for these new volume sets, we have the result shown in the next figure (Fig. 16):

This shows that the zone with more capacity problems is Rua do Arco do Bispo 34.
For this zone, we have to add a container with a 1000 L capacity. For Rua D Ega and
Rua do Arressário, a new container with 400 L is enough. With these improvements,
we have a model with a good capacity frequency, as pretended.

6.3 Prediction on Model

To validate the new model of a collection frequency of twice a week, we applied the
prediction process of Sect. 5 for each street group. The target, the new volume is what
we want to predict, but instead of predicting if a container needs waste collection, we
want to know if a container is likely to have a waste overflow. To do that, when the
volume filled is inferior to 100%, returns 1, otherwise equals to 0.

The algorithm used was decision tree. The data set of the model was divided in
partitions of 80% for training set and 20% for accuracy validation. The results are
shown in Fig. 17.

Fig. 16. Mean of volume by month grouped by streets.
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The accuracy obtained are around 75% and the predictions for this model states that
the with a waste collection frequency of twice a week and the capacity changes on
Rua D Ega and Rua do Arressário, represent a good solution for these containers,
without waste overload.

This is a major improvement on the current collection frequency that is between
three to four times a week. The addition of the containers to guarantee the capacity
needed have a fixed cost, while reducing the collection frequency one or two times a
week represent cost reduction every week.

7 Major Findings

In this study, it was shown (from Visualization approach) that grouping the containers
by streets, the monthly average volume was always between 30% to 60% and the
average volume of waste deposit was never above 20% of waste a day. On the other
hand, the waste collection was, in most cases, done wrong, with a high number of
needless collections and critical points. It was also found that the classes type-of-day,
precipitation [mm] and Air-temperature [Celsius] had a week correlation with the
volume data while day-of-week, month and season had a strong correlation.

Using machine learning algorithms, we predicted if a container waste has to be
collected or not with a 95% accuracy, just using information on season, month and
week day. These predictions can be used to propose more complex models where the
waste collection frequency varies by season.

We propose two different models of frequency-capacity. The first proposal was a
waste collection frequency of once a week. For this model, we saw that almost every
container had an average waste volume over 100% which shows that a frequency of
once a week is not enough for this case. The second proposal was a waste collection
frequency of twice a week. This model needed a capacity adjustment for the street of
Rua do Arco do Bispo, by adding a container with a 1000 L capacity and For Rua D

Fig. 17. Prediction model for two times a week.
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Ega and Rua do Arressario, a new container with 400 L. With this adjustment, the
containers waste doesn’t overload through all year, which makes it a successful
capacity-frequency model for our containers.

8 Conclusion

In this paper we addressed the waste collection process with a different approach by
studying the capacity-frequency problem.

We successfully correlated waste volume data and were able to extract information,
with the variable’s year, season and weekday which allowed us to make predictions on
whether a waste container needs to be collected with a precision above 90% of
accuracy.

It was possible to analyze waste deposition volume and to identify patterns for a
determinist and uniform waste collection. For this case, we concluded that a uniform
collection of twice a week, with small improvements on containers capacity, proved to
be enough for these containers, which is a major improvement to the current collection
frequency of three to four times a week.

This process is easy to implement for other sets of data because the process to
generate the model’s new volume data is scalable, so it’s easy to apply this study for
other use cases. It also allows the simulation of different waste collection frequencies in
multiple periods of time.

For future work, we pretend to use the season information to propose mixed dif-
ferent waste collection frequencies by season and to automate the calculation of the
needed capacity for a given frequency.
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Abstract. With the continuous growth and complexity of public trans-
port systems, it is essential that the users have access to transport
maps that help them easily understand the underlying network, thus
facilitating the user experience and public transports ridership. Spider
Maps combine elements from geographical and schematic maps, to allow
answering questions like “From where I am, where can I go?”. Although
these maps could be very useful for travellers, they still are mostly man-
ually generated and not widely used. Moreover, these maps have sev-
eral design constraints, which turns the automation of the generation
process into a complex problem. Although optimisation techniques can
be applied to support the generation process, current solutions are time
expensive and require heavy computational power. This paper presents a
solution to automatically generate spider maps. It proposes an algorithm
that adapts current methods and generates viable spider map solutions
in a short execution time. Results show successful spider maps solutions
for areas in Porto city.

Keywords: Spider maps · Schematic maps · Public transports ·
Automation

1 Introduction

Every major city has a complex public transport system that is part of every-
day mobility of millions of citizens. These systems are vital for cities mobility
and ought to be encouraged as an alternative to private transport. Thus, public
transport maps provide simplified representations of the public transport net-
works, making them easy to interpret, facilitating the user experience and public
transports ridership.

These maps are often represented by schematic maps, since they fulfilled the
need for better and simpler representation of complex networks [6], presenting
the readers the available services and navigation possibilities. A specific type of
schematic map is designated spider map, used to represent complex areas, such
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2020
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Fig. 1. São João hospital spider map [11]

as bus networks in city centres. For instance, Fig. 1 depicts a spider map created
for the São João hospital area in Porto, Portugal.

Even though spider maps are a favourable representation for providing pas-
sengers public transport information, the generation process is still manual and
relies on the expertise of the designer. There are several methods and techniques
that can be applied to automate the spider map generation, but current solutions
are complex and time expensive.

This work produces a solution able to generate a feasible spider map at run
time, presenting an algorithm that modifies and adapts current techniques. The
goal is to tackle the complexity of the problem and present viable solutions
with short execution times and using less computational power. Thus, it aims at
simplifying the traditional spider map generation process and potentially make
an impact on the use of spider maps for providing public transports information.

In Sect. 2 a brief overlook of relevant state-of-the-art methods and concepts
are depicted, while Sect. 3 presents the problem approach and the developed
methods. The last section concludes this paper and proposes future work and
improvements.

2 Maps for Providing Public Transports Information

Transportation maps support complex public transport networks providing
essential information (routes, stops and points of interest) for representing
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the transport network [4]. An important process associated with these maps
is schematisation, where certain aspects are giving emphasis and unimportant
information is removed.

There are many methods for guiding this process. For instance, line general-
isation methods, such as simplification, where some line points are removed,
only maintaining those that ensure the overall line shape; exaggeration, that
amplifies certain portions of objects; and enhancement, where certain features
are emphasised to elevate the message [6]. Among other techniques is adapting
the initial map (where points correspond to geographical locations) to a grid
[5]. In this technique, line points are moved to grid intersections, while ensuring
certain constraints, such as orientation and distance between points. The result
is a map with a simpler overall shape, where incremental optimisation processes
can be applied to improve the result.

Nonetheless, adapting maps to a grid can lead to very saturated areas, for
instance, representing complex centre areas that have lines ending on city out-
skirts. Hence, Sarkar and Brown [10] proposed a method denominated fish-eye
that applies different scales throughout the map, thus enabling magnification
of crowded areas [2]. This is a Focus+Context technique of great value to the
schematization process, since it emphasises important information, while main-
taining the global context [9].

Spider maps combine elements from both geographical and schematic maps
[1] and are used for represent the travel possibilities of complex public transport
areas, for instance, bus networks in a city centre [7].

These maps are characterised by a central area called the hub, generally
depicted by a rectangular shape which details a geographic map of the location,
proving better spatial context [8]. From the hub emerges the schematic lines that
represent the network routes. The location where lines emerge from the hub is not
arbitrary and should considered route orientation and the stop location within
the hub.

The lines in the spider map do not follow the geographic layout, since they
are the result of several simplification and displacement operations, introducing
the concept of map point. A map point is a relevant location in the map (e.g.
stops or group of stops along the line routes), with coordinates associated to a
map canvas that result from several operations during the map generation [9].

Spider maps have many elements in common with schematic maps, thus sim-
ilar methods can be applied. However, they have extra constraints, e.g., deter-
mine the location where lines emerge from the hub, that makes the spider map
generation process even more complex. Furthermore, overall topology should be
assured, i.e., the general relations between map points should be maintained in
order guarantee spatial awareness.

Spider maps’ schematic lines are defined by a set of segments and map points,
some of them shared by different lines. Shared segments should be drawn parallel
separated by a distance greater than zero and each line has a colour associated.
Moreover, angles between segments should be octilinear, i.e., should only follow
horizontal, vertical or diagonal orientations (0, 45 or 90◦ angles) [9].
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Though spider maps have a great potential for providing public transports
information, there is not much information in literature about this type of maps
and how to automate the generation. Most studies focus on the efforts made by
Mourinho [9] in the development of techniques to automate the generation of
spider maps.

In the proposed method, Mourinho [9] models the spider map as a graph with
restrictions associated with points (vertexes of the graph) and lines (edges of the
graph). The initial algorithm state is a map where map points and lines resemble
the geographic location, then a multi-criteria algorithm is applied to determine
the best location of each point, while ensuring a set of constraints and design
guidelines. The solution successfully attained the proposed goals. However, this
is a complex multi-criteria optimisation problem with great computational effort,
since it aims at finding the best solution possible.

3 Automatic Generation of Spider Maps

3.1 Problem Definition

The spider map generation process is a complex problem, since these maps have
several design constraints as depicted in Sect. 2. Additionally, the process is
mostly done manually, relying on the expertise of the map maker. Even though
some current solutions can automatically generate spider maps, they are complex
and time expensive for producing results.

Thus, the objective of the proposed solution is to develop an algorithm capa-
ble of producing a spider map by creating, adapting and modifying techniques.
The solution must take as input the spider map hub area selected by the user
and generate as result a viable spider map. A result is considered viable if it
satisfies the design restrictions of spider maps aforementioned in Sect. 2. The
goal is to develop a prototype that integrates the developed algorithm capable
of producing spider map results in short execution times, since it will affect the
prototype usability.

Along with automating the spider map generation process, the prototype
should also integrate interaction and visualisation techniques, taking advantage
of the benefits of digital maps over the traditional form and thus potentially
achieve better usability. Such techniques can be integrated before generating
the map, for instance, during the hub selection process, and when visualising
the map result, e.g. different levels of zoom and clickable items for additional
information.

The developed prototype is focused on Porto city and all the public transport
data was provided by OPT1. The user is presented a geographic map of Porto
for choosing the hub area that will be used as input for generating the spider
map.

The next section, Sect. 3.2, will describe the algorithm for generating a spider
map solution, while Sect. 4 will present the prototype development. Results and
evaluation of the developed solution will be analysed in Sect. 5.
1 http://www.opt.pt/.

http://www.opt.pt/
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3.2 Map Generation Algorithm

Beforehand, the algorithm needs as input the coordinates of the hub, that will
allow querying the server for information relating the stops inside the selected
area and the routes that belong to the spider map. The server will gather and
process all the information needed and return to the client the set of stops inside
the hub and the lines of the map. Each line is defined by a sequence of map
points.

The spider map is modelled as a graph G(V,E) with vertexes V that represent
the map points and edges E, the connection between two vertexes, translating
the segments of routes defined by two map points. A graph representation was
chosen since map points and route segments are shared between multiple lines,
thus avoiding duplicated information and making it easier to ensure the relations
between points.

Nonetheless, the map points returned from the server have as coordinates the
latitude and longitude of the accurate geographical location. Hence, they need
to be projected to the map canvas, which is defined as an SVG (Scalable Vector
Graphics) using the tool D3.js. Thus, all the latitude and longitude coordinates
are projected using the Mercator projection centred on the hub centre. The result
is a map where the lines and map points are close to the geographical locations,
but now map points have as coordinates x and y associated with the defined
canvas.

The next step is to insert the hub and determine the location where the lines
should emerge from. Therefore, the intersection points between the line segments
and the hub boundaries are calculated and those will be the emerging points and
all the other segments inside the hub are eliminated. The intersection represents
an approximation of the orientation and path of the route, since the hub is a
geographical representation of the area. The following step is to resize the hub,
translating the lines to new locations considering the centre and the new hub
dimensions and insert the hub image depicting the geographic location. Figure 2
exemplifies a hub in Casa da Música area in Porto, after the aforementioned
operations.

Furthermore, before beginning the displacement operations to satisfy the
spider map restrictions, a matrix containing the topological relations between
points is built. It is important to build the matrix before the generation process
starts, since at this stage all the points relate to each other close to their real
geographical location. Thus, for each map point is calculated the relation to
every other map point. A map point can be north or south and east or west
of another point. When two points have an equal coordinate (x or y), they are
called in line of each other.

(1) Grid Adaptation. The following algorithm step is to adapt the initial map
to a grid, which will lead to an overall simpler shape, closer to fulfil the spider
map restrictions. To build the grid, the bounds of the map are calculated, i.e.,
the maximum and minimum x and y coordinates are determined, that will corre-
spond to the boundaries of the grid. Then, a grid is built with an initial cell size
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Fig. 2. Hub example of Casa da Música area

length and all the grid intersection points are calculated. The grid intersection
points will be the possible displacement options.

The next step is to move each map point to a neighbour grid intersection
with the best score. Thus, for each map point the nearest grid intersection points
are determine and a score that translates the quality of the displacement is
calculated. The score combines the distance between the map point and the
grid intersection and how well the topological relations are maintained if the
map point is moved to that location. Thus, for each topological relation that is
violated a penalty is given. However, if a topological relation changes to in line
a smaller penalty is attributed, e.g., if point P1 is north of P2 and, with the
displacement, P1 becomes in line with P2, a smaller penalty is credited than if
P1 becomes south of P2. This loosen the topological constraints and will result in
more straight lines after the grid adaptation process. The map point is moved to
the grid intersection with the smaller score. Figure 3 depicts the grid adaptation
process, illustrating initial locations in the left image and the displacement result
in the right image.

Fig. 3. Grid adaptation process

However, not all the nearest grid intersections are valid displacements. Grid
intersection points that will cause hub occlusion, i.e., will intersect the hub, and
that will cause line segments to overlap or pass through map points that do
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not belong to that segment are removed as possible displacement locations. The
addition of this restriction will lead to, in some cases, map points that will not
have any possible displacements. When this happens, the graph is returned to
the original state, the grid cell size is decrease and the grid adaptation process is
restarted. By decreasing the grid cell, the granularity is increased which leads to
more displacement options. This process is repeated until all points are displaced
to a grid intersection or the grid cell size reaches a defined minimum. In this last
case, the grid adaptation process may not be possible, thus a map solution will
not be produced.

(2) Correcting Non-octilinear Angles. After the grid adaptation, the result
will be a map with simpler line shapes that respect the topology relations, how-
ever some of the angles between segments will still not be octilinear. Thus, the
next step is to identify the map points where the octilinear angle restriction is
not satisfied and correct them. It is important to note that the non-octilinear
angles resulting from the segments emerging from the hub are not taken into
consideration in this step and will be corrected using a different approach.

Afterwards, for each map point identified with an incorrect angle, the algo-
rithm will try to identify a near grid intersection that will correct the angle.
Similar to the grid adaptation process, some of nearest grid intersection points
will be removed as possible displacements. Grid intersections points are consid-
ered not valid if at least on of the following situations occur: (1) the displacement
will cause octilinear angles to become non-octilinear; (2) the displacement will
disturb the topological relations between points (changes to in line do not count
as disturbance); (3) the displacement will cause occlusions, line overlapping or
segments passing through map points that do not belong to that line. Figure 4
illustrates the correction of the non-octilinear angle (depicted in the left image)
by displacing a point to a new grid location (right image).

Fig. 4. Non-octilinear angle correction by displacement

However, some map points will not have any possible valid displacements
that will correct the non-octilinear angles, thus making them candidates for a
break point introduction. A break point will transform one segment in two new
ones, which allows correcting the angles without any displacements. Moreover, a
break point insertion also has restrictions, since it cannot cause occlusions and
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Fig. 5. Non-octilinear angle correction

line overlapping. In some cases, angles cannot be corrected with only a break
point, thus two break points are introduced.

The non-octilinear angles of segments that emerge from the hub will be cor-
rected using a different approach. If a segment that emerges from the hub has
a non-octilinear angle with the next segment, a perpendicular line to the hub
segment is inserted an then a break point is introduced to connect to the next
map point. The break point is inserted in a grid intersection that will cause a
90◦ angle or, if not possible, a 45◦ angle. Figure 5 depicts the correction of non-
octilinear angles by introducing two break points (left image) and the correction
of hub related angles.

Even though the several angle correction steps aim at correcting non-
octilinear angles through various approaches, in some cases it may not be possible
to correct all angles, thus the generated map solution may have some errors.

(3) Draw the Spider Map. After correcting the angles, the final map point
locations are determined, and the drawing process can begin. The first is to
obtain and place the hub image, that is a geographical representation of the
area. The image is obtained using the API Here2 that returns an image of the
geographical map giving a boundary box. Moreover, the stops are identified with
markers.

Map points are drawn in the associated locations and do not need further
processing. However, segments are shared between lines and need to be drawn
parallel, thus making it necessary introducing an offset between shared segments.

In order to introduce an offset that will lead to parallel segments, it is neces-
sary to calculate the slope of the line. Thus, identifying the correct orientation
(vertical, horizontal or diagonal), is possible to introduce a correct offset to the
x and y coordinates, just as illustrated in Fig. 6.

The final step is to draw the labels that identify the map points. Not all
map points need to be labelled, only the last and the most important of each
line. Nonetheless, the label’s position needs to be determined. Thus, a score is
calculated that translates how many occlusions will the label cause. For that,
a bounding box of the label is placed at top, bottom, left and right of the
corresponding map point and a penalty score is given for each line intersection.
The chosen place will be the one with the smaller score.
2 https://developer.here.com/.

https://developer.here.com/
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Fig. 6. Shared line segments

After this step, the generation process is finished and a valid spider map solu-
tion is presented to the user. Figure 7 depicts the algorithm generation process in
a flowchart. Hence, a valid spider map solution is generated if all the aforemen-
tioned algorithm steps are successfully completed. In some cases the algorithm
is not capable of producing a valid solution, for instance, if grid adaptation fails,
no solution will be presented, or if not every non-octilinear angle is corrected,
the spider maps will have errors.

The developed algorithm is integrated in the developed prototype depicted
in Sect. 4 and results will be illustrated and evaluated in Sect. 5.

4 Prototype Development

For the purpose of testing how the developed algorithm performs in real situ-
ations, a prototype was created integrating the algorithm depicted in Sect. 3.2
and taking advantage of digital map characteristics by combining visualisation
and interaction techniques.

4.1 Use Cases

The main use cases consist of selecting the desired hub area, and the gener-
ation of the corresponding spider map. Figure 8 illustrates the prototype use
cases. Moreover, there is the ambition to integrate interaction and visualisation
techniques to enhance the user experience.

In the first screen, a map of Porto city with interaction capabilities is pre-
sented to the user, i.e., the user can zoom and navigate through the map. Fur-
thermore, in the top right corner, the user can access control buttons illustrated
in Fig. 9 left. In this controls users can show/hide the pre-defined grid, check
stops inside the grid selection and finally generate the spider map.

The pre-defined grid lays over the Porto city corresponding to the boundaries
of the available data. Then, the user can select one or combine several grid cells to
create a personalised hub area. Figure 9 right shows an example of grid selection,
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Fig. 7. Generate spider map algorithm

Fig. 8. Prototype use cases
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Fig. 9. Example of grid selection (left) and control buttons (right)

where selected cells are shown in orange and markers depict stops inside the hub
selection.

After the user chooses the desired hub and selects “Generate Spider Map”,
the algorithm takes the hub coordinates as input and generates a spider map
result. In the next screen the user can visualise and interact with the map result.
The user can navigate, zoom and click on map points to check additional infor-
mation. All these interaction features were developed using D3.js Behaviour
plugin that allow to catch and handle interaction events. Figure 10 depicts an
example of a portion of a spider map result where it is possible to check the
additional information box when a map point is hover or clicked on.

Fig. 10. Interaction with spider map: click on map points to obtain additional infor-
mation
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4.2 Architecture

The developed solution follows a simple two-tier architecture or client-server,
illustrated in Fig. 11. This architecture style is commonly used in distributed
systems to separate operations into the client and server, where the server pro-
vides services to the client [3]. Thus, the server is responsible for dealing with
all the necessary data operations, while the client is responsible for the spider
map generation and rendering operations.

Fig. 11. Solution architecture

The server was implemented using Node.js3 and Express.js4 for the REST
API. Moreover, the server establishes a connection with a MySQL5 database
that stores all the public transport data, that will be depicted in detail in the
next section. Hence, the server is responsible for gathering and processing all the
data needed for the spider map generation.

On the other hand, the client consists of a web application based on the
two major use cases described in Sect. 4.1. For the geographic maps and hub
selection Leaftlet6 and OpenStreetMap7 were used, while the spider map drawing
and generation was developed using D3.js8 and Javascript technologies.

4.3 Data Model

The data related to public transports of Porto was provided by OPT and stored
in a MySQL database following the model depicted in Fig. 12.

Lines are made comprise of several stops that can belong to multiple lines.
Moreover, routes are defined by a series of stops associated with an order and
recorded in the Path table. The OPT data also identifies map points, which
group several stops in a single point. Hence, when gathering the data for the

3 https://nodejs.org.
4 https://expressjs.com/.
5 https://www.mysql.com/.
6 https://leafletjs.com/.
7 https://www.openstreetmap.org/.
8 https://d3js.org/.

https://nodejs.org
https://expressjs.com/
https://www.mysql.com/
https://leafletjs.com/
https://www.openstreetmap.org/
https://d3js.org/
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Fig. 12. Data model

Fig. 13. Initial map state for Praça da República hub area

spider map generation, stops along the routes will be replaced or grouped by a
map point record and those will be the considered map points during the map
generation process.

Furthermore, stops and map points have associated geographical coordinates
(latitude and longitude), which will represent the initial position of the points.
Moreover, lines and stops also have other attributes associated, such as names
and line colours.

5 Evaluation and Validation

Current solutions are complex and take very long to produce spider map results.
Hence, the ambition is to tackle the complexity of the generation process of
spider maps and develop a solution capable of automatically generate spider
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maps in real-time. Thereby, the two variables taken into consideration during
the evaluation and validation are if the map is correctly generated, i.e., the
spider map follows the establish design rules, and the execution time needed to
produce the result. A result is considered valid if it complies with the spider map
restrictions aforementioned in Sect. 2.

5.1 Tests and Results

Performed tests aim at testing if the solution is capable of generated valid spider
maps at real-time using the prototype develop to select the input hub area and
generate and evaluate map results. Several tests were performed by choosing
different hub areas as input and evaluating the results. Even though tests were
only performed for Porto’s bus network, the number of possible hub inputs is
very extensive. Hence, the tests focused on testing areas where the network is
denser, i.e., areas served by many public transports’ lines like city centres. In
Porto, some of the busiest areas are Aliados, Casa da Música, Hospital São João,
Castelo do Queijo and others. Tests demonstrated that the developed algorithm
produces successful spider map results for the city of Porto. Figures 13 depicts the
initial map state for Praça da República and Fig. 14 depicts the corresponding
generated spider. Figure 15 also depicts a spider map result for Aliados, a busy
centre area in Porto.

Fig. 14. Spider map result for Praça da República hub area

The complexity of the generation process and, subsequently, the spider map
is directly related to the number of map points, i.e., the complexity increases
as the number of map points also increases, since more displacement operations
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Fig. 15. Spider map result for Aliados hub area

and angle corrections will be needed to generate a valid map. Hence, to control
the continuous increase in complexity, a limit to the number of lines in the spider
map was set, as well as a limitation on the hub size. This prevents the user to
select very large areas for the algorithm, preventing the exponential increase in
complexity.

There is not much literature in automating the generation process of spider
maps, and most of the efforts made in this area were through Mourinho’s [9]
work. However, in his work the goal was to find the optimal spider map solution,
hence the quality was valued over fast results. Thus, the solution required great
computational effort and long execution times. For instance, in tests accessing
the quality versus the number of algorithm iterations, the average execution
times were of 2797 s.

Even though is not possible to establish a direct comparison with the tests
performed by Mourinho, it is possible to conclude that the developed solution
was able to produce results faster. The developed solution produced spider maps
under 500 ms for complex centre areas. Table 1 depicts tests results for valid
solutions, describing the number of map points, the numbers of different lines
of the map, hub area and the execution time (ET) in milliseconds. In addition,
Table 2 depicts the success of test results, identifying how frequently a valid
solution was obtained, the number of times where a solution was not possible
and the number of incorrect solutions (i.e., spider map results that contain some
non-octilinear angles).
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It can be concluded that the developed algorithm successfully produces
results, i.e., the solution generates valid spider map results in real time, taking
significantly less time compared to state-of-the-art solutions. Thus, this work
successfully tackles the complexity of the spider map generation process and
contributes to the identified gap of current work.

5.2 Limitations and Future Work

The quality of the result depends on how and if all the stages of the algorithm
are successful. In the grid adaptation stage, the algorithm will adapt the cell
size until the initial map is successfully adjusted to the grid; however, in some
cases, grid adaption may not be possible. In very dense areas, a vast number
of map points compete for a grid allocation. Thus, even by increasing the grid
granularity, it may not be possible to assign a grid point to every map point.

Table 1. Tests results for generated spider maps

No. map points No. lines Hub area ET (ms)

153 6 Castelo do Queijo 844.29

153 6 Castelo do Queijo 710

32 1 Av. Boavista 122.21

153 6 Casa da Música 419.23

144 1 Casa da Música 298.64

10 1 Aliados 35.04

108 4 Aliados 387.71

130 4 Trindade 664.88

52 2 Boavista 215.83

88 2 Hosp. São João 272.87

106 4 Hosp. São João 432.53

102 4 Av. Boavista 5445

32 1 Av. Boavista 102.67

105 4 Praça da República 482.9

105 4 Aliados 496.27

27 1 Bolhão 95.45

39 1 Campo Lindo 177.45

66 3 Marquês 244.62

177 6 Marquês 599.46

37 6 Passeio Alegre 105.96

51 6 Foz do Douro 159.23

33 6 Ramalde 102.33

79 6 Parque Real 194.93
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Table 2. Outcome of performed tests

Solution No. of results

Valid solution found 22

No solution found 3

Solution with errors 5

Moreover, since the subsequent algorithm steps depend on the success of grid
adaptation, a solution may not be found.

Nevertheless, introducing a restriction to the maximum number of lines
solved contained the occurrence of this problem, and tests showed that the grid
adaptation process is successfully completed even in complex areas, and with
just one or two iterations. Therefore, reducing the cell size in each iteration to
increase the grid granularity was proven successfully.

The next algorithm step that will influence the quality of the solution is the
correction of non-octilinear angles. In the developed solution, the algorithm has
several iterations that aim correcting the non-octilinear angles through several
approaches. The first approach is identifying a valid grid allocation to displace
the identified map points and correct the angle. Nevertheless, in some cases is
not possible to find a valid displacement that corrects the angle, thus the next
iterations try to correct the remaining non-octilinear angles by inserting one or
two break points. The integration of different approaches to correct identified
non-octilinear angles was effective in producing valid spider map results.

Notwithstanding, in some cases the algorithm may not produce a valid spider
map (i.e., some angles may not be corrected) or, in the worst-case scenario, not
produce a solution. Most invalid algorithm results derive from the non-octilinear
angle correction, not the grid adaption as depicted in Table 2. Thus, even for
invalid results, the algorithm can present a solution that may not be completely
correct (some angles may not be octilinear).

Some errors are the result of incorrect map point coordinates, that lead to
incorrect projections, which subsequently cause the failure of grid adaptation or
angle correction.

On the other hand, circular lines are viewed as a special case, since they
sometimes lead to particular results. For instance, results with circular lines
often cross themselves, which may be valid according to spider map restrictions,
but is not very aesthetically pleasing. Also, the rescaling the hub operation may
lead to undesired distortion, that in some cases may preclude the success of the
non-octilinear angle correction.

Even though some limitations were identified and the algorithm may be
improved so it becomes more robust to certain cases, results have proven that
the developed solution was successful and provides enhancements in the cur-
rent state-of-the-art solution. The solution is able to produce viable spider map
solutions at real-time and taking in consideration the hub area as user input.
Furthermore, the prototype demonstrates the the successful integration of the
algorithm with the advantages of digital maps by incorporating visualisation and
interaction techniques.



148 S. Santos et al.

Finally, the spider map solutions can be aesthetically improved in a post-
processing stage, with more line simplifications. Nonetheless, the developed solu-
tion provides advances in the simplification of the generation process of spider
maps, thus potentially making an impact on the use of spider maps in provid-
ing public transports information. Through the developed prototype, the user is
able to choose a desire hub area and visualise all the travel possibilities by the
generated spider map.

6 Conclusions

Spider maps are a type of transportation map that presents all the public trans-
port possibilities available in an area. These maps are very useful for passengers,
but their production is still mostly manual. Some efforts have been made to
automate the generation of these maps, but state-of-the-art solutions require
great computational effort and long execution times to produce results. Hence,
the proposed approach aims at developing a solution capable of automatically
generate spider maps, tackling the complexity gap of current solutions, and thus
possibly making an impact on the use of spider maps for providing public trans-
port information.

The state-of-the-art review identified a gap in current solutions. The gener-
ation process of spider maps could be simplified, enabling the automatic cre-
ation of map results in real-time. Furthermore, human-computer interaction
techniques can be applied to spider maps to enhance the user experience while
manipulating such maps.

Henceforward, this work is focused on two goals: develop an algorithm that
automatically generates spider maps results in real-time and considering the
hub as input; and to develop a prototype that integrates the map generation
algorithm, adding interactive capabilities to map results. The algorithm adapted
techniques used in schematic maps generation, such as adapting a map to a
pre-defined grid, and developed new processes that apply several operations to
produce a spider map compliant to all the design restrictions. The prototype
used the D3.js9 tool to assist the visualisation and interaction with the map.
D3.js is a powerful open-source tool that provides several data manipulation
operations and integrated interaction events, ideal for the prototype goals.

Throughout the validation and evaluation process, the objective was to test if
the solution could produce valid spider map solutions at real-time, reducing the
execution time needed to produce map results. The prototype and tests focused
on Porto bus network.

Performed tests showed that the solution is successful and can produce map
results in shorter execution times than state-of-the art solutions. Furthermore,
the prototype developed validated that the algorithm can be successful inte-
grated in a web application that provides an interface for passengers to interact
and customise the map generation.

9 https://d3js.org/.

https://d3js.org/
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Future work may improve the map aesthetics in a post-processing phase
by applying more simplification to the spider map schematic lines, which will
increase the quality of the solution, and other algorithm improvements so it
becomes more robust to complex network data. Notwithstanding, the developed
solution contributed to the identified gap in state-of-the-art solution, producing
spider map solutions at real-time and considering user input.
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Abstract. Good, efficient and reliable public transportation systems are of
crucial importance for all major cities today. In this paper, we propose a concrete
solution to a particular problem: improve the prediction of the bus arrival time at
each bus stop station on a given itinerary, by taking to account global and local
traffic contexts. The main principle consists of modeling the traffic data as an
image structure, adapted for applying CNN deep neural networks. The results
obtained shows that the proposed approach outperforms traditional machine
learning techniques, such as OLS (Ordinary Least Squares) or SVR (Support
Vector Regression) with different kernels (RBF or Polynomial), with more than
18% better accuracy prediction, while being computationally faster.

Keywords: Machine learning � Deep learning � Convolutional neural
networks � Public transportation � Traffic prediction � Traffic simulation

1 Introduction

In all urban areas around the world, mobility is of the most crucial importance, and the
question that needs to be solved is the following: how to minimize the time spent in
transport going from one point of the city to another?

In addition, let us underline that vehicular transports in the urban areas performed
by individuals or public transportation vehicles contributed heavily on the carbon
footprint, called greenhouse gas. The data [1] obtained from the French government in
2015 gives an extensive overview of the key numbers about production of the
greenhouse gas. Transport, in general, is responsible for 27% of the production of
greenhouse gas. Transport operated by road represents 94,8% of these emissions. The
logical solution to this problem is to decrease the number of vehicles used for private
transportation, by proposing more reliable public transportation systems. The question
of reliability is here highly important since the user acceptancy strongly depends on.
Within this framework, disposing of efficient traffic prediction tools, dedicated to public
transportation, is a challenging issue, for both users (which want to be informed pre-
cisely and in real-time) and transport operators (which want to optimize their transport
networks/itineraries).
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2 Related Work

In this paper, we specifically tackle the issue of bus arrival time prediction in urban
areas. The main objective is to minimize the predicted time error of bus arrival at
each bus stop while taking to account global and local traffic data at the itinerary of
the bus.

In order to obtain this particular data type, we decided to simulate the scenario with
the help of a traffic simulation software. Traffic simulation can be defined as the
mathematical model of transportation systems, implemented through the application of
dedicated algorithms [2]. Two main branches exist for traffic simulation software,
including macroscopic [3] and microscopic [4] approaches. Each traffic simulation has
its own pros and cons. In our work, a microscopic traffic simulator has been adopted,
since it can provide a highly detailed picture (with velocity, location, time, speed…) of
each individual entity in the system. More precisely, among the various well-
established simulation frameworks [5–7] available, the SUMO [8] traffic simulator has
been retained. SUMO (Simulation of Urban MObility) [8] is an open-source, micro-
scopic, multimodal traffic simulator that can simulate various scenarios with different
type of traffic data and it is supported by a large developer community.

Different algorithms, techniques, and applications have been introduced in the last
years in order to address the issue of traffic prediction [9–12]. A conventional com-
mercial application like Google Maps [13] and Citymapper [14] have been widely
adopted by the general population. Among other applications, let us mention Transilien
[15] for Paris and MVV [16] for Munich. Traditional techniques include time-series
analyses [17], ARIMA models [18] with its variations [19] and Kalman Filter [20].
They have been successfully implemented and still intensively exploited today.
However, in recent years, with the rapid growth of computational powers, notably
GPUs, such approaches have been surpassed in many applications by machine learning
techniques [21] and more specifically by deep learning approaches [22]. Different
neural networks have also been introduced for solving similar issues, including LSTMs
(Long Short Term Memory) [23, 24], CNNs (Convolutional Neural Networks) [25, 26]
and GNNs (Graph Neural Networks) [27, 28].

Our main contribution is twofold and concerns the development of the data model
involved as well as the prediction approach exploiting the dedicated data model. Thus,
the vehicular traffic data is in our case modeled and represented as an image. This
makes it possible to exploit an original, dedicated convolutional neural network
(CNN) that yields the predicted arrival times of the bus as a regressor.

The rest of the paper is organized as follows, Sect. 3 describes the simulation
scenario and the data model. In Sect. 4, the proposed CNN method is described in
details. Experimental results are presented and discussed in Sect. 5. Finally, Sect. 6,
concludes the paper and opens some perspectives of future work.
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3 Simulation Scenario and Data Model

3.1 Simulation of a Real-Live Scenario

Obtaining data that contains information about vehicles, public transportation, pedes-
trians…. is not obvious and easy to acquire, for various reasons, including economic
barriers and regulation issues. In our work, we have considered instead synthetic data,
that we have created with the help of the SUMO (Simulation of Urban MObility) [8]
open platform.

The simulation scenario under consideration concerns two real bus lines, that are
fully operational in the city of Nantes, France. They are illustrated in Fig. 1. The
decision of choosing these lines is based on the geographical location of the bus
itineraries, which globally cover the same geographical region. This makes it possible
to include two different bus lines in a single simulation scenario. The bus data,
including itineraries, location and names of the bus stops have been recovered from
TAN (Transport de l’Agglomeration Nantaise) [29] and Nantesmetropole [30] – open
data repository, while the map was loaded from OSM (Open Street Map) [31].

The simulation scenario has been developed and executed by the SUMO traffic
simulator with the following tools and parameters:

• The 2D map of the considered region of the city of Nantes has been converted and
imported from OSM.

• The bus itineraries and the bus stop have been manually added to the simulation.
• The total number of simulations performed is 12000.
• The total number of vehicles inserted into the system varies between [8000, 25000].
• Each vehicle itinerary is calculated using the shortest path algorithm of Dijkstra

[32], presented with Origin/Destination matrix.
• The total number of pedestrians was set for all simulations to 3600. Let us note that

it is important to use pedestrians in the simulation due to the impact of pedestrian

Fig. 1. A geographical area in city of Nantes, with Bus line 89 (middle) – 36 bus stops and
13,4 km, bus line 79 (right) – 25 bus stops and 9,64 km
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traffic lights. This makes it possible to increase the degree of realism of the entire
simulation.

• The simulation time was set to 19000 s, which ensures that all the vehicles will get
in and out of the system, as presented in Fig. 2(A).

• The bus time spends at each bus stop was fixed to 20 s.

Each consecutive simulation differs from the previous one by the number of
vehicles inserted within the system. This may be questionable because of the small
number of vehicles inserted into the system between two consecutive simulations.
However, huge disparities from one simulation to another can appear, even though the
number of vehicles is increased by small units. This phenomenon is illustrated in Fig. 2
(B), which show the time of completion of the bus itinerary with respect to the total
number of vehicles that are inserted in the system. This can be explained as a result of
the random distribution of the initial vehicle starting point to the systems, and also by
the fact that for each vehicle the shortest route algorithm is calculated, taking to account
the global situation.

In the same time, the results in Fig. 2(B) demonstrate that attempting to make a
global prediction of the time of completion of an itinerary is impossible.

3.2 Data Model

Our initial goal is to take into account the traffic situation around the bus itinerary. Each
simulation is used to create a specific traffic density map that later on can be trans-
formed into one channel (grayscale) image as presented in Fig. 3.

In order to represent traffic as a grayscale image, first, we need to compute and
create a so-called TDM (Traffic Density Matrix). This matrix represents the traffic
situation at each measurement station. Measurement stations are points in space that
detects and counts how many vehicles pass in a given period of time. In real-life
scenarios, such information can be acquired with the help of loop detectors. In our
work, for the convenience of the simulation, each bus stop location has been considered
as a measurement station. In this particular scenario, the detection radius around the

Fig. 2. A – region of interest and stability range; B - time needed to compute the whole itinerary
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considered measurement station was set to 100 m. This representation can be inter-
preted as a traffic density matrix evolving over time, which is traversed by the con-
sidered buses. The last step is to normalize the values of the traffic density matrix by the
maximum value of 255 as one channel (grayscale) image.

For each bus generated at each simulation, we create in this way a local density map
simulation matrix, denoted by D, of size (Mstations x T), where Mstations is the
number of measurement stations and T is the number of time instances measured. In
order to simplify and speed up the process, we have evenly sampled the simulation
interval with a step of 10 s. This helps reduce the amount of data and consequently the
related storage/computational requirements.

The simulation yields the following two outputs, controlled by a global parameter
which is the total number of vehicles injected within the system:

• A vector a ¼ a1; a2; aNstops
� �

of size Nstops, storing the bus arrival times in all the
stations of the itinerary

• The density matrix D, of size Mstaions � Tð Þ
• Mstations is (25, 36) for bus 79 and 89 respectively
• T - the time is 4000 s, but since is measured every 10 s, T ¼ 400
• The final image was developed by the grayscale (min/max) normalization

procedure:

I ¼ 255
X � min Xð Þ

max Xð Þ � min Xð Þ ð1Þ

Fig. 3. Traffic density matrix, computation, normalization and traffic data visualized as an image
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• X: the value of the original image
• I: the output - grayscale value of the image after the normalization procedure.

The objective is then to predict the arrival vector a, given as an input the image I. In
order to solve such a problem, we have adopted a CNN architecture, described in the
following section.

4 Proposed CNN Architecture

The (Convolutional Neural Network) CNN architecture proposed is illustrated in
Fig. 4.

It includes the following elements:

• 3 convolutional layers with kernel size (18, 2) and channels (8, 16, 8) respectively,
• 1 max-pooling layer of size (4, 2),
• 3 fully connected layers with size (1000, 100, 36).

The specific kernel size was chosen because of the particular elongated shape of the
image data considered (cf. Section 3.2). The size and structure of the fully connected
layer depend heavily on the vector that is received after the convolutions and down-
sizing step. Padding was chosen as 0, so it was not used in this scenario because the
traffic information at the beginning and the end of the image is not relevant for the
prediction process. The SGD (Stochastic Gradient Descent) algorithm (with learning
rate of 0.001) has been considered for the learning stage.

For implementation purposes, we have considered the PyTorch [33] deep neural
network framework for the CNNs.

Fig. 4. A proposed convolutional neural network with 3 convolutional layers, one max-pooling
and 3 fully connected layers, ReLU as an activation function
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5 Experimental Results

For comparison purposes, we have considered several machine learning techniques:
Linear Regression (OLS) [34], Support Vector Regression (SVR) [35] (with different
kernels). We have retained the Scikit-learn [36] machine learning toolbox with their
respective implementations. All the data has been structured in .csv format and com-
pressed with the MsgPack [37] library. The next step is to split the data randomly into
three different sub-set and performing 10-fold cross-validation. The training/test split
was performed as follows:

• Total number of simulations 12000
• Training dataset - 80% (9600)
• Test dataset – 20%, (2400), from which: 10% (240) were used for validation, and

90% (2160) for evaluation purposes

Our first approach is based on Linear Regression also known as OLS (Ordinary
Least Squares). Figure 5 illustrates a snapshot of the simulation from the bus during the
scheduled itinerary, together with the prediction curves obtained by the linear regres-
sion model (versus the ground truth), for booth buses 79 and 89.

Fig. 5. Prediction results and snapshot from the simulation software. A - bus line 79, the traffic
situation is normal and fluid. B - bus line 89 on the right with a traffic jam.

156 D. Panovski and T. Zaharia



The corresponding MAE (Mean Absolute Error) scores are summarized in Table 1.

For bus line 79, the results are highly accurate, with an MAE inferior to 5 s. In this
case, we can observe that the traffic is mostly fluid and the OLS model is perfectly
adapted for prediction purposes. However, the prediction results degrade significantly
in the case of bus line 89. We can observe from Fig. 5(B), that some localized sin-
gularities events (traffic jams) occur in some places and introduce a certain non-
linearity. As a consequence, the MAE value increases up to 134,18 s.

In order to investigate this behavior, we have considered a second approach, based
on SVR (kernel = ‘Poly’ and ‘RBF’). The polynomial kernel is of second degree known
as Quadratic kernel, and the RBF (Radial Basis Function) kernel with gamma =
1/n_features and C = 1.0. The obtained prediction curves are presented in Fig. 6.

We can observe that the SVR method with both kernels significantly outperforms
the Linear Regression model. These results are also confirmed by the global MAE
values and computational time reported in Table 2. We can observe that the CNN
training process is faster than the other two methods.

Table 1. Prediction results for bus 79 and 89 both directions

79 Beau > Ovra 79 Ovra > Beau 89 Beau > Le Cr 89 Le Cr > Beau

MAE 4.96 3.18 134.18 133.2

MAE = Mean Absolute Error (s), Beau = Beausejour, Ovra = Ovrault, Le Cr = Le Cardo

Fig. 6. Support vector regression (‘Poly’ and ‘Rbf’) vs linear regression

Table 2. Prediction error and computational time for bus 89 direction Beausejour > Le Cardo

OLS SVR (rbf) SVR (poly) CNN

MAE 134.18 71.23 72.06 59.38
cTime 818 12063 11727 768

MAE = Mean Absolute Error (s), cTIME =
Computational Time in (s), OLS = Ordinary
Least Squares, Poly = Polynomial, Rbf = Radial
Basis Function
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The results obtained confirm our original intuition: more complex, non-linear
machine learning techniques are required, in order to be able to obtain more accurate
predictions while taking to account this localized, non-linear phenomena. Let us now
investigated if the proposed CNN can further confirm this intuition.

Figure 7 presents the prediction curves between the different machine learning
techniques considered.

The proposed CNN method outperforms the two previously considered techniques,
with overall gains accuracy (Table 2) of 18,5% with respect to SVR and 77,7% better
over OLS. The learning curve evolution of the CNN training model (for 105 epochs) is
also illustrated here.

In Fig. 8, the histogram and cumulative histogram plots are presented.
From the plot (left) we can observe that 50% of the simulations have an MAE lower

than 34 s (which corresponds to the median of the MAE). Moreover, in 80% of cases
the MAE is inferior to 86 s.

Fig. 7. OLS vs SVR (Poly and Rbf) vs CNN, the Learning curve for CNN
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6 Conclusion and Perspectives

In this paper, we have proposed a new approach for the prediction of bus arrival times
in the various bus stops over their itinerary.

We have shown that modeling the traffic data as a 2D image can offer multiple
benefits for structuring the information in a meaningful and exploitable manner.

A dedicated CNN network architecture has been proposed, which makes it possible
to predict the bus arrival time while taking into account the current traffic situation. The
experimental results obtained showed that the proposed CNN outperforms the tradi-
tional prediction techniques based on linear regression or SVR approaches, in both
prediction accuracy and computational complexity.

Our perspectives of future work concern the consideration of different neural
network-based approaches able to deal with the temporal nature of the data, such RNN
(Recurrent Neural Networks) and LSTM (Long Short Time Memory).

Acknowledgment. Part of this work has been carried out within the framework of the
French FUI project ETS (Electronic Ticketing System), supported by the Conseil Départemantal
de l’Essonne and the Systematic Paris Region competitivity cluster.
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Abstract. We propose a platform for tourism Guidance Tracking and Safety
(GTS) based on beacons Bluetooth Low Energy (BLE), mobile device App and
a central cloud server. Context information is provided to improve tourism
transportation options taking into account local offer and a collaborative gam-
ified approach is applied to share trips and advice natural trails walk. Guidance,
safety is provided in remote natural walks and a case application in Madeira,
island Levadas, natural trails. This work is the results of a submitted project
between ICSTE-IUL and Madeira University used to create a tool to get tourism
data, advice and orient tourism for ecological trails.

Keywords: Beacons � App � Mobile device � Orientation

1 Introduction

Every tourism activity has specific geography and temporal sequence, and contem-
porary tourism geography is a growing field of study. Considering this reality, we
propose the creation of a shared platform to collect tourist data in a non-intrusive way
that provides context personalized and safety information based on the new approach
of beacons interaction with mobile devices. The management of the collected data
supports better policy taken decision as well as touristic operators’ new offers to best
meet tourist needs. Improving touristic experiences was in the scope of Human-
Computer Interactions researchers in the past [1]. Poon [2] refers in his study the
importance of technology as a strategic tool to tourism. Research on information
technology and tourism has reflected the general understanding of how technology
changes our society and economy [3]. There are now possibilities to access a variety of
data, in massive quantities, in different formats and potentially real-time [3]. Fuchs
et al. [4], presents a knowledge infrastructure which has recently been implemented as
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a genuine novelty at the leading Swedish mountain tourism destination by applying a
business intelligence.

The main goal is the acquisition of quality data to create new and improve tourist
product offers while also supporting informed policy decisions and prepare better
transportation offers. Smart destinations enable a city to achieve a unique selling
proposition and to make the overall experience of tourists visiting the destination more
fun-filled and convenient [5]. Some authors stated [6], that the evolution and conver-
gence of several technologies, such as wireless communications, machine learning,
real-time computer decision–making, sensors, cameras, and embedded computing are
promoting the fast growth of the Internet of Things (IoT). Most of the IoT sensors are
expected to operate using a battery for months or years without resorting to external
power sources. To satisfy this expectation, suitable wireless sensor network tech-
nologies are required [7] including low power WPAN (Wireless Personal Area Net-
work) standards such as Bluetooth Low Energy (BLE) [8]. Schöning et al. [9]
evaluated how information generated on-the-fly about a point of interest (POI) can be
presented interactively using an augmented reality approach. In another way, Marshall
et al. [10] analyses how tangible multi-touch surfaces could be adapted to multi-user
interactions between users in a touristic centre in the planning phase of a trip. More
recent Zhang et al. [11] investigate how generating touristic trips differs when per-
formed by a group of people, including inter-group communication, labour & infor-
mation search division, and cultural difference between the tourists.

Based on IoT technologies, information on how tourists move can be acquired and
complemented by other tourists’ related data (e.g., range age, gender, country, visiting
days, visited places and impressions) collected from social networks for additional
information about their impressions about a place. Data is then processed to extract
knowledge for Tourists Offices and local Operators.

A Mobile App shall be developed for tourism usage, giving integrated context
information about the local region to help tourists decide/choose Point of Interests to
visit and to know the best way to get there, and to receive safety advises and related
recommendations.

2 Context

2.1 Madeira Tourism

Tourism potential on Madeira Island lays on natural resources available for the activity,
in the exceptional laurel forest UNESCOWorld Heritage site [12]. A special interest on
this ecological unit enforced building the highland waterway levadas. The circa
1400 km of manmade-infrastructures are constantly channelling water from the
Northern part of the island, where is more humid because of the higher amount of
precipitation, to the southern part of the island where the climate is drier in comparison.
They supply water for agriculture and plantations of sugarcane and at later stage to
vineyards to produce Madeira wine [13]. They play a very important role supplying
water to the hydroelectric plants installed on the island. The levadas offer the possibility
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to walk through the laurel forest, a unique sightseeing in the world; they still an
alternative way on land connecting villages and urban structures, often used for tourism
activity. During the period between October and April is when most of the cruise ships
disembark on Madeira, being a great contribution to tourist arrivals, but due to the
reduced time on land, just few levadas are visited. Tourists booking a longer stay on
Madeira Island and traveling by plane are the ones visiting more often the trails.
Regardless of the importance of levadas sustaining local economy, there are few studies
centred on their tourism potential. Authors like, Almeida, et al. [14] are studying their
use for tourism and their contribution to the variety of offers. For three months, 150
tourists interested on walking routes registered their opinion on a tailor-made survey
provided on the most visited trails on Madeira Island. Tourists gave value to this
experience as an opportunity to have direct contact with nature, but not necessary
engaging on physical activities. The region offers excellent natural resources for
tourism activity, cultural assets and ages-old architecture; however, motivation to visit
the Destination lays on enhancing their well-being through the unique island landscape,
trekking on levadas and the climate. Although, there is a lack of studies centred on
tourism on the levadas.

2.2 Tourism Carrying Capacity of Natural Tourist Attractions

Tourist managers concerned with possible impacts from visitors’ flow, use operational
data for planning and managing of the attractions [15]. In Spain, García and Ventura
[16] studied tourism and the public use of natural protected areas with the intention to
assess impacts of visitors by using carrying capacity. In Mexico, some authors [17]
used this methodology to determine tourism capacity on the mass tourism destination
of Cozumel. They adjusted the methodology by creating local indicators for sustain-
ability based on independent variables thought more feasible to quantify. In Portugal,
[18] assessed tourist capacity to provide thresholds for beach management. Queiroz
et al. [19] determined the tourism carrying capacity in the Azorean Islands using
Cifuentes’s correction factors for social, precipitation, light and accessibility, high-
lighting the social factor affecting greatly his calculation by considering groups of 15
people and a minimum group distance of 250 m. Moreover, tourism capacity shall be
taken as a borderline relating actions to minimizing impacts from tourist activity.

Despite of the methodology being commonly accepted, several concerns point out
the subjectivity by using variables requesting permanent revision. Tourism capacity can
be the visitors’ perception linking rhetorical thresholds. As human values influence the
calculation of such limit, it is very difficult to find the real threshold for visitation [20].
For example, local people being more familiar with a tourist attraction, register different
satisfaction levels related to sense of crowding. Patterns for local and foreign visitors’
variate greatly as behavioural attitude differs also [18].

However, the assessment of tourism carrying capacity provides a start point for
managing tourism; it carries the ability to understand boundaries for visitation related to
sustainability. The process itself is not extremely technical, which reduces the need for
specialised people and costly equipment.
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2.3 Beacons

A Beacon is a small Bluetooth Radio Transmitter that repeatedly broadcasts syn-
chronous Bluetooth Low Energy (BLE) [21] signal in a restrict region/area. Each signal
contains configurable data that can be received by a smart device. A beacon example
can be observed in Fig. 1.

Estimote Beacon. It was implemented by Estimote, Inc - a company founded in
2012 by Jakub Krych and Łukasz Kostka, graduates from Jagiellonian University and
AGH University of Science respectively. Nowadays, Estimote sells five types of
products [22]: Location UWB Beacon, Location Beacon, Proximity Beacon, Sticker
Beacon, and Video Beacon. The most appropriated Estimote product to use in an
Indoor Location concept is the Proximity Beacon. This device holds an average of 2–3
years of battery life and a configurable range of maximum 70 m in open field.

BlueCats Beacon. In 2011, BlueCats was founded by Cody Singleton, Kurt Neh-
renz and Nathan Dunn in USA and Australia. Indoor location devices are the core of
this company. There are 3 types of beacons available on the marked: AA Beacon(BC-
313) [23], Coin Beacon [24] and USB Beacon [25]. The most designated BlueCats
product for complement this project is the AA Beacon (BC-313). This indoor location
device holds waterproof and a battery life of maximum 5 years depending on the device
performance.

Beacons are the most recent indoor location technology, it is easy to configure and
to maintain. It has its own API for the developers that want to implement an ILS. The
security and Privacy of the users are safe, and the cost of each equipment is not
expensive. Both beacon types, Estimote and BlueCats, have very similar characteristics
so we are sure that both would fulfill all the requirements of this project. Since the price
and the characteristics of both beacons are similar, we chose the Estimote beacon
because the design of the product holds a better look. Figures 2 and 3 shows the design
of both products, Estimote Proximity Beacon and BlueCats AA Beacon (BC-313).

Fig. 1. Estimote Proximity Beacon (left) and BlueCats AA Beacon (BC-313) (right).
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3 Architecture of GTS

Taking into account our research goals our platform are based on: GPS tracking in a
mobile App, an App that performs user interaction, Central cloud server to store data
and perform data analytics with a dashboard, beacon configurator.

GPS Tracking – module to track tourists in cities so that patterns of movement can
be recognized and preferred routes identified. This process runs in the APP, and it will
record the location of the tourists periodically by GPS and store the information which
can be synchronised when tourists reach a Wi-Fi point. A gamification approach could
be added to increase tourist’s attachment to their apps.

Beacon locater and context information - Using new technology based on Blue-
tooth Low Energy the beacons can be configured and implemented near each PoI (Point
of Interest). Given the hyper-local and contextual capabilities of beacons, they are of
immense value to both travellers as well as players in the tourism industry. The beacon
signal will the captured by mobile device App, and context information can be sent to
the mobile APP, and we take mobile device Bluetooth address and date/time (way of
checking the tourists present in a specific place). We aim at implementing a new
approach to context information used in the commercial area applied to the tourism
business. For example, tourists can be alerted about useful information when they are
close to a PoI, transportation schedules, weather updates and public services in multiple
languages, and at relevant times during the day.

Cloud Server and dashboard - A cloud platform will store data and run all devel-
oped process for data analyses. All developed will be available and since it is a cloud
environment can be shared. During the project, we will discuss with each Tourism
Office existing local server and how local information can be stored.

We incorporate the most advanced techniques of data visualization, especially for
what concerns the ease of discrimination of the target of interest vs the rest of the
picture. To achieve this, a Dashboard will be developed. Dashboards present poten-
tially disparate and complex pieces of information in a unified presentation view and
are becoming common place.

4 Context Information and Beacons

These BLE devices are responsible for sending data that is going to be after received by
the End User smartphone (as a BLE signals receptor) that is going to be after converted
as user current location by the app. To validate the source of each BLE signal, each
beacon needs to be configured and placed separately by System and Database
Administrators in order to distinguish each beacon separately. As long as the End User
smartphone receives a different BLE signal when walking through, the user current
location is updated.

Beacon Physical Placement
The role of this process is to get the number of beacons needed, the position where each
one is going to be placed in each building and the broadcasting power in order to get a
good performance of the ILS, avoiding BLE signals overlap. If there is BLE signals
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overlap the correct user location can’t be assured. An external mobile App was
developed to test the beacons, named Nearest Beacons App. The first step is the Beacon
Manager. This entity is responsible, as the name says, to manage the beacons that the
smartphone can intersects while the user is walking. Estimote provides an SDK that
offers an API to handle the BLE connection, so there’s no need to monetize and process
all the packets that are nearby the smartphone because this API fulfils the requirements
of what is needed in this entity. To import this SDK, we need to add it as a dependency
of the Android Studio project. In Gradle Scripts, into the build. Gradle, we just need to
add the dependency. Until now, version 1.4.0 is the most viable to use, so that is the
one that we choose to work. The second step is the BLE signal parametrization.

Broadcasting Power and Range
Broadcasting Power is the power with which beacon broadcasts its signal. The range is
described as the area where the BLE signal can be intersected/received by other smart
devices. Broadcasting Power directly impacts the signal range. High power values
mean that the range is going to be bigger/longer. The Broadcasting Power can be set
from −40 dBm (minimum) to +4 dBm (maximum) – corresponding to a minimum
range of 2 m and maximum range is 70 m, without obstacles between the Beacon and
the receiver.

Advertising Interval
The beacon’s transmission packets can be configured in a restrict interval, this interval
is the time when the beacon is “sleeping”, which means how long the beacon will be
freeze until sending another Ibeacon packet. For example, if the interval configured is
100 ms, it means that the beacon will broadcast its signal once every 100 ms (or 10
times per second). It can be set from 100 ms to 2000 ms. Choosing the interval can
affect the battery life of the equipment: when the interval is low, more packets are sent,
which means that the battery life will be shorter.

Beacon Identification Parametrization (Using the IBeacon Protocol)
The IBeacon protocol [26] was developed by Apple in 2014. This protocol enables the
configure which data, and its format that is going to be sent in BLE signals of the
beacon.

In each IBeacon packet there are the following features:

– UUID: 16 bytes, usually represented as a string, e.g., “B9407F30-F5F8-466E-
AFF9-25556B57FE6D”;

– Major number: 2 bytes, or an “unsigned short”, i.e., a number from 1 to 65,535;
– Minor number: 2 bytes, same as Major.

This data format offers the user/developer the ability to create a hierarchy of bea-
cons and lets the app get the information it is inside or outside the Beacon Region. This
protocol is suitable for this project because in each BLE packet three fields are sent so it
is possible to have more combinations and be more specific when identifying the
beacons signal origin.

BLE Signal Characteristics
The Received Signal Strength Indicator (RSSI), is the strength of beacon’s signal as
received on the smart device. This is related to distance and Broadcast Power, i.e., the
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strength depends on distance and broadcasting power values. Considering the maxi-
mum Broadcasting Power, +4 dBm, the Received Signal Strength Indicator range from
approximately −26 (close distance, few meters) to −100 (40–50 m). The RSSI can be
used to estimate the distance between the device and the beacon.

NearestBeacons App
A mobile app called NearestBeacons was developed by the author based on the
Estimote API [27]. This auxiliary application has the objective of evaluating the BLE
signal, depending on the position of the user, as a monitor of BLE signals intersected.
This app, when scanning and detecting one or more BLE signals, print the following
fields of each signal order by signal strength (RSSI) on the smartphone screen:

– Major and Minor: to identify which beacon we are evaluating;
– Measured Power: “indicates what’s the expected RSSI at a distance of 1 m to the

beacon”. [28].
– RSSI: Signal strength value that depends on distance and broadcasting power [29].

The string format that is printed on the screen, for each intersected BLE signal,
follows the next nomenclature: [incremental intersected BLE signal counter value] +
“– Major:” + [Major value] + “|Minor:” + [Minor value] + “|Measured Power:” +
[Measured Power value] + “dbm” + “|Rssi:” + [RSSI value] + “**”. Figure 2 shows
an example of NearestBeacons app showing two intersected beacons ordered by RSSI
value, with the corresponding fields referred above.

5 Levadas App

Trail map and all related information are loaded in our App storage. GPS gives position
and related information is represented based on users position. If GPS is not available
beacon can generated alerts information. For example dangerous zones, guidance when
alternative paths were available. This still a conceptual work that we intend to
implement under TABS project (Interreg Atlantic submitted project). Previous load
information in the app can give details about the places. Major output is the alerts in
dangers places, where we allocate beacons. When mobile device is in the range (we
configure 70 m), the mobile app is awaked by beacon signal and information is dis-
played about the problem. We validate the concept at our university in an indoor
guidance system [30]. Tested in a population of the system around 100 walks were

Fig. 2. NearestBeacons scan values example
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measured an evaluated system location and information. Indoor location with BIM
information gives a good location.

Testing @Iscte Campus - Due to delays on project we prove concept at our uni-
versity campus and wait for this installation. We use a set of 26 Estimote beacons. Test
Cases to perform these tests, we needed to choose where would be the current
position/location of the user in Edificio 1 and also pick the final destination. But before
that, we decided to split these tests into two approaches: the current location floor is the
same of the destination and the other one, the current location floor is different from the
destination floor. Also, in the end we tested the situation of running the mobile App in a
position that is not covered by a beacon region.

The current location floor is the same as the destination. In this test, the current
location floor is the same as the destination floor so there is no need to use stairs or
elevator, so we expected that the App only renders one map floor. The user is going to
choose the room 1E02 as a destination, and his current location is going to be on the
west side of the floor on the left bottom. Each location can be confirmed in Fig. 3 (left),
the current location in yellow and destination in red color. Having this current location
and destination on the same floor, the Find Me! App can calculate two possible paths to
reach the destination. One is through the south corridor and the other through the east
corridor. Figure 3 (right) represents the two expected possible path.

6 Conclusions

This beacon solution with pre-loaded information can play an important role in natural
trails where there is no cellular network, giving guidance and safety alarms. The app
can track also tourists to better understand their behaviour. In spite off not being
installed in a natural trail, the solution has more than one-year working experience in
indoor guidance environment and also for emergency evacuations. With a very easy
installation process, the current solution is limited by beacon battery duration each is

Fig. 3. Floor 1 map with current (yellow) and destination (red) locations marked (left) and -
Floor 1 with paths possible options marked (right) (Color figure online)
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also related to beacon range, but at local university tests, we are running the same
beacon for more than two years. This solution can be applied also in a point of
interesting to track tourists and give them useful information about the place.
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Abstract. This research work presents a prototype model, focused on
an android application, to handle the problem of finding an available
parking space during driving process for all type of road vehicles in a city
using historical data and prediction methods, where there is not any type
of real-time system to provide information about the current state of the
parking lot. Different source data integration were performed to improve
the process of prediction, namely events in the surrounding areas, traffic
information on the vicinity of the park and weather conditions on the
city of the parking lot. This type of system aims to help users on a
daily basis to find an available parking space, such as recommending the
best parking lot taking into account some heuristics used by the decision
algorithm, and creating a route to it, this way removing some anxiety
felt by drivers looking for available spaces.

Keywords: Parking occupancy · Prediction · Mobile App

1 Introduction

Wanting to leave home and knowing that the parking lot will have an empty
space for your car when you reach it, is an increasingly necessity in the lives
of people. We all have been in the situation of trying to locate a free parking
place to park the car, and after minutes and minutes of looking, we start to
get frustrate and our stress levels increases, making us angrier and therefore
increasing the probability of making an error, possibly causing an accident [6].
The strategy used from most of the drivers looking for a free parking space is
called “Blind Search” [14] and is used by the drivers when there is no information
given regarding the current status of the parking lot. This strategy is based on
the driver going around the park looking for an empty parking space until they
find a free parking space.

Every day, vehicles in search of free parking spaces negatively impact traffic
conditions and the environment, making people lose a lot of time looking for
a free parking space. This impact on traffic conditions goes up to 30% [1] and
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pollution in cities for up to 40% [10], as drivers looking for a parking space often
slow down or even double-park their cars, which blocks other cars, causing the
traffic behind them to slow down too. Another problem lifted with the search
for a free parking space, when there is no information, is that drivers often
are distracted, putting cyclists and pedestrians in danger [6]. Another emerging
problem in the transportation systems in cities is the management of the spa-
tial resource since it is limited, as well as the parking cost being to expensive
[14]. This limited resource contributes to cars spending to much time looking
for parking places and consume to much gas/energy during the search for an
available parking space.

Cars where initially invented to increase convenience and comfort in everyday
life of people, however car congestion in a city causes unpleasant problems such
as environment issues, energy consumption, parking space shortage, traffic jams,
noise, air pollution, and even minor psychological damage to some people [14].
From all of those, we can check that the parking space shortage is regarded as
one of the major issues in city transportation management since spatial resource
of a city is limited and the construction of new parking spaces is expensive,
and as a result, cars will need more time and have a larger energy consumption
while looking for a parking space. A study on the parking situation in Schwabing
(Germany) was done and it concluded that the annual total economy damage
due to traffic caused by the search of an empty parking space had been estimated
as much as 20 million euros [2].

If the city has means to inform the drivers in advance about the availability
of parking spaces at and around their intended destination, the traffic congestion
can be efficiently controlled [18]. On average it takes 12 min to a driver to find a
free parking place [10] and a nation-wide survey done in Netherlands says that
if employer-provided and residential parking are excluded, a total of 30% of car
trips end with the search for a free parking space [1]. In the United States of
America, a car looking for a free parking space in Los Angeles needs to go around
a block at least two and half times to find a clear space to park, adding a total
of around 1,500,000 excess kilometers traveled, resulting on almost a total of
178,000 L of gas wasted and a total of 730 tons of carbon dioxide produced in
one year [7].

Is important to define parking availability to be the remaining parking spaces
in a parking lot, and as of what was said earlier, parking availability is among the
most important factors affecting car-based trip decisions and traffic conditions
in urban areas. Drivers decisions are influenced by past experience, as well as
real-time (on road) perceptions [16], meaning that parking is such a case where
prior knowledge on possible prevailing conditions (e.g. difficulty in finding a
parking space, parking costs, and so on) affects drivers parking decisions, just
like the knowledge of current conditions (e.g. day of the week, if it is raining and
how much, temperature, events around the parking spaces, and more) affects
parking availability [13]. Predictive parking information reveals to be a very
useful information for all drivers, as users will make informed choices, improving
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and optimizing parking searching in a way that people could start to plan their
route depending on the availability of parking spaces at the destination.

Taking all this into consideration, in this paper we propose a system that
offers the user the shortest path to the most optimal parking lot considering
various conditions, namely the distance from the parking lot to the destination
the user wants to get to, the duration of the trip, the occupancy of the parking lot
at the time of arrival and the price per hour of parking the vehicle in the park.
Information about the parking availability on the parking lot at a respective
time must be predicted by taking into consideration historical data from the
parking data occupancy, as well as other external factors, like weather, events
and traffic and characteristics of the parking lot, like the price per hour and the
total number of parking spaces.

This paper will be organized as follows. The following section will be about
previous research works for parking lot availability prediction. In Sect. 3 the
conceptual model of the proposed system is explained. For Sect. 4 the predictive
model is developed and feature selection is made. Next, in Sect. 5 validation for
the proposed system is made. Finally, we conclude our paper and suggest future
work in Sect. 6.

2 Literature Review

In this section we will focus which features show to be more important and have
a bigger impact on the prediction of the park availability, as well as the type of
models created to deal with this type of problem.

2.1 Feature Selection for Parking Prediction

Systems based on historical available data are cost-effective and, if it has enough
data, can cover cyclical variations over a year (e.g. seasons of the year, holidays
period, and so on) which may prove to be important [15]. In [16] six months of
historical data was used, and in [10] only two months, revealing to be a short
time to cover all possible outcomes and not showing the full impact of cyclic
features like seasons of the year.

Having access to historical data is really important when dealing with this
type of problems, being easier to monitor and retrieve data from closed parking
lots than on-street parking. Monitoring each single parking space could reveal
expensive, so monitoring the flow of entering and leaving the parking lot [7] it
is easier and this way the monitor park will always have the exact number of
cars in the parking lot at a reasonable cost. However, this type of monitoring
will not be able to give the exact position of a free parking space and can only
be implemented on closed parking lots.

There are some factors that can influence the search for a free parking
space. Weather information is one of the features that reveals to be impor-
tant when evaluating the parking occupancy, like rain intensity, temperature
and wind strength [8]. Bad weather conditions could lead to lower traffic flow
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than expected, but parking occupancy would just be affected in shopping malls,
iconic locations, and other, not on parks close to apartments and offices [13]. The
period of the day and time of year are also important [18], as holidays, week-
days and hour of the day could have direct impact on park occupancy. Holiday
features reveal to be really important, as parking availability is really different
between a normal day and an holiday, showing bigger parking occupancy in park
close to apartments and shopping malls, and quiet less in office parks [13]. The
time of the day can generate more information like, the day, the month and the
hours of the day, affecting, once again, the traffic and park occupancy [10]. The
location of the parking lot is also an important factor [10], since if the parking
lot is in the proximity of some type of shopping mall or close to an important
public highway, or even if events happen regularly around the parking lot, like
football games and concerts, those can cause a significant increase in the amount
of traffic, consequently increasing the demand for free parking spaces [6]. In [13]
each parking lot is categorize into seven categories of the parking lot, being those,
apartment, office, mall, food, hospital, park and entertainment. If the parking lot
is close to shopping centers or supper markets, it categorized as a mall parking
lot, and so on. The idea is that shopping malls will have a different availability
from 8 AM to 5 PM, than a park from an office building, and models created
for a type of category can be replicated to other parking lots inside the same
category.

As we can see throughout all features we can conclude that traffic information
is one of the most important factors when predicting the availability of a parking
space, as it directly influence the parking occupancy [16].

For [14] the parking cost and estimated queuing time outside the parking
lot are important factors to be taken into consideration, which can be used to
evaluate the effectiveness of parking guidance.

When predicting parking availability, factors like spatial and temporal have
varying importance [13], so first there must be a evaluation on which features
should really be used, since data like traffic and events are harder to get and the
effort to integrate that information is increasingly higher [10].

2.2 Modelling for Parking Occupancy Prediction

In [16] data obtained wirelessly from a IoT sensor network available in the
“smart” city of Santader, Spain, giving the current status of the parking space
(free/occupied). The model was developed using a methodology of two modules,
the first using Neural Network (NN) for the prediction of the time series of park-
ing occupancy in different regions of an urban network, and the second module
using some factors (e.g. weekday, weekend, time period, morning evening) with
survival analysis for estimating the probability of finding a free parking space
in the following time interval, resulting on visual representations, to help the
user decide. A näıve prediction is used as baseline, proving that the model gen-
erated as better accuracy values than the baseline when the predictive horizon
gets larger, revealing a robustness of the NN model in dealing with problems of
ranging levels of complexity up to half an hour prediction ahead.
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For the development of the application Du-Parking, Recurring Neural Net-
work (RNN) with the incorporation of Long Short-Term Memory (LSTM) were
used [13]. RNN have been successfully applied to sequence learning tasks, and
with help of LSTM, RNN will be able to continue to learn long-term tempo-
ral dependency. For performance analysis, the model built was compared with
other two methods, namely Linear Interpolation being a distance-weighted inter-
polation algorithm with the idea that as the distance between parking lots, its
parking availability is similar. The other method used was Gradient Boosting
Decision Tree GBDT, and the reason to choose this algorithm goes from its effec-
tiveness on training and on classification. The results of this experiment show
that GBDT outperforms Linear Interpolation, and in the case of the Du-Parking
model it gives a bigger improvement over the baseline algorithms implemented.

The idea behind [6] study is creating a demand profile, reflecting the parking
occupancy in a determined time and area, with the idea to apply this profile to
other areas with similar conditions. This solution reveals to be a good option to
reduce the implementation costs of this type of model in other areas of the city,
since the sensors installation and maintenance has a very high cost. A step to take
into account when implementing a system like this in a new area, is that the data
needs to be coherent with the new location. Aggregated features like date and
time, traffic value, temperature, precipitation, payment type and payed amount,
under a location unit id, are used to train the model and the target variable is the
occupancy rate. With the use of similar functions like cosine similarity and earth
mover’s distance, the authors were able to compare different locations between
booth projects, establishing which models best adapt to the areas of each other.
Algorithms used on model training using SFpark data, applying algorithms like
Decision Trees, Support Vector Machine (SVM), Multilayer Perceptrons and
Gradient Boosted Trees. Extreme Gradient Boosting was had the best accuracy
result of all of them.

For [18] the modelling of the occupancy rate is done after applying different
features with the help of methods like Regression Trees, SVR and NN. Predic-
tions are made for periods of 15 min ahead and all three algorithms were used,
but for predictions higher than 15 min, SVR was not, due to the long compu-
tation time needed. The first feature set has the input of time and day of the
week and the second feature set has the input previous observations of the occu-
pancy rate on a certain time and the number of steps ahead to be predicted
(each step represents 15 min). After applying all algorithms results show that
Regression Trees, the least computationally intensive algorithm from all three,
is better when comparing with the NN and SVR, for all feature sets. The feature
set that reveals better results is the feature set that includes the history of the
occupancy rates along the time of the day and the day of the week.

As a way to deal with the parking problem and to cope with the limitations
from Parking Guidance and Information System, the study in [14] focus on cre-
ating a concept of smart parking guidance system, as well as a parking guidance
algorithm to assign the driver to the most appropriate parking facility consid-
ering various factors, like parking cost, traffic congestion, distance to parking
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facility and walking distance to the destination. This system will monitor the
parking lot status in real-time with the help of sensors. This information is then
evaluated by the parking guidance algorithm in the central server, suggesting
the most appropriate parking facility based on the current status of parking lots
and the information inputted by the driver. The user then has the opportunity
to reserve the specific parking lot until he/she arrives, and subsequently parking
costs occurs from this point on, or just drives to the suggested option without a
reservation.

3 Conceptual Model

In this section we show the conceptual model of the system being developed. As
we can see in Fig. 1, the central part of this system is the android application
where the user can interact with the system. This application integrates all ser-
vices present in the study, having access to the predictive model being developed,
which are exploited in Sect. 4, with the help of the complete dataset, that com-
bines weather, traffic, events and parking occupancy data, being described in this
section. Other services are necessary for the development and proper functioning
of the application, namely some Google API Services, like Directions API, Maps
API and Firebase. In the following sections we explain the components of the
proposed solution being created.

Fig. 1. Conceptual model diagram for the proposed system.
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3.1 Android Application

The android application, as have been said, integrates all of the previous services
taking into account the predictive model responsible to predict the available
parking places in a respective parking lot. The main idea of the application is to
contain information about various parking lots so that each one has associated a
predictive model that provides the occupancy rate of the parking lot at a given
time. By having several parking lots added, this allows a better management of
the occupation of these parks, not allowing one park to have high occupancy
and the others to be empty, but rather indicating better parking options to the
user taking into account a decision algorithm that takes weight dimensions such
as, distance from the parking lot to the final destination, duration of the trip
to the park, the hourly price of the park, the distance the user is willingly to
walk, and more importantly, the occupancy rate on arrival to the parking lot
considering the current position of the user. With those heuristics in mind, the
decision algorithm provides the most optimal parking lot for the driver. In this
case, we focused on a single park, but the robustness of the model allows it to
be implemented in more than one nearby parking lot.

The application firstly shows some options that the user needs to fill, namely
the destination and how many meters it would like to walk from the parking lot
to the final destination. With the all options filled up, the application creates
the most optimal route between the start location and the closest parking lot
to the end location, by running the decision algorithm, as well as taking into
account the range off how many meters the user would like to walk from the
parking lot. In [11], if no park is in the surroundings of the end location inside
the range defined by the user, the system gives information to the user about
which parking lot in the surroundings of the destination has the most probability
of having a free parking space, as we have done, while also providing information
about the distance from the final destination.

3.2 Complete Dataset

The complete dataset is used to create the predictive model. This dataset is
composed by four datasets combined during the period from 1 of October of
2018 to 31 of January of 2019, making it a total 4 months of data. The data
was gathered every hour making a total of 4 months of data, resulting on a
2952 row dataset. The first dataset being used is the parking occupancy data
from a parking lot in Lisbon situated around the Marquês de Pombal area, plus
weather data of Lisbon, events on the surroundings of the parking lot and the
traffic data surrounding the parking lot. This data is then merged by the date
and time each measurement was made for each dataset. In the following sections
we explore each dataset and its composition.

3.3 Parking Lot Dataset

At first we have the parking lot dataset being used in this study, this parking lot
has a total of 336 parking spaces and is open 24 h a day from Monday to Sunday.
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Even though the dataset as not an extensive size to see the annual pattern of
the parking lot, this intercepts a key moment for park affluence, namely during
the Christmas period. This period allow us to analyze and perceive how the
parking occupancy changes during festive periods, as holidays can have an huge
impact on the parking lots [3]. Analysing this dataset we were able to conclude
that the months of October, November and January show very similar patterns
of occupancy over time, yet the month of December shows a very high variety,
much because it is a festive month and because it contains several holidays.
Another important factor is that this parking lot is located on a area which
is surrounded by office buildings, so we categorize this parking lot as an office
parking lot which may prove important in terms of their affluence and time
periods [13]. A decisive characteristic for the parking lot occupancy is that it
has an associated cost per hour [14] that will be further explain. The following
information represents the composition of each row of the dataset:

– Hour - representing the time the measurement was made;
– Date - representing the date the measurement was made;
– Rotation - number of rotation cars inside the parking lot;
– Covenants - number of covenants cars inside the parking lot.

The measurements of Rotation and Covenants gives us the total of cars inside
the parking lot from each type of client, and by adding the two we can have the
complete parking occupancy in the parking lot for the determined date and hour.

The parking lot has two types of clients, the ones from rotation and from
covenants. The rotation vehicles are the ones that enter and leave the parking
lot without any kind of commitment, besides having to pay the ticket for the
total number of hours spent in the car park. Users of type rotation need to pay
a fee per hour, more specifically 2.15e. In the case of the covenants, where a use
has unlimited entry and exit from the park during the time period in which he
made the advance payment, the cost must be negotiated depending on external
factors.

It is important to note that the parking lot to be studied is an underground
park with a total of 336 parking spaces and is equipped with extra services like
CCTV, so the security is higher, WC for the drivers and passengers, parking
places for people with reduced mobility and car wash, and can therefore be
differentiating factors at the time the users decide which parking lot they should
park the car. The location of the parking lots also turns out to be quite important
at the moment of decision by the users [4], since a good location can define the
use of a park.

3.4 Weather Dataset

The weather dataset was obtained from the OpenWeatherMap using the API
service History Bulk [9] from 1 of October of 2012 to 14 of March of 2019.
This dataset comes with 50947 rows, representing a total of almost 6 and a half
years of weather data from Lisbon, where each row of the dataset represents
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a measurement done for a respective date and time. The weather dataset was
collected in intervals of 1 h, as the weather conditions typically do not change
much during short time horizons [3]. From this dataset we used the following
columns:

– dt iso - date and time in UTC format;
– temp - current temperature in Kelvin;
– temp min - minimum temperature at the moment in kelvin;
– temp max - maximum temperature at the moment in kelvin;
– pressure - atmospheric pressure (on the sea level) in hPa;
– humidity - humidity in %;
– wind speed - wind speed measured in meter per second;
– clouds all - cloudiness in %;
– weather main - group of weather parameters (Rain, Snow, Extreme etc.);
– weather description - weather condition within the group.

Weather main represent the weather condition within the following catego-
rizations: clear, clouds, drizzle, fog, haze, mist, rain, smoke, snow and thun-
derstorm. The weather description gives some more information within the
weather main condition, like if it raining heavily.

It is important to know that temp min and temp max are deviations from the
current temperature that is possible to happen in large cities and megalopolises
geographically expanded.

We transformed some columns to a unit that is clearer and simpler to analyze,
such as passing the columns temp, temp max and temp min from the Kelvin unit
to Celsius. In the case of wind speed, we decided to convert it from meters per
second to kilometers per hour.

3.5 Traffic Dataset

Other type of data used for enrichment of the analysis were the traffic data. As
it has been concluded in the literature review, traffic information is one of the
most important factors when predicting the availability of a parking space, as
it directly influence the parking occupancy [16]. This data gives us information
about the traffic state on certain roads and it was obtained the same period as
the parking lot data. The data was gathered for the surroundings of the parking
lot since those areas in Lisbon are heavily influenced by traffic, and came in
the format of a JavaScript Object Notation (JSON), with various interesting
components like the average speed, average travel time and speed limit on certain
roads, but in our case we opted to use the sample size values that gives us the
total number of vehicles that passed through the segment of the road in the
respective date and time.

3.6 Events Dataset

One important factor that may over-saturate the parking lot are the events
on the surroundings of the location of the park [17]. If rich historical can
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be implemented and information regarding the events is known in advance,
the prediction can better adjust itself to take into account those spe-
cial occasions. For the events dataset case, we collect all major events
that occur within the surroundings of the parking lots for the same data
period. Having said that, 13 events were referenced due to their large size
and proximity to the parking lot under study, namely the following ones:
SIL - Salão Imobiliário de Portugal (03/10/2018–07/10/2018), Web Sum-
mit (05/10/2018–08/10/2018), Lisbon Fashion Week (11/10/2018–14/10/2018),
Greenfest (11/10/2018–14/10/2018), Lisbon Marathon’18 (14/10/2018), Lisboa
Games Week (15/10/2018–18/10/2018), Doclisboa (18/10/2018–28/10/2018),
Concert: Kodaline (24/10/2018), Super Bock em Stock Festival’18 (23/11/2018–
24/11/2018), Feira Outlet (07/12/2018–09/12/2018), São Silvestre de Lis-
boa Race’18 (29/12/2018), Wonderland Lisboa (01/12/2018–01/01/2019) and
Beethoven’s Violin Concert (18/01/2019–19/01/2019).

We did the same to define the holidays, resulting on total of 10 holidays with
different importance, meaning that for the same time span of the parking lot
data not all of the holidays have the same importance. We decided to give the
holidays an importance between the range 0 to 2, where 0 is a normal day, as
those do not represent any type of public holiday, value 1 represents a festive
day, but it’s not officially a holiday, and 2 a very important one. For example,
Christmas Day has a bigger impact then the Kings’ Day, as we can see in Table 1.

Table 1. Public holidays importance inside the period being analyzed.

Date Public holiday Importance

05/10/2018 Implementation of the Republic 2

01/11/2018 All Saints Day/Bread Day by God 2

01/12/2018 Restoration of Independence 2

08/12/2018 Immaculate Conception Day 2

25/12/2018 Christmas Day 2

26/12/2018 Boxing Day 1

31/12/2018 Réveillon 1

01/01/2019 New Year’s Day 2

06/01/2019 Kings Day 1

We also defined a school vacation period between 14 December 2018 to 31
January 2019 and a work vacation period between 22 December 2018 to 1 Jan-
uary 2019.

3.7 Google Services

The Google API services are of great importance in this application, as the entire
application works around the maps service provided by Google. The Maps API
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allows the presence of a map based on Google Maps data, that the user can
explore by the route to the parking lot. Another service used in the application
is the Directions API, that allows the application to obtain direction information
and draw a route between two points, taking into consideration traffic stats. This
service provides us with information for different transport modes, waypoints
and travel times, as well as one or more travelling routes to the destination
while checking the distance and time it takes from one point to another. In this
application, the only considered transport mode is a car, since all of the studies
focus on the parking lot state. Other Google service used is Firebase that supplies
the means to build an authentication system for the login and register option, as
well as the database to keep information about the users and the parking lots.

4 Development of the Predictive Model

In this section we be developed the predictive model while taking into consider-
ation the different features previously referenced, as a way to understand which
features best help the prediction problem reach better accuracy values.

4.1 Data Analysis and Processing

In this step we initially started by combining all the previously referenced
datasets by the datetime column all of them have and processing and combining
some data so it would be easier to analyze it and help take conclusions.

We then did a quick analysis of the data and we came across two incorrect
parking occupation measurement, where the total number of cars was greater
than the maximum capacity of the car park, which is 336. Having said that, we
removed the measurement with values greater than this capacity.

With the help of the datetime column, 4 new columns were created, namely
year, month, day and hour, representing the hour and the measurement was
made, respectively, and after that we dropped the datetime column.

To verify which features suits best to predict the total occupation in the
parking lot, we firstly created the column total that is calculated by joining
the rotation values with the covenants values to gives us the total number of
vehicles in the car park. We then used the Pearson’s Correlation Coefficients, as
this method give us a way to establish the relationship between two values, by
indicating that if one variable changes in value the other variable tends to change
its value too, in a specific direction. The Pearson’s Correlation uses two metrics
to evaluate the relationship between two variables, namely the strength and
the direction. The strength metric makes it possible to understand the absolute
correlation between two variables, so the stronger is the relationship, the higher
is the number in absolutely from a range between −1 and 1. A relationship of 0
means that there is no type of relationship between two variables is meaningful,
and in contrast, if the coefficient is 1 that reveals a really big correlation. The
other metric used is the direction of the correlation, namely the sign of the
value, where negative values means that, when one variable increases the other
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Table 2. Correlation of weather features with the target total.

Feature Correlation coefficient

road tunel marques 0.57

road mouzinho 0.74

road duque 0.39

road castilho 0.63

road braamcamp 0.55

road herculano 0.54

road praca marques 0.63

hour 0.28

day 0.01

month 0.004

year 0.0075

humidity −0.24

wind speed −0.17

clouds all 0.11

pressure 0.04

temp max 0.36

temp min 0.29

temp 0.32

decreases, and when the value is positive, as one variable increases the other
increases as well.

We then applied the Pearson’s Correlation to the continuous variables, as
this method evaluates the linear relationship between two continuous variables,
obtaining the results shown in Table 2.

As we can see from the results shown in the Table 2, the most meaningful
features are the traffic data, reaching values of 0.74 and not lower than 0.39.
In terms of weather data, we can conclude that only the temperature features
show a high correlation values which may be due to the fact that the car park is
categorize as an office park [13]. The resulting column features resulting from the
datetime feature, namely the year, month, day and hour, only the hour feature
revealed a bigger correlation value with a total of 0.28, the other features reveal
real poor correlation values, no greater than 0.004 in the case of month feature.

Having said, from the features evaluated by the Pearson’s Correlation we
selected the following columns for the rest of the work: road tunel marques,
road mouzinho, road duque, road castilho, road braamcamp, road herculano,
road praca marques, year, month, day, hour, temp max, temp min and temp min.
Even though theyear, month and day features had low values of correlation, this
values may be needed to retrain the model with data from other months and
years, just like in [10].
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Next, as a way to have better predictive results we created a column named
occupation tax that divides the total column by the total park capacity. This
method results in better predictions and a more intuitive result to show to
the user, meaning that for the case of a total of 280 cars in the parking lot,
it represents a 83% occupation that we always round up to multiples of 10,
resulting on a total of occupation of 90%, as the system to be developed needs
to generate precise parking availability values, because if the system returns more
free parking spaces than there really are, it would forward a user to a parking
lot with no free parking spaces, revealing a problem for the user and smear the
confidence on the system [12] so we always round up to prevent those types of
problems. We then removed the covenants, rotation and total columns, as those
columns are highly dependent and highly correlated with the occupation tax
target.

Various flag columns were added, the first one was flag weekend that identifies
if the current day of the measurement is on a weekend, having value true if so,
and false if it is a workday. The flag holiday has also been added, providing
information on whether the current date represents a holiday or not. The value
of the flag holiday feature, for a respective measurement, is given depending
on the importance of the holiday, as we can see previously presented in Table 1.
Also, a flag event was included, having value 1 when the day of the measurement
corresponds to one of the date intervals previously mentioned in Sect. 3.5.

Two columns identifying vacation periods were also added, the first being
flag vacationperiod representing the festive period when several people take their
holidays. This flag as value 1 for every measurement made between 22 December
2018 to 1 January 2019 and 0 for every other case. The second flag vacationschool
represents the vacation period from school, that lasts approximately between 14
December 2018 to 31 January 2019, where once again, all measurements made
inside this time period have value 1, and the rest has a value of 0.

The latest flags added represented the current weather condition based in the
weather main column. The first one was the flag fog, identifying measurements
where the atmosphere had any type of fog, this column would have value 1 if the
weather main column had one of the following results: fog, mist, haze or smoke.
The flag rain was also added giving information if during the measurement it
was raining having value 1, and 0 if not. The same happens with the flag storm
representing whether a thunderstorm was occurring during the measurement.

To conclude, we have total of 2950 rows for the complete dataset, composed
by 23 columns, more specifically the following ones: temp, temp min. temp max,
flag rain, flag fog, flag storm, year, month, day, hour, flag weekend, flag event,
flag holiday, flag vacationperiod, flag vacationschool, road tunel marques,
road mouzinho, road duque, road castilho, road braamcamp, road herculano,
road praca marques, tax occupation.

4.2 Algorithm Testing

In this section we started to perform algorithms tests to predict the total occupa-
tion of the parking lot. The algorithms chosen to test this were Neural Networks
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(NN) like in [16], has it is a good solution for a time series prediction like our
problem of parking occupancy. Distributed Random Forest (DRF) were also
used, as those are a forest of classification or regression trees, rather than a sin-
gle classification or regression tree, as in [18], where Regression Trees had better
results and less computationally needs comparing to SVR and NN. At last, Gra-
dient Boosting Machine (GBM), that corresponds to a sequentially regression
trees on all the features of the dataset in a fully distributed way, being a good
option as those gave the best results in [6]. Those algorithms were applied to the
complete dataset, where the datasets where divided in 70% to train and 30% to
test and to validate the results obtained we used a 5-fold cross validation, has
it helps to prevent the over-fitting [18]. To test the impact of each feature type,
we decided to test each of these feature in the complete dataset (Events, Traffic
and Weather) with the park occupancy data, as well as the park occupancy data
alone. All these algorithms were implemented with the help of the python library
H2O [5]. We then tested the algorithms with the complete dataset, resulting in
the accuracy metric and the execution time metric values shown in Table 3.

Table 3. Accuracy and mean execution time results.

Dataset GBM Execution
time

DRF Execution
time

NN Execution
time

Completed Dataset 72% 10 s 71% 13 s 67% 25 s

Park + Events Dataset 76% 5 s 76% 9 s 60% 23 s

Park + Weather Dataset 74% 5 s 73% 10 s 61% 21 s

Park + Traffic Dataset 73% 6 s 70% 9 s 65% 24 s

Park Dataset 69% 3 s 71% 8 s 53% 24 s

The results obtained in Table 3, show that overall the GBM model had the
best results in terms of accuracy, with a maximum 76% accuracy result with the
park plus events dataset, where the RDF model showed an equal value of 76%
and the NN model 60%, respectively. We were also able to verify that for all the
other datasets, we obtained very uniform results, where GBM reached values no
lower than 69% and with a maximum of 76%. For the DRF model we obtained
values as low as 70% when using the park plus weather dataset and as high as
76% using the park plus the events dataset. In the case of the NN model the
complete dataset have shown the best result with a total of 67% accuracy and,
for the case of the lowest accuracy, the park dataset showed again the worst
accuracy results, with only 53%. One of the possible reasons for the accuracy
values of the NN being so low when comparing to the rest of the methods used,
may be because of the small size of the dataset to be used, with only 2950 rows.

Some reasons for the results obtained and the features not giving much more
information in terms of predicting the park occupancy, could be due to three
reasons. The first being the parking lot categorised as an office category park,
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where people will have to move to their work and park the vehicle there often
regardless of the weather, traffic and events. The second reason may be because
the park is underground, which can cause the weather condition not to be so
critical to the affluence of the park. In contrast, data from events in the vicinity
of the park show to be quite useful when forecasting the occupation of the park,
this is due to the fact that the occupation, mainly of the total number of rotation
vehicles, changes considerably at the times when an event occurs in the vicinity.
And the last is that the user with a covenants will park there regardless of the
weather, traffic and events on the surroundings, since they have already paid a
sum to secure a place in that park.

Being this a solution to be implemented in the application the execution time
is important for the application efficiency and speed. When analyzing this metric,
we see that GBM overall reveals the lowest executions times with a maximum
of 10 s to run while using the complete dataset, being this the largest dataset.
In comparison, with the complete dataset the RDF needs 13 s and the NN needs
25 s. The GBM model also had the lowest execution time with only 3 s needed
and an average of 6 s for all of the cases. Like the GBM model, the DRF model
also show low mean execution times with an average of 10 s and for the case of
the NN model we see the biggest execution times with an average execution time
for all datasets of 22 s.

Taking those conclusions into consideration, we choose the GBM model with
the complete dataset as the model to be exported and used in the android
application to provide the parking occupancy levels for a certain time interval.
Although this is not the model with the best values of accuracy and execu-
tion time, it does not depend on one type of data, meaning that if a problem
occurs with one of the sources of data the efficiency of the model is not fully

Table 4. Confusion matrix for the GBM model built with the complete dataset.

0 10 20 30 40 50 60 70 80 90 100 Error Rate

85 51 0 1 0 0 0 0 0 0 0 0.3795 52/137

9 1497 13 1 0 0 1 0 0 0 0 0.0158 24/1521

0 55 200 6 2 2 1 0 0 0 0 0.2481 66/266

0 15 12 111 10 2 0 0 0 0 0 0.2600 39/150

0 5 6 13 77 3 2 1 0 0 0 0.2804 30/107

0 2 2 0 3 45 1 1 2 2 0 0.2241 13/58

0 5 3 0 0 4 118 1 2 2 0 0.1259 17/135

0 2 0 0 0 1 6 55 8 3 1 0.2763 21/76

0 0 0 0 0 0 4 3 132 18 1 0.1646 26/158

0 0 0 0 0 0 1 2 18 263 3 0.0836 24/287

0 0 0 0 0 0 0 0 1 16 38 0.3091 17/55

94 1632 236 132 92 57 134 63 163 304 43 0.1115 329/2950
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compromised and the difference between the best accuracy and the accuracy of
the complete dataset is only 4%.

After that we decided to analyze the confusion matrix of the GBM Model
built with the complete dataset, as the results can be see in Table 4.

By analyzing Table 4, we can see that the dataset is unbalanced because it
has almost half of the records at the expected value of 10%. To try and avoid
this problem of unbalanced, we aggregated certain values with fewer counted
records to try to balance the categories with more data. In this case, we then
divided the occupation of the park into categories of 0–10%, 20–30%, 40%–50%,
60%–70% and 80%–90% and 100%, thus balancing the number of each category
and, in turn, making it easier to predict new values within those categories.
w in our case we implemented the above categories. After this treatment, we
obtained an increase on accuracy levels to a total of 79%, an increase of 7%,
and an execution time of 6 s, having an increase in performance of 4 s. The new
results for the confusion matrix can be seen in Table 5.

Table 5. Confusion matrix for the GBM model built with occupancy categorization.

0%–10% 20%–30% 40%–50% 60%–70% 80%–90% 100% Error Rate

1212 51 1 1 0 0 0.0419 53/1265

84 615 15 1 0 0 0.1400 100/715

1 32 187 6 1 0 0.1762 40/227

3 12 5 169 12 5 0.1996 37/206

0 1 0 8 299 29 0.1101 37/336

0 0 0 0 28 173 0.1393 28/201

1300 711 208 184 340 207 0,1 295/2950

As we can see by evaluating the results in Table 5, we have a better distribu-
tion of the results than in Table 4, so thus increasing the rate of correct forecasts.
To conclude the model being used in the rest of study it is built using the GBM
model with the help of the complete dataset, to predict one of previously pre-
sented six categories. These models are built using historical information with
an interval of one hour from the parking lot occupancy, weather data, traffic
data and events data.

5 Results Evaluation

In this section we focused on the consolidation of the proposed system and test
its efficiency and functionality. For this assessment we considered the example
where a user is trying to find an available place at a peak hour in Lisbon.

For this example, the user started at ISCTE (Instituto Superior de Ciências
do Trabalho e da Empresa) in Lisbon, looking for a place to leave the car in
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the area of Marquês de Pombal with a radius of 500 m of search between the
destination and a parking lot, where all the parks outside of this range will be
discarded. If there is not a single option inside the range defined by the user, the
application will suggest the closest parking lot and a pop up will appear asking
the user if the application should show the route to that park. This search will
be performed at the 9:00 am to simulate the peak hour on the area of Marquês
de Pombal.

Fig. 2. Navigate option with Marquês de Pombal as the destination.

As we can see in the Fig. 2, the user inserted Marquês de Pombal on the first
input box and 500 m on the second input box. After this, the user clicked on
navigate and the decision algorithm would run to calculate the weight of each
option. This algorithm takes into consideration four heuristics to find the best
suitable parking lot. First it takes into account the occupancy of the parking lot
at the time of arrival, secondly the duration it takes from the current location of
the user to the park, next the distance from the parking lot to the destination
provided by the user, in this case Marquês de Pombal and lastly, the price per
hour for having the vehicle parked in the parking lot. By taking this information
the algorithm was executed and provided the result of each option, while also
giving the value for the weight feature. The option with the biggest value on the
weight feature will be chosen and the route to that parking lot will be created.

After executing the navigate option, the decision algorithm will run and
decide which of the parking lots is the best option, in this case we only have

Table 6. Decision algorithm heuristics and weight outcome.

Parking lot Route

duration (s)

Distance to

the parking

lot (m)

Distance from

Destination to

parking lot (m)

Parking lot

occupancy

(Percentage)

Price per

hour (e)
Weight

Park 1 939 3029 348 40%–50% 2.15 184.85
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one parking lot added, so the output of the decision algorithm can be seen in
Table 6.

By analyzing Table 4, we can see that the occupancy at the time of arrival is
between 40%–50%, being this the most important heuristic to take into consid-
eration by the decision algorithm. The duration from the current location to the
destination is also an important heuristic to take into consideration and in this
case the user was at 939 s away (15 min and 39 s). For the third heuristic to take
into consideration we have the distance from the destination and the parking
lot chosen, in this case the parking lot is at 348 m away from the destination
provided by the user. At last, the algorithm takes into consideration the price
per hour it costs the user to have their vehicle in the parking lot and for the
parking lot in consideration it is 2.15e. By providing all these features to the
decision algorithm it will produce an output (weight), which will be used for the
decision of the best parking lot, as the best option will have the highest weight
value, and the route to that vehicle park will be created, as we can see in Fig. 3.

Fig. 3. The route to the Park 1 chosen from the decision algorithm.

6 Conclusions

This work provides a solution to real-time guidance to parking places in a general
solution to the problem that is increasingly real in large cities which is to find
a free place to park the vehicle. A solution like the one shown has the potential
to reduce traffic within cities and in turn allow users to better manage their
time and route. In this study we consider three types of data to help predict
the occupation of a park categorized as an office park, namely events, traffic
and weather in the vicinity of the park, concluding that the data types with the
greatest impact are the events, mainly in the rotation type users. We were also
able to conclude that the traffic data show a high correlation with the occupation
situation of the park. This park contains the option of covenants, which does
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not suffer much disturbance, since the user has already paid a fee to be able
to guarantee the car inside the park over a given period, forcing the user in
a certain way to leave the car in the same parking lot. Good accuracy values
were obtained, however, the fact that the data are short and that the month of
December has patterns of parking not very common, due to the fact that it is
a festive month and with many holidays, can condition the forecast values. As
a future work it would be interesting to add more car parks to understand how
the decision algorithm behaves in several cases and to understand the impact of
the same types of data on those same car parks.
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Abstract. In this paper, we present and evaluate a system that automatically
identifies hazardous traffic situations using visual and acoustic sensors. The
system has been installed at three locations in Austria and several months of
audio and video data have been analyzed. We evaluate the accuracy of the
employed data analysis algorithms as well as the usefulness of the detected
events for the overall task of assessing the risk potential of a road intersection.
Our results show that the long-term analysis made possible by the proposed
system leads to a better understanding of the risk potential of traffic areas, and
can finally serve as a basis for defining and prioritizing improvements.

Keywords: Near-miss accidents � Accident detection � Automatic event
detection

1 Introduction

Nearly 1.35 million people die in road accidents each year, according to the annual
report of the World Health Organization [1]. The reduction of fatalities is therefore one
of the most important aims of humanity which drives the development of safer vehicles
and road infrastructure.

Authorities in many countries have a predefined procedure for assessing and
optimizing the safety of their road infrastructure. For example, the Austrian research
association for roads, railways and transport (FSV1), defines a crossing or street section
as accident black spot, if either at least three similar accidents with bodily injury have
occurred within three years, or at least five accidents with bodily or material damage
have occurred within one year2. Once such an accident black spot is identified, the FSV
suggests carrying out a safety inspection of the involved road section to investigate the
underlying causes of the accidents.

1 http://www.fsv.at/.
2 RVS 02.02.21.
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As this is a purely reactive approach, where accidents must occur before a black
spot is identified, methods were proposed to identify dangerous traffic spots based on
near-miss scenarios [2, 3, 8]. These systems are able to detect near-miss scenarios semi-
automatically by analyzing data gathered at a traffic area. Suspicious events are
identified automatically and then presented to a human expert to decide whether the
detected events are relevant and which actions to take.

In this paper, we present an evaluation of the audiovisual analysis system proposed
in [2], after analyzing three traffic spots in Austria over a period of several months.
Once the methodology has been reviewed, we outline the strengths and limitations of
the system and present ideas for future improvements.

2 System Overview

In this section, we shortly describe SIMMARC [2], a system for the audiovisual
detection of dangerous scenes. The system gathers audio and video traffic data from
sensors that are installed on poles at the traffic area (see Fig. 1).

The sensor data is then used to detect the following events in real-time:

• Emergency braking actions (video)
• Car horns (audio)
• Tire squealing (audio)
• Tram bells (audio)

Once an event is detected, the corresponding audiovisual footage (including 30 s
before and after the event) is captured to an incident store. This incident store is
periodically analyzed by a traffic expert.

In the following, we describe the methodology to extract the events mentioned
above.

Fig. 1. Camera and microphone installation at Wickenburggasse (left) and Dietrichsteinplatz
(right) in Graz, Austria.
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2.1 Detection of Audio Events

For the detection of acoustic events we have selected a recurrent neural network due to
its computational efficiency. To extract the three acoustic events (car horn, tire
squealing, tram bell) from the raw audio signal, the signal is segmented into over-
lapping time frames (length 46 ms) to obtain a frame rate of 50 fps. From each time
frame, we compute the logarithm of the mel-filtered magnitude spectrogram. We chose
a filter bank with 120 mel frequency bands between 200 and 16000 Hz, in order to
capture all important harmonics of the target sounds. These features are fed into a
recurrent neural network, which consists of two Gated Recurrent Unit [9] layers with
30 hidden units each and a final classification layer which outputs a scalar that indicates
the presence of the corresponding audio event. We apply exponential smoothing to the
activation function with a time constant of 0.24 s. Once the smoothed activation
function exceeds a certain threshold, an event is considered to be present.

2.2 Detection of Video Events

The aim of the visual analysis is to detect the position, type (car, bus, pedestrian, etc.),
speed and acceleration resp. deceleration of various road users. We divide this task into
two steps: First, we recognize the rough vehicle position (bounding box) and the type
of road user with the Yolo v3 neural network [7]. Then, we determine speed, accel-
eration and a refined position (the used traffic area) with the feature-based point
tracking method proposed in [5]. Distinguishable points in the image are tracked and an
algorithm similar to [6] is used to cluster the resulting trajectories and assign them to
individual objects. The outcome of the whole process is illustrated in Fig. 2 and the
process is described in the following.

To determine the object velocity, the first step is to calculate the velocity of the
object points with the assumption that they are all at ground level. In reality, however,
points have different heights which yields different velocities for the same object. These
speed differences are used to calculate the actual height of the points and thus correct
their velocities. With plausibility checks (e.g. the height of the object must be above the
road level) and by rejecting outlier points, the point velocities are refined and merged
into an object velocity. As an additional result we get a 3D point cloud of each object,
from which the used traffic area (the projection of the vehicle onto the ground plane)
can be calculated. In order to ignore shadows, points near the ground plane are dis-
carded (see Fig. 2).

The speed of an object is then used to calculate the acceleration of a traffic user. If
the braking acceleration falls below −4 m/s2, the corresponding time is reported as
emergency braking.
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3 Evaluation

3.1 Data

In order to evaluate the system, data was recorded at three locations in Austria (see
Fig. 3):

Graz, Dietrichsteinplatz. The Dietrichsteinplatz node (Fig. 3 left) is a heavily fre-
quented, unregulated intersection, with peak loads of 1,000 vehicles/h at the evening on
working days. The diversity of traffic participants (tram, regional bus, taxi, car, truck,
bicycle, foot), the cramped space conditions and the short distance to a neighboring
light signal-controlled intersection have repeatedly led to structural and traffic-related
adaptations in recent decades. In total, we recorded 5 days in June 2017.

Graz, Wickenburggasse/Körösistraße. The highly frequented, signal controlled
junction (Fig. 3 center) features an intersection of two main cycle routes. The sum of
the access loads in the morning peak on working days is around 1,800 vehicles/h and
around 900 cyclists/h. In total we recorded 52 days between April and July 2018.

Velden, Kärntner Straße. This location (Fig. 3 right) is a shared space. A large
number of pedestrians use this area, especially during the summer months. We
recorded 15 days in August 2018.

Fig. 2. In video images, objects are detected by the Yolo v3 detector (red rectangle with the
object label). From the tracked feature points the speed, acceleration, and the used traffic area
(green rectangle) are calculated. (Color figure online)

Fig. 3. Camera view of the recording locations (from left to right: Dietrichsteinplatz,
Wickenburggasse, Kärntner Straße).

198 F. Krebs et al.



At each location, one microphone and one camera were installed on a pole at
approximately 6 m and 10 m height respectively. In total, we recorded 72 days of
video and audio footage.

3.2 Detection of Audio Events

In the following the audio detection algorithms are evaluated.

Datasets. We randomly sampled 32 h of the recorded data for training, 8 h for vali-
dating, and 34 h for testing the algorithms and annotated the occurrence of the three
target audio events (horn, tire squealing, and tram bell). We made sure that there is no
overlap between the three sets.

Evaluation Metrics. In contrast to other sound event detection evaluations we are not
interested in the exact start and stop time of an event. For our application it suffices to
know whether an event has occurred within a certain temporal window. Therefore, we
use the following approach: An event is counted as true positive if there is at least one
frame overlap between a detected and an annotated event. If a detection occurs outside
of an annotated event, it is counted as false positive. An event is counted as false
negative, if all detections of the corresponding event are below the threshold. Then, we
compute three metrics: F-measure, Precision, and Recall [10]. The threshold was
determined by maximizing the F-measure on the validation set.

Results. The results on the test set are shown in Table 1. In total, there were 61 horn
events, 21 tire squealing events, and 17 tram bell events in the 34 h test set. As can be
seen, the tram bell detector was found to perform best, probably because the tram bell
sound does not vary much and the sound stands out from the remaining sounds. The
most common (false positive) errors of the detectors are:

Horn detector: Ambulance siren, shouting children, brake squealing, tram bell
Tire squealing: Car brake squealing, children squealing
Tram bell: Children squealing

3.3 Detection of Braking Actions

Groundtruth. In order to assess the accuracy of the visual speed and acceleration
measurements, we selected 11 scenes which cover a variety of dangerous situations.
A 3D model of the scenes including the vehicles was constructed by mapping

Table 1. Audio event classification results on the 34 h test set.

Event F-measure Precision Recall

Horn 0.76 0.89 0.66
Tire squealing 0.51 0.47 0.56
Tram bell 0.81 0.85 0.83
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simulated vehicles onto the video recordings using the software PC-Crash3. Once a 3D
model of a scene was constructed, the speed and acceleration trajectories of all traffic
participants was obtained and compared to the output of the video analysis system.
Measuring location and speed trajectories by 3D reconstruction is commonly used for
accident reconstruction [4].

Results. Figure 4 shows the maximum speed and deceleration values before a braking
event of the video analysis system and the 3D reconstructions. As can be seen, the
speed measurements closely match the 3D reconstructions (mean error 1.45 km/h).
However, the measurement of the deceleration is less precise (mean error 1.07 m/s2).
Since the deceleration is calculated from successive velocity values, changes in
velocity measurement errors have a large influence on the error of the deceleration
values. Results could probably be improved by averaging the deceleration over a longer
period of time, with the disadvantage that shorter braking maneuvers would not be
recognized.

3.4 Detection of Relevant Situations

In this section we evaluate the relevance of the detected scenes for improving the safety
of a road section. To that means, we performed two experiments:

Experiment 1. In the first experiment, we addressed the question “What percentage of
the detected scenes is actually relevant for traffic experts?”. In this regard, the scenes
detected at Dietrichsteinplatz were presented to a traffic expert, who classified them as
relevant or not.

Results. In the 78 h of recording at Graz, Dietrichsteinplatz, the system detected 505
events. Of these 505 events, 430 events were detected correctly, and 39 events were
identified as relevant by the traffic expert. The relevant scenes contained various dis-
regards of traffic regulations (from drivers, pedestrians, cyclists and motorists) like
ignoring the right of way or road markings, and frequent strong decelerations at parts of

Fig. 4. Comparison of speed and deceleration values from the video analysis system and the 3D
model reconstruction.

3 http://www.dsd.at.
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the junction. The traffic experts concluded that the traffic participants often are not
aware of the priority situation at the crossing, which could be improved by further road
markings or traffic signs.

If the manual inspection of one recorded scene is assumed to take 10 s, it takes
roughly 1.4 h to watch the 505 detected scenes for the observation time period of 78 h.
This means a reduction to 1.8% of the original material. These numbers are expected to
vary from location to location according to different traffic volumes and intersection
layouts.

Experiment 2. This experiment addressed the question “Are the detected scenes
representative of the actual traffic situation?”. Therefore, a manual observation at the
location Wickenburggasse/Körösistraße was carried out at the same time the automatic
system was present. A representative period on a working day from 07:00 to 10:00
o’clock was selected and both video and audio was recorded. Then we compared the
detections of (i) an expert on site, (ii) another expert watching the footage in the office,
and (iii) the automatic detection system.

Results. The evaluation showed that the expert on site recorded 55 noteworthy inci-
dents within 3 h, while the expert in the office identified 98 incidents. Among these, 31
incidents were detected of both experts. As the expert in the office had a restricted field
of view, it can be assumed that the real agreement is higher. During the same reference
period, the automatic system detected 19 incidents, 16 that were also identified by the
experts, and three additional ones. Obviously, the current automatic system cannot
detect incidents that do not coincide with braking or acoustic cues (e.g. bikes crossing
the street at red traffic light). Therefore, we plan to extend the set of detected events in
future work. Nevertheless, the automatic system outperforms the human eye in
detecting rapid decelerations, as these happen at very short time scales.

4 Conclusions and Future Work

In this paper, we evaluated various aspects of an automatic system that detects
potentially dangerous events on three road intersections in Austria. We showed that the
detection of four event types (car horn, tire squealing, tram bell, and emergency
braking) already yields scenes that are relevant for traffic planners to assess the risk
potential of an intersection. Using a semi-automatic system, the time needed to inspect
a location can be drastically reduced (in the described case to 1.8% of the original time
period) and therefore enables long-term analyses. Future work will be extending the set
of reported events by exploiting the position and distances between traffic participants
and to automatically derive an assessment of the severity of a detected traffic event.

Acknowledgements. This research was partially funded by the Austrian Research Promotion
Agency (FFG) within the program “Mobilität der Zukunft”.
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Abstract. Computer vision and deep learning have been widely pop-
ularised on the turn of the 21st century. On the centre of its appli-
cations we find autonomous driving. As this challenge becomes a rac-
ing platform for all companies, both directly and indirectly involved
with transportation systems, it is only pertinent to evaluate exactly how
some generic, state-of-the-art models can perform on datasets specifically
built for autonomous driving research. With this purpose, this article
aims at directly studying the evolution of the YOLO (You Only Look
Once) model since its first implementation until the most recent ver-
sion 3. Experiences carried out on the respected and acknowledged driv-
ing dataset and benchmark known as KITTI Vision Benchmark enable
direct comparison between the newest updated version and its predeces-
sor. Results show how the two versions of the model have a performance
gap whilst being tested on the same dataset and using a similar con-
figuration setup. YOLO version 3 shows its renewed boost in accuracy
whilst dropping minimally on detection speed. Some conclusions on the
applicability of models such as this to a real-world scenario are drawn so
as to predict the direction of research in the area of autonomous driving.

Keywords: YOLO · Deep learning · Autonomous driving · KITTI
Vision Benchmark

1 Introduction

Autonomous driving has established itself as the topic of the future. Most inter-
national news outlets are filled with information on research and tests being car-
ried out on such vehicles operating in innumerable urban environments. These
scenarios have already stirred much confusion and created barriers for further
research. Indeed, failures of such systems are identified in tragic ways that are
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counterproductive towards the full implementation of autonomous vehicles on
real-life roads, while ensuring safety and public acceptance.

The idea of autonomous vehicles entails many complex requirements that
need to be fulfilled. It certainly starts with the vehicle’s perception of the sur-
rounding environment. If the transportation system does not have a good grasp
of its outside system, there is no possibility of ensuring safety. On this topic,
many non-trivial tasks unfold such as object detection and tracking, traffic signs
interpretation, lane detection and many more. All of these are tasks that are not
fully computationally solved as of today. As such, autonomous driving imposes
invaluable research opportunities and challenges for the technological world.

Specifically on RGB camera detection, there is also the impingement of hard-
ware limitations. As a camera captures almost the same information a human eye
would, it also suffers in worse scenarios such as darkness, storms, rain showers
and many others in which even the human eye has difficulties detecting objects.
These are frontiers hard to overcome and with still much exploration to be made
as reporeted in previous studies [14,15].

Furthermore, if computational models are to be applied to these vehicles
in real time, real-world ensembles, the speed of inference and reaction of the
independent intelligence centre of the system is paramount. Accidents on the
roads happen in a fraction of second and are many times triggered by the delay
between the tasks of object detection and classification, risk assessment and cor-
responding body movement performed by humans when they drive any vehicle.

Broadly on the topic of computer vision and two dimensional object detec-
tion, one model that has been keeping up with the state of the art over its
improvements and evolution is the YOLO model. Standing for You Only Look
Once, this neural network is able to detect and classify objects on camera images.
When it launched, the model devised by Redmon et al. [17] showed that real-
time, unified object detection and classification was possible. YOLO was one of
the first detectors that only ran through the image once, detecting and classi-
fying all objects within this single step. This enabled the model to outperform
every other alternatives in the indispensable metric of detection speed. Support-
ing this, its accuracy was approximately parallel to that of much slower running
models.

The research for object detection has gone through an exponential growth in
which many models surfaced namely the Faster R-CNN [21] and others in the
search for a valid solution. In order to keep up with the evolution in the field, the
YOLO version 2 [18] was born, presenting many elements of significant improve-
ment. With these upgrades, YOLO once more proved to be an already mature,
strong detector and classifier even if it still had more room for improvement.
However, as it becomes more and more of a huge public topic of research, new
models keep rising almost every day and most recently, Facebook AI Research
(FAIR) launched its Retinanet [11], based on the use of focal loss in order to
diminish more effectively the effects of class imbalance. In the current research
scenario, this model is considered one of the leading references in both accuracy
and speed. Even more fresh, the newest update for YOLO has launched, namely



Assessing the YOLO Series on the KITTI Dataset 205

version 3 [20]. The paper describing YOLO version 3 reports an accuracy par-
allel to that of the commonly found best detectors on the .50 IoU mAP metric
(even Retinanet). Unfortunately and opposed to this improvement, the model
has become more heavy and slower at performing detection.

On an ensemble system that draws information over a panoply of sensors,
this model can certainly be a good candidate for real-world autonomous driving
applications. In order to dwell in more depth how this new model can really
achieve such impressive results, this article reflects on the distance spanning
YOLO version 2 and the newest updated version 3, all the same applying it to a
prestigious urban driving dataset in several configurations in order to ascertain
how the improvements have reflected on its application.

On the topic of the dataset, the KITTI Vision Benchmark Suite [5] aims
at connecting research with the real-world application which makes it ideal in
order to predict more informed data on how researched models will perform
outside of the laboratory. Sporting scenarios from highways to urban and rural
areas of Karlsruhe, frames can contain up to 15 cars and 30 pedestrians either
truncated, occluded or fully visible which makes it a dataset with abundance of
easy, medium and hard cases. Many respected models with good results on other
benchmarks have been found to have a poor performance on this benchmark
comparatively. This paper also intends to demonstrate how YOLO – which has
been evaluated on general object detection datasets like PASCAL VOC [2] and
COCO [12] – can cope with the complex and challenging autonomous driving
scenario.

2 State of the Art

Ever since deep learning established itself as the path to follow for object detec-
tion, the evolution on the field of generally referred to as two dimensional
object detection has been characterised by two main different approaches. These
methodologies seem to divide themselves in two stage detectors, which seem to
prime in accuracy and the one stage detectors which are usually the fastest.

The concept of two stage detectors really kicked off with the surface of the
R-CNN [7] (Regions with CNN features) model. What this model had in accu-
racy, it did not have in detection speed which invalidated it for such scenarios as
autonomous transportation systems. In fact, the original system took over 40 sec-
onds to perform detection on a single image. Over the years, many updates were
proposed namely the R-CNN minus r [9], Fast R-CNN [6], the Faster R-CNN [21]
and most currently the Mask R-CNN [8] specialised in object instance segmen-
tation. Lenc et al. even proposed R-CNN minus r [9] which used static bounding
box proposals instead of the selective search [24]. Furthermore, through further
improvements made on R-CNN, specifically from Faster R-CNN [21], the selec-
tive search [24] ended up being substituted for a fully qualified region proposal
neural network. Selective search proposals were estimated to take around 2 s per
image which invalidates its application on a real-time scenario. Incrementally,
the updates that the model suffered unified the network, reducing the strenuous
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process of having to train or tune independently the feature extraction convo-
lutional neural network, the box scoring SVM, the bounding box adjustment
linear model and the non-max suppression step. Unifying this pipeline meant
the network became much faster, however, its speed is still incomparable to that
of the current YOLO model.

On the topic of one stage detection, the field was dominated by such models
as SSD [13] and YOLO [20] for quite some time. The SSD, Single Shot MultiBox
Detector, relied on loosing the feature re-sampling step and the evaluation of
default boxes for feature maps of different sizes. This model surpassed, at the
time, its competitor YOLO version 1. Following SSD, Fu et al proposed DSSD
[4] which introduced feed forward modules with deconvolutional layers which
improved accuracy over the original model. However, the contribution did not
seem to be significant in terms of detection speed, having approximately equal
and at some resolutions even worse detection times than its predecessor.

Recently as well, Facebook’s FAIR proposed a novel network, the Retinanet
which has been performing outstandingly well in both accuracy and speed. This
network is inserted in that of 1 stage detectors, however, it uses a new balanced
focal loss which reduces the impact of imbalance between foreground and back-
ground classes on the data. The Retinanet detector’s backbone is based on the
feature pyramid network [10] which has established itself as a strong architec-
ture choice on the field of deep learning for object detection and convolutional
related tasks. This network uses an hierarchy of pyramidal features each merged
and combined following a top-down order. The existence of both lateral and
top down connections in between feature maps enables the network to be more
accurate and fast at the same time.

On the other hand, YOLO has been one of the longest standing one stage
detectors. The fact that YOLO’s premise focus so specifically in detection speed
makes it ideal to use in autonomous driving systems. Moreover, with the evolu-
tion of the network, the trade off between its performance in terms of results and
detection time is even smaller. Hence the importance of studying its behaviour in
urban scenarios specially to ascertain if and how the newest version outperforms
its predecessor as advertised.

3 KITTI Dataset for Object Detection

The KITTI dataset used for training and testing the models scoped by this paper
is described in a work by Geiger et al. [5] in more detail. This section sums up
on some general information that may be relevant for the experiences presented
below.

The KITTI dataset was collected using a test vehicle equipped with a panoply
of cameras (both RGB and grayscale), a laserscanner, one inertial navigation
system and varifocal lenses. The raw dataset contains all the information mus-
tered through the movement inside urban areas. 3D tracklets are provided for
all labelled classes. The labelled classes that can be found in this dataset are
explained below.
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Car Any standard vehicle.
Van All kinds of vehicles that present an intermediate size and

shape in between that of a Car and a Truck.
Truck The largest kind of moving vehicles.
Pedestrian People in movement or in position of initiating movement.
Person (sitting) People that do not seem to be in movement on the scenario.

For example, people on a park bench.
Cyclist Any moving person on a bicycle.
Tram A standard, urban tram.
Misc Other kinds of objects attached to vehicles such as trailers

or segway.

The raw dataset provided by KITTI explores a variety of urban scenarios.
Some statistics on the tracklets can be found in Fig. 1. As we can denote on
the left graph, the most frequent label is Car, followed by Van. Classes such as
Truck, Pedestrian, Cyclist and Misc have approximated frequency of labels. The
rare classes are Tram and Person (sitting) with special emphasis on the last as it
is particular hard to find examples of this behaviour on the dataset. The graph
on the right explores the frequency of tracklets per frame. From what can be
seen, the largest percentage of frames seem to have around 2 and 6 tracklets.

In order to evaluate identification on the KITTI Vision Benchmark Suite,
the objects are separated according to their difficulty of identification. Levels of
difficulty are extracted according to the occlusion and truncation of the object
to be found on the tracklet. The three levels span from Easy and Moderate to
Hard.

The 2D labelled dataset available in KITTI’s 2D object detection benchmark
page contains labels for all these classes. Benchmark evaluation is done over
three levels of difficulty for classes Car which requires an overlap of 70% with
the ground truth, Cyclist and Pedestrian which require an overlap of 50%.

Fig. 1. Statistics on the KITTI raw data.

4 “You Only Look Once”

The You Only Look Once model looks at the full image once. This was the
original premise and with this, YOLO was able to efficiently extract context from
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Fig. 2. From the You Only Look Once: Unified, Real-Time Object Detection [17] paper,
YOLO detection pipeline.

the whole consumed image, joining both the global features and each object’s
specific characteristics. Taken from its original paper [17], image 2 shows the
pipeline proposed initially for object detection.

As one can denote in Fig. 2, the pipeline starts from the division of the image
into an S × S grid. Each cell will then predict B bounding boxes along with
a confidence score for each of them. A box confidence is evaluated over the
multiple classes conditional probabilities and the overall intersection over union
of the predicted box with the ground truth one. All classes are predicted at the
same time for the whole image and that is the premise that makes the model
as fast as it has always been. The resulting tensor encodes both the number of
grids, the number of classes to classify and the number of bounding boxes that
each cell predicts.

A cell on the grid is responsible for a detection and classification if the object’s
centre is found within it. A bounding box is then represented by 5 different
variables: (x, y) is the tuple that represents the centre coordinates of the box, the
(w, h) contain the width and height of the box according to the image proportion
and a confidence value that the box contains the object. As such, the loss function
is modelled over these 5 parameters, being a combination of the sum of squared
errors with some characteristics added in order to balance errors in large or small
boxes and distinguish between classification and localisation mistakes.

The whole YOLO model is implemented using the Darknet framework [19]
and its classifier was previously trained on Imagenet [23]. The architecture is
quite simple, being a standard convolutional network with 24 layers followed
by 2 fully connected layers. Non maximum suppression is also used in order to
eliminate duplicated boxes.

Just like any other model, YOLO has its strengths and weaknesses. The
incremental work done with the updates was in the sense of reducing the handi-
caps and augment even more the existent strengths. The most flagrant obstacle
to tackle is the reduction of the sources of error from wrong localisation. In a
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comparison in between Fast R-CNN and YOLO, Redmon et al. reported that
whilst their network makes much less false positive classifications coming from
background image areas, it looses most of its mAP on localisation errors. More-
over, detection of small objects specially grouped together has been a great
challenge to overcome.

4.1 Version 2

The 2016 paper [18] introduced the second incremental version of the model
alongside a joint training algorithm that enables training on both detection and
classification data namely YOLO9000.

On the newest architecture, some changes were made which focused directly
on the region proposal setup, diminishing the number of location errors and the
low recall achieved by its predecessor. All the while, the objective was to always
maintain the classifier’s accuracy. One direct point of approach was the difficulty
that the original YOLO model had with small objects.

The incremental approaches taken are described below.

Batch Normalisation. Its application on all convolutional layers improved
mAP and stabilised the model. It also eliminated the need for dropout.

Higher Resolution. The classifier is tuned for 448 × 448 input resolution on
ImageNet which helps adjust the filters for higher resolutions on the detection
step. Opposed to the initial model which trained the classifier at a 224 × 224
resolution and used 448 × 448 for detection.

Anchors. Inspired by Faster R-CNN’s offset prediction, anchor boxes are used.
Network resolution is reduced to 416× 416 in order to have only one cell at the
centre of the image. Higher resolution output after the removal of one pooling
layer.

Clustering. Anchor priors are chosen through k−means clustering. With a
k = 5, anchors are defined using a distance metric that involves the intersection
of union between the box and its centroid.

Location Predictions. Bounding boxes are predicted according to the respon-
sible cell. Sigmoid activation is used in order to constraint the ground truth to
a range between 0 and 1. Parameters tx, ty, tw, th, to are used to calculate the
boxes centre/dimensions alongside with the top left corner offset coordinates
(cx, cy) and the prior width and height pw, ph.

Fine-Grained Features. Additional feature map of larger resolution (26× 26)
stacked with the 13 × 13 feature map through a pass-through layer.

Multi-Scale Training. Training done with random net resolutions switched at
each 10 batches.

Darknet-19. Classifier network changes to Darknet-19, a more mature and
evolved model with 19 convolutional layers and 5 max pooling layers. Data aug-
mentation, hue, saturation, crops, rotations and exposure shifts used in order to
introduce variety in the data.



210 F. Ramos et al.

4.2 Version 3

Most recently, the YOLO project web page1 has launched a newer update –
version 3. On a preprint arXiv archive the changes are described and the newer
results are advertised as still being much faster than any model and on par with
accuracy on the AP .50 metric. However, on the newer .95 metric, the model
can not keep up with Retinanet in terms of accuracy, having around 7% less
mAP. This fact immediately leads us to the conclusion that this model seems to
be great at localising and classifying objects but not great at giving an exact,
almost perfect bounding box that contains the object.

Objectness. Objectness score was introduced in version 2. However, on the
newest update, this score is calculated using logistic regression which represents
the ratio of overlapping in between the ground truth object and the bounding
boxes prior.

Classification. Softmax is removed and independent logistic classifiers are
added instead. Predictions are then obtained using binary cross-entropy.

Pyramid Extraction. Much like feature pyramid networks [11], YOLOv3
extracts features at several scales and concatenates the upsampled feature maps
with ones obtained on earlier stages.

Anchors. Box priors are still extracted through k−means clustering, only now
with 9 clusters and 3 arbitrary scales.

Darknet-53. The classifying network evolves towards 53 layers and adds short-
cut connections in order to process the connected feature maps with more fine
grained information. This network is also trained on ImageNet [23] and achieves
top classification on par with ResNet-152 but much faster.

With these newer updates, the model moves towards more accuracy. Even
whilst loosing some speed, it is still a very powerful and fast network. It is
reported that small objects are not such a challenge for the model anymore
however, it seems that more difficulties arise on the larger and medium objects.

5 Experiments

In order to ascertain how the model would perform on the KITTI dataset, several
experiments were conducted. The bulk of experiences were carried out using
the raw dataset available at KITTI’s website2 since the objective of this work
was not to benchmark the YOLO series but rather to observe its performance
under different conditions and versions. The dataset used contains around 12932
different images. Since this collection encompasses all frames taken during the
trips made with the test vehicle, several consecutive images are very similar with
small changes. A validation dataset was drawn from 355 frames. The validation

1 Found at https://pjreddie.com/darknet/yolo/.
2 Download at http://www.cvlibs.net/datasets/kitti/raw data.php.

https://pjreddie.com/darknet/yolo/
http://www.cvlibs.net/datasets/kitti/raw_data.php
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set always contains frames from different drives since inside the same drive the
variation of data is very small. Even though the validation set is small compared
to the number of existent frames, the data extracted is very significant since it
eliminates any kind of repetition and similarity in between most of the frames
from training.

All experiments described below were run on a single NVIDIA Geforce GTX
1080 Ti with 11GB of dedicated memory. Libraries CUDA and CudNN are used
on version 9.0 and 7.0 respectively. Also, all models were trained until they
stabilised and reached a convergence stage. The weights chosen for each result
comparison are those at the best early stopping point in order to avoid overfit-
ting. Loss values displayed are taken from an average around the early stopping
point. Val time corresponds to the time that takes to validate performance on
the whole testing dataset (which means detection time for 355 images). The
threshold used for mAP calculations is 0.25. Training thresh equals 0.6.

Experiments follow an incremental evolution pattern. In fact, if a parameter is
found to be better than the others in a given experiment, in following experiences
these best performing configurations are kept, varying only the tweaks in study.

5.1 RGB

All training was carried out using the colour left images of the dataset from all
available drives and frames with tracklet information.

Network Resolution. A study that was found to be interesting was the vari-
ation of the network resolution. Since the input images have a rectangular reso-
lution (width larger than height by approximately 3.6 times), when training was
deployed on squared resolutions, the end results seemed to be much lower. For a
squared resolution test, the 416×416 size was chosen. Since resolutions over 832
are not advisable, the testing rectangular resolution 256 × 832 was used. This
is approximately a factor of 1.5 (closer resolution multiple of 32 as expected by
the model) times smaller than the original dataset image size.

Anchors. YOLO comes with default anchors. However, for each dataset, using
the specified k−means approach for each version, it is possible to generate new
anchors that are supposedly more appropriate for the training in question. Train-
ing was carried out for both versions with the default priors and with calculated
ones. The results can be observed in Table 2.

Random. One of the new introductions made by the YOLOv2 paper [18] was
the enabling of the model to switch its own resolution at random in order to
enable the model to generalise better for other input dimensions. Tests with this
configuration were also carried out. The comparison is made between random
training runs, starting either with a squared or a rectangular resolution for both
models.
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Table 1. Results obtained for the variation of the network resolution. The evaluation
metrics are mAP, which stands for mean average precision, and IOU, which represents
the intersection of union.

Network Resolution Loss mAP IOU Val time

YOLOv2 416 × 416 0.30 56.06 55.05% 4 s

YOLOv3 416 × 416 0.9 72.58 65.72% 8 s

YOLOv2 256 × 832 0.28 69.91 59.27% 4 s

YOLOv3 256 × 832 0.43 75.51 73.12% 9 s

Table 2. Results obtained for the variation of the anchors.

Network Anchors Loss mAP IOU Val time

YOLOv2 standard 0.28 69.91 59.27% 4 s

YOLOv3 standard 0.43 75.51 73.12% 9 s

YOLOv2 generated 0.3 68.59 59.71% 4 s

YOLOv3 generated 0.56 73.48 69.56% 9 s

5.2 Grayscale

Having trained the model on RGB images and using the exact same validation
set, however this time with grayscale left pictures, the model was validated.
YOLO uses saturation, hue changes and other techniques referred on previous
sections for data augmentation. This experiment shows how this technique can
help the model generalise better to other environments. The results were quite
positive and are described in Table 4. Figure 3 shows a detection with the model
on a painting, as an example for other kinds of generalisation.

5.3 Version 2 vs Version 3

Wrapping up all the experiences previously exposed, the best configurations from
each version are chosen in order to directly compare how both models wage on
the dataset. On this dataset, the best configuration found for both models does
not use random training but a rectangular resolution and the standard anchors.
Table 5 shows a strong improvement on mean average precision of around 5
points and an increase for intersection of union of over 13% which are incredibly
substantial results for YOLO version 3 over its predecessor.

From the bundle of experiments carried out, it is possible to conclude that,
overall, the YOLO model has improved considerably. Even so, there is still a
visible trade-off in the newest update such as the loss of detection speed in
detriment of accuracy, which is obvious in all previous experiments. In most
cases, it has approximately doubled the detection time for 355 images, properly
observable in Table 5 through the column Val time. There certainly is a trade-off
between accuracy and speed which may influence the applications of this model
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Table 3. Results obtained for the variation of the random resolution switch.

Network Random Resolution mAP IOU Val time

YOLOv2 0 256 × 832 69.91 59.27% 4 s

YOLOv2 1 416 × 416 61.05 55.59% 4 s

YOLOv2 1 256 × 832 22.21 54.27% 4 s

YOLOv3 0 256 × 832 75.51 73.12% 9 s

YOLOv3 1 416 × 416 72.58 65.72% 8 s

YOLOv3 1 256 × 832 11.42 50.13% 9 s

Table 4. Results obtained for the tests on grayscale data.

Network mAP IOU Val time

YOLOv2 63.79 57.59% 5 s

YOLOv3 71.45 70.27% 8 s

in certain real-world situations. However, it is still the fastest model known
publicly, producing detection in around 25 ms per image on the newest update
at a large resolution (of 832 in one parameter). This behaviour was more than
expected as the number of layers was more than doubled from Darknet-19 to
Darknet-53.

As for resolution, the YOLO model shows different behaviours in version
2 and in the newest update. It seems reasonable to conclude that keeping the
aspect ratio of the original training images is the best approach regardless of the
model being used. However, it is also obvious to conclude that YOLO version
2 was much more sensible to the object’s original ratio. This is proved by the
astounding improvement in mAP of 13.85 points gained by using a rectangular

Fig. 3. Output of YOLO version 3 on a painting that did not have a coincident reso-
lution with the network’s training resolution. Painting by Tom Brown [1], 2015.
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Table 5. Compilation of the best results obtained for each version of the YOLO system.

Network Loss mAP IOU Val time

YOLOv2 0.28 69.91 59.27% 4 s

YOLOv3 0.43 75.51 73.12% 9 s

resolution as seen in Table 1. Meanwhile, the improvement in version 3 is only
of around 3 points. This may be due to the use of connection of the different
scales and feature maps that make it more invariable to natural scales on the
newest update. The lack of sensibility in between resolutions is certainly a good
aspect as it may increase the capacity of the model to generalise better in new
conditions.

When it comes to the prior generation, the results seem a bit puzzling. Even
if the standard anchors have been properly tuned on larger datasets such as
COCO [12] and PASCAL VOC [2] with a large abundance of classes and cases,
it is still surprising to find that the standard anchors produce slightly better end
results for both models. Nevertheless, this is good news as it means that YOLO
can be adapted to new datasets with minimal pre-processing overhead. Table 2
shows small differences between using standard and generated anchors, having
only an increase around 1–2 points on mean average precision. Even though
slightly, the use of generated anchors over the standard ones for version 3 seems
to produce worse results compared to the behaviour of version 2.

The possibility to variate resolution during training was also tested and yield-
ing interesting results. The use of random for training with a starting squared
resolution gives good results even though the testing images are rectangular in
both version 2 and 3. Even so, training for a rectangular resolution specifically
proves to the best approach, assumption proved by the results showcased in
Table 3.

Moreover, the use of random training from a starting rectangular resolution
produces rather poor results on both metrics even if more heavily on average
precision. This seems to be a limitation in the classifier. Both versions of the
model have the same kind of behaviour towards this parameter. From Table 3
one can denote that having a direct rectangular resolution produces superior
outcomes compared to having a randomly sized training process which consumes
more gpu resources and takes around twice the time to train. When the ratio of
the images is known beforehand, it is preferable to keep the network’s resolution
parallel to that of the original aspect whilst still keeping it under 832 for width or
height since larger resolutions have a directly proportional decrease in detection
speed that would nullify the objective of trading off speed over accuracy. This
was also tested in extra experiments.

YOLO is able to generalise to different resolutions, environments, lightning
conditions and even paintings. On the grayscale experience, with results show-
cased in Table 4, it is only noticeable a little drop in mean average precision
compared to the colour validation set. This is an invaluable quality for an
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Fig. 4. Output of YOLO version 3 on the KITTI dataset for lane detection [3].

autonomous driving situation. On the road, many unplanned, new scenarios
arise and the model needs to be elastic enough to respond to all of them with
the degree of safety and confidence as the cases it was trained for. On this
aspect, YOLO maintains and in some aspects even increments on its generali-
sation value. Table 4 depicts less loss in average precision in the newest version
than in its predecessor whilst comparing these with the best obtained on the
RGB set.

6 Conclusions

It was intuitively expected that the additional layers would decrease the speed of
the network whilst boosting its performance. However, there are more tweaks on
the newest version that prove that the YOLO series has even more room to grow
and expand itself into a possible alternative to meet the demanding requirements
of the autonomous driving scenario. However, its behaviour with the prior gen-
eration must be more deepened in order to ascertain its true advantages to the
model. Using random resolution training is an expensive alternative that must
only be applied to certain use cases.

Overall, YOLO version 3 is a much superior object detection model over
version 2. The model has reached new heights in accuracy in all configurations,
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keeping a standard mean average precision around 70% which was rare and
quite hard to obtain by using version 2 on this dataset. The improvements are
expressed as well on the placement of more correct bounding boxes, supported
by the increasing intersection of union.

Moreover, the fact that the YOLO series is able to generalise so well to
grayscale images is a step forward towards solving the problem of object identi-
fication in such complex environments as night time, rain conditions, storms and
such. If the model were to show such results on applications of thermal images,
it could be a reliable solution for the more demanding conditions to be faced
on the road. Furthermore, if YOLO could perform detections on these types of
cameras whilst only having been trained on RGB images, the gathering of such
powerful, mixed information would be a gigantic step for autonomous driving
as it would allow having less sensors on the vehicles and less training processes
in order to make them operational. Very much similarly to YOLO9000 [18] that
generalised to 9000 classes, future work on the direction of enabling YOLO to
perform just as accurately on several types of cameras could be an interesting
step moving forward. Another study of great interest would be the thorough
analysis of the relationship between the number of layers in the classifier net-
work and its impact on speed degradation, so as to identify the optimal point
for the reasonable trade-off between accuracy and speed.

Finally, this study contributes with a thorough analysis of YOLO version 2
and version 3, emphasising on the improvements of the latter version towards
supporting the autonomous driving scenarios. Currently YOLO is underlying
the development of an Artificial Transportation Systems platform, coined MAS-
Ter Lab [22], endowing such an environment with computer-vision-as-a-service
functionality. Both traffic and transport control and management, as well as the
simulation of autonomous vehicles in urban settings [16] are under development
within the MAS-Ter Lab platform using the YOLO model.
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Abstract. A vehicle in a vehicular ad-hoc network (VANET) can perform
wireless broadcasting by flooding to find a route to a node or to send an emer-
gency warning, for example. However, this is usually a very demanding opera-
tion because it may originate broadcast storms, with high impact on redundancy
and collision of packets, as well as channel bandwidth waste. Diverse strategies
have been proposed by the research community to mitigate the broadcast storm
problems. To contribute to this important topic, this work evaluates on a simu-
lation scenario the network performance of a VANET in terms of content
delivery time, signal-to-interference-plus-noise ratio (SNIR) packet loss and
duplicate packets, considering the use of broadcasting by flooding on two
prominent network paradigms: wireless access in vehicular environment
(WAVE) and named data networking (NDN). Afterwards, these network tech-
nologies are used to study two distinct strategies to mitigate the flooding prob-
lems. One strategy uses a counter-based scheme and the other a geographic
location scheme. Simulation results show that both strategies are effective in
mitigating the broadcast storm problems in terms of the considered metrics.

Keywords: Vehicular ad-hoc network (VANET) � Broadcast storm � Named
data networking (NDN) � Wireless access in vehicular environment (WAVE)

1 Introduction

A vehicular ad-hoc network (VANET) is formed by vehicles equipped with one or more
wireless communication devices, named on-board units (OBU). Vehicles can commu-
nicate one another without any infrastructure support, or with the infrastructure through
a fixed road side unit (RSU), or with electronic devices able to connect to a VANET,
such as smart-phones carried by pedestrians. Therefore, VANETs include vehicle-to-
everything (V2X) communications, which is a collective name for vehicle-to-vehicle
(V2V), vehicle-to-infrastructure (V2I), and vehicle-to-pedestrian (V2P) communica-
tions. Vehicles can communicate directly if they are within signal range, or using multi-
hop routes computed in a cooperative way through specific routing protocols. Since
vehicles may move at high speeds along restricted and predictable road paths, VANETs
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have distinctive characteristics and communication requirements, such as, short contact
time, connectivity disruption, and dynamic topology. Another characteristic of
VANETs is the communication heterogeneity, as vehicles may have multiple interfaces
with distinct wireless communication technologies, as discussed next.

Ideally, a vehicle should be able to choose the best technology or use multiple
technologies in parallel to communicate with other nodes. The most prominent com-
munication technologies for VANETs are currently the long term evolution - vehicle
(LTE-V) [1], dedicated short-range communications (DSRC) [2], and intelligent trans-
port systems - 5 GHz band (ITS-G5) [3]. LTE-V is a modified version of LTE [4] to
provide the high speed, and low latency communications required by VANETs [5].
DSRC is a set of standards to allow short-to-medium range wireless communications
with high data transmission in V2X environments. It is based on IEEE 802.11p and the
IEEE 1609 family of standards, which constitute the key parts of the wireless access in
vehicular environment (WAVE) protocol stack [6]. ITS-G5 is a V2X European wireless
short-to-medium range communication technology for fast transmission of small size
messages using the IEEE 802.11p. All those characteristics make VANETs a very
challenging communication environment. Furthermore, named data networking
(NDN) [7] is a recent communication architecture focused on content delivery by
naming, which has been proposed as an alternative to the end-to-end connection para-
digm of TCP/IP. Due to the viability of NDN becoming the future network paradigm,
diverse works have been published on the use of NDN in VANETs environments [8].

Besides the communication technology to be used, the broadcast nature of the
wireless communications should be also considered in order to optimize the communi-
cation performance in VANETs. A simple solution for wireless communication in
VANETs is broadcasting by flooding. However, broadcasting has inherent drawbacks,
namely unreliability due to its unacknowledgedmode, increment of potential collisions in
the wireless channel, packet redundancy, and channel bandwidth waste. Therefore, new
strategies and/or mechanisms are required to control collisions and packet redundancy.

In light of such considerations, the goal of the present paper is the following.
Firstly, a traffic scenario, based on a use-case, is deployed in a VANET simulator and
then the network performance is evaluated in terms of content delivery time, signal-to-
interference-plus-noise ratio (SNIR) lost packets, and duplicate packets, considering
the use of broadcast by flooding in two distinct network paradigms: NDN, and
DSRC/WAVE (hereafter named WAVE, for simplicity’s sake). Afterwards, the
VANET performance is evaluated for both NDN and WAVE using two distinct mit-
igation techniques against broadcast storm. One strategy uses a counter-based scheme
and the other a geographic location scheme, as discussed later.

The rest of this paper is structured as follows: Sect. 2 presents an overview of the
WAVE communication technology, NDN architecture, NDN in VANETs, as well as
the relevant aspects regarding broadcast storm mitigation techniques, and the related
work. Section 3 presents the two strategies evaluated in this paper to mitigate broadcast
storm problems in VANETs; Sect. 4 introduces the connected ambulance use-case, and
its implementation in the VANET simulator. Section 5 shows the results obtained in
the simulated VANET scenario; Sect. 6 analyses these results; and, finally, Sect. 7
presents the conclusions and the future work.
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2 Background and Related Work

The WAVE and NDN technologies are discussed generically next, as well as NDN
enabled VANETs. A brief overview of the relevant aspects regarding broadcast storm
mitigation techniques is also presented.

2.1 Communication Architecture for VANETs

The WAVE standard was designed to support public safety operations in V2X com-
munication environments. It was developed to meet the short latency requirement for
road safety messaging and control. The allocated spectrum is structured in 10 MHz
wide channels, with one control channel (CCH) and multiple service channels (SCHs).
The CCH is dedicated for safety communication with low latency and for initialization
of regular communications. The SCHs are used for safety and non-safety exchange of
data. The physical and medium access control (MAC) layers are defined by the IEEE
802.11p standard [6]. At scenarios with high densities of vehicles, the wireless chan-
nels can become very congested, which leads to a high probability of packet collisions.
To prevent this phenomena, IEEE 802.11p uses the carrier sense multiple
access/collision avoidance (CSMA/CA), combined with a random back-off procedure,
to reduce packages collisions and to ensure latency and accuracy requirements of
vehicle safety applications. Over the IEEE 802.11p plays the IEEE 1609.4 standard,
which enables multi-channel operations without requiring knowledge of the physical
layer parameters. Then comes the IEEE 1609.3 standard, which defines the network
and transport layer services, including addressing and routing. It also defines the
WAVE Short Messages Protocol (WSMP) to support secure data exchange without
using IP addresses. WSMP supports high priority and time sensitive communications.
IEEE 1609.3 specifies a maximum WSMP message size of 1400 bytes.

2.2 Named Data Networking Architecture

The communications in NDN involve the exchange of interest packets and data packets
between consumers and producers. Basically, a consumer sends an interest packet to
the network asking for a content and a data packet carrying the requested content is
replied by a provider. No IP addresses are carried by these packets. Both the requested
data and the replied data are identified by hierarchical names. The data packet contains
the name, the content, and a signature. An interest packet is uniquely identified by the
combination of name and nonce. The nonce is a random number used to detect looping
interests. Data and interest packets are forwarded by the routers based only on the
names. NDN also provides data muling, which allows a moving node to be a physical
carrier of data packets. These nodes are called packet mules.

Three major data structures are present in the NDN routers: content store (CS),
pending interest table (PIT), and forwarding information base (FIB). The CS is a
temporary cache of data packets received by the router, and it is used to satisfy future
interests. The PIT stores the names of all interest packets received by the router that
were not still satisfied and the respective incoming interfaces (face, in NDN termi-
nology). The PIT table is used to register the return path for possible data packets in
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response to the interests forwarded upstream. The data mules cache all data packets
heard over a broadcast channel, even if there is no matching pending interest in the PIT.
The interest lifetime field in the interest packet defines for how long the interest packet
is hold in the PIT. The FIB stores information related with routing, namely the out-
going faces to forward the interests that match the longest name prefix. A name prefix
in the FIB can have multiple output faces.

When a NDN router receives an interest packet, it checks firstly the CS in order to
find the requested content. If this is cached in the CS, the router returns a data packet
through the interface that received the interest. Else, the router checks the PIT for a
matching record of the interest name. If the record exists in the PIT, it adds the
incoming face of the interest to the record, and discards the packet. In the absence of a
matching entry, a new record is created in the PIT, and then the FIB is checked to find
out where the interest should be forwarded to. If no face is found in the FIB, then the
interest is dropped and a negative acknowledgement (NACK) of the interest is sent to
the downstream node. When a router receives interests for the same name from mul-
tiple downstream nodes, it forwards only the first interest upstream towards the data
producer. When a data packet arrives to an NDN router, this finds the matching PIT
entry and forwards the data to all downstream interfaces listed in that PIT entry. It then
removes that PIT entry, and caches the data in the CS to satisfy future interests.

There are several cache placement strategies proposed in literature [9]. Leave copy
everywhere (LCE) is the default cache placement policy used in the NDN architecture,
whereby a data packet will be cached in all active routers between the producer and
consumer, without any selection criterion. However, this simple scheme may produce
significant cache redundancy. Moreover, due to the limitation of cache size, caches
need a replacement policy, such as first-in-first-out (FIFO), least recently used (LRU),
least frequently used (LFU), most frequently used (MFU), and most recently used
(MRU). The replacement policies more used in NDN are LRU and LFU.

2.3 Named Data Networking in VANETs

Vehicular networking is a domain where the NDN architecture may offer diverse
advantages over the TCP/IP architecture, such as reduced delay, robustness to disrup-
tions, increased content availability, and content decoupling from producers.
Although NDN can improve the connectivity, there are still a number of challenges to
solve due to the variable network densities, network partitions (caused by vehicles being
unable to send/forward packets to other subsequent vehicles), message redundancy,
broadcast storms, security and privacy. As a car in vehicular NDN can play the role of
producer, consumer, forwarder and data mule, the high mobility of the receiver and/or
producer must be also considered carefully in the deployment of NDN over VANETs. It
is claimed in [10] that, in the NDN-enabled VANETs, the packets are usually flooded,
because there is no role for the FIB in these environments. As the cache size of vehicles
is very large, the placement strategy usually adopted in VANETs is the LCE.

According to [11], modifications to the regular NDN operations are necessary for
VANET environments. Instead of only accepting data with matching entries in PIT, a
vehicle should cache all received data, in order to facilitate rapid data dissemination in
highly dynamic environments. Vehicles should also serve as data mules in order to
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carry a copy of the content to other areas. Moreover, since it is very difficult to run a
routing protocol to build and maintain the FIBs in a VANET, due to the high dynamics
of connectivity among vehicles, other means to forward interest packets should be
developed.

A few works have studied the performance of NDN over VANETs, such as [11,
12]. Although these works experimentally demonstrated the effectiveness of VANET
via NDN with infrastructure support, no performance comparative study was conducted
with host-centric networks. In [13], a comparison study for two connected vehicle
systems powered by NDN and IP solutions, respectively, was conducted for image
dissemination. The simulation results showed that the NDN may be effectively a
promising alternative to the conventional IP networking.

2.4 Broadcast Storm Mitigation Techniques

In a traffic scenario with high density of vehicles, the wireless channel can become very
congested, which leads to high probability of packet collisions and broadcast storms.
Hence, strategies to mitigate these problems are required. As discussed in [14], there
are a few schemes proposed to alleviate the broadcast storm problem, namely the
(i) probabilistic, (ii) counter-based, and (iii) distance-based schemes. Basically, these
schemes try to inhibit some hosts from rebroadcasting in order to reduce the redun-
dancy and collision of packets.

The simplest way to reduce the number of rebroadcasts is to use probabilistic
rebroadcasting. According to this method, after receiving a message, a host will
rebroadcast it with a defined probability. The distance-based scheme measures the
relative distance between hosts to decide whether a packet should be rebroadcast or not.
It is based on the fact that when the distance between two cars is very small, there is
little additional coverage provided by the rebroadcasting of one of those cars.

Another way is to use a counter-based scheme, as described in [14]. A defer time is
calculated before each packet transmission, and if the same packet is overheard during
the defer time a certain number of times, the transmission is canceled.

Other mechanisms have been proposed to decide which nodes should forward the
packets in order to alleviate the broadcast storm problem. For instance, candidate
forwarders could be the vehicles that have maximum connectivity time and good link
quality with the consumer [15], or only the vehicles in the path towards the data
producer, as discovered during a preliminary flooding stage [12]. A scheme based on
hop counts to control the packet flooding/broadcast storms is proposed in [16]. As
discussed in the next section, a broadcasting mechanism based on geographical loca-
tion (geolocation) of the vehicles is also considered in this paper to reduce the
broadcast storm problems.

A nonce is a random number that can be used just once in the network. Nonces may
be used, for example, in cryptography and networking. Nonces are used in NDN to
discard duplicate packets received over different paths [7]. As the nonce allows a
packet being retransmitted by the intermediate nodes only once at most, then nonces
may be used to reduce the number of (re)broadcast packets too.

The geolocation and the counter-based schemes will be evaluated in this work, as
well as the effect in the network performance of the use of nonces.
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3 Evaluated Strategies to Mitigate Broadcast Storms
in VANETs

This work evaluates two strategies to mitigate the broadcast storm problems in
VANETs enabled by WAVE and NDN: (i) the counter-based strategy; and (ii) the
geolocation strategy. The effect in the network performance of the use these strategies
with nonces is also evaluated.

The counter-based strategy was implemented following the algorithm proposed in
[14]. Basically, as a host may hear multiple times the same message from other hosts
before starting to transmit its message, a counter keeps track of the number of times the
broadcast message is received during a certain time interval. If this counter reaches a
predefined value, then the rebroadcasting is canceled.

The geolocation strategy is a broadcasting solution based on geographical location.
According to this strategy, the producer and the consumer communicate each other using
preferably the vehicles circulating on a set of roads connecting the producer and the
consumer. In case of communication failure after a number of trials using the geolocation
transmission mode, the packet is rebroadcast by flooding. The set of roads is chosen
through an algorithm that takes into consideration, for example, the minimum distance
between the producer and the consumer and/or the density of vehicles in the roads. By
receiving an interest packet containing the GPS location of the consumer, the producer is
able to define a list of contiguous roads and send this list in the data packet. In the same
way, by receiving a data packet containing the GPS location of the producer, the con-
sumer is able to define such list and send it in the interest packet. When the forwarder
nodes receive a data/interest packet, only those located in the roads defined in the list are
allowed to rebroadcast it. Otherwise, the forwarder node discards the received packet.

4 Connected Ambulance Use-Case

In order to evaluate the efficiency of the counter-based and geolocation strategies
against broadcast storm, a use-case inspired on a connected ambulance care assistant
was considered for this work, as described next.

During the trip of an ambulance transporting a patient to the hospital, the electronic
equipment of the paramedics in the ambulance send patient’s data, such as video
images of patient’s injuries and data of vital signs, to the health specialists in the
hospital, allowing them to know more exactly the clinical health state of the patient
carried in the ambulance. In this way, the first aids can be properly carried out in the
ambulance, and when this vehicle arrives to the hospital everything is ready to receive
the patient. The data is sent to the hospital through a wireless communication infras-
tructure. A similar use-case is considered in the SliceNet Project [17].

The consumer (receiver) of the content (hospital) is static and the producer (ambu-
lance) is dynamic. Since NDN communications are driven by the consumers, in the NDN
scenario the producer only sends a data packet after receiving the respective interest from
the consumer. In the WAVE scenario, the ambulance only sends the data packet of
sequence number n after receiving the ACK of the packet n − 1 from the hospital.
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This work considers the transmission from the ambulance to the hospital of a
certain number packets, each one containing a set of physiological signals of the
patient, such as the electrocardiography (ECG), arterial pressure, oximetry, respiration
rate, heart rate, and body temperature.

4.1 Use-Case Simulation

In order to evaluate the performance of the geolocation and counter-based strategies, it
was considered a VANET with an ambulance able to provide the service described
above. This scenario was implemented in a simulator. The simulation setup and the
simulation test conditions are presented next.

Simulator. It was used the simulator Veins-4.7.1. This is a vehicular network simu-
lation framework that couples the mobility simulator SUMO [18] with a wireless
network simulator built on the discrete event simulator OMNeT++. Veins has a
manager module to synchronize the mobility of the vehicles between the wireless
network simulator and SUMO. Veins implements fully detailed models of IEEE
802.11p and IEEE 1609.4 DSRC/WAVE network layers, including multi-channel
operation.

The simulator was programmed so that cars take diverse actions to help decrease the
ambulance trip delay, as described next. The use-case was implemented over this
functionality. During the trip, the OBU of the ambulance broadcasts periodically
emergency warning messages using the WAVE short message protocol (WSMP) [19]
over IEEE 802.11p. In each warning message is sent the current road and next n − 1
roads of the ambulance. For example, if the number of roads is equal to two, then the
current road and the next road of the ambulance are sent in the message. Basically,
when a car receives an emergency warning message from a nearby ambulance, it
checks if the car is moving in the same direction of the ambulance. If this is true, and if
the car is moving ahead the ambulance, then the car checks if the ambulance is not
overtaking. If true and if the current road of the car is included in the set of ambulance
next n roads, then the car tries to change lane to pull to the road side. If this is done with
success, then the car stops until being passed by the ambulance. If the car and the
ambulance are moving in crossing or opposite directions, then if the next junction is the
same for the car and the ambulance, and if the car is near this junction, then the car
stops at the end of the road to let the ambulance pass. The cars moving in the opposite
direction of the ambulance also stop at the road end to make easier the flow of the cars
moving ahead the ambulance. This helps to reduce the traffic volume ahead the
ambulance. When the ambulance is overtaking, the cars rolling in the opposite road
also tries to change lane and stop, in order to leave the road free to the ambulance.

If the RSU of a traffic light receives the emergency warning message from an
ambulance, the traffic light switches as soon as possible to green in the direction of the
emergency vehicle and to red to block the vehicles in the crossing directions. The
signal keeps green while the ambulance does not pass through the traffic light. Once
crossed by the ambulance, the traffic light runs the regular sequence loop of color light
signals.
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Road Grid. The simulation was carried on a road grid with seven horizontal roads and
seven vertical roads, as shown in Fig. 1a. The length of each road is 200 m. To
simulate the pull of the car to the side of the road in order to give way to the ambulance,
the roads of the grid have two lanes, as shown in Fig. 1b. Although a map with two
lanes in every road is not very representative of a city, where often only one lane exists,
it should be noted that all cars in the simulation roll mostly on the internal lanes, and
the external lanes are only used by cars to help free the internal lanes to the
approaching ambulance. An ambulance never uses the external lanes. So, the external
lanes are used to simulate the real situation of cars pulling to the side of the road to let
the ambulance pass.

Routes. Along the simulation time, the ambulance follows a predefined closed pattern,
covering most of the grid edges. After running a sinuous trajectory through 56 edges,
which corresponds to a distance of 11.11 km, the ambulance reaches the start position,
thus completing one cycle. Then, it starts another cycle, repeating again the same
closed pattern route. This scheme continues until the simulation time is over. The
routes of the cars were generated with the SUMO traffic generator (randomTrips.py).
A route with a new traffic profile is generated every time a simulation is run.

Number of Vehicles. Simulations were run for 200, 400, 600, and 800 vehicles in the
road grid. The ambulance started rolling and transmitting messages only when the
stipulated number of vehicles was present in the road grid.

NDN. The essential aspects of the NDN architecture were implemented at Veins.
The CS can store 1000 data packets, and the PIT 1000 interest packets. For simplicity’s
sake, LCE and FIFO were the strategies used for the cache placement and the cache
replacement, respectively. As OBUs have only one face to receive and transmit
packets, the FIB role was not considered in this work, just as in [11, 12, 20]. The mule
strategy was also not implemented.

Communications. All vehicles had an OBU with IEEE 802.11p. The transmission
power was 20 mW, which corresponds to a signal range of 530 m. The total length of
the MAC frames containing the warning messages was 166 bytes. The service channel
was not used, the simple path loss propagation model was used, and no buildings were
considered in the simulation scenario. As Veins does not simulate acoustic signals,
these were simulated using wireless communication messages. The cars able to “listen”
the siren are those that receive such messages directly from the ambulance. It should be
noted that the siren messages are always transmitted via WSMP, even when NDN is
used in the VANET to access the producer’s content.

Traffic Lights. Simulations were carried out with three traffic lights. One traffic light
was placed exactly at the central junction of the grid and the other two at the junctions
indicated in Fig. 1a. The traffic lights switch between red and green every 50 s. For
simplicity, the yellow light was not used. The ambulance crosses twice each junction
with traffic lights during a complete route cycle (Fig. 1b).
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Parameters. The values of the parameters used in the simulations are shown in
Table 1. The simulation finishes when the consumer receives the full content from the
producer. It is required 1000 packets to transmit the full content. Each packet carries an
application payload of 100 bytes. This size is enough to contain a sample set of
physiological signals of the patient, because the arterial pressure, oximetry, respiration
rate, heart rate, and temperature are quantified by decimal values.

Fig. 1. (a) Road grid of size 7 � 7, with white dots marking the location of the traffic lights.
(b) Ambulance crossing a junction with traffic lights. Note the two lanes per edge. (Color figure
online)

Table 1. Parameterization used in the simulated scenario.

Parameter Value Parameter Value

road grid size 7 x 7 communication protocol IEEE 802.11p

number of traffic lights 3 service channel (SCH) unused

road length 200 m MAC frame size 166 bytes

number of hundreds of vehicles 2, 4, 6, 8 application payload size 100 bytes

minimum car trip distance 2000 m transmission data rate 18 Mbps

vehicle velocity 10 m/s transmission power 20 mW

vehicle acceleration 3 m/s² time-to-live (TTL) 31

vehicle deceleration 10 m/s² data payload size 100 bytes

lane stay time 6 s full content size 1000 packets

emergency warning period 0,2 s CS size 1000 data packets

max. time for car to change lane 20 s PIT size 1000 interests

time for car to send change lane mesgs. 3 s PIT entry lifetime 1 s

change lane warning mesg. period 1 s packet retransmission period 0,1 s

traffic light changing period 50 s cache placement LCE

number of ambulance roads (n) 2 cache replacement FIFO
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5 Simulation Results

The wireless communication performance was evaluated on the simulated emergency
scenario considering the use of V2X communications inWAVE andNDN environments,
combined with the use of the counter-based or geolocation strategies, as well as the
nonces. The use of nonces means that every time the consumer or the producer needs to
send a packet, a number is generated randomly by that node and sent in the packet. The
results obtained for the content delivery time, the SNIR lost packets, and the duplicate
packets are presented next. The results represent the average values of multiple simula-
tions, each one with a different traffic profile. All results are relative to the content
consumer (hospital). The number of cars in the road grid is constant along the simulation.
The results were obtained considering respectively the presence of 200, 400, 600, and 800
cars on the road grid. As a guideline rule, the lower are the heights of the bars, the better is
the communications performance of the VANET in terms of the considered metrics.

The bar graphics of Figs. 2, 3, 4, 5 and 6 show the results obtained for the proposed
use-case, using both WAVE and NDN technologies. In all graphics, the x-axis contains
the number of cars, and the y-axis the percentage values of the considered performance
metrics. The meaning of the three bars obtained for each specific number of cars in the
road grid is presented next.

The blue bar (at left) shows the content delivery time, which is the time required to
receive the full content from the producer. It is expressed in a percentage relatively to a
reference time, which is equal to the maximum content delivery time found in all
simulations. Considering all 292 simulations carried out in this work (see Table 2), the
maximum content delivery was equal to 1434,0 s, which occurred for a test in NDN
with 600 cars, using the counter-based strategy with nonces. For example, if the blue
bar indicates 40%, it means that the average content delivery time for this particular
case was 1434,0 � 0,40 = 573,6 s. So, the content delivery time is calculated by:

content delivery time ¼ delivTime=refTime � 100% ð1Þ

where delivTime was the time required to deliver the full content from the producer to
the consumer, and refTime is the reference time (1434,0 s).

The red bar (at middle) shows the average SNIR lost packets at the producer
(P) and the consumer (C). This parameter reflects the number of collisions on the
OBUs of both nodes, and may be used as an indirect indication of the bandwidth
occupancy of the wireless channel, in that the higher is its value, the more occupied is
the wireless channel used by both OBUs. The SNIR lost packets (%) is calculated by:

SNIR lost packets %ð Þ ¼ SNIRlostPkts Pð Þþ SNIRlostPkts Cð Þð Þ=2 ð2Þ

where SNIRlostPkts(X) means “SNIR lost packets at X”, with X = {P, C} (P is the
producer, C is the consumer), and is calculated by this expression:

SNIRlostPkts Xð Þ ¼ SNIRlostPkts Xð Þ= SNIRlostPkts Xð Þþ recvdPkts Xð Þð Þ � 100% ð3Þ

where recvdPkts(X) means “received packets by X”, with X = {P, C}.
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The orange bar (at right) shows the duplicate packets sent in average by the pro-
ducer (data packets) and the consumer (ACK packets). Note that the value shown in the
graph must be multiplied by four to get the real value of duplicate packets. The
duplicate packets (%) is calculated by the expression:

duplicate packets %ð Þ ¼ duplPkts Pð Þþ duplPkts Cð Þð Þ=2 ð4Þ

where duplPkts(X) means “duplicate packets sent by X”, with X = {P, C}, and is
calculated by this expression:

duplPkts Xð Þ ¼ nrSentPkts Xð Þ�nrUniquePkts Xð Þð Þ=nrUniquePkts Xð Þ � 100 ð5Þ

where nrSentPkts(X) is the number of packets sent by X and nrUniquePkts(X) is the
number of unique packets sent by X, with X = {P, C}. The number of unique packets
is equal to the number of packets used to transmit the full data content, which is equal
to 1000 packets.

The meaning of the legends in the bar graphics is the following:

(i) flood means that all packets were sent in broadcast by flooding. This is obviously
the transmission mode more susceptible to originate broadcast storms in the
VANET.

(ii) geoX means that the flooding mode is used after X trials in geolocation mode
without successful delivery of the packet to the destination node. This is valid to
all packet types, i.e. interest, data, and acknowledgement packets. So, if X > 1,
the first packet is sent in geolocation mode, as well as the eventual next X − 1
retransmissions of this packet, and the eventual retransmission number X is done
in flooding mode. The eventual retransmission number X + 1 is done again in
geolocation mode, restarting in this way the retransmission mode cycle. For
example, geo10 means one transmission in geolocation mode followed by nine
eventual retransmissions in geolocation mode too, and then one eventual
retransmission in flooding mode. Afterwards, the cycle restarts again.

(iii) cntX means that the counter-based strategy is used with a counter threshold equal
to X for all types of messages (i.e., data and interest packets in NDN, WSM and
ACK packets in WAVE).

(iv) non means that a nonce is attributed to each packet sent by the producer or the
consumer, so that a packet is retransmitted by the intermediate nodes only once
at most. So, each packet has a sequence number and a nonce. If the consumer or
the producer retransmits a packet, this packet is sent again with the same
sequence number of its last transmission, and a new nonce.

Table 2 shows the number of simulations run, with distinct traffic profiles, for each
type of transmission strategy with a specific number of cars. For example, fifteen
simulations were run using geo10 with nonces (geo10 non) on a scenario with two
hundred cars. A few simulations were run just a little number of times, or not run at all,
because they require a very long time to finish. For example, a conventional laptop
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requires more than one month to run in WAVE the flooding strategy with 600 cars. In
this very specific case, the results were linearly extrapolated from those obtained with
the flooding strategy in WAVE using 200 and 400 cars.

Figures 2, 3, 4, 5 and 6 show the bar graphics of the average values obtained for the
three evaluated metrics, which are discussed in the next section.

Fig. 2. Results for flooding in WAVE (a) and NDN (b), with nonces (non) for 200 cars, and
without nonces for 200, 400 cars, and 600 cars. The results for WAVE with 600 cars were
extrapolated. For WAVE with 400 and 600 cars, the dupl/4 bar gets 267% and 427%,
respectively. (Color figure online)

Table 2. Number of simulations run in WAVE and NDN for each transmission mode with a
specific number of cars.

WAVE NDN

200 400 600 800 cars 200 400 600 800 cars

flood 1 1 0 0 1 1 1 0

flood non 3 0 0 0 1 0 0 0

cnt1 16 13 16 10 17 10 10 5

cnt1 non 11 4 2 3 10 4 2 1

geo10 14 10 5 4 14 10 10 12

geo10 non 15 10 10 4 10 10 9 2
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Fig. 4. Results for counter-based strategy in NDN, with counter threshold equal to one (cnt1),
without nonces (a), and with nonces (non) (b). (Color figure online)

Fig. 3. Results for counter-based strategy in WAVE, with counter threshold equal to one (cnt1),
without nonces (a), and with nonces (non) (b). (Color figure online)
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Fig. 6. Results for geolocation strategy in NDN, without nonces (a), and with nonces (non) (b).
Flooding is used after ten trials in geolocation mode without successful delivery of the packet to
the destination node (geo10). (Color figure online)

Fig. 5. Results for geolocation strategy in WAVE, without nonce (a), and with nonces (non) (b).
Flooding is used after ten trials in geolocation mode without successful delivery of the packet to
the destination node (geo10). (Color figure online)
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6 Analysis of the Results

The results obtained in the simulated VANET scenario for NDN and WAVE are
discussed next. It is analyzed firstly the NDN results, and then the WAVE results.

When flooding is used in NDN without nonces (Fig. 2b), it is noted that the
network performance, regarding the three considered metrics, was clearly better than
that obtained with WAVE (Fig. 2a). This is justified by the operation of PIT in NDN.
Indeed, all interest packets already registered in the PIT are discarded, because a similar
interest packet has already been sent to the network. So, the number of broadcasts in
the VANET becomes lower. Moreover, Fig. 2b (and Fig. 2a) shows that, when 200
cars are rolling in the road grid, the use of nonces in NDN (and WAVE) does not help
to decrease neither the content delivery time nor the duplicate packets, comparatively to
the situation where the nonces were not used. When nonces are not used, Fig. 2b shows
that the SNIR lost packets increases considerably with the number of cars, which does
not occur for the content delivery time and the duplicate packets. When compared with
the flooding results, Fig. 6a shows that the use of geolocation strategy reduces con-
siderably the SNIR lost packets, although the content delivery time and the duplicate
packets do not change so considerably. Figure 4a shows that the use of the counter-
based strategy in NDN presents a considerably higher content delivery time and
duplicate packets when compared with the use of flooding and geolocation transmis-
sion schemes, but the SNIR lost packets is smaller than that obtained with these two
schemes. Comparing Fig. 4a with Fig. 4b, it is noted that the use of nonces in the
counter-based strategy increases clearly the SNIR lost packets, the content delivery
time, and the duplicate packets. However, the use of nonces in the geolocation strategy
(Fig. 6b) helps to decrease the SNIR lost packets, but increases considerably the
content delivery time and the duplicate packets too, when compared with the geolo-
cation strategy without nonces (Fig. 6a). So, the best global performance in NDN was
obtained with the use of the geolocation strategy without nonces.

Let us analyze now the results obtained with WAVE. When flooding is used in
WAVE without nonces (Fig. 2a), the content delivery time, the SNIR lost packets and
the duplicate packets increase considerably with the number of cars. When the
geolocation scheme is used without nonces, Figs. 5a and 6a shows that the most
significant difference between WAVE and NDN is the SNIR lost packets, which is
almost the double in WAVE than in NDN. The duplicate packets are also higher in
WAVE than in NDN. In WAVE, the use of nonces in the geolocation scheme (Fig. 5b)
helps to decrease the SNIR lost packets, but increases the content delivery time and
increments considerably the duplicate packets, when compared with the geolocation
without nonces (Fig. 5a). In WAVE, the use of the counter-based strategy revealed
lower SNIR lost packets than the geolocation strategy. However, the counter-based and
the geolocation strategies present similar performances in terms of content delivery
time, specially when there are at least four hundred cars in the road grid. Once again,
Figs. 5a and b show that the use of nonces on the geolocation scheme helps to decrease
the SNIR lost packets, but increases the content delivery time and the duplicate packets,
comparatively to the geolocation without nonces. Figure 3b shows that the use of
nonces on the counter-based strategy deteriorated the performance of all parameters

Evaluation of Broadcast Storm Mitigation Techniques 233



when compared with Fig. 3a, where nonces are not used. In WAVE, without nonces,
the difference observed in the network performance between the counter-based and
geolocation strategies is not so notorious as that observed in NDN. However, one may
say that the best global performance in WAVE was obtained with the counter-based
strategy without nonces, since it presents a significant smaller SNIR lost packets than
the geolocation strategy. This is particularly true when there are at least four hundred
cars rolling in the road grid.

Tables 3 and 4 summarize the analysis of the results for each broadcast strategy in
the form of replies to the following questions. Table 3 answers to the question: “Using
the considered transmission strategy, had NDN better performance than the WAVE in
terms of content delivery time, SNIR lost packets, and duplicate packets?” Table 4
answers to the question: “For the WAVE/NDN technology, had the transmission
strategy B globally better performance than the transmission strategy C in terms of the
considered three metrics?” The meaning of the replies is the following: Y means “yes”;
YY means “yes, considerably better”; N means “no”; NN means “no, considerably
worst”; and � means “almost equal”, where “considerably” means a difference, in
module, above twenty percentage points (pp). Table 4 is composed of two subtables:
table A for WAVE, and table B for NDN. For example, table A indicates that, in
WAVE, the geolocation strategy (geo10) performed worst (N) than the counter-based
strategy (cnt1). Yet, table B indicates that, in NDN, geo10 performed considerably
better (YY) than cnt1. Table 4 does not consider “flooding with nonces”, because the
results available for this case are limited to 200 cars in the road grid.

In summary, the best global performance was obtained in NDN with the geolo-
cation strategy, {NDN geo10} (Fig. 6a), and in WAVE with counter-based strategy,
{WAVE cnt1} (Fig. 3a), both without nonces. Comparing Fig. 3a with Fig. 6a, it is
noted that the content delivery time was always lower in {NDN geo10}, with differ-
ences to {WAVE cnt1} between 3,5 pp and 8,1 pp. The duplicate packets was also
always lower in {NDN geo10}, with differences to {WAVE cnt1} between 6,2 pp and
26,5 pp. The SNIR lost packets was lower in {NDN geo10} for 200 and 400 cars, but
higher than {WAVE cnt1} for 600 and 800 cars, with differences, in module, below
5,1 pp. So, globally, the NDN with the geolocation strategy performed moderately
better than the WAVE with counter-based strategy, in terms of the considered metrics.

Table 3. Summary of the results in the form of replies to the formulated question (Y = yes;
YY = “yes, considerably better”; N = no; NN = “no, considerably worst”; � = almost equal).

Had NDN better performance than WAVE ?

transmission strategy content delivery time SNIR lost packets duplicate packets

flooding YY Y YY

counter NN Y NN

counter with nonce NN N NN

geolocation Y Y Y

geolocation with nonce N Y ≈
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7 Conclusions and Future Work

In this paper, an evaluation study was conducted for two mitigation strategies against
broadcast storm problems on a VANET enabled with NDN and WAVE technologies.
For this goal, a connected ambulance care assistant was implemented on a vehicular
simulated scenario. The results show that the best global performance in NDN was
obtained with the use of the geolocation strategy without nonces. In WAVE the best
global performance was obtained with the counter-based strategy without nonces,
although the difference to the geolocation strategy is more contained than that observed
in NDN. Globally, the geolocation strategy in NDN performed moderately better than
the counter-based strategy in WAVE, regarding the considered three metrics.

The use of nonces in the geolocation and counter-based schemes tends to increase
the content delivery time and the duplicate packets, and so they do not help to improve
the global network performance. Comparatively to the broadcast by flooding, the
results show that, in WAVE, the geolocation and counter-based strategies are effective
in mitigating the broadcast storm problems in terms of the considered metrics. In NDN,
the geolocation strategy is able to improve the network performance by reducing
significantly the SNIR lost packets obtained with flooding.

This study was conducted for a specific use-case. The efficiency of the geolocation
and counter-based strategies should be tested with other use-cases, including scenarios
with a fraction of cars equipped with V2X communications, and different road con-
figurations. The effect of the buildings along the roads on the radio signals should be
also considered. Other strategies based, for example, on probabilities and distances
should be evaluated too, as well as the use of different strategies operating together in a
VANET scenario. These issues should be tackled in future work.
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Table 4. Summary of the results for WAVE (table A) and NDN (table B) in the form of replies
to the formulated question (Y = yes; YY = “yes, considerably better”; N = no; NN = “no,
considerably worst”).

Had the transmission scheme at the column better performance than the scheme at the row ?

WAVE NDN

table A cnt1 cnt1 non geo10 geo10 non cnt1 cnt1 non geo10 geo10 non table B

flood NN NN NN NN Y Y NN Y flood

cnt1 * YY Y Y * YY NN N cnt1

cnt1 non NN * NN N NN * NN NN cnt1 non

geo10 N YY * Y YY YY * YY geo10
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Abstract. Nowadays, high emphasis is placed on the efficient use of resources
for optimum management of transport infrastructure. The use of non-destructive
diagnostics is the main application for visualization and support of intelligent
infrastructure models. Moreover, such models also have enormous potential to
support the “smart city” concept. Disaster management, 3D cadaster, energy
assessment, pavement performance, pollution monitoring and visibility analysis
could benefit from regular pavement diagnostic and its surroundings. To
demonstrate this potential, the authors present examples of non-destructive
diagnostics on the roads in the Žilina region. As a result, the importance of using
non-destructive diagnostics is highlighted, because of the potential for saving
money and streamlining planning for smart city needs.

Keywords: Non-destructive diagnostic � Pavement performance � Smart City �
Intelligent road infrastructure � ITS

1 Introduction

Intelligent transport processes cannot be carried out on the demanded level without
being able to rely on a synergistic transport infrastructure. This means that we need to
focus not only on innovation in transport technology, transport and logistics processes,
but also on changing user behaviour, innovative planning and building processes.
Current trends in the area of transport infrastructure for smart cities projects include e.g.
development and implementation of technologies enabling the collection of selected
technical, material, environmental and physical data on its current state. These are
followed by technical and software solutions designed to determine the infrastructure’s
predictive status in order to optimize the management of traffic processes by the
operator. Selected examples include solutions that work together to manage winter
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maintenance by monitoring the road temperature profile [1], the degradation status of
asphalt pavement layers [2, 15] or innovations to improve the communication structure
between smart application sensors [3] as well as tunnel safety enhancement features [4,
17] or overall optimization of transport processes in terms of economic context [16].
From the perspective of improving the quality of transport infrastructure elements, the
trend is focused on activating the philosophy of the circular economy as a complement
to the complex philosophy of Smart Cities. This is accompanied not only by the need to
reuse the demolition and construction waste, but also by focusing on building parts
with a longer lifespan. Emphasis is also placed on improving the quality of monitoring
itself. Interesting solutions in this area include innovations in bridge object diagnostics
procedures through mathematical modal analysis procedures [5], following the possi-
bility of performing it in full operation. A concrete example of new bridge infras-
tructure solutions can also be found in [6] where preconditions for efficient functioning
of precast concrete frames are presented.

2 Application of Approach of Non-destructive Diagnostics
to Sustainable Pavement Management

The key resources for implementing the Smart City strategy are information and
intelligent processing systems designed to ensure a stable link between individuals and
knowledge. Smart urban construction can be supported by the benefits of new tech-
nologies that enable a stable interconnection in urban planning. One of the most
reliable methods for collecting selected technical and physical road parameters is the
use of non-destructive deformation diagnostics. Non-destructive diagnosis has two
main advantages over destructive tests. First, destructive testing interferes with the
underlying pavement or requires removal of materials, which are tested under labo-
ratory conditions. However, in the case used to innovative technology to collect data it
is indeed in-situ testing without undesirable damage to the road cover or possible
modification. Another big advantage is fast road testing, in most cases without traffic
restrictions or without traffic limitation and one ride can get large amounts of data to
test the roadway from multiple perspectives at once [8] (Table 1).

Non-destructive diagnosis data combined with survey data, such as traffic flow
composition or traffic intensity, are used to select the best alternative to maintenance
and road renewal, which is a very important aspect on the way of sustainable transport
and its benefits philosophy Smart City.

2.1 Data Collection with Lynx SG1

The Mobile Mapping System (MMS) enables contactless determination of spatial
coordinates of points via sensors and associated evaluation software that are part of the
vehicle. The mobile laser scanner is able to collect a huge number of points (point
cloud) with minimal separation in a very short time. For field data collection, a mobile
mapping device combines multiple technologies at the same time (LiDAR, Global
Navigation Satellite System, Inertial Measurement Units and Distance Measurement
Unit) [7, 11] (Fig. 1).
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Table 1. Diagnostic device - Research Centre of University of Žilina

ROAD SCANNER_georadar: 

Is a diagnostic facility for collecting data on road 
and bridge faults by a non-destructive method 
using ground penetrating radar (GPR) technology. 

DYNAMIC ROAD SCANNER (in developing):

The instrument for measuring the transverse 
and longitudinal unevenness.

3D scanner LYNX SG1: 

The Mobile Mapping System (MMS) allows 
contactless determination of spatial coordinates 
through sensors and the corresponding evaluation 
software that are part of the Lynx SG1.

Deflectometer FWD KUAB :  

Impact Load Test - The goal is to simulate a truck 
crossing in the measured point. The resulting 
value is referred to as deflection.

Fig. 1. Point cloud from experimental measurement of highway tunnel - Považský Chlmec
27. September 2017
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Terrasolid’s Terrascan program has been used for *.las cloud point processing as an
extension for MicroStation V8i. In order to obtain the clearest possible rendering, the
first step is to classify the points, which consists of separating the individual objects
(e.g. paths, sidewalks, lawns) and then removing unnecessary objects (e.g. cars, faulty
objects). Points can be filtered by colour, reflected signal strength, altitude, and other
criteria, and linked to groups with common attributes. Good point cloud classification
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Fig. 2. Exponential accuracy of measurement at the reach of the GNNS signal – highway tunnel
- Považský Chlmec 27. September 2017

Fig. 3. Example of 3D visualization with 3D Lynx SG1, which creates space for potential Smart
City applications.
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is the basis for further analysis and work. After the drawing is created, the output can
be exported to various standard CAD formats dgn, dwg, shp [9] (Fig. 2).

In this case, all data including vectorization is processed in the ETRS89 coordinate
system. Finally, a.dgn drawing is created, which is transformed into the SJTSK system
(Unified Trigonometric Network System) using a transformation service. This trans-
formation allows the measured data to be located in the territory of the Slovak Republic
and subsequently it is possible to work with such data also in the area of the real estate
cadastre for support more sophistic urban planning [9] (Fig. 3).

2.2 Data Collection with Dynamic Road Scanner

Mobile high-capacity contactless measuring device for road surface profiles with the
precision needed to determine the IRI index (Fig. 4).

Fig. 4. Location of mapped setting into cadastral map SR for support more sophistic urban
planning.

Fig. 5. Results of Dynamic Road Scanner measurements of Bus stop Hurbanova and Mostná in
Žilina 17.10.2017 and standardized measurements according to STN EN 13036-7.
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The device is able to measure road profiles while driving and is able to filter out the
measuring beam oscillation based on gyroscopes and accelerometers. The data pro-
cessing software provides both the raw height data of the measured profile x, y (*.txt)
as well as the determination of IRI values based on the determined algorithm (Fig. 5).

2.3 Data Collection with Georadar

The principle of the georadar method consists of the repeated transmission of radio
frequency electromagnetic pulse through transmitting antenna into the examined
environment. In locations where the electromagnetic pulse change occurs, the reflection
that receives the antenna takes place. It, therefore, shows different types of layers,
material continuity disorders. The laser scan method is based on the laser beam time
transmitted from the scanner to the measured surface and back from which the distance
is calculated. Using a laser beam can be determined, for example, depth of the ruts [10].

In the Fig. 6, the authors present the results of experimental measurements that
determine the depth of rutted tracks. Results from experimental measurements form the
basis for assessing roadworthiness to optimize traffic infrastructure management.

2.4 Data Collection with FWD KUAB

Diagnostic devices - deflectometers work on the principle of in-situ impact loading test.
The impact load test is one of the dynamic impulse methods, the aim of the method is
to simulate the truck’s passage at the measured point. When tested, a roadblock is
applied to the road that is damped by a rubber pad and the change in impact load and
deformation at the point and outside of the vertical direction, known as deflection [12].

The paper presents the results of the authors from the diagnostics of the newly built
transport infrastructure, but also from the analysis of the long-term monitored sections
in the Žilina region - road section Poluvsie - Porúbka Road 1/64, where the technical
parameters were analysed and evaluated diagnostics (Fig. 7).

Fig. 6. Evaluation of experimental measurement - depth of track depth.
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The assessment based on the equivalent resilient modulus is based on the greatest
(maximum) time deflection amplitude on the road surface in the centre of the y0 loading
plate. The equivalent resilient modulus Eekv is calculated from the general relationship
[14]:

Eekv ¼ 2: 1� l2
� �

:
a:r

y0 50;T20ð Þ
ð1Þ

Eekv Equivalent resilient modulus [MPa]
Y0(50, T 20) deflection in the centre of the load plate calculated at 50 kN comparative

force and 20 °C comparative temperature [m]
a loading plate radius [m]
r contact load stress [MPa]
l Poisson’s number

Fig. 7. Road section 91380 - Polúvsie – Porúbka 1/64
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By evaluating and thoroughly analysing the given parameters, we obtain detailed
information on the status of the transport infrastructure as part of the Smart Cities
philosophy, for the need of urban engineers and planners to benefit from such created
models as much as possible, especially with regard to rapid urbanization, which requires
obtaining the most accurate information about the environment in the most effective
time so that it can be reached soon with the lowest possible financial costs [13].

It is clear from the evaluation of the equivalent modulus of elasticity that all grading
stages (5) are located on the entire monitored road section Poluvsie - Porúbka, with the
highest percentage of grades 1–3 (excellent, very good, good), namely the 1st grading
grade 31.37%, 2nd classification 27.45% and 3rd classification level again 31.37% of
which we can conclude that based on the assessment of the road according to the
equivalent resilient modulus in good to excellent. Graphically, the evaluation is shown
in Fig. 9 is the percentage of all 5 grades. The remaining grading grades have the
following percentages: 4. grading grade 3.92% (sufficient) and 5. grading grade 5.88%
(insufficient). Figure 8 shows the development of the equivalent modulus of elasticity
from 2004 to 2018.

3 Conclusion

The technologies for non-destructive diagnostic and technologies for capturing and
processing 3D geodata are rapidly advancing. As a result of these developments in
geodata acquisition technology, the availability of 3D geodata is steadily increasing.

The current use of diagnostic of pavement and its ambient is mainly used to the
visualization of damage, which leaves many other potential applications for the
approach to the smart city. This is a chance for change, since urban managers and
planners have benefited tremendously from road infrastructure models. This is espe-
cially true in light of the rapid urbanization worldwide, which requires continuous
monitoring of energy consumption, noise pollution and many other ‘smart city’
applications. This paper presents the results of several experimental measurements,
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Fig. 9. Percentage of classification grades by module Eekv
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which are the basis for optimal management of roads and present sustainable approach
for intelligent urban construction for smart mobility.

The development of transport means and their characteristics requires a corre-
sponding adjustment of the technical parameters of the transport infrastructure and its
gradual modernization. This problem must also be resolved due to the increasing
transport performance and the number of means of transport on the roads. The current
state of the infrastructure is not able to provide sufficient traffic stream throughput.
Additional infrastructure expansion is not possible especially in urbanized areas and the
construction of new infrastructure is very demanding. The solution is to use non-
destructive diagnostics to quickly determine and predict roadway development almost
without any traffic restrictions - without limiting the transport infrastructure logistics
processes. The basic goal is to reduce the financial costs involved and to determine the
optimal time for repair, maintenance or reconstruction while maintaining the longest
possible road life. The cost of repairing roads by using non-destructive diagnostics can
be effectively reduced and added value to urban modelling with 3D mobile mapping
tools. By optimizing the cost of repair, road maintenance contributes to reducing user
costs, improving service delivery and reducing pollution. Last but not least, the aim is
to increase road traffic safety, increase the efficiency of transport, expressed by saving
time for transport, as well as increasing the quality of the environment and improving
the productivity of the company’s commercial activity.
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Research and Innovation: Progressive systems and technologies for industry and infrastructure.,
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Abstract. Visual odometry (VO) and visual simultaneous localization
and mapping (V-SLAM) have gained a lot of attention in the field of
autonomous robots due to the high amount of information per unit cost
vision sensors can provide. One main problem in VO techniques is the
high amount of data that a pixelated image has, affecting negatively the
overall performance of such techniques. An event-based camera, as an
alternative to a normal frame-based camera, is a prominent candidate to
solve this problem by considering only pixel changes in consecutive events
that can be observed with high time resolution. However, processing
the event data that is captured by event-based cameras requires specific
algorithms to extract and track features applicable for odometry. We
propose a novel approach to process the data of an event-based camera
and use it for odometry. It is a hybrid method that combines the abilities
of event-based and frame-based cameras to reach a near-optimal solution
for VO. Our approach can be split into two main contributions that are
(1) using information theory and non-euclidean geometry to estimate the
number of events that should be processed for efficient odometry and (2)
using a normal pixelated frame to determine the location of features in
an event-based camera. The obtained experimental results show that our
proposed technique can significantly increase performance while keeping
the accuracy of pose estimation in an acceptable range.

Keywords: Event-based camera · Monocular · Visual-odometry · IMU

1 Introduction

Visual odometry (VO) is one of the most popular topics in machine vision (MV)
that is used in broad types of applications, such as autonomous navigation,
object avoidance, and 3D scene reconstruction. VO estimates the position and
orientation of a moving platform by analyzing the variations induced by the
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motion of the camera on a sequence of consecutive images, i.e., ego-motion esti-
mation. Frame-based cameras are widely used in conventional VO approaches,
because they can provide high-resolution images with low cost and have a sim-
ilar output to human vision. In VO techniques based on frame-based camera,
the location of the camera is reconstructed by computing the optical flow (OF)
from key information extracted from two consecutive frames. The key informa-
tion in a frame, e.g., corners, is extracted using a frame feature detector, such as
Moravec [1] or Harris [2], and the reconstructed scene can be refined using bun-
dle adjustment [3] or another offline optimization method. Even though there
has been significant advancement in the field of odomery based on frame-based
cameras, there still exist practical problems in using such cameras in odometry,
for example high latency of image delivery, motion blur phenomenon, and low
dynamic range, which negatively affect the efficiency of the odometry algorithm
w.r.t. the accuracy of the result and performance.

Another type of camera that can be used for odometry is the event-based cam-
era [4]. Opposite to frame-based cameras that acquire the intensity of all pixels
simultaneously and generate frames at fixed rates, event-based cameras use bio-
logically inspired vision sensors to output pixel-level temporal intensity changes,
i.e., events. This feature of event-based cameras makes them very appealing and
efficient for odometry. An event is triggered whenever the brightness of a pixel
changes. In such a case, the location of an event in a pixelated image (u,v),
polarity of the brightness change (1 or 0), and time-stamp, are passed as a sin-
gle event to the camera output. Therefore, such cameras produce a stream of
events that has no redundant data and can thereby reduce the latency (response
time) down to 10 µs. Moreover, the power consumption of odometry can be
significantly reduced, even by the factor of 50, which is an important aspect
especially for resource limited devices.

The benefits event-based cameras provide make them attractive for odometry
in navigation and tracking on high speed agile robotic platforms that operate
under challenging lighting conditions. However, processing data of event-based
cameras for odometry is not straightforward, since the output of these cameras is
fundamentally different from that of frame-based cameras. For example, unlike
in frame-based cameras, features cannot be extracted easily in event-based cam-
eras, making odometry difficult in practice. Moreover, reconstruction of a frame
based on data captured by an event-based camera is problematic. The main
question here is that how many events should be considered together to form an
instantaneous frame? There are recent studies that aim at solving these prob-
lems by defining the new features of event-based cameras and by determining
the number of events per frame in a given time interval [5]. However, such tech-
niques are efficient only in special situations, e.g., when the number of events is
not changing for different scenes, and, therefore, they do not offer general solu-
tions. The main drawback of such techniques is that their efficiency, in terms of
performance and accuracy, is dependent on the velocity of the camera and the
number of events in a scene. In dynamic situations, where the scene and velocity
of the camera change drastically, i.e., the number of events in a frame changes
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rapidly in time, processing the events for accurate and fast (real-time) odometry
poses still a big challenge.

In this paper, we propose a hybrid technique for odometry based on data
captured by both frame-based and event-based cameras, combining the ability
of frame-based cameras to detect and track features and the low latency and high
dynamic range of event-based cameras to achieve fast and accurate odometry.
To do this, our proposed techniques can be divided into two main novel methods
that are: (1) defining dynamically the number of events for a frame to reach a
minimized amount of data processing for a scene while keeping the accuracy of
pose estimation, and (2) using a frame-based camera as a reference guide for an
event-based camera to recognize and track features in an event-based camera
output. To determine the number of events to construct a frame in run-time, we
define two factors that together affect the number of events in an instantaneous
scene: (1) entropy of the scene that is the entropy of a pixelated image [6], i.e.,
the amount of information the image can convey from an event-based camera,
and (2) velocity of the camera that determines how fast the environment changes
and is one of the main factors in ego-motion. In this definition, we assume all the
objects in a scene are stationary and only the camera is moving. To estimate the
velocity of the scene, we use IMU data that can report the acceleration of motion
in run time. To extract features from the output of an event-based camera, we
use a common method, FAST [7], to first extract features from a frame-based
image and then use this information to initiate tracking of those features in the
event-based camera output. After this, the detected features on the event-based
camera are tracked. Periodically, features from the frame-based camera are used
to correct the error of feature tracking in the event-based camera.

We organize the remaining part of this paper as follows. In Sect. 2, we demon-
strate motivation to show the existing problem in odometry based on event-based
camera and review the related work in visual odometry for both traditional and
event cameras. In Sect. 3, we illustrate the overall system workflow, which con-
sists of three steps: event frame generator, feature tracking, and visual odometry.
In Sect. 4, we present the experimental results. Finally, in Sect. 5, we draw the
conclusions.

2 Motivation and Related Work

In standard frame-based cameras, e.g., those cameras with global-shutter or
rolling-shutter sensors, images are generated at a fixed rate by obtaining the
intensity of pixels in the whole image simultaneously. To estimate the pose based
on these cameras, two main problems might occur. The first problem is the
amount of redundant repetitive data that the next frame might contain in the
case where the scene does not change much, i.e., the information in the image is
low or the movement of the camera is slow. Such amount of redundant data takes
unnecessary transfer and process cost and does not add any new information
w.r.t. the previously captured data. The second problem, from the other side, is
the amount of information that might be missed between two frames, i.e., blind
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time, when the change in the scene is too fast due to rapid movement of the
camera and high amount of information in the scene between two frames. To
solve this problem, one solution is to dynamically change the frame rate of the
camera based on the speed and entropy of the captured image1. However, this
solution does not solve the problem of redundant repetitive data between two
frames, and also there is a strict limitation to change the frame rates of those
cameras.

(a) ΔT = 1ms (b) ΔT = 40ms (c) Reference image

(d) #Events = 102 (e) #Events = 104 (f) Our approach

Fig. 1. The effect of applying different techniques to define the number of events for a
frame on the resolution of the output image while rapid movement

Event-based cameras solve this problem by transmitting a stream of asyn-
chronous events that happen in the pixels of an image. Therefore, instead of
reporting the scene at each time interval, like in the case of frame-based cam-
eras, only the events are reported, and the new scene can be updated based on
the events and the current history of the scene. If the change in the scene is
slow, then the number of generated events is small, and the information can be
processed fast. Since the accepted interval between two events is small, in the
range of microseconds, such cameras can transfer the information at a very high
resolution in the cases where the change in the scene is very fast, making this
approach well-suited for cases where fast actions are needed due rapid changes
in the scene.

As mentioned in the introduction part, even though an event-based camera
provides rich and small data that is suitable to be transferred and computed

1 This technique is widely used in cinema to show the importance or inferiority of a
scene by applying slow-motion, fast motion, and time-elapsed photography.
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(a) ΔT = 1ms (b) ΔT = 40ms (c) Reference image

(d) #Events = 102 (e) #Events = 104 (f) Our approach

Fig. 2. The effect of applying different techniques to define the number of events for a
frame on the resolution of the output image while slow movement

fast and accurately, the captured data requires specific processing to be used for
odometry. To process a scene that is constructed from event-based camera data,
a frame of such a scene should be first constructed based on the captured events.
The first issue that makes such processing challenging is the number of events
that can be considered to make a frame. Indeed, since an event-based camera only
reports a stream of events, determining the suitable amount of events to make
a frame becomes an important problem. In [8], the authors propose a fixed time
interval, i.e., ΔT , and the events accumulated during this interval are considered
a frame. In [5], the author proposes a fixed number of events, i.e., #Events, to
form a frame. Using a fixed ΔT or #Events causes a problem corresponding to a
fixed frame rate in frame-based cameras, i.e., inflexibility in dynamic situations

Fig. 3. Feature detection and matching. (a) Frame with detected corners and patches
(green boxes). (b) edge map using Canny detector. (c) accumulated events in ΔT time.
(d) (zoom for a patch) point sets used for feature matching: edges (in gray) and events
in (red and blue). (Color figure online)
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where the number of events for different frames varies significantly. Inspired by
this observation, we propose a technique to dynamically calculate the number of
events based on the velocity of the camera and entropy of the capture pixelated
image of the scene. Figures 1 and 2 show the reconstructed frames based on two
different values for ΔT and #Events and in two different situations wherein
the velocity of the camera is high (a high amount of information per unit time)
and low (a low amount of information per unit time), respectively. At the right
side of Figs. 1 and 2, the result of our proposed dynamic frame construction
technique is shown to demonstrate how dynamicity in detecting #Events can
help to reconstruct the frame in these two different environmental conditions.
As can be seen in these two figures, while using a large ΔT and #Events, the
constructed frame is blurry and non-informative when the velocity of the camera
is slow. In contrary, small ΔT and #Events result in a weakly depicted frame
for rapid motion and is not suitable for odometry.

After frame construction, the next step is to utilize the reconstructed frame
for odometry. As indicated above, the event-based approach requires a specific
technique to process the frame, differing from traditional odometry that is based
on frame-based cameras. Generally, the traditional odometry techniques can be
divided into two main strategies that are (1) feature-based, also know as indirect,
and (2) direct methods. In a feature-based method, instead of processing all the
pixels in an image, some selected interest points, i.e., features, are processed.
Feature-based techniques can be further categorized into two main branches
that are sparse and dense methods. The sparse feature-based method is the
most widely used algorithm to estimate the 6-Dof pose from a set of features
that are extracted from an image. The optimization process is performed by
minimizing the estimated geometric error without any notion of neighborhood [9,
10]. Dense approaches [11] use the geometric error estimation and geometric
prior, i.e., smoothness of the flow field, together for odometry. Direct approaches
analyze the intensity of pixels in the image to recover the pose of the camera [12–
14]. Sparse direct methods, such as SVO [15] and DSO [16], use only selected
pixels in an image, which reduces the computational cost drastically. However,
direct methods do not cope very well with large frame-to-frame motions, because
they obtain the pose by minimizing the photometric error.

Recently, odometry based on event-based cameras has been used in several
SLAM algorithms. Since an event-based camera generates asynchronous events,
obtaining the ego-motion, i.e., the 6-DoF motion, is a challenging problem.
In [17], the authors propose an algorithm to estimate the rotational ego-motion
and reconstruct intensity images based on captured events. In [18], a 2D SLAM
system is presented to estimate the planar motion based on captured events. This
is extended for 3D in [19] with the help of an extra RGB-D camera. In [20], the
authors propose an approach to estimate the 3D rotation of the camera based on
a particle filtering framework. In [21], the authors propose a VO system which
first extracts features from intensity images and then tracks those features in
events produced by an event-based camera. In [22], the authors present a system
to estimate the motion and depth of a 3D scene, by reconstructing the image
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intensity based on captured events. Most of the mentioned techniques are com-
putationally intensive due to high amount of processing needed to understand
the events and process the additional data, especially in the cases where an extra
frame-based camera is used.

3 System Architecture of the Proposed Framework

The overall system architecture of the proposed hybrid algorithm is shown in
Fig. 4. The system consists of two main novel parts as explained earlier: (1)
dynamic frame generation based on captured events and (2) feature extraction
and tracking. For the rest of the algorithm we use conventional methods of 3D
mapping component and pose optimization.

Event-based
camera

Dynamic
frame

generator

IMU
sensor

Entropy
calculation

Detect features

Matching

ICP

pose

Feature
Tracking

Visual
Odometry

event stream

velocity

Keyframes

entropy

Fig. 4. A overall system architecture of the proposed framework for visual odometry

3.1 Dynamic Event-Based Frame Generation

As mentioned in the previous sections, generating a suitable frame highly
depends on richness of information captured by a scene. To estimate this rich-
ness, we propose two metrics that are the velocity of the camera and the entropy
of the pixelated image of the scene. Entropy or average information in a pixelated
image is a common metric used in different vision applications, e.g., automatic
image focusing, and can be determined approximately from the histogram of
the image, where the histogram shows the different grayscale probabilities in the
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image. For example, in automatic image focusing, the state of a camera’s focus
can be determined by image entropy, i.e., whenever the focus state varies, so
does its entropy [23]. Even though image entropy provides richness of a scene,
in a moving object, the scene changes over time based on the velocity of the
camera in ego-motion. Therefore, velocity is needed as additional information to
model the change of entropy over time. This combination results in a suitable
metric to estimate how many events are needed to construct a frame. To prop-
erly determine such a metric, the relationship of velocity and entropy on the
number of events has to be discussed. To find such a relationship, we first show
the relationship between the camera velocity and the number of events.

Definition 1: Let V and W be two vector spaces based on the same field F .
linear map is a function f : V → W if for any two vectors u and v in V and
any scalar c ∈ F the following two conditions are always satisfied: f(u + v) =
f(u) + f(v) and f(cu) = cf(u). The former condition is called additivity and
the latter is called the operation of the scalar multiplication.

Based on this definition we can formulate the following lemma:

Lemma 1: In a pinhole camera with a projection matrix, the velocity of the 2D
pixels associated to a constant object in 3D environment is the result of linear
map of the camera velocity.

Proof: In a pin hole camera, a 3D point in the world metric coordinate system
X = [X,Y,Z, 1]T can be mapped onto a 2D point in the image pixel coordinate
system x = [u, v, 1]T by knowing the mathematical model of the camera, i.e.,
the intrinsic and extrinsic parameters of the camera2. If it is assumed that the
origin of the world coordinates and camera projection are the same, and the Z
axis of the camera, i.e., the principal axis, and the world coordinate lie on each
other, then the point x is calculated as follows:

⎡
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1
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where fu and fv are the focal length in the dimension of pixels, and u0 and v0
are the principle point. The parameter α is determined when the pixels are rect-
angular and is called the skew factor [24]. According to the formula of velocity,
which is v = dx/dt, where x is the pose and t is the time, we get:
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2 The points are represented by homogeneous vectors in projective geometry.
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The above equation shows that the velocity of pixels in an image is a linear
map of the velocity of the camera.

In an event-based camera, any variation in the pixels of an image causes an
event. Such variation is caused by movement of pixels. Based on this and Lemma
1, it can be concluded that the number of events in an even-based camera has
a relationship with the linear map of the velocity of the camera and can be
modeled by the transformation matrix of the camera. In other words, to use the
velocity as a parameter in the model, we need to consider the velocities of all the
linear-mapped pixels. Based on this, we propose our metric value for the velocity,
to be considered to determine the number of events in a frame, as follows:

∫∫

(xp,yp)

d

⎡
⎣

xp

yp

1

⎤
⎦ /dt dxp dyp (3)

which shows the average summation of all the velocities of the pixels in x and y
directions.

Even though the number of events generated by an event-based camera has
an relationship with the velocity of the camera, the velocity alone cannot provide
us with a good metric to estimate a suitable number of the events in a frame.
To understand this fact, let us imagine that the camera is moving very fast but
in an empty area with a totally black scene. In such a case, regardless of the
velocity of the camera, no data will be generated as an event. Based on this
simple example, it can be concluded that another factor should be included in
the estimation of the number of events in a frame. This factor highly depends
on the amount of contrast a scene provides. Such contrast is directly connected
to the amount of information a scene contains. The entropy H(x) of a pixelated
frame gives us a metric to measure the amount of information and is calculated
as follows:

H(x) = −
n∑

i=1

pi log2 pi (4)

where p denotes the occurrence probability of a given intensity and n is the
number of pixels in the image.

Figure 5 shows the linear relationship between the number of high intensity
pixels in a totally black image and entropy. As can be seen, by increasing the
amount of contrast in an image, the entropy linearly increases. Our final metric
to determine the number of events in a frame, is the product of the entropy
and the result of Eq. 3, providing us a suitable method to estimate the number
of events in a scene. It should be mentioned that usually event-based cameras
provide also the pixelated normal image that can be used to calculate the entropy.
Another important fact is that, calculating the entropy is not necessarily needed
to generate each frame, and entropy estimation can be done in a longer epoch
than frame reconstruction. As mentioned earlier, in this estimation, we assume
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Fig. 5. Relationship between entropy and pixel intensity

for simplicity that all the objects in a scene are stationary and only the camera
is moving.

In our proposed techniques in Fig. 4, we use an IMU sensor to estimate the
velocity of the camera. IMUs typically consist of an accelerometer and gyroscope
unit to obtain linear and angular acceleration at a high data rate, up to 5kHz.
Three-axis accelerometer gets merged with the three-axis gyroscope to measure
the sensor’s angular rate and linear acceleration. In order to acquire the velocity
of an object, the current orientation of the IMU is calculated by integrating
the gyroscope output. Next, the obtained orientation of the IMU is used to
construct a rotation matrix that will transform the accelerometer readings from
the IMU “body frame” of reference to the “world frame” of reference. Finally, by
integrating the transformed accelerometer output, the current speed of the IMU
in the world frame is obtained. After determining the velocity of the camera,
this velocity, accompanied by the camera parameters needed for estimating the
velocity of pixels in different parts of the image, and the estimation of the image’s
entropy, are passed to the frame generation module to create a frame based on
the estimated number of events.

3.2 Feature Extraction and Tracking

After reconstructing the frame based on the determined number of events, fea-
ture extraction and tracking for the captured events is performed. It should
be noted that most event-based cameras provide also normal frames that can
be used whenever needed. In our proposed algorithm, which is based on the
DAVIS [25] event-based camera, we use features extracted from the normal
frame-based output of the camera to initiate tracking in event-based frames.
To detect features, we use FAST [7] due to its low computational cost and high
performance as is shown in Fig. 3. We also use the Canny detector [26] to detect
edges as other key features inside patches. To reduce the computational complex-
ity of feature detection in normal frame-based images, the initialization process
is performed infrequently (with a long interval), to correct potential errors that
might happen in the feature tracking process on event-based frames.
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We use Iterative Closest Point (ICP) algorithm [27] to minimize the distance
between the edges and events as follow:

Tk,k−1 = arg min
Tk,k−1

N∑
i=1

1
2

‖eiR + t − fi‖
2

(5)

where the set of edge features and events in patches are denoted by fi and ei,
respectively. The Euclidean transformation Tk,k−1 is obtained which minimizes
the distance between the edges points and event points in each detected cor-
ner. The operation of this algorithm consists of three main stages: (1) finding
point correspondences according to the minimum Euclidean distance, (2) esti-
mating the transformation matrix, and (3) applying the same process on the
edge features. The algorithm converges when the error difference between two
consecutive iterations is below a given threshold.

Fig. 6. Comparison of error for several odometry techniques based on an event-based
camera. The instantaneous value of the number of detected events for the camera,
entropy of the pixelated image of the scene, and velocity of the camera are also shown,
used for analyzing the behavior of each technique w.r.t. the change in the environment
setup
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Fig. 7. The measured response time for different odometry techniques based on event-
driven camera

4 Experimental Results

We evaluate the proposed event-based VO by running the algorithm considering
several situations of the camera movement in normal, rapid, and slow motion. For
this, we use the Event-Camera Dataset [28] which contains IMU measurements
at 1kHz and many sequences captured with a DAVIS-240C camera. Kalman
filtering (KF) is used to merge both accelerometer and gyroscope of noisy IMU
data to obtain smooth and rather precise estimation of the acceleration. The
camera can capture events and intensity images at the resolution of 240 × 180.
In a normal motion scenario, the DAVIS camera generates up to 105 events per
second. On the other hand, in rapid camera movements, it can generate up to
1.5 million events per second. The proposed algorithm is tested on a Jetson TX2
board with a quad-core ARM Cortex-A57 CPU @ 2GHz clock frequency.

Figure 6 shows a comparison of the obtained accuracy for different odometry
techniques based on the event-based camera, including our method. The velocity
of the camera, entropy, and the number of generated events are shown as separate
synced graphs to demonstrate how the behavior of the camera and environment
can affect the number of generated events and accuracy. In Fig. 7, the response
times of the considered event-based VO techniques are depicted.

As can be seen, our proposed method outperforms the other techniques by
obtaining the best accuracy, i.e., the smallest error, and the shortest response
time. The technique with a large ΔT time to accumulate the events to be pro-
cessed in a frame loses accuracy whenever the speed of the camera increases. On
the other hand, the technique with a small ΔT provides better results when the
speed of the camera is high, but for the low camera speeds the error is quite
high. A similar analysis can be applied to the techniques that are based on the
number of events. In these cases, since the number of events is strongly affected
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by the amount of information coming from the environment, together with the
velocity of the camera, the effect of entropy can be clearly seen in the accuracy of
the algorithms. The accuracy of the method with the fixed number of 10k events
is not good, while for the technique with 100 events the accuracy is acceptable
most of the time, decreasing only when entropy increases. Our proposed algo-
rithm keeps the accuracy constantly high, because it is aware of the velocity of
the camera and entropy of the environment simultaneously.

The other aspect to be discussed is the response time of the algorithm. As
can be observed, the response times are quite high for the techniques with a
small ΔT or #Events. On the other hand, the techniques with a large ΔT or
#Events can provide small response times, because their iterative processes take
place in longer intervals, sacrificing the accuracy of the methods. The proposed
technique, in turn, can keep the execution time at a reasonable level, making it
suitable for different applications in which odometry is needed to be performed
in real time.

5 Conclusion

In this paper, a hybrid technique was proposed to enable efficient odometry
based on data captured by event-based cameras. The main contribution of the
approach is its ability to flexibly change the number of events that are processed
as a frame. To do this, we employed concepts of 3D projection and information
theory to define a metric to dynamically determine the number of events that are
considered for each frame. We used normal pixelated image data to extract the
features in events and track those features in event-based frames. Experimen-
tal results show that the proposed hybrid method outperforms the traditional
approaches that are based on considering either a fixed number of events per
frame or a fixed time interval to accumulate the events. Our algorithm can oper-
ate efficiently and accurately in different environmental conditions and camera
velocities.
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Abstract. Unauthorized drone flying can prompt disruptions in critical facili-
ties such as airports or railways. To prevent these situations, we propose a
surveillance system that can sense malicious and/or illicit aerial targets. The idea
is to track moving aerial objects using a static camera and when a tracked object
is considered suspicious, the camera zooms in to take a snapshot of the target.
This snapshot is then classified as an aircraft, drone, bird or cloud. In this work,
we propose the classical technique of two-frame background subtraction to
detect moving objects. We use the discrete Kalman filter to predict the location
of each object and the Jonker-Volgenant algorithm to match objects between
consecutive image frames. A deep residual network, trained with transfer
learning, is used for image classification. The residual net ResNet-50 developed
for the ILSVRC competition was retrained for this purpose. The performance of
the system was evaluated with positive results in real-world conditions. The
system was able to track multiple aerial objects with acceptable accuracy and the
classification system also exhibited high performance.

Keywords: Object tracking � Deep learning � Residual networks

1 Introduction

Unmanned aerial vehicles (UAVs) come with numerous advantages. However, along
with the positive aspects, drones present some undesirable characteristics, such as the
possibility of a sudden crash, cyber attacks, and privacy issues, which could prevent the
technology from developing at a faster pace in the short/mid-term. A major issue here
is the safety of critical infrastructures such as airports, railways, and other trans-
portation networks. As a response to the unauthorized and/or malicious use of drones,
work has been done with the aim of protecting sensitive areas from the presence of
drones [1]. One such technique consists in tracking drones within a given perimeter
using a video surveillance system. Video surveillance systems work by generating
alerts to the facility whenever the trajectory of a drone or other aerial object is con-
sidered suspicious. Companies such as the Nippon Electric Company [2] are already
investing in the development of these systems. In this work, we propose to advance the
state of the art in the field by evaluating, in real-world challenging conditions, a
combination of automated vision algorithms and deep learning technologies that help
detect the presence of intruding targets in prohibited airspace.

Our work is within the scope of the Advanced Low Flying Aircraft Detection and
Tracking (ALFA) project, sponsored by Horizon2020, which builds on results from a
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number of European Union (EU) sub-projects. The main goal of the project is the
development of a system for real-time tracking, and classification of suspicious air
targets. We are currently developing two modules in parallel: the tracking module and
the classification module. The first module is responsible for object tracking. It collects
images from the vision system and processes them using classical vision algorithms.
The second module is responsible for object classification. Given a zoomed-in picture
of an aerial target, it classifies the image as an aircraft, drone, bird or cloud. A deep
learning pipeline is used for this purpose. The overall idea is that the tracking module
should generate at each moment a list of items that are hypotheses for the presence of
suspicious aerial objects. Hypotheses should be proven or disproven using the classi-
fication module. This should be done by zooming on the target, taking a snapshot and
sending the image to the deep learning solution.

The remaining of this paper is organized as follows. Section 2 reviews related
work. Section 3 introduces methods. Section 4 describes the datasets and experimental
settings and Sect. 5 presents and discusses the results. Section 6 concludes the paper.

2 Related Work

2.1 Object Tracking

Typically, an object tracker consists of two steps (1) recognizing objects from the
background, and (2) following the trajectory of the detected objects [3]. The first step is
usually accomplished with motion tracking methods. In the second step, the objects
detected are linked into trajectories (or tracks). When an object is detected in the
current frame, the model tries to associate the observed item with an existing trajectory.
This task of associating objects with trajectories is typically cast as an optimization
problem. Classical deterministic approaches to this problem include dynamic pro-
gramming, bipartite graph matching, min-cost max-flow network flow and conditional
random fields [3]. A popular method here is the Hungarian method [4], which is able to
solve the bipartite graph matching assignment problem in polynomial time, with
complexity O(n3) where n is the number of trajectories. Despite its popularity, it has
been shown that the Jonker–Volgenant solver [5] can obtain similar results to the
Hungarian method in less time, considering both average and maximum time [6, 7].
The solver is reported to be ten times faster than a similar coding of the Hungarian code
[8]. Probabilistic methods such as Kalman filter [9] and Particle filter [10] can also be
utilized in tracking. Here, the state of each object is represented as a distribution with
uncertainty. It is also common to find works such as [11, 12], that combine the
Hungarian algorithm with Kalman filter in order to obtain a more robust tracking
framework.

2.2 Object Classification

Recently, there has been an increased interest in the classification of aerial targets using
deep convolutional neural networks (CNNs). Some studies have used standard CNNs
to address this problem [13–15]. The advantage of these networks, compared to other
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more complex CNNs, is the optimized use of computational resources. In Aker et al.
[14], a CNN was shown to distinguish between drones and birds with precision and
recall values above 90%. Unlu et al. [13] reached detection percentages of 93.7% and
64.6%, for birds and drones respectively, with a CNN. The project SafeShore [16]
proposed a “drone-vs-bird detection challenge” where the goal was to detect drones in a
video where birds could also be present. The winner of the competition, Schumann
et al. [15], reported 99.2%, 99.1% and 98.9% correct identification percentages for
UAV, birds, and clutter (background) using a CNN.

Other works have applied more advanced CNNs [17, 18, 19]. Advanced CNNs
have typically the disadvantage of being harder to tune and require more training data.
To accelerate the training and improve performance, some works [17] use pre-trained
models and transfer learning to build the image classification models. In Saqib et al.
[17], birds and drones were classified using ZFNet, VGG16, and VGG_M_1024 (all
with Faster-RCNN). Transfer learning was used to help the system converge faster and
to deal with the sparse dataset used. The authors reported the best mean absolute
precision (mAP) of 0.66 with VGG16. The work in Liu et al. [18] used YOLOv2 to
distinguish between airplanes, helicopters, and drones with classification accuracies of
96.03%, 90.47%, and 52.13%. The authors did not report using transfer learning but
mentioned the use of a comprehensive dataset of about 30,000 images. The work of
Park et al. [19] compared six convolutional models in their ability to distinguish
between 11 drone models, namely YOLOv2, SSD with MobileNet, SSD with Inception
V2, R-FCN with Resnet 101, Faster-RCNN with Resnet 101, and Faster-RCNN with
Inception Resnet. The authors reported an F-measure of 74.3% for the best model
(Faster-RCNN with Inception Resnet). The authors did not mention the use of transfer
learning but refer a dataset of 9,525 labeled drone images.

Despite the positive results, the previous works are, however, not totally adequate
for airport or railway surveillance, as none of them is all-encompassing of the classes of
birds, drones, aircraft, and clouds. Perhaps the most suitable work would be that of
Schumann et al. [15], which distinguished between drones, birds, and clutter. However,
Schumann et al. did not train the classifier to distinguish drones from aircraft as we do.
Nevertheless, and especially in airport surveillance, it can be important to differentiate
between small aircraft and drones as countermeasures can be quite different. In addi-
tion, the convolutional neural network used is standard and less advanced than our
proposal. In addition, the authors report on a large dataset, with 3386 drones, 3500 bird,
and 3500 background images, but only 10% of these data were used as the test set.

2.3 Contributions

In our previous work [20], in the same line of research, we used a tracker based on the
Hungarian algorithm. In this work, we instead use the faster method of Jonker–Vol-
genant. Previously, the residual network ResNet-50 was trained and tested using
images from the Internet. In this work, the network is the same but we train/evaluate it
with photos acquired in real-world conditions.
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3 Solution

This section describes how the overall problem of tracking and classifying aerial
objects from a video stream was addressed. The proposed architecture is represented in
Fig. 1. As shown, the solution consists in using classical computer vision for object
tracking and deep learning for object classification. The idea is that when the tracking
detects a suspicious aerial object a snapshot is taken by the camera and a deep con-
volutional model performs object classification using the zoomed-in image. The fol-
lowing sections describe the tracking and classification modules in more detail.

3.1 Object Tracking

This section describes the methods used for locating and tracking one or more aerial
objects in an input video. As shown in Fig. 1, the system receives at each moment a
video frame and attempts to find relevant object observations (or detections). This is
done by using a frame-difference motion detector that performs binary thresholding
using a minimum and maximum threshold values (TheshMin and ThreshMax) [21]. The
items detected are then dilated in order to optimize the probability of detecting well-
defined targets. The dilating operation expands the found shapes, making them bigger
according to a kernel (set to a 3x3 matrix) and a number of iterations (DI). The outcome
of this stage is a set of detections.

A multi-object tracking method based on the Jonker–Volgenant algorithm and
Kalman filter is used to generate a set of reliable trajectories (or tracks) using previous
information and detections in the current frame. The Kalman filter is used to help
establish the tracking model, using the existing object information to predict future
locations. At each moment, the filter estimates the object position and performs
parameter correction. The Jonker–Volgenant algorithm is based on defining a cost
matrix between tracks and detections and solving the nodes correspondence through a
linear assignment method. The core of the Jonker–Volgenant algorithm is the shortest
augmenting path traversal, as in the Hungarian solver, but it uses heuristics to reduce
the execution time. The goal of the solver is to associate tracks with detections and also
to start and remove tracks. A track is removed after a number of continuous frames are

Fig. 1. The architecture proposed for tracking and classification of air targets.
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skipped (FR) and an association is valid only if the Euclidean distance between the
track and the observation is less than a certain threshold (DV).

3.2 Object Classification

This section describes the methods used for classifying an aerial object after it is
considered suspicious by the system. The deep learning model used here is a residual
network. This is a state-of-the-art kind of convolutional neural network (CNN) that has
achieved high classification performance on several datasets, such as ImageNet. The
residual connections of residual networks make it possible to train deeper networks
while reducing the probability of having overfitting problems. In addition, since these
networks work by stacking modules of the same topology there is a reduced number of
hyper-parameters. This simplicity also reduces the risk of overfitting. Transfer learning
is used to train the residual network. Transfer learning has the advantage of reducing
the training time of the neural network while resulting in a lower generalization error.

The residual network ResNet-50 was the network chosen to be retrained for our
dataset. ResNet-50 is a network trained on a large set of images with 1000 categories.
This training allows the network to detect generic features from images. Our re-training
consisted of doing only small/simple weight adjustments in order to create the network
for the intended classification. Prior to the re-training, it was necessary to remove the
top layer of the ResNet-50, that considered the output of 1000 classes, and add a new
layer with four outputs, one for each of the considered classes: aircraft, drone, bird, and
clouds. The aircraft class contained both airplane and helicopter as well as military and
civilian airplanes. The drone class included quadcopters, hexacopters, and octocopters.
The output of the network was an array of classification probabilities.

4 Methodology

In this section, we present the methods and materials used to perform the evaluation of
the system. We evaluate the system at two different stages: at the first stage we evaluate
the tracking system and at the second stage we evaluate the deep learning pipeline for
classification. This evaluation is done independently. In the following text, we describe
the datasets used, the configuration of the tracking and deep learning solutions as well
as the evaluation methods.

4.1 Datasets

From 24th to 28th of June 2019 a field experiment of the ALFA project took place in
Cacela Velha, Portugal. The dates of the experiment were selected to guarantee good
weather conditions. While different aerial targets were flying overhead (helicopter, light
airplane, and drones), an off-the-shelf camera followed and recorded the moving
objects. Some of these videos were collected and used in this study. Overall, they form
dataset DS-1 and are further described in Table 1. In the scope of this paper, the goal of
dataset DS-1 was to be used to evaluate the tracking capabilities of the system.
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To evaluate the classification system we had three datasets: DS-2, DS-3, and DS-4.
A total of 7763 images was collected from the Internet in order to be used to train the
ResNet-50. This dataset, DS-2, consisted of images of aircraft, drones, birds, and
clouds, where 2452, 2491, 2545 and 2758 were the number of images for each class,
respectively. Some image examples are shown in Fig. 2. The aircraft class contained
helicopters as well as military and civilian airplanes. The drones class included
quadcopters, hexacopters, and octocopters. The images were cropped with the aim of
having flying objects or birds against the sky. The images were resized to the proper
input dimensions of the used neural networks. The number of images was augmented
several times by generating new images from the original ones, which was done
applying rotation, shift, shear, zoom, and flip.

The images collected from the Internet had high quality (see Fig. 2). However, our
previous tests indicated that zoomed-in images of aerial objects from the field do not
have this same quality (please compare the images in Fig. 2 with Fig. 3). Accordingly,
and in order to to make our ResNet-50 more capable of handling images collected from
the field, a new dataset, DS-3, also based on the same set of internet images, was
created. Here, besides rotation, shear, zoom, and flipping, the object shift was
increased, the colors were randomly changed and Gaussian blur was added.

Table 1. Description of videos in dataset DS-1 (videos to evaluate tracking).

Video Description Frames Frames with target(s)

1 Video of a light airplane (Cessna 172) 4187 3069 (73.30%)
2 Video of a helicopter (Eurocopter AS355F1) 3225 3045 (94.42%)
3 Video of a quadcopter 5630 5530 (98.22%)

a) aircraft b) UAV (drone) c)   bird d) clouds

Fig. 2. Examples of images collected from the internet (DS-2) to train the classification system.

a) aircraft         b)    bird         c)   UAV (drone) d)   clouds

Fig. 3. Examples of images from dataset DS-4 used to evaluate the classification system
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We did several field experiments to collect zoomed-in pictures of aerial objects.
The purpose here was to test ResNet-50 in real-world conditions. The experiments took
place in several different places of Portugal (Leiria, Nazaré) and Holland (Monster).
This dataset, DS-4, was composed of 582 aircraft, 39 birds, 128 clouds and 1091 drone
images. To obtain the testing images, the camera zoomed in on different objects and
took a snapshot for posterior processing. The small number of bird images was
increased by using 876 images from a work [22] where images were gathered in a wind
farm and had relatively low quality due to capturing distant birds. Only images of birds
with more than 40x40 pixels were used. This resulted in a total of 915 images with
birds. Some examples of images from this dataset are shown in Fig. 3.

4.2 Configuration

The object tracking system was configured for each video in the dataset. Generally, in
the implementation of the Kalman filter, we have set the process noise (Q) high (set to
10), compared to the measurement noise (R) which was set to 0.001. This allowed us to
adapt more effectively to the sudden changes in the speed of the aerial objects. We also
had to set the maximum Euclidean distance traveled (DV = 75, 200 and 300) to a large
value because the objects sometimes moved fast and traveled great distances from one
frame to the other. By setting the number of dilating iterations (DI) to 15, 30, and 40 we
were able to track both close and distant aerial objects. To capture significative changes
but disregard minor alterations we set the parameter ThreshMIN of binary thresholding
to 30. The parameter ThreshMAX was set to 255. The maximum number of frames that a
track could be idle (FS) was set to 20 frames.

Our work comprised the creation of a ResNet-50 with four output neurons, one for
each considered class. The activation function was Rectified linear unit (ReLU). The
ResNet-50 had an input convolutional layer and max pooling, followed by 48 residual
modules. In the end, there was a fully connected network. ResNet was trained with
transfer learning. The software was implemented in KERAS (https://keras.io/) to run in
graphical processing units (GPU). The training algorithm used was Stochastic gradient
descent (SGD), the training error was measured by Categorical cross-entropy.

4.3 Evaluation Method

To perform an evaluation of the tracking system, we developed an automatic tool to
help annotate video. All videos in dataset DS-1 were annotated with this tool by
manually placing bounding boxes around aerial objects and interpolating their trajec-
tories between keyframes. All objects were annotated, except in case of total occlusion.
Each object of interest entering the scene got a unique ID, i.e. if a target left the screen
to reappear later again, a new identifier would be assigned. Please note that bounding
boxes were fairly aligned but not always perfectly aligned due to incorrect interpolation
or mistakes made by the annotator.

To evaluate the tracking system we used the metrics referred in [23]. We chose this
work because the authors define tracking performance in terms of tracks. The basis of
the evaluation is the Intersection over Union (IoU) metric:

270 M. Baptista et al.

https://keras.io/


IoUk ¼ Areaoverlap
AreaUnion

ð1Þ

Intersection over Union (IoU) for a given object in frame k is a ratio where the
numerator is the area of overlap between the predicted bounding box and the ground-
truth bounding box and the denominator is the area of union. We define the following
binary variable based on a threshold ThIoU which in our examples is set to 20%, as in
[23]:

Ok ¼ 1; IoUk � ThIoU
0; cc

�
ð2Þ

The concept of IoU allows classifying tracks as true positive (TP), false positive
(FP) or false negative (FN). Concretely, a ground truth track GT with N number of
frames has been correctly detected if there exists at least one track T where:

PN

k¼1
IoUk GT;Tð ÞOk GT ;Tð Þ

N � Thspatial ð3Þ
PN

k¼1
Ok GT ;Tð Þ
N � Thtemporal ð4Þ

The previous conditions mean that coverage (in number of frames) should be larger
than a predefined overlap threshold which we set to 15% (Thtemporal), as in [23]. We
also impose that the system track has sufficient spatial overlap (Thspatial) with the
ground truth track, that is set to 20%, as in [23]. A ground truth track is considered to
have not been detected correctly whenever conditions (3) or (4) do not hold for all
system tracks. We also measure the number of ground truth track fragmentations (TF)
as the number of system tracks that fulfill conditions (3) and (4) for a given ground
truth track. For each of these system tracks, we calculate closeness of track (CT) for a
given track and a ground truth track GT as the ratio of the sum of IoU over the number
of frames where there is a temporal overlap. In a similar way, we compute the track
matching error (TME) as the average distance error between a system track and a
ground truth track GT . Distance is measured as the Euclidean distance between the
centroids of the two tracks. Finally, we use the metric of track completeness (TC) and
average track completeness as the:

TC ¼
PN

k¼1
Ok GT ;Tð Þ
N

ð5Þ

TCM ¼
PNGT

GT¼1
max TC GT;Tð Þð Þ

NGT

ð6Þ

In order to evaluate the classification capabilities of ResNet-50, three datasets were
used for training (DS-2 and DS-3) and three datasets (DS-2, DS-3, and DS-4) were
used for testing. Concretely, the dataset DS-2 was split into three sets for training,
validation, and testing. The training set was used to adjust the network weights, while
the validation set was used to select the best hyperparameters. The network
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performance was evaluated on the testing set in order to serve as a baseline. The split
used for each class was 1000 images for training, 500 for validation and the remaining
for the testing which resulted in a total of 4000, 2000 and 4246 images for training,
validation, and testing, respectively. A similar procedure was used for dataset DS-3.
Even though the testing sets of DS-2 and DS-3 were used for evaluating the models
created, we also run tests using the data of DS-4, which consists of 582, 915, 128, and
1091 images of aircraft, birds, clouds, and drones, respectively. Here, we were inter-
ested in investigating how the models worked under real-world conditions.

To evaluate the ResNet-50 models we use the metric of recall, i.e. the number of
items correctly identified as positive out of the total actual positives for a given class—
TP/(TP+FN). We also compute the metric of precision, i.e. the number of items cor-
rectly identified as positive out of all instances where the algorithm declared the class—
TP/(TP+FP). We analyze recall/precision for each class of interest. The macro-average
F-Score is considered, i.e. the harmonic mean of the average recall and average
precision.

5 Results

This section presents the results of evaluating the tracking system and evaluating the
system classification methods. The goal here was to show that we can attain reasonable
performance in a real-world scenario.

5.1 Tracking

We investigated the performance of the tracking system in each of the three videos of
dataset DS-1. As shown in Table 2, the percentage of correctly detected tracks was
consistently high. Almost all tracks were covered both spatially and temporally. In
regards to tracking completeness, our results were also positive, showing that the
ground truth tracks had considerable temporal overlap with their longest corresponding
system tracks. Concretely, ground truth tracks were able to be covered by their longest
system tracks by a considerable percentage – up to 55%. In regards to tracking
closeness, the results were positive.

Table 2. Evaluation results for DS-1.

Video Video 1 Video 2 Video 3

Correctly detected tracks (TP) (%) 83.33% 83.33% 100%
Incorrectly detected tracks (FN) (%) 16.67% 16.67% 0%
Average track fragmentations (TF) 1.17 ± 0.4 1.20 ± 0.4 1
Average of track closeness (CT) (%) 54.02 ± 18.8 54.03 ± 20.2 59.82 ± 16.1
Average track matching error (TME) 6.66 ± 3.7 18.44 ± 14.3 27.70 ± 9.6
Average track completeness (TC) (%) 66.63 ± 19.3 61.44 ± 30.0 55.23 ± 27.8
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The track closeness was high, above 54%, meaning that the spatial coverage was on
average reasonably good. It would be difficult to reach larger values in this respect.
This can be explained by the fact that the bounding boxes annotated are usually larger
than the bounding boxes detected, which results in low Intersection over Union
(IoU) values. Moreover, the results in terms of track closeness suggest that detection by
frame subtraction is a method not always robust to slow object movements or very
rapid object movements. In the case of slow movement, only a small part of the object
may be detected. In the case of rapid movement, the object detected may encompass
the location of the object in the previous frame and in the current frame. More
sophisticated object detection techniques could be used to improve the metrics of track
closeness.

The metric of track matching error showed that the predicted trajectories and the
real trajectories were consistently close. Please consider that the average Euclidean
distances correspond to images with 1280 � 720 pixels. Accordingly, the TMEs
obtained are considerably low, a promising result.

5.2 Classification

The results of evaluating the classification system are presented in Table 3. We were
first interested in investigating the performance of the ResNet-50 trained with the
original images from the Internet (dataset DS-2). When testing this ResNet-50 using the
dataset of the images that the authors collected from the field (dataset DS-4), the F-1
score decreased significantly, from 98.7% to 73.5% compared to the same ResNet-50
tested on the DS-2 testing set. This was due to a decrease in both precision and recall.
Concretely, the drone class decreased from a recall of 98.7%, with internet obtained
images, down to 70.0%, with images from the field. The performance reduction was
even more significative for the aircraft class, from 98.1% down to 45.5%. The bird
class had the lowest F1-score of all the classes due to its very low precision (38.0%).
This overall performance decrease was probably due to the lower quality of the images
in the new test set (from dataset DS-4), namely the sky color not being from a vibrant
blue and due to some blur that originated less defined shapes.

In order to try to make the ResNet-50 more capable of handling lower quality
images, a new training set (from dataset DS-3), which consisted of internet images that
were subject to blur, color change and object shift in addition to the operations of

Table 3. Recall (R) (%), Precision (P) (%) and F-1 Score for different ResNet-50.

Net Input
Size

Data Classes F-1 Score

Train
Dataset

Testing
Dataset

Aircraft Birds Clouds Drones
R P R P R P R P

1 101 � 101 DS-2 DS-2 98.1 97.4 98.6 98.8 100 100 98.2 98.7 98.7
2 71 � 71 DS-3 DS-3 94.9 95.6 96.7 99.0 99.7 100 97.8 94.3 97.2
3 101 � 101 DS-2 DS-4 45.5 70.9 95.7 71.0 100 38.0 70.0 99.0 73.5
4 71 � 71 DS-3 DS-4 83.0 84.4 88.3 97.3 100 97.0 99.5 91.8 92.7
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rotation, shear, zoom, and flipping, was used to make a new model. This new ResNet-
50, had a high F1-score when tested on the same dataset. The F-1 score of 97.2% is
comparable to the score of 98.8% obtained by the ResNet-50 trained and tested with
only high-quality images from the internet (dataset DS-2). The small difference that we
found is probably a consequence of the more demanding training set and also of
decreasing the image sizes from 101 � 101 pixels to 71 � 71 pixels in order to limit
the amount of memory necessary to create and use the datasets.

When the new ResNet-50, trained with data from dataset DS-3, was applied to the
test set of images collected from the field, dataset DS-4, the F1-Score increased to
92.7%. This result suggests that this model is suitable to be used in real-world con-
ditions. The model’s recall of 83% for aircraft and 99.5% for drones is a significant
improvement with respect to the previous figures of 45.5% and 70.0%, indicating that,
as expected, training with different colors and blur brings robustness to classification.

6 Conclusions

The widespread use of amateur drones and other aircraft poses various safety, security
and privacy threats. To address these challenges, drone surveillance is an important but
not totally explored topic. In this paper, we were interested in evaluating in real-world
conditions a tracking and classification system that targets drones, birds and other
aircraft. This kind of methods can be integrated into surveillance systems used in
airports or can be used to secure other intelligent transportation systems, such as
railways or the metro network.

This paper comes from a line of work [20] in which we used a tracker based on the
Hungarian algorithm and trained/evaluated a ResNet-50 for classification with images
from the Internet. In this work, we use the Jonker–Volgenant for tracking and train the
same network with photos acquired in real-world conditions. Our results are positive
showing that we can attain reasonable performance in tracking and classifying multiple
aerial targets.

As future work, we intend to improve the detection methods of close objects as we
found out that by using movement subtraction to detect aerial objects we were not
always able to fully detect the true boundaries of the object in the frame. Rapid and
slow movements made the detection bounding box encompass both the previous and
the next location of the object in the frame.

Acknowledgment. The “ALFA - Advanced Low Flying Aircrafts Detection and Tracking”
project has received funding from the European Union’s Horizon 2020 research and innovation
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Abstract. This paper addresses the positioning quality of Simultaneous
Localization And Mapping (SLAM) based on Light Detection and Rang-
ing (LiDAR) sensors within urban road traffic. Based on the assumption
of functional capability of existing SLAM implementations, the paper
evaluates specific details of urban car drives that arise when SLAM is
to be used for automatic car control. In the presented case, LiDAR-
based positioning is done with the Google Cartographer software which
generates real-time updates that are compared to GNSS reference. The
evaluation is done by using own Light Detection And Ranging (LiDAR)
sensor recordings from urban driving. Next to the overall GNSS-free path
estimation, the paper zooms into some typical situations (e.g. waiting at
busy intersection, driving curves) where SLAM might be inaccurate.

Keywords: GPS-free navigation · SLAM · LiDAR data processing

1 Introduction

Reliable positioning and navigation is essential for all kinds of automated vehi-
cles. In outdoor applications, global navigation satellite systems (GNSS) are
ubiquitous, however, positioning is subject to systematic errors of several meters,
temporal loss due to signal interruption, reflections, or multi-path, and inten-
tional disturbance. Low integrity is highly probable in the proximity of obsta-
cles, e.g. when driving in urban areas. Despite the fact that there are high-
quality GNSS receivers with included integrity monitoring [16], satellite-based
or ground-based augmentation, multi-GNSS as combining GPS, Galileo, Glonass
etc. [14], multi-antenna devices, and of course coupled navigation with inertial
sensors [9], signal reception quality is still crucial. With regard to positioning
performance requirements [6], automatic driving in urban canyons, car parks, or
within dense traffic flow is a challenge with high demand on additional navigation
technologies.

Parts of this work have been supported by the German Federal Ministry of Trans-
port and Digital Infrastructure (BMVI) within the project Cooperative Mobility in the
Digital Test Area Düsseldorf (KoMo:D), Grant Agreement No. 16AVF1006H.

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2020

Published by Springer Nature Switzerland AG 2020. All Rights Reserved

A. L. Martins et al. (Eds.): INTSYS 2019, LNICST 310, pp. 277–291, 2020.

https://doi.org/10.1007/978-3-030-38822-5_19

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-38822-5_19&domain=pdf
http://orcid.org/0000-0002-1638-7735
https://doi.org/10.1007/978-3-030-38822-5_19


278 F. Andert and H. Mosebach

Next to GNSS/INS, wheel odometry, visual lane detection, position matching
to known maps, or adaptive cruise control based on distance sensing are com-
mon technologies used for automatic driving [2] and state-of-the-art for driving
assistance functions [5]. However, not all cases are covered in terms of safety
and reliability, preventing navigation being certified for highly automated or
driverless use.

Another navigation approach is based on the idea of self-location relative to
the environment using exteroceptive sensors as cameras or distance sensors and
by re-finding previously measured features. In contrast to the above-mentioned
techniques, arbitrary environment features can be used, i.e. there is no special
need to rely on road markers, signs, or communication infrastructure. Being gen-
erally based on remote sensing ideas, the use for navigation arose in robotics.
This class of technology comprises visual odometry, simultaneous localization
and mapping (SLAM), or optical-aided navigation, depending on the used algo-
rithm and special application. One advantage is that neither a-priori knowledge
about the environment nor satellite positioning are required, however it can be
combined to that. Typical applications are focused on mapping/exploration or
on positioning/navigation; and they are various: from indoor-capable vehicle or
robot navigation [18], augmented reality [12], micro air vehicles [8], and last but
not least automatic car driving [13]. As a background technology, SLAM can
be considered as state-of-the-art including its known shortcomings (especially
position error accumulation and dependency on remarkable stationary objects),
however reliable use to control a car in dynamic traffic has to be proven.

2 Towards SLAM Navigation in Urban Traffic

From its origins in robotics [3], SLAM found its way into automatic driving
research as one of the navigation technologies to complement GNSS. A recent
survey can be found in [1]. Together with research results, gigabytes of (raw) data
are nowadays publicly available, and they are widely used for further algorithm
development, optimization, and benchmarking. Next to a variety of camera data
listed e.g. in [17], the popular KITTI dataset [7] as well as the Udacity dataset
[4] provide LiDAR data which can be used to test the presented type of SLAM.
While standard benchmarks are highly effective for evaluation of perception algo-
rithms, they typically do not allow evaluation of closed-loop systems. Therefore,
it was chosen to generate own data in this paper. In contrast to the majority of
other papers in this field, no new algorithm (or an optimization of an existing
one) will be presented, and the paper is not aimed at the reduction of the total
position error e.g. at the end of the test drive. Instead, typical problems that
arise within the drive are picked and discussed with an eye on the use for vehicle
control. The evaluation data comes from urban driving tests with four LiDARs
on a car (Fig. 1) driven through city traffic.
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Fig. 1. Testing vehicle: Volkswagen e-Golf operated by DLR.

3 Experimental Setup

3.1 Vehicle and Sensors

Testing vehicle is an electric powered Volkswagen Golf operated by DLR’s Insti-
tute of Transportation Systems. As other vehicles from the institute’s fleet [11],
it includes some modifications for experimental and user-defined vehicle automa-
tion and control. The modular and exchangeable equipment comprises multiple
environment sensors (LiDAR, cameras, RADAR) GPS/INS with RTK capabil-
ity, on-board computers for data logging, real-time data processing and vehicle
control as well as various communication interfaces (WiFi, cellular, ITS-G5).
Details of the sensor processing hardware are listed in Table 1.

Table 1. Details of the sensor data processing computer.

Type Vecow ECX-1200 embedded PC

CPU Intel Core i7-8700T, 2.4 GHz

GPU NVidia GTX 1050 Ti, 4 GB RAM

RAM 8 GB, DDR4-2133

Hard drive 512 GB, SSD

Interfaces 6x GigE LAN, 4x RS-232/422/485, GPIO, etc.

Operating system Ubuntu 16.04 LTS, ROS kinetic

The current testbed design considers integration into future off-the-shelf vehi-
cles such that e.g. roof sensor racks are not used. Relevant sensors are four LiDAR
sensors (see Table 2), mounted as shown in Fig. 2 so that almost a full 360◦

horizontal field of view is achieved. Multi-sensor integration includes extrinsic
calibration and time synchronization so that data is aligned.
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Table 2. LiDAR sensor specification.

Type ibeo LUX 4L

Field of view 110◦ × 3.2◦, 4 horizontal scan lines

Range >50 m

Range accuracy 0.1 m (range independent)

Frame rate 25 Hz

Fig. 2. LiDAR sensor setup: three at front, one at back.

As ground truth reference for SLAM evaluation, satellite navigation data is
recorded together with LiDAR data during the driving tests. The device used is a
NovAtel SPAN solution with RTK capability and included GPS/INS navigation
filter which returns 100 Hz pose updates.

3.2 Sensor Data Processing

The major processes run within the Robot Operating System [15] including sen-
sor drivers and data logging. As one of the components, SLAM is performed by
Google Cartographer software [10]. This application can combine multiple laser
range finders and is capable of generating map and pose updates in real-time. In
this context, pose output (position x, y and heading ψ) is of main interest for the
navigation purpose discussed in this paper. The general processing architecture
is shown in Fig. 3.

The LiDAR driver returns sensor raw data which consists of a point cloud
for every sensor, and multiple LiDAR point clouds are merged to scan frames
for every time step. They can be optionally aligned by use of inertial data. Local
matching performs registration between the scan frames and data fusion into a
map, i.e. an occupancy grid. As the SLAM software is capable of matching local
sub-maps into larger maps which are globally consistent (i.e. loop closure), it
can optionally create globally consistent trajectory output at cost of trajectory
smoothness. This is naturally only possible when previously mapped areas are
entered again.
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Fig. 3. Simplified SLAM architecture.

3.3 Testing Methodology

To evaluate different SLAM settings with comparable input, SLAM is executed
in post-processing using sensor raw data recorded during test drives. Both data
recording and SLAM are processed on on-board hardware (Table 1) and with
real-time data playback so that the test comes close to live execution with regard
to frame rates, timing issues, and possible frame drops. Some SLAM parameters
are tuned to achieve good results, however the parameter choice is tested on
different input sequences to be generally usable for the presented vehicle setup.
The major parameters with non-default values are listed in Table 3.

The setup uses Cartographer’s 2D map and trajectory builder with only
LiDAR point cloud inputs, and without inertial or odometry data such that raw
SLAM behavior will be evaluated. In the beginning, the map is empty, meaning
unknown occupancy. The vehicle pose is initialized with (x, y, ψ) = (0, 0, 0). At
this point, true heading is close to but not exactly north. The map is empty,
meaning unknown occupancy. For ground truth comparison, GPS/INS poses are
transformed into the local coordinate system.

4 Driving Test

Data recording is performed during a 10-minute drive in the city center of
Düsseldorf, Germany. The ride goes over two laps around a rectangular city
block with close start and ending points. Figure 4 shows the mapping progress
as a part of SLAM to re-calculate the vehicle’s trajectory. The pictures show
snapshots at different points of the drive, visualizing how the map is filled with
obstacle boundaries (black) and free space (white) from the LiDAR point clouds.

5 Data Evaluation

With the used onboard computer, processing of 25 Hz LiDAR data is completely
real-time capable. At default grid map resolution of 25 cm, typical delays of
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Table 3. Trajectory builder parameters within Cartographer.

Software version Release 1.0.0

min range 1.0 m

max range 40 m

min z −1.0 m

max z 5.0 m

num accumulated range data 4

ceres scan matcher.occupied space weight 2.0

ceres scan matcher.translation weight 10.0

ceres scan matcher.rotation weight 15.0

motion filter.max distance meters 1.0 m

motion filter.max angle radians 0.2 deg

submaps.resolution 0.25 m

range data inserter.hit probability 0.58

range data inserter.miss probability 0.48

about 5–10 ms (except jitter outliers) between LiDAR input and pose output are
observed, which may allow even higher frame rates. Hence, there is much reserve
for the use of higher grid resolution (see Sect. 5.3), more environment sensing,
or filtering methods, e.g. integration of inertial and wheel sensors. In the next
subsections, pose estimation results based on the driving test are presented.

5.1 Whole Trajectory

Figure 5 shows a top view of the SLAM-based position estimation. The used
metric coordinates are related to UTM grid coordinates and thus slightly rotated
to the illustration in Fig. 4. Together with Fig. 6 providing position and heading
estimation over time, the plots show the two laps around the city block, one
calculated with enabled SLAM loop closure, and one calculated without. Error
accumulates as expected when using SLAM without any GNSS or external map
hints. It can be seen that loop closure has no effect until the end of the first
full circle, which is also expectable since no previously mapped areas are present
until then. At the end of the sequence, SLAM accumulates a position error of
about 4 m with loop closure, and 14 m without. With a total path length of about
1300 m, this equals ≈1% error compared to the distance driven. The plots do
also show the typical problems of GNSS in the proximity of obstacles. There are
immediate jumps of up to 3 m, which is obviously not the true driving trajectory.

5.2 Selected Data Snapshots

Now, specific driving situations are of interest. Beginning with the sequence
start, and thus, the sometimes critical SLAM initialization phase, Fig. 7 com-
pares easting of GPS and SLAM over time. At this point, no special problems
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are detected, i.e. error accumulation is present but as expected, and no time
delays can be observed.

Next point of interest is the standing car after driving some meters. Fig-
ures 8 and 9 show easting and heading where the values should be truly constant
(vibrations are supposedly very low because of electrical engine). Here, some
differences are visible: The GPS/INS easting coordinate (and also northing not
shown) is affected by GPS-typical jumps and secondly updates, being even less
stationary than the SLAM coordinate which is only noisy. The visible 5 cm vari-
ation is about 1/5 of the grid resolution of 25 cm. In contrast to that, GPS/INS
heading tends to be very stable, while SLAM is downgraded by a 0.5◦ noise.

Fig. 4. SLAM results on drive within Düsseldorf city. Occupancy map, vehicle position
(+), LiDAR scans (colors as in Fig. 2): (a) starting position, (b) second corner, (c)
before and (d) after first loop closure, (e) re-finding corner example, (f) end of drive.
Background image: GeoBasis-DE/BKG (2009), Google.
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Fig. 5. Trajectories, local xy-view, Düsseldorf dataset.

Zooming out (Fig. 10) shows a wider view of this driving phase where the car
waits at an intersection. Although several moving cars are in the sensors’ field
of view, being mapped and replaced by free space again, suitable positioning is
achieved. The GPS position jump at 112 s might be the larger issue here.

At a later turn, the car does not have to stop at the intersection. As visible
in Figs. 11 and 12, the curvature is reconstructed within SLAM, however there
are already some absolute errors accumulated.
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Fig. 6. Time plots, Düsseldorf dataset.

Finally, this evaluation takes a closer look at two specific points. The first
is the point of first global correction (loop closure) at around 301 s from the
beginning. Figure 13 shows exemplary the easting coordinate correction towards
GPS/INS ground truth. Northing and heading are corrected in a similar way. A
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Fig. 7. Start of drive, east coordinate. (Before loop closure takes effect, SLAM with
loop closure on is equivalent to SLAM with loop closure off, thus this graph is not
shown in the particular figures.)

Fig. 8. Standstill, east coordinate.

Fig. 9. Standstill, heading coordinate.
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Fig. 10. Intersection waiting and curve, east coordinate.

Fig. 11. Driving curve, east coordinate.

Fig. 12. Driving curve, heading coordinate.

jump of around 10 m is however critical when being used for control algorithms.
Since the second lap begins now with driving within an already mapped area,
later global corrections apply, too. Since they do not mark a loop closure in such
a manner, the consequent position jumps are much smaller.



288 F. Andert and H. Mosebach

Fig. 13. Loop closure point, east coordinate.

The last close view is again more in the beginning of the data sequence
where the car is standing while waiting at an intersection. The point of interest
is timing at a very detailed zoom shown in Fig. 14. Ground truth data is available
as specified: at 100 Hz without remarkable jitter. If the computer is fast enough,
this specific SLAM implementation provides updates as fast as possible (which
are also up to 100 Hz here). To provide meaningful information, only SLAM-
based positions with new LiDAR data included are plotted. The 25 Hz updates
are then visible in the plot, however some jitter is shown. Altogether, this seems
to be very good and suitable for control inputs when the raw local SLAM output
without loop closure is used.

Fig. 14. Single data frames, east coordinate.
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5.3 Different SLAM Settings

As listed in Table 3, all the above calculations are based on a grid resolution
of 25 cm. This is one major parameter to increase or decrease depending on
the available computation power. To test the effects, SLAM was run again with
grid resolutions of 10 cm and 50 cm. The main result is generally comparable
mapping and localization, as expected with increased or decreased accuracy.
Processing time correlates quadratic with grid resolution (i.e. linear with number
of grid cells). With the used hardware, real-time processing and loop closure are
achieved in all cases. Major difference seems to be local positioning uncertainty,
visible as noise at standstill. The plots in Figs. 15 and 16 extend the previous
plots (Figs. 8/9). They show an effect on translational and rotational noise with
somehow linear correlation to grid resolution. Further, total position and heading
error accumulation is also lower at higher grid resolutions.

Fig. 15. Standstill, east coordinate. Extension of Fig. 8 with different grid resolutions.

Fig. 16. Standstill, heading coordinate. Extension of Fig. 9 with different grid
resolutions.
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5.4 Other Datasets

To prove reproducibility, a different dataset is evaluated. Figure 17 shows the
SLAM trajectory estimation result from a ride with the same car and sensor
configuration around the Automotive Campus in Helmond, Netherlands. Param-
eters are equal as above, with a grid resolution of 25 cm.

Fig. 17. Trajectories, local xy-view, Helmond dataset.

6 Conclusion and Future Work

In situations where satellite positioning and also techniques as lane detection
and map matching are subject to fail, SLAM can be a reasonable complement
towards safe vehicle navigation. This paper has a special focus on noise to and
robustness in urban car driving, and it can be shown that up-to-date SLAM
software is capable of finding its way in dynamic road traffic situations. Future
work will investigate situations where SLAM is subject to fail without any opti-
mizations or intelligent switching between different techniques. For example,
stationary objects that start to move (e.g. congestion) might disturb the map
and thus localization if their amount is too high. Other work will focus on specific
applications, e.g. automated valet parking at very close distances when there is
no need to open doors anymore.
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Abstract (LUT). DORA (Door-to-Door Information for Airports and Airlines)
is a mobility platform that aims to seamlessly integrate the real-time multimodal
information flows for air mobility from airports, airlines, and regional transport.
The main goal is to optimise the total travel time of air-passengers encompassing
navigation from the point of origin to the departure airport, navigation within
airports and finally navigation to the final destination. DORA offers a unified
solution by assimilating scheduled and real-time services of all flights, terminal
events (departure gates, luggage-belt, security gate), and regional transport
modes. The mobility platform uses the assimilated information to assist in a
door-to-door journey planning, to book or purchase tickets for regional transport
of cities, and to monitor the trip in real-time. This paper presents the DORA
platform and modules that enabling the concept of smart city.

Keywords: Experimental platform � Air passengers � Airports � Airlines �
Public transport � Multimodal transport � Indoor navigation � Trip monitoring

1 Introduction

Since the early 90s, the concept of smart cities has been considered as the future of
urban development [1]. A smart city is modelled from different perspectives and often
debated for a widely accepted definition. The most eminent and frequently deliberated
features are networked infrastructure, business driven development, social inclusive-
ness and a focus on the natural environment [2]. Urban mobility is connected to all four
of these features and is gaining attention from industry, policymakers and scholars.
Therefore, the technological mobility solutions with profitable potential are justifiable
[3]. With economic and technological developments, air mobility has expanded and
reached considerable population in developed countries. The European air mobility
plays an essential role in linking people, exchanges for business, leisure and culture
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within Europe and worldwide. The EU has 918 million air passengers in 2015, a
growth of 4.7% from 2014 [4]. Air travellers spend considerable time in gathering
information from assorted sources such as transport options and schedules between city
and airport, airport navigation maps, and ticketing to commence the journey. The
solution to minimize the efforts and time of air travellers is investigated through the
DORA project and presented in this research paper.

The project aims to develop a seamless multimodal mobility information system
that helps in optimising the total travel time of air passengers starting from point of
origin to departure airport and from arrival airport to the final journey’s endpoint. It
includes not only the outdoor part of the trip but also the indoor part in airports. To
reduce the total travel time of an average European traveller, DORA innately combines
information on flights, all available modes of cities’ transport and provides optimized
routing and navigation to and inside airports directly to passengers’ handheld devices.
Moreover, the DORA platform has capabilities to integrate real time information from
airports (flight information: departure and arrival times, gate information; security
check queues, etc.) and ground transport system (incidents and delays on route,
rerouting) to ensure timely arrival of air passengers on departure gates. To support the
objectives of time optimisation within airports, the DORA platform provides tech-
nologies and services to ascertain waiting times at security check queues and estimate
indoor location for use in indoor navigation (Fig. 1).

The DORA system is under implementation between the respective airports of
Berlin (TXL, SXF) and Palma de Mallorca (PMI) and real tests are envisioned to start
in September 2017. The DORA platform architecture has been developed using widely
adopted information technology standards to promote future expansion or third party
integrations through open Application Programming Interfaces (APIs).

Fig. 1. DORA functionality schematic
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2 DORA Platform

The DORA platform is the central system layer integrating the different mobility data
and services in order to provide those to the DORA end-user applications. With its
open platform approach DORA is easily transferable to other cities and airports, and
supports a straightforward integration of all transport modes and local urban mobility
services such as public transport, car- and bike-sharing, taxis, charging infrastructure,
ticketing, car rentals or parking facilities over the open DORA interface. The open
platform is non-discriminatory as well as provider-independent and can due to its
transparent and multimodal approach be harmonized with the transport strategies of
cities.

All local urban mobility information and services in the both project test sites
Berlin and Palma de Mallorca have been integrated and bundled in the DORA city
nodes, which provide the landside mobility information for the overall door-to-door
system. In this process, the transferability of the data integration approach has been
successfully demonstrated in both test sites. To make all mobility information and
routing services consistently available for the DORA door-to-door trip planning sys-
tem, a DORA API has been specified which allows accessing all services and data
sources in a common format. All cities can join and benefit from the DORA com-
munity by providing local mobility information in the defined API format.

Based on this API a DORA marketplace has been set up which will enable third
parties (e.g. public transport authorities, travel portals, airports, airlines, etc.) to use the
entire DORA system or single components of it for their own mobility information
strategies. The DORA architecture consists of three layers: local city nodes, a service
platform and end-user applications.

Fig. 2. DORA system architecture
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The DORA service platform contains all central, not test site specific DORA ser-
vices, that contribute to the route calculation, information and monitoring. Unlike the
City Nodes, the DORA service platform can be located in a cloud environment since it
is independent from local infrastructure and hardware. Figure 2 shows the City Nodes,
the service platform as well as the end-user applications, and how they are interrelated.
The service platform is connected to the City Nodes via the DORA Open Service API.
Through this interface, the central platform services receive the local data and services
required for the door-to-door route calculation and information from the City Nodes.
The indoor router and the landside router, for instance, receive the required waiting
time detection data and the local mobility information respectively via the Open
Service API.

Different applications will be connected to the system. These include a Web-GUI,
mobile applications as well as an Operation Centre Application. All applications, both
internal and third party applications, communicate with the service platform and the
City Nodes over the Open Application API. This interface is especially designed to
meet the requirements that applications have regarding communication processes. Over
this API to the DORA service platform the applications request and receive the central
door-to-door information provided by the Door-to-Door Journey Planner. From the
City Nodes the applications receive, for instance, detailed information on specific POIs
of a route, for example on relevant car-sharing vehicles or parking facilities.

The DORA Open Protocols (Service API and Application API) developed within
the project will enable easy integration of additional City Nodes into the DORA system
and of DORA services into third-party applications. They will provide a state of the art
open data exchange format for mobility services and applications.

2.1 Outdoor Module

Mobility outdoors is mainly handled by two Central Service components: (i) Inter-
modal Landsite Router for the intermodal landside part and (ii) Flight Routing Service
for the flight part. Multimodality is probably the most relevant and challenging feature
for the outdoor part of a trip, as there are many different ways (e.g. public or private
transport) to get from one intermediate place to another. However, at the same time it is
also a driven factor for potential business cases.

The mobility options of a city are included in the landside routing features covering
all available transport modes, such as Car, Car sharing, Public Transportation, Walking
and Bike. Regarding data for the road network, the entire routing system in general and
the specific local modal routers in particular, are provided with intended and real time
traffic situation as well as planned events and construction sites. This is realized in both
DORA test sites and no manual data handling was necessary for adapting them to the
Door-to-Door Routing. In addition, the local modal routers will use unforeseen acci-
dents and other not plannable real time events as well. That means all plannable and
unforeseen real time events are covered in DORA. With regard to the public transport
network, the same granularity has been used for Berlin and Palma de Mallorca. With
regard to the modern, flexible mobility options, listed below:
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• Station based bike sharing service
• Free-floating vehicle sharing service
• Free-floating other sharing service.

The real departures and arrivals of the flights in combination with actual terminal
and gate information are available just 48 h (Palma airport) and 24 h (Berlin airports)
in advance. The Flight Routing Service uses the data provided by the local Departure
and Arrival Services from the airports in both test sites. The situation looks different if
the Flight Routing Service is requested earlier in advance than mentioned. In that case,
the accompanying information is completely unavailable for check in, luggage drop off
or gate information at the departure airport as well as luggage belt information at the
arrival airport. Therefore, default average values have been collected. In the entire
routing planning system, default values and scheduled time plans require different types
of data and services in comparison to real time requests or trip plan updates during the
current trip.

Figure 3 depicts a web (desktop) interface where the traveller can schedule in
advance the trip considering different mobility options. The look-and-feel is similar to
the mobile app, which is mostly used in real time situations.

2.2 Indoor Module

The indoor part of DORA involves all services that may assist the traveller during the
trip inside the airport. From the user perspective, it mainly relates to indoor location
and navigation, but there are other services to be considered:

• Indoor maps: indoor maps are an essential part to present a friendly User Interface
(UI) during indoor location and navigation modes. In DORA, there has been a
conversion process from the initial design (CAD) maps into the resulting vectorial

Fig. 3. Trip planning - mobility options in DORA web GUI
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web representation (SHP) that can be offered via a standard OGC WMS (Open
Geospatial Consortium Web Maps Service).

• Indoor Data: Indoor data covers all POIs (Points of Interest) available in airports. It
includes not only the location of such POIs but also additional information (name,
category, business hours, etc.). A key aspect of this service is that it is not static and
may change according to changes in airports.

• Monitored data: Some mechanical POIs (elevators, travellators and escalators) and
incidents need to be continuously monitored in order not to guide the traveller
through a POI that may be out of service. Additionally, waiting times at baggage
check-ins and security checkpoints, if available, need to be integrated in order to
provide the fastest route to the traveller.

• Trip monitoring: this is an overall service (outdoor, indoor) that permanently
monitors whether the traveller will be able to fulfil the trip in time alerting the user
in case of incidents that may affect its initial travel plan.

The indoor location service is able to provide an acceptable accurate position inside
the airport. DORA utilizes a Commercial Off-The-Shelf (COTS) scheme using avail-
able wireless infrastructure as well as mobile phones. An increasing number of airports
are equipped with Wi-Fi infrastructure along with BLE (Bluetooth Low Energy)
beacons. The indoor location service merges both technologies (readily available in
modern mobile phones and tablets) in order to provide a better estimation of the
traveller’s position. Furthermore, in special areas that have weak or no wireless signals,
there is also the possibility to deploy DORA Wi-Fi beacons, a small device easy to
install without interfering with other Wi-Fi networks, and provides a stable signal
strength. Initial results (with BLE technology and Wi-Fi combined) have shown
superior performance compared to the estimation of the internal geolocation plugins
available in mobile devices, as depicted in Fig. 4.

Real place

Estimated 
(DORA)

Estimated 
(Internal)

Estimated 
through 
iBeacons 
(DORA)

Estimated 
through WiFi 
(DORA)

Fig. 4. Positioning estimations in different places at TXL airport
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The indoor router service provides a path from an origin node (typically the current
position of a user) to a destination node according to certain settings. Such settings
allow travellers to search for the shortest path in terms of duration or distance. All
implied nodes in the path (origin, destination and transitional ones) are georeferenced,
and can be displayed in an indoor map. The usage of transitional nodes allows setting
up intermediate points along the path that correspond to certain events (e.g. check-in,
baggage belt, car rental) a traveller has or wants to perform in the airport.

In order to provide real time navigation, the indoor navigation graph (a set of nodes
and weighted edges) is constantly updated according to the obtained real time moni-
tored data. This may cause unavailability of certain nodes during a certain time (e.g.
due to dynamic incidents) or that the time to pass a security checkpoint may increase
the overall travel time.

The indoor router service provides a complete ‘mobility’ response considering the
transition across different terminals, the use of different POIs, such as mechanical POIs
(e.g. travelators) and transitional POIs (e.g. baggage belts and rental car services), as
depicted in Fig. 5. Furthermore, the indoor service provides turn-by-turn indications as
guiding points in order to guide travellers on their way within airport terminals.

Besides real time navigation, the indoor service also offers scheduled navigation by
the time the traveller is planning the trip beforehand (few days in advance). In this case,
mechanical POIs are not considered, but predictive waiting time values are used as well
as scheduled incidents if they fall under the same timeframe.

The integration of outdoor and indoor router is performed by means of sharing a set
of transitional nodes for each airport in order to provide a seamless mobility transition
for the traveller. In fact, internal routes within the airport (e.g. shuttles to nearby
parking sites) are also covered by the indoor router service.

Fig. 5. Routing path example at PMI airport
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2.3 Door-to-Door Journey Planner

The core service in the DORA system will be a seamless and integrated Door-to-Door
Journey Planner, which integrates existing transport mode specific real-time informa-
tion services in one single intermodal routing platform for air- and landside transport.
This service provides the DORA user with the optimal door-to-door route to a given
cost function. For the calculation of the overall route, the Door-to-Door Journey
Planner integrates the three DORA routing services for the landside, the terminal and
the flight part of the trip. It combines the results of these three routing services to
suitable door-to-door route suggestions. The route calculation also takes into account
personal mobility preferences so that individual requirements of passengers and
specific user groups, for instance, mobility impaired people, travelling families or
business travellers, can be met. The Door-to-Door Journey Planner finally provides the
route suggestions to the DORA frontends (see Fig. 6).

The route chosen by the user is monitored by the Trip Monitoring Service. In case
of disruptions in the public transport network or if there are gate changes or flight
delays, the user will be informed about these issues and provided with alternative route
suggestions if possible.

3 DORA Platform Testing Overview

The airports of Berlin (SXF, TXL) and Palma de Mallorca (PMI), respective regional
public transports, and passengers (real time end users) are selected for the testing of the
DORA platform in realistic environments. The test duration is of one year starting from
September 2017 and aimed to recruit at least 500 passengers. These two cities together
handled more than 50 million air passengers in 2015 that is roughly equal to 13% of
intra-EU flights [4, 8, 9]. There are approximately 12 flights on average per day
between both cities, and more than 700,000 passengers in 2015 travelled between these
two destinations (Fig. 7).

Fig. 6. Door-to-Door Journey Planner
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A free smartphone application of DORA will be available for android and iOS. This
application will be evaluated based on the feedback from user questionnaires, perfor-
mance of DORA web GUI, and evaluation of Operation Center Application. These
tests will help in evaluating the user-friendliness, user interfaces, app performance on
different operating systems and devices, functionalities, and improvement ideas. The
gathered information will further used to improve the DORA platform and highlighting
the results to actors interested in this platform for exploitation.

4 DORA Business Framework

DORA business framework consists of the business model, decisions connected to
ecosystem’s characteristics and elements, and decisions pertaining to sustained coop-
eration and innovation within the ecosystem. The framework considers the require-
ments of a business, mobility trends, and value proposition to each core stakeholder.

A business model illustrates the approaches of an organization to create, deliver and
capture value [10]. DORA’s business model is founded on the sustainable value cre-
ation and fair value distribution among actors with idiosyncratic requirements as well
as the competitive strengths of the DORA solution. This basis led to the creation of a
three-stage progressive business model, starting from technology licensing through
mobility information services to third parties and eventually to an ecosystem man-
agement and coordination system. The DORA platform utilizes a modular suite of
technologies, which potentially have multiple applications or usability. Licensing of
such technological modules and their developments may provide a stream of revenue.
The second model based on mobility information services utilizes standardised DORA
platform and technologies to offer individual or bundled services to third party app
developers through an API. The final model utilizes principles of a business ecosystem
to capture, manage, and deliver value using mobility information to several customer
segments. A business ecosystem signifies the cooperation and competition among
group of organizations, which pooled their capabilities and resources to develop
specific solutions for the market [11].

Fig. 7. DORA test locations
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In addition to the business model of the hub firm managing the DORA ecosystem,
decisions need to be taken and anticipated that account for the ecosystem development.
These decisions will be touching the aspects of ecosystem design, governance and
health. Therefore, it is safe to conclude that the framework extends beyond considering
the needs of only the hub firm in isolation [12].

The framework also considers the longevity and sustainability of the solution and
the ecosystem that supports it by explicitly considering the requirements for continued
collaborative innovation at the ecosystem level as well as its components. This requires
coordination efforts from the hub firm (Fig. 8).

DORA business framework consists of core (passengers, airline, airport, and
transport operators) and potential extended stakeholders (cities, airports shops, infor-
mation centre, businesses in shared economy, and technology platforms). The DORA
business model offers value creation in multiple ways and distributes value among all
the involved stakeholders, which cooperate to manage costs in lieu of information and
revenue.

5 Conclusion

The emerging trends and preferences in mobility services driven by technological
developments (ICTs, Internet of Things, etc.) and societal requirements (environmental
sustainability, sharing economy) demands new solutions and services. The DORA
mobility platform integrates on a scalable system various information sources from
different mobility operators in order to provide the best multimodal trip

Fig. 8. DORA ecosystem and value flow [13]
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recommendation according to user preferences. The management of the trip encom-
passes both outdoor and indoor parts of a journey and considering the flight between
European cities (Berlin and Palma de Mallorca).

The architecture of the DORA system is modular and can be easily transferred,
extended or adjusted to meet not only the mobility requirements of any smart city but
also the requirements of potential collaborators operating within the city. This open
architecture enables a framework encompassing principles of business models and
ecosystems that empower the value chain of mobility trends such as Mobility as a
Service (MaaS).
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