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Application of Single
and Multiple-Scattering Theories
to Analyses of Space-Borne Cloud Radar
and Lidar Data

Kaori Sato and Hajime Okamoto

1 Introduction

The possibility of generating an instrument for “light amplification by stimulated
emission of radiation (LASER)” was proposed by Schalow and Townes (1958) and
further realized byMaiman (1960) and by Javan et al. (1961), after pioneering works
by e.g., Einstein (1917), V. A. Fabricant, C. H. Towns, N. G. Basov and A. M.
Prokhorov (Townes 1999; Lukishova 2010; Gordon et al. 1954, 1955). For applica-
tions related to atmospheric physics, light detection and ranging (lidar) systems have
been widely used to study aerosols and clouds from both ground and space (Winker
1996; Spinhirne et al. 2005; Winker et al. 2007). Observations of noctilucent clouds
and planetary dust were made by Fiocco and Smulin (1963) by ground-based lidar.
Scotland et al. (1971) conducted field experiments on the depolarization ratio of
clouds. Lhermite (1987) observed clouds and precipitation using 94 GHz Doppler
cloud radar (radiowavedetection and ranging). Lidar and cloud radar providevaluable
information on cloud microphysics and in-cloud vertical motion, which are critical
parameters related to clouds in climate models (Tsushima et al. 2006; Satoh andMat-
suda 2009; Sato et al. 2010; Gettelman and Sherwood 2016). Today, combined obser-
vations from lidar onboard the Cloud-Aerosol Lidar and Infrared Pathfinder Satellite
Observations (CALIPSO) satellite and cloud profiling radar onboard CloudSat pro-
vide global distributions of aerosols, clouds, and precipitation (Winker et al. 2010;
Stephens et al. 2018, and references therein). Such instruments will also be carried
on future missions, including the Earth Clouds, Aerosols and Radiation Explorer
(EarthCARE) (Illingworth et al. 2015 and references therein).
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Many particles, such as ice cloud particles, snow, and aerosols are irregular in
shape. At present, precise methods for obtaining single scattering properties of non-
spherical particles over the entire size range of interest do not exist, and it is often
necessary to rely on approximate approaches. Single scattering occurs when the
separation between particles is sufficiently large that the scattering property of each
particle can be added to represent that of the assemblage of particles. In many cases,
conventional ground-based lidar and radar returns from aerosols and hydrometeors
can be applied to the first-order multiple scattering approximation (Ishimaru 1997),
which considers line-of-site two-way attenuation and single backscattering. This
method can be employed depending upon receiver footprint size and the sensitivity
limit of the sensor. As particle density increases and the receiver footprint size at the
target position becomes larger than themean scattering path of the scatterers,multiple
scattering processes become important and efforts have been made to solve the time-
dependent radiative transfer equation (Bissonnette 2005; Battaglia et al. 2010).When
using data from lidar and high-frequency radar on space-bornemissions for cloud and
precipitation studies, these conditions are often met. However, analytical solutions
are found under limited conditions, so the Monte Carlo method is widely used,
despite being computationally inefficient for inversions. Characterization of single
scattering properties of irregular particles and the treatment of multiple scattering
effects on observable quantities are important issues for accurate inversion of cloud
microphysics from active space-borne sensors.

This chapter is organized as follows. Single scattering theory for irregular particles
at the wavelengths of lidar and radar is reviewed in Sect. 2. With the development
of non-spherical light scattering theories, detailed analyses of ice crystal shape and
orientation have become possible from lidar (Iwasaki and Okamoto 2001; Borovoi
et al. 2012) and from its synergy with cloud radar (Okamoto et al. 2003, 2010;
Sato and Okamoto 2011). In Sect. 3, application of this method to the CloudSat and
CALIPSO satellites is further discussed. In Sect. 4, we discuss simulation methods
for the inversion of cloud properties from the attenuated backscattering coefficient
and depolarization ratio of space-borne lidars under multiple scattering conditions,
as well as observations of lidar multiple scattering and introduce the example of
multiple backscattered return from clouds with ground-based multiple-field-of-view
(MFOV) multiple-scattering polarization lidar (MFMSPL; Okamoto et al. 2016).
Finally, the paper is summarized in Sect. 5.

2 Single Scattering Properties of Cloud Particles

Mie theory has wide applicability. For a homogenous sphere, the scattering proper-
ties are estimated to be a function of particle size, the complex refractive index, and
the wavelength of the incident electromagnetic wave. For non-spherical particles,
no perfect scattering theory currently exists. The response of the particle to elec-
tromagnetic waves is determined by solving the Maxwell equations considering the
particle boundary condition. Exact analytical solutions are possible for extremely
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limited geometries, e.g., homogeneous spheres, spheroids, infinite cylinders, and
aggregated spherical particles (Bohren and Huffman, 1983). Therefore, scattering
from particles with arbitrary shapes is estimated using approximation methods. The
applicability of these methods depends on the size parameter X of interest. For small
ones (X < 50), numerical scattering methods such as the discrete dipole approxima-
tion (DDA; Draine 1988), T-matrix (Mishchenko 1993), and finite difference time
domain (FDTD; Yang and Liou 1996) methods are popular. DDA is widely used in
astronomy (Draine 1988), planetary sciences (e.g., West 1991; Okamoto et al. 1994),
and atmospheric sciences (e.g., Flatau et al. 1990; Evans and Vivekanandan 1990;
Dungey and Bohren 1993; Okamoto et al. 1995; Lemke and Quante 1999). When
the size parameter is large, numerical simulations such as DDA are impractical and
geometric optics (GO)-based methods such as the physical optics (PO) approach are
applied (Borovoi 2013). In the following sections, we focus on PO and DDA as two
major approaches that are considered effective for application to non-spherical cloud
particles at the wavelengths of lidar and radar.

2.1 Discrete Dipole Approximation; DDA

DDAoriginated fromPurcell and Pennypacker (1973), to study scattering from inter-
stellar dust grains, and from Draine (1988), who extended the theory and developed
the theoretical basis of DDA. DDA is easily applicable to any target geometry. In
DDA, the target is approximated with N cubic sub-volume elements, and then each
element is replaced with an electric dipole characterized by dipole polarizability, α.
Differences among substances are expressed as α, which reflects the complex refrac-
tive index of the particle. Many methods have been proposed to determine α (Draine
and Goodman 1993). Draine (1988) extended the estimation of α by introducing a
radiative reaction correction term to the Clausius-Mossotti relation (CMRR). Other
methods have also been proposed, such as the digitized Green’s function approach
or the volume integral equation formulation (DGF/VIEF; Liversay and Chen 1974;
Goedecke andO’Brien 1988 andHage andGreenberg 1990) and the lattice dispersion
relation (LDR; Draine and Goodman 1993). In a comparison of various approaches,
LDRwas superior to CMRR and DGF/VIEF for the same number of dipoles (Draine
and Goodman 1993; Okamoto 1995). DDAs with different α values generally have
the same accuracy at the zero-frequency limit (Okamoto and Xu 1998).

Each of the N dipole elements is exposed not only to the incident field Einc but
also to the field generated by other elements. Therefore, retardation effects must be
fully considered. The dipole moments P are calculated as,

Pj = α j

⎛
⎝Einc, j −

N∑
k �= j

A jkPk

⎞
⎠ (j = 1, 2, . . . ,N) (1)
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The second term represents the field from other elements that are excited by the
incident field and can be rewritten as follows (Draine 1988),

AjkPk = exp(ikr jk)

r3jk

{
k2r jk × (

r jk × Pk
) + 1 − ikr jk

r2jk
× [

r2jkPk − 3r jk(r jk · Pk)
]}

(2)

Ajk is the jk element of a 3 N × 3 N complex matrix A, rjk is the distance between
the jth and kth dipole, rjk ≡ rj − rk , k = 2π/λ and λ is the wavelength. Equation (1)
includes 3N unknowns, based on the components of the dipolemoments. Because the
incident field and the polarizability are known, the solution to Eq. (1) can be obtained
by solving 3N independent equations. The scattering and absorption properties are
derived from the sum of the fields generated by each dipole. The scattering cross-
section Csca can be obtained as follows (Draine 1988),

Csca = k4

|Einc|2
∫

d�

∣∣∣∣∣∣
N∑
j=1

Pj − n̂
(
n̂ · Pj

)
exp

(−ikn̂ · rj
)
∣∣∣∣∣∣

2

(3)

� and n are solid angle and unit vector in the scattering direction, respectively.
The accuracy of the DDA approximation has been examined using spherical par-

ticles, two cluster spheres (Draine and Flatau 1994) for which exact solutions can
be obtained, and for hexagonal particles (Okamoto 2002). The applicability of the
method can be described as a function of the complex refractive index m, wave
number k, and the smallest separation distance among dipoles located in the cubic
lattice d (lattice spacing). For angular dependent scattering properties, especially for
backscattering coefficient with random orientation, this is (Okamoto 2002),

2π
d

λ
|m| < 0.5 (4)

Generally, the computation time of the DDA increases with increasing N. For par-
ticles with large values of X, sufficiently larger N must be used. When the particle
has a random orientation with respect to the incident electromagnetic wave, the
computation time increases. Mainly due to its high memory requirements and long
computational time, the applicability of this theory is practically limited to smaller
X (<about 50). In the DDA, magnetic dipoles and high-order terms such as electric
quadrupoles are ignored. The accuracy of DDA that neglects high-order terms was
reported in detail by Okamoto et al. (1995).

To handle largeX values with low computational cost, Okamoto (1995) developed
the a1-term method, which is suitable for calculating the scattering properties of
clusters of spherical monomers. The a1-term procedure is a modification of the DDA
method wherein each monomer is replaced by a dipole with α determined from the
first scattering coefficient term of Mie theory (i.e., the a1-term) (Okamoto 1995).
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α = i
3a1
2k3

, (5)

where

a1 = mψ1(mXm)ψ ′
1(Xm) − ψ1(Xm)ψ ′

1(mXm)

mψ1(mXm)ξ ′
1(Xm) − ξ1(Xm)ψ ′

1(mXm)
(6)

The a1-term depends on the complex refractive index m, the size parameter of the
monomer Xm, and is also a function of the first terms of the Riccati-Bessel functions
ψ1 and ξ 1 and their derivatives (Okamoto and Xu 1998).
Fuller (1991), Mackowski (1991), and Xu (1995, 2001) explored rigorous analytic
solutions for clusters of spherical monomers, referred to as modal analyses. Modal
analyses can be applied to particles with components of isotropic and homogeneous
spherical monomers that are similar to or larger than the wavelength and have differ-
ent compositions. The accuracy of the a1-term method tested against modal analyses
revealed that the a1-term method is applicable to clusters with total size parameters
exceeding X ∼ 100 with N ∼ 106 dipoles (Okamoto and Xu 1998). The maximum
size parameter of the monomers in the cluster is 1.

Because the component elements do not need to be further divided when using the
a1-term method, the scattering properties of fractals can be determined efficiently.
Okamoto (1995) applied the a1-term method to ballistic cluster-cluster aggregates
(BCCAs) and ballistic particle-cluster aggregates (BPCAs). The scattering properties
of BPCAs and BCCAs can be obtained using the a1-term method when the com-
ponents of the target are smaller than the wavelength of the electromagnetic wave
(Okamoto 1995). Kimura et al. (2002) used the a1-term method to estimate radiation
pressure and the Poynting–Robertson effect to study the evolution of the trajectories
of interplanetary dust aggregates in the solar system.Moteki (2016) proposed a hybrid
method combining the monomer dipole approach and the original DDA. The mag-
netic dipole of themonomer (Mullholland et al. 1994) was considered for application
to atmospheric aerosols containing black carbon monomers. Ishimoto (2008) used
the FDTD method for fractal snowflakes (Maruyama and Fujiyoshi 2005) with the
Maxwell–Garnett mixing rule to estimate the refractive index of the ice–air mixture
for a lattice where the range of size parameters falls within the Rayleigh regime.

2.2 Scattering Theory Based on Geometric Optics: Physical
Optics

When exact numerical simulation of the Maxwell equation is not practical for large
size parameters, an approximation theory called geometric optics (GO) is widely
used. Physical optics (PO) approximation extends the GO approach by accounting
for the wave properties of light (Borovoi 2013).
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In GO approximation, the incident electric fields on different parts of the particle
do not interact with each other and behave independently. The incident wave under-
goes reflection and refraction within the particle. Some rays are internally reflected
and others are transmitted outside the particle according to the reflectance and trans-
mittance values determined from Fresnel equations. To account for these processes,
the electromagnetic wave is often approximated as rays using the ray-tracing tech-
nique based on the Monte Carlo method (Macke et al. 1996). In the conventional
GO approach (GOM1), it is assumed that the scattering cross section of diffraction
is equal to the geometrical cross section of the particle so that the total extinction
efficiency equals 2 (Macke et al. 1996; Cai and Liou 1982).The differential scattering
cross section at scattering angle θ from the transmitted and reflected components of
the ray are estimated and the diffraction term are added to obtain the total differential
scattering cross section at scattering angle θ.

In the backscattering direction, GO suffers from convergence (Iwasaki and
Okamoto 2001; Borovoi et al. 2005, 2012) and thus has limited applicability for
lidar. The backscattering cross-section Cbk is estimated as,

Cbk
∼= 4π

�Csca(θ)

�Ω

∣∣∣∣
�Ω→0,θ∼=180◦

(7)

where θ and � are the scattering and solid angles, respectively (Okamoto and Sato
2018a). In reality, when �� becomes small, the light scattered at ~ 180° decreases,
and Cbk will converge. However, Cbk diverges as �� → 0◦ at ~ 180° for the
GO method (Iwasaki and Okamoto 2001), and the differential cross-section cannot
always be obtained.

For application of PO to specific cases, Iwasaki and Okamoto (2001) considered
Kirchhoff’s diffraction theory to estimate backscattering from large non-spherical
ice particles. Based on this theory, when the size parameter is sufficiently large and
the particle is a cuboid, Cbk can be obtained analytically (Iwasaki and Okamoto
2001). For the horizontal orientation studied in Iwasaki and Okamoto (2001), Cbk

was a few orders of magnitude larger than that of amass-equivalent sphere, providing
theoretical evidence of the frequently observed specular reflection phenomenon in
lidar data (Platt 1978). Mishchenko et al. (1997) found that a similar tendency of
high lidar backscattering can be obtained from a thin circular disk.

Borovoi et al. 2012 extended the approach based on PO to general particle geom-
etry and orientation. In this method, the particle geometry consists of flat surfaces,
and electromagnetic waves inside the particle are subjected to GO approximation to
estimate the electric field at the surface of the polygon. The electric field generated
by the polygon surface is derived analytically (Heffels et al. 1995). Scattering out-
side of the particle is estimated via diffraction according to the electric field at the
polygon surface. The contributions from refraction and reflection estimated using
GO and that from diffraction were treated appropriately, and therefore the singu-
larities present in quantities dependent on scattering angles, such as the differential
scattering cross-section, could be avoided. Konoshonkin et al. (2017) investigated
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the computational accuracy of this method against FTDT. A similar approach was
developed by Yang and Liou (1996), called the geometrical optics-integral equation
model (GOM2), which allows the electric field at the particle surface to be estimated
numerically. The numerical efficiency of GOM2 was further improved by Masuda
et al. (2012). Because these methods fully incorporate the wave properties of light,
they can be expected to play a role in bridging the gap in the size parameter range
of 50 < X< 200 (Masuda et al. 2012).

To apply scattering theories to lidar, Borovoi et al. 2012 investigated lidar
backscattering from the CALIPSO configuration for horizontally oriented ice plates;
Bi et al. (2009) did the same for randomly oriented hexagonal columns and plates
through an improved geometric optics method (IGOM). The depolarization ratios
at 532 nm and 1064 nm wavelengths have been studied using Voronoi aggregates
and hexagonal columns with the geometric optics integral equation (GOIE; Masuda
and Ishimoto 2017). The laser tilt angle dependence of scattering properties has
been investigated for quasi 2D oriented ice plates theoretically (Borovoi et al. 2012;
Okamoto et al. 2012, 2019b) for the CALIPSO configuration.

3 Application of Scattering Theories to Analyze Lidar
and Cloud Radar Data

3.1 Backscattering Properties of Cloud Particles at Lidar
and Radar Wavelengths

The nonattenuated radar reflectivity factor Ze,true and lidar backscattering coefficient
βtrue are determined as follows,

Ze,true = λ4

π5|K (λ)|2
rmax∫

rmin

Cbk,ra
(
req

)dn(
req

)
dreq

dreq (8)

βtrue = 1

4π

rmax∫

rmin

Cbk,li
(
req

)dn(
req

)

dreq
dreq (9)

req is the radius of a mass-equivalent sphere. The backscattering cross-sections at
the radar Cbk,ra and lidar Cbk,li wavelengths can be obtained through DDA and PO
for nonspherical particles and fromMie theory for spherical particles. K is generally
a function of the complex refractive index m of water at the radar wavelength, i.e.,
|K (λ)| = ∣∣(m2 − 1)/(m2 + 2)

∣∣. Effective radius is defined here as,



8 K. Sato and H. Okamoto

re f f =
rmax∫

rmin

r3eq
dn

(
req

)

dreq
dreq/

rmax∫

rmin

r2eq
dn

(
req

)

dreq
dreq (10)

For the size distribution of ice cloud particles, a modified gamma distribution is
commonly used (Petty and Huang 2011, Stephens et al. 1990).

dn
(
req

)

dreq
= No

�(p)rm

(
req
rm

)p−1

exp

(
−req
rm

)
(11)

No, rm, and p are the total number of cloud particles per unit volume, characteristic
radius, and dispersion of the distribution, respectively (Okamoto et al. 2003). Ze,true

is reportedly insensitive to variation in p from 1 to 4 for spheres when req ranging
from 1 to 1000 μm is considered in Eq. (8) (Sato and Okamoto 2006). For cloud
droplets, a log-normal size distribution has also been used in the past (e.g., Frisch
et al. 1995),

dn(req)

dreq
= No√

2πreq ln σ
exp

(
−

(
ln(req/ro)

)2
2(ln σ)2

)
(12)

ro and σ are the mode radius and standard deviation of the distributions, respectively.
Lidar and radar observations depend on the ice particle size (reff), number concen-
tration or ice water content (IWC), particle shape, and orientation. Figure 1 shows
the calculated Ze,true and βtrue for ice and water. For ice, spherical ice and a perfectly
oriented 2D plate are shown. For cloud radar, the nonsphericity effect on Ze is within
about 3 dB when reff < 100 μm, while particle shape and orientation must be consid-
ered at larger reff (Sato and Okamoto 2006). The effects of nonsphericity have a large
impact on βtrue with small reff. Ze,true and βtrue values for 2D ice are larger than those
for spherical ice. For 3D ice, Ze,true and βtrue are generally considered to gradually
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Fig. 1 a Ze,true and b βtrue at nadir angle for spherical ice, perfectly oriented 2D plate ice at IWC
= 1 g/m3 and spherical liquid at LWC = 1 g/m3
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shift from those of perfectly oriented 2D ice to those of spherical ice. Radar and lidar
have different size dependencies. Ze,true is generally more sensitive to large ice parti-
cles than to small ones of the same mass (Fig. 1a), while the opposite is true for βtrue
(Fig. 1b) for both water and ice, except for a perfectly oriented 2D plate. These differ-
ences in size dependency allow effective microphysics retrieval from radar and lidar
synergy (Okamoto et al. 2000, 2003, 2010; Donovan and van Lammeren 2001;Wang
and Sassen 2002;Deng et al. 2010; Sato andOkamoto 2011). Heymsfield et al. (2008)
used comprehensive in situ measurement to determine that radar–lidar algorithms
combining radar reflectivity Ze with the lidar attenuated backscattering coefficient β
are superior to radar reflectivity-only algorithms for ice cloud microphysics retrieval
when the lidar signal is not fully attenuated.

3.2 Retrieval of Ice Microphysics from Space-Borne Lidar
and Radar

CALIPSO launched in 2006 and carries the Cloud-Aerosol Lidar with Orthogo-
nal Polarization (CALIOP), which is the first polarization lidar instrument in space
(Winker 2009). CALIOP measures the depolarization ratio δ, which is a strong indi-
cator of particle shape (Sassen 1991). For ground-based lidar, discriminating 2D ice
from super-cooled water using δ alone is difficult, as both produce low δ values, but
3D ice can be separated. For space-borne lidar, multiple scattering increases the δ

of water clouds, which makes discrimination of particle type using only δ difficult
for 3D ice and super-cooled water. Hu et al. (2007) proposed the use of column-
integrated β and δ for phase classification. Yoshida et al. (2010) combined the ratio
of the attenuated backscattering coefficients β for two vertically consecutive cloud
layers x and δ to discriminate among lidar grids dominated by 2D ice, 3D ice, and
super-cooled water (Kyushu University (KU)-C2type scheme). x is given as,

x(Ri ) = log10

[
β(Ri )

β(Ri+1)

]
(13)

The ratio x is considered an indicator of the optical thickness of layer Ri, which
generally indicates water clouds with larger x values and ice clouds with smaller x
values at 532 nm. Because this method provides range-resolved particle type data, it
can be used to evaluate liquid/ice partitioning in a general circulation model (GCM)
with respect to temperature (Watanabe et al. 2010). Yoshida et al. (2010) found
that the zonal mean ratio of super-cooled water occurrence derived from CALIOP
observations was larger than 50% over the temperature (T) range 0 °C > T > –10 °C
with latitude dependence, indicating that the separation of super-cooled water from
ice is crucial to the retrieval of accurate ice microphysics (Okamoto et al. 2010).
Figure 2 shows an example of type discrimination from CALIOP β and δ data after
cloud masking at −70° ≤ latitude ≤ −40°. To construct the cloud mask shown in
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Fig. 2 Time–height cross-section of (top) the attenuated backscattering coefficientβ fromCALIOP
after cloud masking (KU-mask) and (bottom) cloud particle type determined using the KU-C2 type
algorithm, i.e., (1) warm water, (2) super-cooled water, (3) 3D ice, (4) 2D ice, (5) likely 3D ice
crystals with horizontally oriented plates, (6) likely liquid droplets or randomly oriented ice crystals.
For this figure, the extended version of the KU-mask originally developed by Hagihara et al. (2010)
wasused, and theKU-C2 typewas applied to the originalCALIOPvertical andhorizontal resolutions
(see text)

the figure, the cloud detection algorithm developed by Hagihara et al. (2010) (KU-
mask scheme) was extended to account for CALIOP’s transient response function
(Lu et al. 2014) and thus better detect low-level water clouds and fully attenuated
pixels (Cesana et al. 2016). The KU-C2type scheme was extended for application
to the original CALIOP vertical (i.e., 30 m and 60 m below and above 8.2 km,
respectively; Winker et al. 2009) and horizontal resolutions, as it was originally
developed for application to the CloudSat-CALIPSO KU-merged dataset (Hagihara
et al. 2010) with a vertical resolution of 240 m. At lower to middle altitudes, detailed
structures of ice precipitation from super-cooled layers were observed, while high
clouds contained mostly 3D ice in this case.

In late 2007,CALIOPchanged its laser tilt angle from0.3° to 3° off the nadir,while
the observation conditions for CloudSat remained the same. The height–latitude plot
of monthly mean CALIOP β of ice classified with a particle type algorithm for
2 months in September and October of the years before (i.e., 2006 and 2007) and
after (i.e., 2008 and 2009) the change is investigated. The interannual variability of
β is marginal between the observation years with the same laser tilt angle. The year-
to-year difference in β profiles is greatest between 2007 and 2008 (Fig. 3), indicating
that the drastic change seen inβ reflects the tilt angle effectmore than the difference in
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Fig. 3 Zonal mean attenuated β profiles for ice obtained from CALIOP for 2 months in September
and October of a 2007 and b 2008 for ice phases identified by the KU-C2 type algorithm

mean microphysical properties among years. The zonal mean profiles for Ze (Fig. 4)
and CALIOP observations of water (figure not shown) did not show significant year-
to-year variability, further supporting the argument that the laser angle affected ice
detection. After pointing the laser 3° off-nadir, the probability of observing a strong
specular return decreased, particularly around the temperature range of−20 °C < T <
−10 °C. This temperature range corresponds to the region of high 2D ice occurrence
reported by Yoshida et al. (2010) for the period when the laser was 0.3° off-nadir. β
was reduced nearly an order of magnitude in some regions, consistent with the level
reported in theoretical research (Iwasaki and Okamoto 2001).

A similar comparison among mean δ values also showed notable differences in
data collected before and after late 2007 (Fig. 5). δ values around 15 km in the polar
regions represent polar stratospheric clouds. Sassen and Zhu (2009) and Sassen et al.
(2012) reported evidence of horizontally orientated plates lowering the depolarization
ratio from the first 1–2 years of CALIOP observations. If we consider a mixture of
2D and 3D ice, δ can be described as the ratio of their backscattering coefficients for
the perpendicular (cr) and parallel channels (co), i.e.,
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Fig. 4 As described in Fig. 3, but showing mean attenuated Ze profiles obtained from CloudSat
for temperatures lower than 0 °C
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Fig. 5 As described in Fig. 3, but showing mean depolarization ratio profiles from CALIOP. The
CALIOP cloud occurrence of frequencies greater than 2.0 × 10−4 is shown

δ = βcr,2DIWC2D + βcr,3DIWC3D

βco,2DIWC2D + βco,3DIWC3D
(14)

βco and βcr are the values for ice water content IWC= 1 g/m3, and IWC2D and IWC3D

are the IWC for the 2D and 3D ice categories, respectively. For the same cloud,
when the laser tilt angle changed, βco,2DIWC2D (3°) < βco,2DIWC2D (0.3°), while
βcr,2DIWC2D will not vary much from 0. Given that βco,3DIWC3D and βcr,3DIWC3D

remain unchanged between 0.3° and 3° tilt angles, Eq. (14) shows that δwill become
larger after the change in tilt angle, as shown in Fig. 5.

To determine quantitative icemicrophysics fromCALIOP andCloudSatmeasure-
ments, Okamoto et al. (2010) applied PO and DDA to lidar and radar, respectively,
using consistent ice particle geometries. By explicitly considering the effects of ice
particle nonsphericity and incorporating specular reflection for the nadir tilt of the
laser, reff, IWC and the mass ratio of the 2D plate category to the total IWC (defined
as X ′ = IWC2D/(IWC2D + IWC3D)) at each vertical grid was individually retrieved
from the combination of CALIOP β and δ with CloudSat Ze in their overlap region
(C3 region) (Fig. 6). For cloud regions observed only by CALIOP or CloudSat (C4
region), Kikuchi et al. (2017) developed a particle discrimination scheme trained
with CALIOP and Tropical Rainfall Measuring Mission (TRMM) radar, and further
classified them into mixed-phase, snow, and rain clouds. Sato and Okamoto (2011)
extended the ice microphysics retrieval method (Okamoto et al. 2010) to ice and
snow clouds for the C4 region. They compared the global statistics of the retrieved
monthly mean reff and IWC at the C3 and C4 regions. They found that the C4 region
contained a larger fraction of large IWC than the C3 region, whereas reff was sim-
ilar between C3 and C4, except at lower altitudes, where snow with large particle
sizes was retrieved. These results indicate the presence of clouds with much higher
ice concentrations in C4. Detection of cloud type and microphysics will be further
improved when Doppler cloud radar information becomes available from the Earth-
CARE mission (Illingworth et al. 2015), as well as with separation of air motion and
the particle fall speed (Sato et al. 2009).
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Fig. 6 Time–height cross-section of a the CALIOP 532 nm depolarization ratio after application
of the KU-cloud masking algorithm (Hagihara et al. 2010), which discriminates clouds and pre-
cipitation from aerosols and noisy pixels in the case of lidar, b effective radius of ice particles,
c ice water content, and d mass mixing ratio of 2D ice to total ice retrieved with the microphysics
retrieval scheme of Okamoto et al. (2010) for the 0.3° off-nadir period

The impacts of ice particle shape and orientation on microphysics retrieval with
regard to the change in laser tilt angle remain unclear without an appropriate scat-
tering theory. Recently, PO has been applied to various shapes and laser incident
angles (Borovoi et al. 2012; Okamoto et al. 2012). Using PO, Okamoto et al. (2012)
studied the effects of 2D ice on microphysics retrieval at different laser tilt angles.
The scattering properties of quasi-2D ice and 3D ice have notable differences (see
also Okamoto et al. 2019b). These studies suggest that the effects of shape and ori-
entation require further consideration of microphysics retrieval from CALIOP’s 3°
off-nadir laser period.

4 Simulation and Observation of Multiple Scattering
Effects from Clouds

Multiple scattering is a widely observed phenomenon in space-borne lidar (Hu 2007)
and short-wavelength space-borne radar measurements (Battaglia et al. 2010, 2015).
Pulse stretching, where the apparent and actual range of the backscattered return
differ due to multiple scattering, was observed during the Lidar In-space Technology
Experiment (LITE) space shuttle mission (Winker et al. 1996) from optically thick
water clouds (Miller and Stephens 1999). For radar, pulse stretching effects are some-
times observed as long tails below the surface or become apparent in later profiles of
W band (94 GHz) CloudSat radar reflectivity data (Battaglia et al. 2008; Battaglia
et al. 2010). These effects are also revealed by ghost echoes in Ku (13.6 GHz) and Ka
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(35.5 GHz) band or by Ku-Ka band dual wavelength ratio knees in the Global Pre-
cipitation Measurement (GPM) Mission data (Battaglia et al. 2014, 2016). Multiple
scattering between the surface and precipitation appears as mirror images below the
surface and is often observed with Tropical Rainfall Measuring Mission (TRMM)
Ku band (13.8 GHz) precipitation radar measurements (Li and Nakamura 2002).
In this section, we focus on the effects of multiple scattering from clouds on lidar
observations.

Conventional ground-based lidar systems are typically designed to avoid multi-
ple scattering effects (Polonsky et al. 2005), and the detectable optical thickness is
usually around 3–4 (Davis 2008). Figure 7a shows the optical thicknesses of water
clouds at visible wavelengths from Moderate-Resolution Imaging Spectroradiome-
ter (MODIS) cloud product (MODIS Science Team et al. 2006). A large population
of data exceeds the range that is measurable with conventional ground-based lidar.
The observed maximum depolarization ratio δ of water clouds in a vertical profile
obtained from CALIOP increased as a function of optical thickness due to multiple
scattering and was much larger than those typically observed from ground-based
lidar instruments (Fig. 7b).

Multiple scattering effects on lidar have been investigated through Monte Carlo
simulations (Winker and Poole 1995; Hu et al. 2007; Yoshida et al. 2010). Some
studies that have used that method have indicated that the combination of β and δmay
be effective for retrieving water cloud microphysics from the ground (Donovan et al.
2015) and from space (Sato et al. 2016). However, Monte Carlo simulations are often
impractical for lidar inversion due to their high computational cost, particularly for
global observation data. Many efforts have beenmade to simulate multiple scattering
by a practical model (e.g., Eloranta 1998; Bissonnette 1996), by developing solutions
to polarized radiative transfer equations (e.g., Zege and Chaikovskaya 1996) or using
diffusion models (e.g., Davis et al. 1999) (Bissonnette 2005 and references therein).
Wandinger (1998) studied multiple scattering effects on the extinction coefficient
from ground-based Raman and high-spectral-resolution lidar. For the inversion of
cloud properties from β observed with space-borne lidar, Hogan (2008) and Hogan

(a) (b)

Fig. 7 a Frequency distribution of water cloud optical thickness from the level 2 MODIS cloud
product (MODIS Science Team et al. 2006). b Relation between the MODIS water cloud optical
thickness in panel a and the maximum CALIOP depolarization ratio of water in a vertical column
determined from the KyushuUniversity lidar cloud type product (KU-C2 type) (Yoshida et al. 2010)
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and Battaglia (2008) proposed an efficient method based on time-dependent two-
stream approximation, and Sato et al. (2018) applied a physical model (PM) based
on the multiple scattering phase function (hereafter, high-order phase function) and
a path integral approach for lidar backscattering.

To investigate the information content of the lidar depolarization ratio for multiple
scattering, models have been developed that consider double scattering (Roy andRoy
2008; Roy et al. 2018) and triple scattering (Cai and Liou 1981). Space-borne lidar
returns are strongly affected by high-order scattering. Based on the simulation for
LITE space shuttlemission,Winker and Poole (1995) found that asmuch as 30 orders
of scatteringmust be considered with a large receiver footprint size. Sato et al. (2019)
extended the PM approachwith a polarization function and introduced the vectorized
physical model (VPM) to analyze the transition of backscattered returns of space-
borne polarization lidar fromwater clouds in regimes of single scattering andmultiple
scattering to diffusion with regard to high-order scattering. For pulsed space-borne
radar, second-order analytical solutions to the vectorized time-dependent radiative
transfer equation have been derived (e.g. Kobayashi et al. 2007) that are applicable
for optical thicknesses up to about 2 (Kobayashi et al. 2007). Extension of the VPM
to radar data is straightforward.

4.1 Introduction of the PM Approach for Space-Borne Lidar
Application

For simplicity in the following discussion, we consider nadir-pointing space lidar
in Fig. 8 and assume that the backscattered irradiance I is azimuth-independent.
The general formulation of the PM for application to inhomogeneous profiles was
investigated by Sato et al. (2018).

I tot(t) is the total backscattered irradiance within the receiver footprint from the
apparent in-cloud z-axis position z = ct at an in-cloud half-round-trip time t. c is the
speed of light in a vacuum. I tot(t) consists of the lidar returns from different in-cloud
z-axis positions (z≤ ct). To estimate I tot(t), the PM includes three scattering processes
contributing to I tot: single scattering (ss) Iss(t), on-beam multiple scattering (ms,on)
Ims,on(t), and off-beam multiple scattering (ms,off ) Ims,off(z, t) (z ≤ ct), i.e., the pulse
stretching component (Fig. 8):

Itot(t) = Iss(t) + Ims,on(t) +
∑
i

Ims,off(zi , t), (zi < ct)

= Iss(t) + Ims,on(t) +
i∑

k=1

∑
i

Ims,off,k(zi , t), (zi < ct) (15)
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Fig. 8 Geometry of cloud observation from space lidar. I tot(t) is the total backscattered irradiance
at an in-cloud half-round-trip time t. Schematic of the single scattering component Iss(t), on-beam
multiple scattering component Ims,on(t) andoff-beammultiple scattering components Ims,off(z, t) (z<
ct) of I tot(t) are shown in the figure. The round path for Iss(t), Ims,on(t) and Ims,off(z, t) is the same,
and the path of Ims,on(t) does not deviate significantly from those of Iss(t)

Thevariable z in Ims,off(z, t) is defined as themaximum z-axis position of the photon
trajectories contributing to Ims,off. ms,on and ms,off include contribution from high-
order scattering, where the number of scattering event is determined by the scattering
mean free path length l as ct/l. The portion of the ss component that is scattered out
of the initial incident direction during the first scattering event becomes the source
term Jon(zk) for Ims,on(t = zk/c). The ms,on component previously scattered at zk (k
≤ i,) becomes the source term Joff(zk, zi, t) for Ims,off(zi, t). Ims,off, k(zi, t) in Eq. (15)
are components of Ims,off(zi, t), which arise from different source terms Joff(zk, zi, t).
The ms,off component is not the source of other quantities. The relations among the
three components in the model are depicted in Fig. 9. The PM considers many fewer
representative photon path trajectories than Monte Carlo simulations.

Figure 10 shows an example of the z–t dependence of I tot(t) for a simulated space-
borne lidar return from three different z-axis position in a water cloud in the Monte
Carlo model (solid lines) and in the PM (circle symbols). The lines and symbols in
navy, cyan and red show the t-dependence of the lidar return from z = 64, 255, and
511 m, respectively. For example, the first navy circle symbol (on the right most of
Fig. 10) corresponds to the sum of the on-beam returns from z = 64 m, i.e., Iss(t =
z/c)+ Ims,on(t= z/c), while other navy circles correspond to the time-delayed returns
Ims,off(z, t > z/c) from z = 64 m. In the region enclosed by a square in Fig. 10, lidar
returns from different z-axis position but for the same t are compared. For this case,
it is seen that the on-beam return from z = 511 m (red) is larger than the off-beam
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Fig. 9 Relations among the
single scattering
components, on-beam
multiple scattering
components, and off-beam
multiple scattering
components. r is the radial
component of z
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Fig. 10 The t dependence of the backscattered returns from a fixed in-cloud distance z of about
64 m (navy), 255 m (cyan), and 511 m (red) simulated with the PM (symbol) and a Monte Carlo
method (dotted line). The vertical axis is the apparent in-cloud distance corresponding to time t and
the horizontal axis is in logarithmic scale. The results for PM are plotted at discrete time steps�t =
l/c, where l is the scattering mean path length. For the symbols with the same color, the right most
symbol corresponds to the sum of the on-beam backscattered returns (ss + ms, on) and the others
correspond to the off-beam returns (ms,off ) from the same cloud layer but received at a later time.
The region enclosed by a square shows an example of the lidar returns at t = z/c (z = 511 m) from
three different in-cloud distance, i.e., ms,off for navy and cyan, and ss + ms, on for red

returns from z = 64 m (navy) and 255 m (cyan), and that these features seen in the
Monte Carlo method are well captured by the PM.
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4.1.1 The Scattering Phase Function and Effective Extinction After
the nth Scattering Event

The PM modeled lidar multiple scattering by introducing the effective extinction
coefficient σext,w (w = ms,on, ms,off ) and the phase function after the nth scattering
event pn(θ ) (n= 1, 2, …, N). In analogy to the single scattering lidar equation, Iss(t),
Ims,on(t), and Ims,off(z, t) can be written in their simplest form as:

Iw(z, t) = Cli Jwσsca pbk,w
/

(4π)F2way(σext,w) (w = ss,mson,msof f ) (16)

Cli depends on the lidar specification. Equation (16) is constructed from a source
term Jw for each component, the backscattering coefficient σscapbk,w, and the two-way
attenuation term F2way, which is characterized by the effective extinction coefficient
σext,w (w = ms,on, ms,off ) after multiple scattering. pbk,w represents either the single
scattering phase function pss or pn for backscattering angles depending on the value
of w. In the following pn and σext,w are introduced.

Multiple Scattering Phase Function

pn is derived as follows. An arbitrary phase function can be expanded using a Leg-
endre polynomial Pl (l = 0, 1, … ∞) series. After n scattering events, the average
value of the polynomial equals its nth order after a single scattering event when
scattering is cylindrically symmetrical (Goudsmit and Saunderson 1940). Based on
this relation, pn is expressed as follows,

pn(θ) =
∞∑
l=0

(2l + 1)An
l Pl(cos θ) (17)

where Al is the lth order expansion coefficient of the single scattering phase function.
Goudsmit and Saunderson (1940) used the property of Legendre polynomials and
further considered the probability distribution of the number of collisions within a
given path length to derive the angular distribution from multiple elastic scattering
of charged particles. In electron scattering, the scattering can be considered elastic
at path lengths where the energy loss of the electrons is negligibly small; otherwise,
corrections can be made using appropriate approximations for inelastic scattering
(Fernández-Varea et al. 1993). The angular distribution of charged particles after
multiple scattering and themoments of their spatial distributions were further studied
by Lewis (1950). These methods have also been incorporated in high-energy Monte
Carlo simulations (Kadri et al. 2009).

In Sato et al. (2018), pn is considered within the framework of the PM rather
than in Monte Carlo simulations. For a typical water cloud particle size at visible
wavelengths, pn gradually evolves from the initial forward peaked shape representing
single scatteringwithminimal side scattering into an isotropic shape as the number of
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Fig. 11 An example of pn
estimated at different
scattering order n values
(indicated by colors) in
visible wavelengths for an
effective radius reff of 10 μm

scattering events increases (Fig. 11). With this evolution of the distribution function,
the probability of scattering at larger angles gradually increases, and the transition
from the single scattering regime to the multiple scattering regime and then to the
diffusion regime is naturally accommodated in the PM.

Effective Extinction

For light propagation in a multiple scattering medium, Perelman et al. (1994) intro-
ducedFeynmanpath integrals (Feynman1949) anddetermined the escape probability
of photons from the surface after interactionwith a semi-infinitemedium in relation to
the number of scattering events, the escape zenith angle, and single scattering prop-
erties. This approach was considered effective for inversion problems in medical
applications (Perelman et al. 1994). Analogous treatment has also been considered
in PM to model σ ext,off according to the photon trajectories contributing to the time-
delayed backscattered returns, where σ ext,off in Eq. (16) is expressed as a function of
the number of scattering events, the zenith angle of the propagation direction, and
pn, such that at larger optical thickness (1) the attenuation of the backscattered irradi-
ance is reduced for a photon path with a scattering angle larger than that of the more
forward scattering paths when the same phase function shape is considered, and (2)
σ ext,off is smaller with a more isotropic single scattering phase function compared to
that with a more forward-peaked single scattering phase function (Sato et al. 2018).
Forms,on, the photon trajectories contributing to Ims,on does not deviate significantly
from those contributing to Iss. It is assumed that the extinction coefficient is reduced
from σ ext by accounting for the amount of photons scattered into the ms,on path
within the FOV due to multiple scattering using pn to obtain σ ext,on (Sato et al. 2018).

The treatment of effective extinction in the PMmay correspond to a modification
of the “η factor” approach. To account for multiple scattering effects on β, Platt
(1981) introduced this approach, which can be written as follows:
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Fig. 12 The total backscattering coefficient estimated with the PM and a Monte Carlo simulation
for a water cloud with extinction profile σ ext = 40/km under CALIOP specifications. The mean
value of theMonte Carlo simulation at 1m resolution is shown. Note that the PM can also be applied
to vertically inhomogeneous clouds

η = 1 − 1

2
∫ R
0 σext dz

ln
Prec,t (R)

Prec,ss(R)
(18)

where Prec,t and Prec,ss are the total received power from the target at range R and that
calculated assuming single scattering, respectively. The η factor is a useful concept
for deriving cloud microphysics (Platt 1981). The drawback is that the value of η is
an unknown parameter that must be determined from instrument specifications and
hydrometeor profiles. Further, the backscattering efficiency from the target volume
may change during the multiple scattering process (Bissonnette 2005), which is
accommodated in the PM.

The validity of the present method can be evaluated against a Monte Carlo
approach (Fig. 12). For CALIOP, the overall uncertainty in the estimated total
backscattering coefficient of the PM with respect to a Monte Carlo simulation is
about 15 ± 11% for a variety of extinction and field-of-view (FOV) profiles and
optical depths (Sato et al. 2018). The z–t dependence of the backscattered return also
shows good correspondence with true values (Fig. 10).

4.2 Polarimetric Property of Lidar Multiple Scattering
in the VPM

The VPM (Sato et al. 2019) considered the polarimetric property of lidar backscat-
tering by replacing pn with N th order 4 × 4 Mueller matrices Sn. Elements in the
Mueller scattering matrix Sn are related to those of the scattering phase matrix pn
in analogy to the single scattering process as Sn = σscak2pn/(4π). pn is obtained by
considering the expansion coefficient of the single scattering phase matrix for Al

in eq. (17). For randomly oriented particles in space, the Mueller matrix Sn can be
written as (Liou 2002),
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Sn =

⎡
⎢⎢⎣

S11,n(θ) S12,n(θ) 0 0
S12,n(θ) S22,n(θ) 0 0

0 0 S33,n(θ) S34,n(θ)

0 0 −S34,n(θ) S44,n(θ)

⎤
⎥⎥⎦ (19)

N th order lidar multiple scattering can be written in simplified form as (Cai and
Liou 1981; Sato et al. 2019):

Itot
(
t j=N

) = Io

˚

vl

. . .

˚

vN

L′
Np(θN ) · · ·L′

3p(θ2)L′
2p(θl)L′

ldvl · · · dvN . (20)

dvn (n = 1,2,…N) are infinitesimal scattering volumes at the location of the nth
scattering point of the incident light. θn (n = 1,2,…N) are scattering angles for the
nth scattering event. Equation (20) is an N th order volume integration of a set of N 4
× 4 scattering phase matrices and the transformation matrix for the Stokes parameter
related to the rotation of the scattering plane Ln (n = 1,2,…N). Ln

′ is a function of
Ln, scattering coefficient at dvn, extinction and distance between dvn and dvn+1.

For VPM, the multiple scattering process determined from Eq. (20) can be mod-
eled by considering one set of transformation matrices between the incident plane
and the N th scattering plane, in an analogous manner to that used for the single
scattering framework (Sato et al. 2019).

Itot
(
t j=N

) = IoF
(
L′

NpNL′
1

)
. (21)

The term F in Eq. (21) indicates that in addition to the introduction of the scattering
phase matrix after Nth scattering event pN, the VPM was further modified to imple-
ment the accumulated effects of depolarization: (1) depolarization of the incoming
wave Qin at the cloud layer of interest in the forward direction due to rotation of the
scattering plane during multiple scattering and (2) depolarization produced by the
backward scattering processes within the FOV (geometric effect) (Sato et al. 2019).
For single scattering from spherical particles, the angular dependence of the linear
depolarization ratio δss(θ) can be estimated from the ratio of the azimuthally-averaged
scattered intensities parallel and perpendicular to the linearly polarized light with the
following equation (Bissonnette et al. 2001; Roy and Roy 2008),

δss(θ) =
(
S11,n + S12,n

)
cos2 θ − 2S33,n cos θ + (

S11,n − S12,n
)

3
(
S11,n + S12,n

)
cos2 θ + 2S33,n cos θ + 3

(
S11,n − S12,n

) (n = 1) (22)

δss is non-zero at backscattering angles other than 180°. Depolarization in forward
scattering directions (0° ≤ θ < 90°), Qin , is generally small for single scattering
of a typical liquid cloud particle estimated by Eq (22) at the lidar wavelength for
scattering angles smaller than 20 °, and the polarization state of the incoming wave
at the layer of interest can be assumed to remain unchanged (Roy and Roy 2008).
Under multiple scattering conditions, the polarization state of the incoming wave at
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Fig. 13 Mean
depolarization of the
incoming wave at the nth
scattering event for the ms,
on component. Calculations
were performed for water
clouds with different σext
profiles and CALIOP FOV
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the layer of interest may change due to rotation of the scattering plane. In the VPM, in
addition to depolarization generated from backscattering, a procedure is introduced
that allows instant estimation of Qin at the layer of interest without tracking of every
scattering event, which is represented by the term F in Eq. (21). The accumulated
effects that produce non-zero Qin of the incoming wave at the N th scattering event
are treated separately for ms,on and ms,off and are estimated to be a function of
Sn (i.e., the profile of cloud microphysics), the horizontal spread of the photons at
the N th scattering event, and the receiver FOV (Sato et al. 2019). Figure 13 shows
an example of Qin for ms,on (hereafter Qin

ms,on). Q
in
ms,on increases with scattering

order (i.e., optical thickness), σ ext, and FOV. Cases with larger FOV show larger
Qin

ms,on values for the same scattering order and microphysics. For the same cloud
microphysics, as the receiver FOV becomes larger, the receiver footprint size at
the target position exceeds the scattering mean path of the scatterers and photons
scattered at larger angles likely remain within the receiver FOV. For a similar reason,
cases with smaller scattering mean free path lengths are considered to show larger
Qin

ms,on values for the same scattering order and receiver FOV.
The linear depolarization ratio δ(t) is estimated by considering the contributions

of the parallel and perpendicular components of Itot with respect to the incident
electric field of the emitted light as:

δ
(
t j

) = Itot,y
(
t j

)

Itot,x
(
t j

) = Iss,y
(
t j

) + Ims,on,y
(
t j

) + ∑ j
i=1 Ims,off, y

(
zi , t j

)

Iss,x
(
t j

) + Ims,on,x
(
t j

) + ∑ j
i=1 Ims,off,x

(
zi , t j

) (23)

The parallel and perpendicular components of Itot are functions of Sn and the polar-
ization state of the incoming wave Qin at the layer of interest. These components are
estimated for each ss, ms,on, and ms,off category to obtain δ(t) (Fig. 14).

Sato et al. (2019) evaluated the VPM by comparing it toMonte Carlo simulations.
Qin became increasingly important to δ as the multiple scattering effect increased.
The uncertainty of δ(t) estimation was reported to be about 2 ± 3% overall, which is
comparable to the 1% calibration uncertainty of δ from CALIOP (Hunt et al. 2009).
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Fig. 14 Depolarization ratio estimated using the VPM against that of the mean value obtained
from a Monte Carlo simulation for a water cloud case with σext = 40/km with the configuration of
CALIOP. Results are shown for instantaneous values at 1 m resolution. Note that the VPM can also
be applied to vertically inhomogeneous clouds

4.3 Observation of Lidar Multiple Scattering
from Ground-Based Lidar

Several attempts have been made to extend the limits of ground-basedMie-type lidar
observations usingmultiply scattered lidar returns (Okamoto et al. 2016). ForMFOV
lidar measurements, Roy et al. (1999) considered a FOV of about 12 mrad and used
the secondary polarization returns to infer the particle size density distribution at
cloud base (Roy et al. 1999). Multiple scattering or off-beam lidar (Polonsky et al.
2005; Davis 2008) collects multiply scattered signals off-beam from the emitted laser
beam direction with a very wide FOV. One off-beam lidar instrument, Wide-Angle
Imaging Lidar (WAIL) (Polonsky et al. 2005), has detected lidar returns ~30° (half
angle) off-beam at 532 nm wavelength using a CCD imager. In that case, a wide
FOV was used to gain information on cloud boundaries, which are not detectable
with conventional lidar. Cahalan et al. (2005) studied an airborne MFOV-multiple
scattering lidar using the Cloud Thickness fromOffbeam Returns (THOR) system to
investigate the information obtainable from bright halos. Retrieval of the extinction
coefficient profiles in water clouds from the THOR system was further investigated
in Pounder et al., (2011). Okamoto et al. (2016) utilized the polarization capabil-
ity of MFOV Multiple-Scattering Polarization Lidar (MFMSPL) in the off-beam
direction for the first time operating at the 532 nm wavelength during both day and
night (Fig. 15). In the first version of MFMSPL-1, four detectors for parallel chan-
nels and four detectors for perpendicular channels, each with an FOV of 10 mrad,
were employed to measure the depolarization ratio. The detectors were tilted with
angles ranging from 0 to 30 mrad in the vertical direction at a 10-mrad interval to
observe on-beam and off-beam returns. The on-beam channels detected returns from
atmospheric molecules, aerosols, clouds, and precipitation. The off-beam channels
detected multiple scattered returns, mainly from clouds and precipitation. Further,
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Fig. 15 Initial version of the
MFMSPL system
(MFMSPL-1) operated at the
National Institute for
Environmental Studies
(NIES). The figure shows a
total of eight channels, with
odd-numbered channels and
even-numbered channels
detecting parallel and
perpendicular signals,
respectively

backscattered returns from drizzle and precipitation appeared to be different in on-
beam and off-beam channels depending on the degree of multiple scattering that
occurred (Okamoto et al. 2016).

4.4 Observation of Water and Mixed-Phase Clouds
with MFMSPL

The 35-mrad half-angle FOV of MFMSPL-1 corresponds to a receiver footprint
radius size of about 70 m at 1 km of height. This is comparable to that of CALIOP.
The MFMSPL system is expected to offer unique opportunities to simulate lidar
returns similar to those observed with space-borne lidar. This will further fill the
gap between ground-based and space-borne polarimetric lidar measurements and
improve cloud retrieval from space-borne lidar that is affected bymultiple scattering.
In the following sections, observations made with MFMSPL-1 are shown for water
cloud and mixed-phase cloud cases.

4.4.1 Water Cloud Observation

Figures 16 shows the attenuated backscattering coefficient and depolarization ratio
of awater cloud obtainedwithMFMSPL-1. The off-beam channels recorded a higher
cloud top than the on-beam channels. The depolarization ratio generally grew with
increasing height and further off-beam channels. The maximum depolarization ratio
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Fig. 16 Backscattering coefficients obtained from the parallel a on-beam channel Ch1 and c the
first off-beam channel Ch3 of MFMSPL-1 in July 2016 and the depolarization ratios obtained
from the b on-beam channels δ(1,2) = β(Ch2)/β(Ch1) and d the first off-beam channels δ(3,4) =
β(Ch4)/β(Ch3). The cloud was located in the temperature range of 13–19 °C

was around 40% for the on-beam channel, while it reached about 60–80% for the
outermost off-beam channel.

4.4.2 Mixed-Phase and Ice-Phase Cloud Observations

Figure 17 depicts the on-beam and off-beam lidar returns for mixed-phase conditions
at a sub-freezing temperature range of −6 to −1 °C. The hydrometeor occurrences
recorded with Ch1 and Ch3 were almost the same at lower altitudes, while the off-
beam channels Ch5 and Ch7 detected smaller ice precipitation fractions below about
1.9 km altitude compared to Ch1 and Ch3, probably due to a lower ice concentration
and a smaller multiple scattering effect within these regions (Fig. 17). Similar to the
water cloud case, all parallel off-beam channels showed the cloud top about 300 m
higher than the on-beam channel.
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�Fig. 17 Simultaneous observations of a mixed-phase cloud with MFMSPL-1 and the 95 GHz
cloud profiling radar conducted at the National Institute of Environmental Studies (NIES) in April
2015. The time–height plot of the backscattering coefficient obtained with MFMSPL-1 is shown
for channels 1–8. The range of backscattering coefficient s indicated by the color bars in the figures
differs between on-beam and off-beam channels
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Fig. 18 Vertical profiles of (left two) hydrometeor occurrence corresponding to the observation
period of Fig. 17, and (right) the temperature profile at Tateno on the same day from the atmospheric
sounding data reported by the University of Wyoming

MFMSPL-1 was operated on the same day as a collocated 95 GHz cloud radar
measurement (Yamaguchi et al. 2006). The cloud top height of the off-beam channel
and that from the cloud radar corresponded well with each other and with the altitude
of a temperature inversion observed around 2.9 km (Fig. 18), and the radar–lidar
overlap region increased when off-beam returns were considered. Layers that likely
contained super-cooled liquids were apparent from both the on-beam and off-beam
detectors (e.g., around 13:00 UTC). However, only the off-beam channels observed
the return from the ice phase above the uppermost super-cooled layer, which was
recorded by cloud radar (Fig. 17). Themorphologies of cloud top boundaries detected
by cloud radar and the off-beam channels showed good overall consistency.

The hydrometeor fraction observed with the off-beam channel was comparable
to that of cloud radar, except at lower altitudes, where cloud radar showed more
ice precipitation. A large backscattering coefficient and low depolarization ratio for
the on-beam channel was observed just below 2 km height (Figs. 17, 19), and the
off-beam channels showed the same tendency (Fig. 19). This suggests the presence
of horizontally oriented ice particles such as 2D plates, as the depolarization ratio
at small canting angles estimated from PO (Okamoto et al. 2012) is negligible. The
range of−2 to−1 °C corresponds to the temperature where the typical habit is plate-
like in laboratory studies (Wallace and Hobbs 2005). The habit is also reported to
change from hexagonal plates to dendrites according to whether the supersaturation
level falls between ice and water saturation or is greater than water saturation in the
same temperature range (Wallace and Hobbs 2005). Mixed-phase drizzle precipi-
tating from the super-cooled and 2D plate layers had depolarization ratios around
20% for on-beam returns. Radar reflectivity also increased in these regions, likely
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Fig. 19 Example of the time–height cross-section of the depolarization ratio obtained using
MFMSPL-1 for Ch 1, 2 and Ch 3, 4 after applying a cloud masking scheme to the observational
data shown in Fig. 17

indicating an increase in optical thickness, and depolarization increased in off-beam
channels to about 30% for the first off-beam channel (Fig. 19).

Another mixed-phase cloud case was observed at a lower temperature range of
−18 to −11 °C, and is shown in Fig. 20. Temperature inversions occurred near
altitudes of 3.9 km and 5.6 km. The high backscattering coefficient for Ch1 and
the low on-beam and off-beam depolarization ratios at 4–4.5 km altitude in Fig. 20
indicate the presence of 2D plate-like ice particles. The temperature zone around
−15 °C also corresponds to the preference of plate-like ice particles observed in
a laboratory experiment (Wallace and Hobbs 2005) as well as in a global analysis
based on CALIOP (Yoshida et al. 2010).

Depolarization ratios in super-cooled and ice or mixed-phased regions near the
cloud top had similar features as the previous case. In contrast to the previous case,
the depolarization ratio in ice fallout regions below about 4 km was larger for on-
beam observations than off-beam observations (Fig. 20), suggesting relatively low
optical thickness in the region.

Characterization of lidar multiple scattering theories often relies on comparison
withMonteCarlo simulations.MFMSPLmayprovide the opportunity to testmultiple
scattering theories from observational and experimental perspectives.
Different space-borne lidar missions have different receiver FOVs, being 130 μrad,
65μrad, and 13μrad for CALIOP, EarthCARE355 nmAtmospheric Lidar (ATLID),
and ADM-Aeolus 355 nmAtmospheric Laser Doppler Instrument (ALADIN) (Stof-
felen et al. 2005), respectively. These differences produce different multiple scat-
tering effects on the lidar returns from clouds with the same physical properties.
Recently, MFOV high-spectral-resolution polarization lidar (HSRL) was developed
(Okamoto et al. 2019a). Wide-field-of-view HSRL at 532 nm wavelength showed
smaller extinction observations compared to a narrow-field-of-view HSRL system,
indicating that the multiple scattering effect on extinction measurement can be
inferred (Jin et al. 2019). By investigating such effects at footprints comparable to
that of space-borne lidar, these observation systems may support retrieval algorithm
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Fig. 20 As described in Fig. 16, but showing the a, c backscattering coefficient and b, d depolar-
ization ratio observation of a mixed-phase cloud from MFMSPL-1 obtained at NIES in December
2015

development for the first space-borne HSRL measurement from the EarthCARE
mission (Okamoto et al. 2019a).

5 Summary and Future Studies

In this paper, we introduced two single scattering theories for non-spherical parti-
cles that are effective over different size parameter ranges, i.e., PO theory and DDA.
Efforts are being made by several research groups to reduce computational cost and
extend the applicable size parameter range of these theories. One example of modifi-
cation of the DDA involves the dipole polarizability being replaced with the a1-term
of the scattering coefficient from Mie theory to reduce computational cost. PO and
DDAwere applied to analyses of CloudSat radar and CALIPSO lidar measurements.
Ice particle size, IWC, and mass mixing ratio of 2D and 3D ice could be retrieved.
Progress is also being made with PO to infer the effects of particle shape, orientation,
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and wavelength at different laser tilt angles, which is essential for the development
of continuous datasets of clouds and aerosols for use in climate research (Okamoto
et al. 2019b).

For multiple scattering, physical models that incorporate mechanisms to cap-
ture the major physical processes are effective when analytical solutions cannot be
obtained, as the a1-term method for the single scattering problem. In this paper, we
introduced the recently developed PM approach and its vectorized version (VPM)
to analyze global data from space-borne lidar with depolarization measurements
affected by high-order scattering. These methods accommodate analytical expres-
sion for the high-order scattering matrix and employ the path integral approach to
estimate effective extinction due to the presence of multiple scattering processes
in lidar returns. The computational costs were drastically reduced compared to
Monte Carlo simulations. The forthcoming EarthCARE mission (JAXA/ESA 2021)
will carry a high-sensitivity 94 GHz Doppler cloud profiling radar (CPR), 355 nm
high-spectral-resolution lidar (ATLID), 7-channel multi-spectral imager (MSI), and
broadband radiometer (BBR). New challenges, such as multiple scattering effects
on Doppler velocity (Battaglia and Tanelli 2011) and the Rayleigh channel of
high-spectral-resolution lidar (Jin et al. 2019), will arise with these new technologies.

MFOV measurements from space may be useful, as suggested by ground-based
MFMSPLobservation results.ObservationswithMFMSPLhave revealed interesting
changes in the depolarization ratios of water clouds andmixed-phase clouds between
on-beam and off-beam detectors. Extension of this ground-based satellite simulator
based on multiple scattering is underway to clarify the information content of sin-
gle scattering and multiple scattering returns from current and forthcoming space-
borne active sensor missions including the CALIPSO/CloudSat, ADM-Aeolus, and
EarthCARE satellites (Okamoto et al. 2018b).
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Airborne Remote Sensing of Arctic
Clouds

André Ehrlich, Michael Schäfer, Elena Ruiz-Donoso and Manfred Wendisch

1 Introduction

Airborne remote sensing builds a bridge between long-term ground-based measure-
ments and space-borne satellite observations. In the Arctic, only a few sites contin-
uously run ground-based remote sensing measurements of the atmosphere. Satellite
observations are limited to several daily overpasses and typically have a lower spatial
resolution compared to airborne remote sensing. Airborne observations are mostly
performed with a specific scientific objective during individual campaigns which
cover a limited time period and area. A strong focus of Arctic airborne remote sens-
ing measurements is the characterization of cloud and surface properties. Clouds
and snow-covered land or sea ice reflect solar radiation more efficiently compared to
the open ocean and, therefore, have a strong radiative impact on the Arctic surface
energy budget (Wendisch et al. 2017). To quantify the radiative forcing of clouds and
sea ice, their radiative and microphysical properties need to be retrieved by remote
sensing observations. The cloud reflectivity, transmissivity, and absorptivity in the
solar spectral range are determined by the cloud optical thickness, which is linked
to the total water path and the cloud particle size. In the Arctic, cloud particles are
formed by either liquid droplets or ice crystals of different shape. As both have
significantly different scattering properties, the cloud thermodynamic phase is an
important quantity to be retrieved by airborne remote sensing (Curry et al. 1996;
Ehrlich et al. 2008).

The following sections will concentrate on the airborne remote sensing of Arctic
cloudproperties although amultitude of other components of theArtic climate system
such as surface, aerosol and trace gases can be retrieved using airborne observations.

Snow and ice surfaces are characterized by a high surface albedo, which signifi-
cantly depend on the type of sea ice, the thickness of the snow, and the grain size of
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snow particles. Active airborne remote sensing techniques using radar provide geo-
metric properties of the sea ice such as sea ice fraction, thickness, and the depth of the
snow (Haas et al. 2017). On the other hand, passive solar remote sensing measure-
ments characterize the optical snow and sea ice properties such as the spectral surface
albedo, the directional reflectivity, and the effective snow grain size (Lyapustin et al.
2010; Carlsen et al. 2017).

Airborne remote sensing of Arctic aerosol particles is limited to active lidar tech-
niques and sun-photometer observations (Nott and Duck 2011; Stone et al. 2014).
Lidar observations provide vertical profiles of aerosol backscatter and extinction
coefficients for a few wavelengths above or below the aircraft platform. Sun pho-
tometers measure the aerosol optical depth (AOD) at different spectral channels,
which can be used to retrieve the size distribution of the aerosol particles. Over
the bright Arctic snow and ice surfaces, airborne remote sensing measurements of
the reflected solar radiation are almost insensitive to the rather low aerosol concen-
trations. Comparing lidar observation with airborne aerosol remote sensing of the
reflected solar radiation, it was shown, that due to the bright Arctic snow and ice sur-
faces the later are almost insensitive to the rather low aerosol concentrations found
in the Arctic and require multi-view observations which become capable to retrieve
AOD (Tomasi et al. 2015).

Atmospheric trace gas concentrations, e.g., water vapor, ozone, nitrogen dioxide,
bromine monoxide can be retrieved using airborne observations by the active dif-
ferential absorption lidar technique (Wirth et al 2009), passive differential optical
absorption spectroscopy (DOAS, Hüneke et al. 2017), and limb observations of the
emitted spectral terrestrial radiation (Riese et al. 2014).

In the following Sect. 2, a typical combination of airborne remote sensing instru-
ments applied to characterize clouds is introduced. The aircraft instrumentation
includes active and passive remote sensing techniques which are based on solar
and microwave radiation. For passive solar remote sensing of cloud properties, the
Arctic environment poses an additional degree of complexity. These challenges are
discussed by different exemplary observations in Sect. 3. Advanced airborne remote
sensing techniques aim to overcome these challenges. Three examples of how air-
borne observations are used to analyse properties of Arctic clouds are introduced in
the following sections. The use of spectral information of the reflected solar radi-
ation to derive the cloud thermodynamic phase and a combined retrieval of snow
and cloud radiative properties are explored in Sect. 4. The capabilities of directional
radiation measurements to retrieve cloud properties of the uppermost cloud layer
are discussed in Sect. 5. The benefits of imaging spectrometer observations which
provide a two-dimensional view on Arctic clouds with high spatial resolution are
discussed in Sect. 6. Concluding remarks are summarized in Sect. 7.



Airborne Remote Sensing of Arctic Clouds 41

2 Airborne Remote Sensing Instrumentation

Instruments for airborne remote sensing of cloud properties mostly apply techniques
similar to those on geostationary and polar orbiting satellite, which use observations
of electromagnetic radiation at differentwavelengths either reflected or emitted by the
atmosphere and surface. On aircraft, advanced techniques can be applied, which can
be used to validate satellite observations and help to develop new retrieval methods
(Wendisch andBrenguier 2013). Due to the lower flight altitude, the spatial resolution
of airborne observations is higher, however, the spatial coverage of airbornemeasure-
ments is smaller than that of satellite observations. Active and passive remote sensing
instruments are applied, which include solar and microwave spectro-radiometers, as
well as lidar and radar.

Two examples of comprehensive remote sensing instrumentations combining the
different observation techniques are listed in Table 1 and further illustrated in Fig. 1.
The Polar 5 aircraft (Wesche et al. 2016) was operated during the Arctic Cloud
Observations Using airborne measurements during polar Day (ACLOUD) campaign
in 2017 to investigate Arctic boundary-layer clouds (Wendisch et al. 2018). On the
German High Altitude and Long Range Research Aircraft (HALO) a comparable
suite of remote sensing instruments was employed during the research campaigns
NARVAL (Next generation Advanced Remote sensing for VALidation Studies) in
August 2016 (Stevens et al. 2018) and NAWDEX (North Atlantic Waveguide and
Downstream Impact Experiment) in September and October 2016 (Schäfler et al.
2018). The application of the same package of remote sensing instrumentation on
HALO is also planned for EUREC4A (Elucidating the role of clouds-circulation
coupling in climate) in January 2020 (Bony et al. 2017) and HALO-(AC)3 (ArctiC
Amplification: Climate Relevant Atmospheric and SurfaCe Processes, and Feed-
back Mechanisms) in March 2021 (Pithan et al. 2018). On both aircraft (Polar 5 and
HALO) the Spectral Modular Airborne Radiation measurement sysTem (SMART)-
Albedometer is integrated measuring the spectral solar irradiance and nadir radiance
reflected by clouds, the atmosphere, and the surface (Wendisch et al. 2001, 2016).
Imaging spectrometers such as the AISA (Airborne Imaging Spectrometer for Appli-
cations) Eagle/Hawk (Bierwirth et al. 2013) and the Munich Aerosol Cloud Scanner
(specMACS, Ewald et al. 2016) are applied to map the spectral radiance with a
spatial resolution of less than 10 m in a field of view FOV of about 35° across
track. For EUREC4A and HALO-(AC)3 it is planned to map thermal infrared bright-
ness temperatures with the two-dimensional thermal infrared imager VELOX that
covers 6 spectral bands in the wavelength range of 7.7–12 µm. Directional solar
radiation of the entire lower hemisphere is obtained by a 180° fish-eye camera on
Polar 5 in three spectral channels (Ehrlich et al. 2012). Passivemicrowave radiometer
are implemented in the HALO Microwave Package (HAMP) on HALO and in the
airborne Microwave Radar/Radiometer for Arctic Clouds (MiRAC) on Polar 5 mea-
suring brightness temperatures in different frequency channels (Mech et al. 2014).
HAMP and MiRAC additionally include an active cloud radar systems operating at
36 GHz frequency (HAMP) and 94 GHz (MiRAC). In both configurations, active
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Fig. 1 (top): Polar 5 research aircraft as equipped during ACLOUD. (bottom): HALO research
aircraft as equipped for NARVAL-II and NAWDEX

lidar systems for cloud, aerosol, and water vapor observations are implemented. The
Airborne Mobile Aerosol Lidar for Arctic research (AMALi) installed on Polar 5 in
nadir viewing direction (zenith view optionally possible) is a backscatter lidar with
polarization capabilities (Stachlewska et al. 2010). The Water Vapor Lidar Exper-
iment in Space (WALES) demonstrator installed on HALO combines a dial and
backscatter lidar at different wavelengths (Wirth et al. 2009). On Polar 5, a Sun pho-
tometer with an active tracking system (SPTA) is installed under a quartz dome of
to derive the spectral aerosol optical depth (AOD).
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The following sections will focus on passive solar radiation measurements to
retrieve cloud optical and microphysical properties. Especially for this retrieval pur-
pose, the Arctic environment with mixed-phase clouds and a high surface albedo is
most challenging.

Solar remote sensing instruments such as the SMART-Albedometer, AISA
Eagle/Hawk, and specMACS use measurements of the spectral radiance I ↑

λ (λ) as a
function of wavelength λ, which is reflected by clouds and the surface into the optics
of the instruments. Commonly, the radiance is normalized by the incident downward
solar irradiance F↓

λ (λ) to yield the dimensionless cloud reflectivity γλ(λ),

γλ(λ) = π · I ↑
λ (λ)

F↓
λ (λ)

(1)

The spectral resolution of these instruments is in the range of 2–16 nm (full width
of half maximum) which is sufficient to resolve the spectral absorption features of
the cloud reflectivity, the surface albedo, and trace gases absorptivity such as that of
water vapor and oxygen. These spectral differences of the absorptivity are, e.g., used
by common bi-spectral cloud retrieval algorithms to derive cloud optical thickness τ

and cloud particle effective radius reff,C. Therefore, measurements at a non-absorbing
wavelengths (e.g., λ = 645 nm) sensitive to τ and measurements at an absorbing
wavelength (e.g., λ = 1640 nm) sensitive to reff,C are analyzed (e.g., Nakajima and
King 1990). The observations are compared to forward radiative transfer simulations
assuming a range of values of τ and reff,C to identify the bestmatch between simulated
and measured reflectivities. This approach is identical to common satellite retrievals
(Platnick et al. 2017).

3 Challenges for Remote Sensing of Arctic Clouds Using
Solar Radiation

3.1 Mixed-Phase Clouds

Due to the low temperatures, stratiform clouds in the Arctic boundary layer are often
of mixed-phase character (Shupe 2011; Mioche et al. 2015). The coexistence of
liquid water droplets and solid ice crystals in these clouds adds another dimension to
the inversion problem of cloud remote sensing. As mostly either the liquid or the ice
phase dominates the cloud water content (Korolev et al. 2017), for some purposes
already a rough phase classification into liquid and ice clouds is useful. However,
even for typical liquid water dominatedmixed-phase clouds, the ice crystals can have
a significant influence on the cloud reflectivity.

Figure 2 shows γλ simulated for clouds of different ice fractions fI defined as
the ratio of the optical thickness of ice crystals and the total cloud optical thickness
(ice plus liquid water). For the simulations a cloud optical thickness of τ = 20, a
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Fig. 2 a Cloud top
reflectivity γλ simulated for
clouds of various ice fraction
f I with fixed cloud optical
thickness of τ = 20, cloud
droplet of re f f,C = 7.5 µm,
and ice crystal sizes of
reff,I = 90 µm (columns).
The wavelength ranges with
enhanced liquid water and
ice absorption are
highlighted gray (adapted
from Ehrlich 2009)

cloud droplet effective radius of reff,C = 7.5µm, and an ice crystal effective radius
of reff,I = 90 µm (columns) were used. Figure 2 shows that γλ decreases with
increasing ice fraction at wavelengths larger than 1400 nm because in this spectral
range the absorption by ice crystals is stronger than that of liquid water droplets.
At shorter wavelengths where scattering processes dominate, the cloud reflectivity
increaseswith increasing values of fI. Here the non-spherical shape of the ice crystals
enhances the scattering into the viewing direction of the remote sensing instruments.

Additionally, the vertical distribution of ice crystals and liquid water droplets
influences the cloud top reflectivity. InArcticmixed-phase clouds, typically the liquid
droplets dominate the cloud top layer, masking the ice crystals of the lower cloud
layers (e.g., Shupe et al. 2006; McFarquhar et al. 2007). This vertical stratification
limits the potential of solar remote sensing techniques to quantify the amount of
ice in the clouds. Active remote sensing techniques by cloud radar, which are most
sensitive to the larger ice crystals, can penetrate the liquid dominated cloud layers.
Together with lidar observation, which are highly sensitive to the liquid droplets, the
vertical structure of Arctic mixed-phase clouds can be characterized (Delanoë et al.
2013; Mech et al. 2014).

3.2 Surface Albedo

Large areas of the Arctic ocean and land surfaces are covered by sea ice or snow. The
high surface albedo of snow and sea ice dramatically changes the lower boundary
condition of radiative transfer in the atmosphere increasing the reflected radiation
also in cloud-free areas. The spectral snow albedo αλ for different effective snow
grain sizes reff,S is shown in Fig. 3a. At solar wavelengths less than 800 nm, typically
used to retrieve cloud optical thickness, the spectral albedo of snow is close to unity
(Wiscombe and Warren 1980). The high surface albedo significantly affects the
cloud reflectivity observed above the clouds by remote sensing instruments. Spectral
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Fig. 3 a Spectral snow albedo for different reff,S. b Cloud reflectivity γλ simulated for clouds with
different τ and with fixed reff,C = 10 µm and located above a snow surface with reff,S = 100 µm.
c The imaginary part of the refractive index of ice and liquid water (adapted from Ehrlich et al.
2017)

cloud top reflectivity γλ of clouds with different τ simulated above a snow surface
assuming an effective snow grain size of reff,S = 100 µm are shown in Fig. 3b. For
wavelengths below 1200 nm the high snow albedo diminishes the contrast between
cloud-free and cloudy conditions and erases the sensitivity of cloud reflectivity to
cloud optical thickness. Therefore, in Arctic regions common cloud retrievals utilize
observations at wavelengths larger than 1200 nm where the snow albedo is lower
(e.g., Platnick et al. 2001). For example, the combination of the 1640 and 2130 nm
wavelength bands is used for the Moderate Resolution Imaging Spectroradiometer
(MODIS) to retrieve cloud optical thickness and droplet effective radius.

However, the snow albedo at larger wavelengths depends strongly on the size of
the snow grains as illustrated in Fig. 3a (Wiscombe and Warren 1980). This vari-
ability overlaps with the spectral range where liquid droplets absorb solar radiation
indicated by the imaginary part of the refractive index of liquid water and ice shown
in Fig. 3c. The smaller the snow grains, the higher the surface albedo and the more
radiation is reflected by the surface. Snow grain sizes vary temporally and spatially
due to precipitation that decreases the snow grain size, and because of the snow
metamorphism that slowly increases the snow grain size (e.g., Flanner and Zen-
der 2006; Jacobi et al. 2010). In polar areas, the effective snow grain size typically
ranges between 50 µm for freshly fallen snow and 1000 µm for aged snow (Wiebe
et al. 2013). Therefore, the retrieval of cloud properties (optical thickness and droplet
effective radius) over snow-covered surfaces requires a reasonable assumption of the
effective snow grain size.

Figure 4a shows a bi-spectral retrieval grid (γ1600 nm vs. γ2100 nm) obtained from
the simulated cloud reflectivities for three effective snow grain sizes: 50, 100, and
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Fig. 4 a Bispectral retrieval grids of cloud top nadir reflectivity γ1600 nm and γ2100 nm assuming
three different effective snow grain sizes reff,S of 50, 100, and 500 µm. The simulated reflectivities
cover cloud optical thickness τ between 3 and 20 and cloud droplet effective radius re f f,C between
6 and 25 µm. b and c: Comparison of synthetically retrieved τ b and reff,C c with the original
parameter value. Calculations in b and c are performed, assuming a larger effective snow grain
size of reff,S = 200 µm instead of the original reff,S = 50 µm (crosses) and a smaller effective
snow grain size of reff,S = 50 µm instead of the original reff,S = 200 µm (asterisks) (adapted from
Ehrlich et al. 2017)

500µm.The grids significantly differ and show a considerable snow grain size effect,
especially for low values of γ1600 nm, while at higher reflectivities the grids tend to
converge. The reflectivity γ2100 nm is less affected by changes of reff,S as the snow
albedo is close to zero for reff,S > 100 µm (see Fig. 3a). As the retrieval of τ is
strongly linked to γ1600nm, the effect of the snow albedo on the retrieved τ is obvious.
However, the non-rectangular shape of the grids indicates that both reflectivities are
coupled to both cloud parameters and, thus, also the retrieved reff,C are affected by
changes in the effective snow grain size.

This snow grain size effect was estimated by Ehrlich et al. (2017) for the retrieval
of typical Arctic low-level liquid water clouds and a fixed solar zenith angle of
θ0 = 63◦. Based on synthetic measurements obtained from the forward simulations,
the uncertainty of the retrieval results was quantified. For each synthetic measure-
ment defined by τ , reff,C, and reff,S, a set of retrievals assuming different values of
effective snow grain sizes were performed. In Fig. 4b and c the retrieval results are
compared to the original cloud properties for syntheticmeasurements calculatedwith
an original effective snow grain size of 50 µm, but retrieved from forward simula-
tions assuming an effective snow grain size of 200 µm (crosses). The asterisks in
Fig. 4b, c indicate the opposite case: originally reff,S = 200 µm is used to produce
the synthetic measurement and then reff,S = 50 µm is assumed in the retrieval of
the cloud properties. While Fig. 4b shows retrieved values of τ for different values
of reff,C indicated by the color code, Fig. 4c presents retrieved reff,C for clouds of
different τ also indicated by a color code. For a typical low-level liquid water cloud
(τ = 4, reff,C = 10 µm), the retrieved cloud properties would differ by up to 50%
if reff,S is assumed to be 200 µm instead of the original effective snow grain size
of 50 µm, or vice versa. Similar uncertainties caused by the assumption of surface
albedo are reported for cirrus by Rolland and Liou (2001) and Fricke et al. (2014).
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3.3 Horizontal Inhomogeneities and Three-Dimensional
Effects

TheArctic sea ice cover often shows strong horizontal inhomogeneities. Due to ocean
currents and the drag produced by the surface winds, the sea ice is typically broken
into floes. Between the floes, cracks, leads, and polynias of open water may from
and reduce the surface albedo locally. In the marginal sea ice zone (MIZ), where
the size of the floes is smaller and the gaps in between larger (scattered ice floes),
this horizontal inhomogeneity is most pronounced. The MIZ is characterized by a
strong surface albedo contrast between the low albedo of openwater (0.04 at 645 nm)
and the high albedo of snow-covered sea ice (0.9 at 645 nm; Malinka et al. 2016),
which affects the radiative transfer of solar radiation and retrieval of cloud properties
(Schäfer et al. 2015). Airborne observations of spectral reflectivity γ645 nm are shown
in Fig. 5 for three cases, a cloud-covered straight sea ice edge, cloud-covered ice floes,
and cloud-free ice floes. The measurements have a horizontal resolution of about
4 m and were obtained by the imaging spectrometer AISA Eagle/Hawk during the
international field campaign VERtical Distribution of Ice in Arctic clouds (VERDI)
on 17 May 2012 (Schäfer et al. 2015). The left panels show the raw measurements,
while a reflectivity threshold is applied to mask all sea ice covered pixel in the
center images. Comparing the cloud-free case (Fig. 5b), where γ645nm immediately
changes at the sea ice edge, with the cloud-covered cases (Fig. 5d and f), an area
of enhanced γ645 nm is visible around the sea ice edge when clouds are present. This
smooth transition is caused by horizontal photon transport in the altitudes between
surface and cloud top. To quantify this effect, the normalized frequency distribution

Fig. 5 Left panels: Fields of γλ at 645 nm, measured with the imaging spectrometer AISA
Eagle/Hawk. The measurements were performed on 17 May 2012 during the international field
campaign VERDI. Center panels: Same reflectivity fields as shown in (a), (b), and (c) but using
a different color-scale and masking all pixel identified as sea ice by red shading. Right panels:
Normalized distributions of the frequency of occurrence of γ645nm measured for the three cases.
Dashed lines illustrate the range of γ645 nm for pixel located over sea ice (red) and open ocean (blue)
not effected by 3D radiative effects (adapted from Schäfer et al. 2015)
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of occurrence of γ645 nm for the three cases are shown in Fig. 5g–i. Additionally,
the range of γ645 nm for pixels located over sea ice (red) and open ocean (blue) not
effected by three-dimensional (3D) radiative effects is indicated by dashed lines. For
the cloud-free case, two separated modes, one for open ocean and one for sea ice, are
observed. This separation weakens for the cloud-covered cases. Especially for the
case with the ice floes, a significant amount if pixels show values of γ645 nm ranging
between the two modes for pure sea ice and pure open ocean. This indicates, that
large areas of the observed cloud field were effected by 3D radiative effects.

To quantify these effects, Schäfer et al. (2015) performed 3D radiative transfer
simulations for an ideal straight sea ice edge covered by clouds of different cloud
optical thickness, cloud base altitude and cloud geometric thickness. The simulated
γ645 nm along a cross section perpendicular to the sea ice edge are shown in Fig. 6. A
higher cloud optical thickness reduces the general contrast between pixel over sea ice
and over open water. The transition of γ645 nm between high values over sea ice and
low values over open water is smoothed for all simulated clouds. This 3D-radiative
effect strongly depends on the cloud base altitude and cloud geometrical thickness,
which both define the vertical distance between surface and cloud top. The higher
the cloud base or the cloud thickness, the more horizontal distance the radiation
can travel by horizontal photon transport after being reflected at the surface and
subsequently being scattered by the cloud into the direction of the observer (nadir
direction). Over open water γ645 nm is enhanced by more than 5% for distances up to
3 km depending on τ and cloud geometry.

Fig. 6 Simulated γ645 nm for clouds of different cloud base altitudes (a) and with different geomet-
rical thickness (b) for a cross section from a highly reflecting ice-covered region to a darker region
of open water. The white area illustrates the ice covered area. In the simulations varying the cloud
base altitude, the cloud geometrical thickness is fixed to 500 m. In the simulations varying the cloud
geometrical thickness, the cloud base altitude is fixed to 0 m (adapted from Schäfer et al. 2015)
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Fig. 7 Overestimation
(average and standard
deviation) of τ and reff,C as a
function of the distance to
the edge of an ice floe
simulated for a cloud located
in an altitude between 500 m
to 1000 m and with τ = 10
and reff,C = 15 µm (adapted
from Schäfer et al. 2015)

The enhancement of γ645 nm in the surrounding of sea ice can contaminate the
retrieval of cloud properties over open water, which commonly do not consider 3D
radiative effects. A higher γ645 nm will lead to an overestimation of cloud optical
thickness and cloud particle size. For a typical sea ice field of the Arctic MIZ and a
liquid cloud with τ = 10 and reff,C = 15 µm located in an altitude between 500 m to
1000 m, Schäfer et al. (2015) calculated the uncertainties caused by the 3D radiative
effects. For this scenario, Fig. 7 shows the percentage difference between retrieved
and assumed τ and reff,C as function of the distance to the ice floe edge. This study
showed that τ is overestimated stronger than reff,C. Right next to the ice floes, τ is
retrieved almost 90% too high, while the overestimation of reff,C reaches 25%. In
1 km distance to the ice floes the differences are still significant with about 10% for
τ and 5% for reff,C. These effects need to be considered for airborne remote sensing
of Arctic clouds where typically horizontal scales of less than 100 m are resolved.
Similar effects may also affect the retrieval of aerosol properties as discussed by
Lyapustin and Kaufman (2001).

4 Retrieval of Cloud Properties Based on Spectral
Radiation Measurements

Airborne remote sensing using spectral solar radiation has the ability to measure
cloud reflectivity with high spectral resolution. Spectral features can be resolved and
analyzed. E.g. the maxima of the absorption bands of liquid water and ice are shifted
by about 100 nm as illustrated by the imaginary part of refractive index shown in
Fig. 3c. Separating this spectral information allows to retrieve the cloud thermody-
namic phase of Arctic clouds (Sect. 4.1) and to simultaneously retrieve cloud and
snow properties in case liquid water clouds are located above snow (Sect. 4.2.).
These retrievals can be applied to airborne spectral imaging and provide maps of
cloud properties that resolve the typical scales of cloud dynamic processes (Sect. 6).
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4.1 Retrieval of Cloud Thermodynamic Phase

Figure 8 shows the spectral cloud top reflectivity γλ measured above an exemplary
pure liquid and a pure ice cloud in the wavelength range 1400–1850 nm where
absorption by liquid water and ice dominates. Compared to the liquid cloud, γλ of
the ice cloud is significantly lower due to a lower cloud optical thickness and the
stronger absorption by ice in the spectral range above 1500 nm. Additionally, the
spectral slope between 1550 nm and 1700 nm, indicated by the dotted lines in Fig. 8,
is steeper for the ice cloud than for the liquid cloud. These different spectral patterns
are used to retrieve the cloud thermodynamic phase (e.g., Pilewskie and Twomey
1987; Ehrlich et al. 2008). Therefore, a spectral slope cloud phase index IS is defined
by,

IS = 100 · λb − λa

γ1640 nm
·
[
dγλ

dλ

]
[λa ,λb]

(2)

Values of IS < 20 indicate pure liquid clouds while higher values are observed
for pure ice IS > 20 and mixed-phase clouds. Alternatively, Ehrlich et al. (2008)
apply a cloud phase index IP, which uses the weighting coefficients resulting from
a principle component analysis of radiative transfer simulations. This phase index
improves the separation between pure liquid water (IP < 1) and pure ice clouds
(IP > 2) as the complex spectral footprint of the absorption by ice crystals and liquid
droplets is considered for all wavelengths in the spectral cloud reflectivity between
1500 and 1800 nm.

An example of a time series of the cloud phase indices IS and IP retrieved with the
SMART-Albedometer along the flight track of the Polar 2 aircraft on 7 April 2007
during the Arctic Study of Tropospheric Aerosol, Clouds and Radiation (ASTAR,
Ehrlich et al. 2008) campaign is shown in Fig. 9. During this flight, collocated
satellite observations by the Cloud-Aerosol Lidar and Infrared Pathfinder Satellite

Fig. 8 Spectral cloud
reflectivity γλ of a typical
pure liquid phase and a
typical pure ice cloud. The
dotted lines illustrate the
spectral slope between the
two wavelengths λa and λb
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Fig. 9 Airborne and satellite observations along the flight track of the Polar 2 aircraft on 7 April
2007 during the ASTAR campaign. a Profile of total attenuated backscatter coefficient β in sr−1

km−1 measured by CALIPSO. The flight track of the in situ measurements is overlaid as a black
line. b Ice and liquid water particle number concentrations Ntot measured by CPI and FSSP. (c):
Cloud phase indices IS and IP (adapted from Ehrlich et al. 2008)

(CALIPSO) and concurrent in situ microphysical measurements are analysed. The
total attenuated backscatter signal measured by CALIPSO and the particle number
concentration measured by a cloud particle imager (CPI, Gayet et al. 2009) and a
forward scattering spectrometer probe (FSSP) are shown in Fig. 9a and b.

The lidar could not completely penetrate the optically thick clouds with exception
of the cloud edge (<77.4°N).Nevertheless, the lidar profiles reveal that in the southern
part of the cloud deck ice particles are precipitating down to the surface. This is
confirmed by the CPI in situ measurements, which is most sensitive to large ice
crystals and shows a high particle number concentration up to Ntot = 3 cm−3 while
the FSSP sampling small liquid water cloud droplets shows a low concentration.
In this area of the cloud edge, both phase indices show high values. The maximum
values of IS = 60 and IP = 5 indicate a pure ice cloud. The cloud parts north 77.4° N
are characterized by lower values (IS = 20 − 40 and IP = 2 − 4) corresponding to
mixed-phase clouds considering the range of cloud optical thickness and the cloud
particle sizes observed for this cloud.

For Arctic mixed-phase clouds, the ice indices allow to qualitatively identify the
mixed-phase nature of the clouds. A quantitative separation of liquid and ice water
path is challenging as the spectral slope is affected by the size of ice crystals and liquid
droplets and the vertical stratification of ice and liquid droplets in the cloud (Ehrlich
et al. 2008). Assuming a homogeneous mixture of ice crystals and liquid water
droplets, Thompson et al. (2016) tested a spectral fitting method to quantitatively
separate the liquid and ice equivalent absorption and found a reasonable agreement
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Fig. 10 Spectral cloud
reflectivity γλ simulated for
Arctic mixed-phase clouds
of different ice mass fraction
f ∗
I . Two vertical structures

of the mixing between liquid
droplets and ice crystals are
assumed; a homogeneous
mixed cloud and a
liquid-topped two-layer
cloud

with in situ measurements of ice total mass fractions. However, the assumption of
homogeneously mixed mixed-phase clouds does not hold for most Arctic clouds
as shown by in situ cloud microphysical measurements (e.g., Gayet et al. 2009;
Mioche et al. 2017). Typically, Arctic mixed-phase clouds are characterized by a
liquid-dominated cloud top and higher ice water contents at cloud base. This vertical
stratification influences the spectral cloud reflectivity and, therefore, can bias the
separation of ice and liquid water content (Ehrlich et al. 2009). Figure 10 shows the
spectral reflectivity of an Arctic mixed-phase cloud with different ice mass fractions
f ∗
I simulated for a vertically homogeneous mixture of ice and liquid particles (solid

lines) and an inhomogeneous two-layer cloud (dashed lines). The two-layer cloud is
assumed to have a pure liquid top layer and a pure ice layer at cloud bottom. For the
two simulated ice fractions, the cloud reflectivity significantly differs depending on
the cloud vertical structure. The homogeneous cloud always shows lower values of γλ

in the wavelength range between 1400–1800 nm compared to the liquid-topped two-
layer cloud. These differences are largest at λ = 1500 nm, which reduces both the
spectral slope and the phase index in the simulations assuming a two-layer cloud. For
the examples shown in Fig. 10, IS decreases from IS = 28 to IS = 18 for f ∗

I = 0.6
and IS = 49 to IS = 28 for f ∗

I = 0.9 when switching from a homogeneous to a two-
layer cloud structure. For typical Arctic mixed-phase clouds dominated by a liquid
water cloud top layer, the phase index will be biased to values of pure liquid water
clouds. Contrarily, for optically thin clouds located above sea ice the reflection at the
snow surface might bias the phase index to higher values indicating the presence of
ice particles.

4.2 Combined Retrieval of Cloud and Snow Properties

In case of pure liquid water clouds located over snow-covered sea ice, airborne
spectral cloud reflectivity measurements can be used to retrieve the effective snow
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Fig. 11 Mean standard
deviations of spectral cloud
reflectivity στ , σreff,S , and
σreff,C with respect to a single
cloud or snow parameter τ ,
reff,S, and reff,C calculated for
a set of radiative transfer
simulations (a). The first
three spectral weights Γ1,
Γ2, and Γ3 of a principal
component analysis are
given in (b) (adapted from
Ehrlich et al. 2017)

grain size reff,S of the snow surface by separating the spectral signature of the liquid
cloud and the snow. Retrieving reff,S helps to overcome the uncertainties discussed
in Sect. 3.2 and allows a more precise retrieval of cloud properties in the Arctic. As
shown by Ehrlich et al. (2017), snow grains strongly absorb radiation at wavelengths
of about 1000 nm where liquid clouds are non-absorbing. These spectral differences
enable a separation of cloud and snow signature. Figure 11 shows the sensitivity
of the spectral cloud reflectivity for three parameters, cloud optical thickness τ ,
droplet effective radius reff,C and effective snow grain size reff,S. The sensitivities are
quantified by (a) the standard deviation of a series of radiative transfer simulations
where one of the three parameter is varied, and (b) the weighting coefficients of
a principle component analysis. Three wavelength ranges are identified to be most
sensitive to one of each parameter; 1000 nm for reff,S, 1640 nm for τ and 2100 nm
for reff,C.

Based on airborne measurements at these three wavelengths obtained with the
SMART-Albedometer during the VERDI campaign in 2012, a retrieval algorithm
was developed to provide estimates of the three cloud and snow parameters τ , reff,S,
and reff,C (Ehrlich et al. 2017). Figure 12 shows an example of the retrieval applied
to measurements of a stratiform Arctic boundary-layer cloud observed on 29 April
2012 over the Canadian Beaufort Sea. The retrieved τ , reff,S, and reff,C are displayed
along the flight track of the Polar 5 aircraft. They are compared to cloud and snow
properties retrieved byMODIS (Platnick et al. 2017; Zege et al. 2011). For large areas
of this cloud field the MODIS cloud product did not provide valid solutions due to
the bright surface (Fig. 12a and b). In cloud-covered areas no values of reff,S could be
retrieved (Fig. 12c). These gaps could be filled by the airborne observations which
show reasonable agreement with the MODIS retrieval in areas where the retrieval
did not fail.
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Fig. 12 Cloud optical
thickness τ (a), cloud droplet
effective radius reff,C (b) and
effective snow grain size
reff,S (c) retrieved by MODIS
and the
SMART-Albedometer for
observations on 29 April
2012. The total flight track is
indicated by a black line and
overlaid by the retrieval
results of the
SMART-Albedometer. “I”
and “T” mark the locations
of Inuvik and Tuktoyaktuk
(adapted from Ehrlich et al.
2017)
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5 Retrieval of Cloud Properties Based on Directional
Observations

A significant fraction of radiation reflected by clouds is from single scattering. This
single-scattered portion is strongly influenced by the scattering phase function of
the cloud particles. Examples if scattering phase functions of liquid droplets and
non-spherical ice crystals of different shape are shown in Fig. 13. Non-spherical ice
crystals typically show an enhanced sideward scattering in scattering angles around
ϑ = 100◦ (grey shaded area). Liquid water cloud droplets show a cloud bow at about
140° (blue shaded area) and the backscatter glory at 180° scattering angle, which are
sensitive to droplet size and the width of the droplet size distribution (Laven 2003;
Mayer et al. 2004).

These features of the scattering phase function can be used to retrieve cloud phase
and cloud droplet size at cloud top. This requires to measure the directional distribu-
tion of the radiation field above the clouds at scattering angles, which are sensitive to
the particle shape. E.g., the presence of a glory can be used to identify liquid water
clouds. Observations of a specular reflection of the Sun at the top of clouds suggest
the presence of ice crystals. Figure 14 shows two representative measurements by
a 180° fish-eye camera obtained during the ACLOUD campaign on 27 May 2017.
The image taken on 15:00 UTC (left panel) shows a prominent backscatter glory
and a cloud bow, which indicate that this low-level cloud is dominated by liquid
water droplets at cloud top. At a different location on 16:00 UTC (right panel), a
specular reflection is observed at cloud top indicating the presence of a thin layer of
ice crystals.

By analysing the width and strength of the cloud bow, Ehrlich et al. (2012)
retrieved the cloud droplet size. An example is shown in Fig. 15 for observations
during the aircraft campaign SORPIC (Solar Radiation and Phase Discrimination
of Arctic Clouds), conducted on 17 May 2010. A series of 50 camera images were
averaged and converted into the hemispherical directional reflectance factor HDRF
shown in Fig. 15a. In the polar plot the direction of the Sun is aligned from the left to

Fig. 13 Scattering phase
function of liquid droplets
and non-spherical ice
crystals of different shapes.
The grey shaded area
indicates the range of
scattering angles ϑ typically
observed by nadir
observations in the Arctic.
The blue shaded area
indicates the cloud bow
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Fig. 14 Images of a 180° fish-eye camera operated on Polar 5 during ACLOUD. The observations
are obtained on 27 May 2017, 15 and 16 UTC. The north direction of each image is labelled by
“N”. Cloud bow, backscatter glory and specular reflection are indicated by arrows

Fig. 15 Hemispherical directional reflectance factor HDRFmeasured during SORPICwith a wide-
angle camera operated on Polar 5 over an Arctic stratocumulus. Panel a shows a polar plot of an
average of 50 images. Panel b shows the measured HDRF as function of the scattering angle ϑ

compared to the simulatedHDRF for cloudswith different optical thickness τ and effective diameter
reff,C. The uncertainty of the measurements is indicated by the gray area (adapted from Ehrlich et al.
2012)

the right. The averaging is required to eliminate the horizontal cloud inhomogeneities
of the stratocumulus field. Enhanced values of the HDRF are observed in the forward
scattering direction (left part of the polar plot) and in a large circle, the cloud bow,
in the backscatter directions. In Fig. 15b the HDRF is analysed as function of the
scattering angle and compared to radiative transfer simulations assuming different
cloud droplet effective radii.

The enhancement of the cloud bow is superimposed to an increase of the HRDF
to small and large scattering angles. In forward direction, this general increase is
reproduced by the simulations. For ϑ at backscatter angles larger differences occur
which likely are caused by three-dimensional radiative effects of the stratiform cloud.
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Fig. 16 Measured βI as
function of γ645nm for
different clouds observed
with the
SMART-Albedometer during
ASTAR 2007, 2 April. Black
crosses show measurements
over mixed-phase clouds, red
crosses over ice clouds.
Simulations for pure liquid
water clouds are shown as a
blue line (adapted from
Ehrlich et al. 2008)

The cloud bow is visible at about ϑ = 142◦. While simulations with reff,C = 10 µm
show a narrow and strong cloud bow and the simulations with reff,C = 4 µm a broad
and weak cloud bow, the best agreement between measurements and simulations
is obtained for a cloud with τ = 12 and reff,C = 7 µm. A similar approach was
followed byMayer et al. (2004) retrieving the cloud droplet number size distribution
from airborne imaging observation pointed into the direction of the backscatter glory.

For measurements in the Arctic with low Sun, the nadir cloud reflectivity refers
to scattering angles of about 100° where sideward scattering can be used to identify
the cloud phase. Ehrlich et al. (2008) analysed the ratio between the cloud reflec-
tivity measured in nadir direction and the cloud albedo as a measure of the sideway
scattering of the cloud. Figure 16 shows measurements of the SMART-Albedometer
from the ASTAR 2007 campaign (θ0 = 71◦) of the ratio βI between nadir cloud top
reflectivity γλ and cloud top albedo αλ. The blue line represents values calculated
by radiative transfer simulations of a pure liquid water cloud. The measured values
of βI significantly deviate from the theoretical curve simulated for pure liquid water
clouds. This indicates the presence of ice crystals and therefore mixed-phase clouds.
The highest values of βI are observed when the spectral slope cloud phase index
indicated pure ice clouds (red coloured measurements in Fig. 16).

The polarization state of solar radiation reflected in the cloud bow and backscatter
glory is highly sensitive to cloud properties at cloud top and can increase the informa-
tion content of airborne remote sensing.Multiangular polarimetric observations such
as by the AirborneMulti-angle Spectro-Polarimetric Imager (Diner et al. 2013) or by
the Research Scanning Polarimeter (Knobelspiesse et al. 2011) are applied to resolve
the directional distribution of the degree of polarization in the back scatter glory or
cloud bow. By use of parametric curve-fitting methods, the polarimetric retrievals
are capable to estimate the cloud optical depth, droplet number size distribution, and
above-cloud aerosol properties (Knobelspiesse et al. 2011; Xu et al. 2018).



60 A. Ehrlich et al.

6 High Resolution Cloud Spectral Imaging

Airborne spectral imaging is used to analyse the horizontal variability of Arctic
boundary-layer clouds (e.g., Thompson et al. 2016; Schäfer et al. 2017). For a distance
between cloud top and flight altitude of about 2000 m a spatial resolution of down to
5 m is obtained. Retrieval methods for cloud properties applied to airborne spectral
imaging are almost identical to those used for airborne nadir observations of spectral
solar radiances (Bierwirth et al. 2013). The retrievals provide maps of cloud optical
thickness τ, particle effective radius reff,C, and cloud phase index IS. Examples of
two-dimensional (2D) fields and probability distribution functions of γ1240nm, τ , reff,C,
and IS observed above an Arctic stratocumulus during ACLOUD (2 June 2017) with
the AISA Eagle/Hawk spectral imager are shown in Fig. 17. The retrieval of τ,

reff,C was based on the assumption of pure liquid water clouds. The retrieved maps
illustrate the variability of all three cloudparameters and show that dynamic processes
within the stratocumulus determine the structure of the cloud field. The cloud optical
thickness ranges between 15 < τ < 40, the effective cloud particle radius between
8 µm < reff,C < 20 µm. In areas of low γ1240 nm and low τ , the effective cloud
particle size significantly increases with values exceeding reff,C > 20 µm. This
increase of cloud particle size may either result from evaporation of smaller cloud
droplets by entrainment in the downdraft regions or the retrieval is affected by a
higher concentration of ice crystals. The presence of an increased number of ice
crystals is indicated by the enhanced values of IS > 20 found in these areas.

The 2D-fields allow to characterize the horizontal inhomogeneity of clouds with
2D-statistical analysis such as the 2D-autocorrelation to quantify the directional
dependence of cloud structures. Schäfer et al. (2017) showed that standard one-
dimensional (1D) inhomogeneity parameter such as the relative variability can be

Fig. 17 Field of cloud top reflectivity γ1240 nm measured with AISA Eagle/Hawk during the
ACLOUD campaign on 2 June 2017 (a). Retrieved cloud phase index IS , optical thickness τ , and
effective radius reff,C are given in panel (b)–(d). Probability distribution function of each quantity
are presented in panel (e)–(h)
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Fig. 18 Field of normalized cloud optical thickness retrieved from measurements with AISA
Eagle/Hawk during the VERDI campaign on 16 May 2012 (a) and corresponding 2D (b) and
1D (c) autocorrelation function. The 1D autocorrelation functions refer to the directions A and B
indicated in panel (b) by the solid and dashed red lines (adapted from Schäfer et al. 2018)

identical even when cloud fields appear different with respect to their directional
structure. An example of a 2D-autocorrelation function of an Arctic stratocumulus
observed on 16 May 2012 during the VERDI campaign with the spectral imager
AISA Eagle/Hawk is shown in Fig. 18. The calculation of the autocorrelation func-
tion is based on the 2D-field of cloud optical thickness. For the calculation the field
was shifted up to 800 m in both directions. The non-symmetric pattern of the auto-
correlation function (Fig. 18b) suggests that a predominant direction of cloud inho-
mogeneities exists for this cloud case (dashed red line labelled with B). Along this
direction the correlation decreases already for short distances indicating a frequent
change of cloud properties. Perpendicular to this direction, the strongest autocorre-
lations are obtained indicating a weaker change of cloud properties (solid red line
labelled with A). This approach to statistically analyse the 2D-fields of cloud proper-
ties can be adapted for simulated cloud fields. A comparison of the simulated cloud
fields with observations allows to study how clouds are represented in cloud resolv-
ing models and to identify which parameters change the simulated cloud structure
(Schäfer et al. 2018).

7 Concluding Remarks

Airborne remote sensing techniques based on spectral measurements of reflected
solar radiation is a key component for observations of Arctic clouds. In particular,
these methods provide a detailed view on cloud properties such as the cloud optical
thickness, particle effective radius, and thermodynamic phase and their horizontal
variability. Airborne imaging spectrometers can resolve cloud structures on scales
below 10 m that cannot be observed by similar satellite instruments. However, the
specialities of the Arctic, e.g., the bright surface and mixed-phase clouds challenge
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retrieval techniques based on reflected solar radiation. Uncertainties of the assumed
surface albedo and the assumed vertical stratification of ice and liquid water in Arctic
clouds can bias the retrieved cloud properties. Additionally, these methods are not
applicable during polar night. Active remote sensing techniques using radar and
lidar present alternative approaches for cloud remote sensing. As a conclusion, the
different methods need to be combined exploiting the individual advantages of each
single approach to obtain a full picture of theArctic atmosphere. Such comprehensive
instrument packages are planned to be operated in Arctic field campaigns such as
the airborne component of the Multidisciplinary drifting Observatory for the Study
of Arctic Climate (MOSAiC) and the HALO-(AC)3 campaign.

Acknowledgements We gratefully acknowledge the funding by the Deutsche Forschungsgemein-
schaft (DFG, German Research Foundation)—Projektnummer 268020496—TRR 172, within the
TransregionalCollaborativeResearchCenter “ArctiCAmplification:ClimateRelevantAtmospheric
and SurfaCe Processes, and Feedback Mechanisms (AC)3”.

References

Bierwirth E, Ehrlich A, Wendisch M, Gayet J-F, Gourbeyre C, Dupuy R, Herber A, Neuber R,
Lampert A (2013)Optical thickness and effective radius ofArctic boundary-layer clouds retrieved
from airborne nadir and imaging spectrometry. Atmos Meas Tech 6:1189–1200. https://doi.org/
10.5194/amt-6-1189-2013

Bony S, Stevens B, Ament F, Bigorre S, Chazette P, Crewell S, Delanoë J, Emanuel K, Farrell
D, Flamant C, Gross S, Hirsch L, Karstensen J, Mayer B, Nuijens L, Ruppert Jr JH, Sandu I,
Siebesma P, Speich S, Szczap F, Totems J, Vogel R, Wendisch M, Wirth M (2017) EUREC4A:
a field campaign to elucidate the couplings between clouds, convection and circulation. Surv
Geophys 38:1529. https://doi.org/10.1007/s10712-017-9428-0

Carlsen T, Birnbaum G, Ehrlich A, Freitag J, Heygster G, Istomina L, Kipfstuhl S, Orsi A, Schäfer
M, Wendisch M (2017) Comparison of different methods to retrieve optical-equivalent snow
grain size in central Antarctica. Cryosphere 11:2727–2741. https://doi.org/10.5194/tc-11-2727-
2017

Curry JA, Schramm JL, Rossow WB, Randall D (1996) Overview of arctic cloud and radiation
characteristics. J Climate 9:1731–1764. https://doi.org/10.1175/1520-0442(1996)009%3c1731:
OOACAR%3e2.0.CO;2

Delanoë J, Protat A, Jourdan O, Pelon J, Papazzoni M, Dupuy R, Gayet J, Jouan C (2013) Com-
parison of airborne in situ, airborne radar-lidar, and spaceborne radar-lidar retrievals of polar ice
cloud properties sampled during the POLARCAT campaign. J Atmos Oceanic Technol 30:57–73.
https://doi.org/10.1175/JTECH-D-11-00200.1

DinerDJ,XuF,GarayMJ,Martonchik JV,RheingansBE,Geier S,DavisA,HancockBR, Jovanovic
VM, Bull MA, Capraro K, Chipman RA,McClain SC (2013) The airborne multiangle spectropo-
larimetric imager (AirMSPI): a new tool for aerosol and cloud remote sensing. AtmosMeas Tech
6:2007–2025. https://doi.org/10.5194/amt-6-2007-2013

Ehrlich A (2009) The impact of ice crystals on radiative forcing and remote sensing of arc-
tic boundary-layer mixed-phase clouds, Ph.D. thesis, Johannes Gutenberg University Mainz,
Germany. http://nbn-resolving.org/urn:nbn:de:hebis:77-2014

Ehrlich A, Bierwirth E, Wendisch M, Gayet J-F, Mioche G, Lampert A, Heintzenberg J (2008)
Cloud phase identification of Arctic boundary-layer clouds from airborne spectral reflection

https://doi.org/10.5194/amt-6-1189-2013
https://doi.org/10.1007/s10712-017-9428-0
https://doi.org/10.5194/tc-11-2727-2017
https://doi.org/10.1175/1520-0442(1996)009%3c1731:OOACAR%3e2.0.CO;2
https://doi.org/10.1175/JTECH-D-11-00200.1
https://doi.org/10.5194/amt-6-2007-2013
http://nbn-resolving.org/urn:nbn:de:hebis:77-2014


Airborne Remote Sensing of Arctic Clouds 63

measurements: test of three approaches. Atmos Chem Phys 8:7493–7505. https://doi.org/10.
5194/acp-8-7493-2008

Ehrlich A, Wendisch M, Bierwirth E, Gayet J-F, Mioche G, Lampert A, Mayer B (2009) Evidence
of ice crystals at cloud top of Arctic boundary-layer mixed-phase clouds derived from airborne
remote sensing. Atmos Chem Phys 9:9401–9416. https://doi.org/10.5194/acp-9-9401-2009

Ehrlich A, Bierwirth E, Wendisch M, Herber A, Gayet J-F (2012) Airborne hyperspectral obser-
vations of surface and cloud directional reflectivity using a commercial digital camera. Atmos
Chem Phys 12:3493–3510. https://doi.org/10.5194/acp-12-3493-2012

Ehrlich A, Bierwirth E, Istomina L, Wendisch M (2017) Combined retrieval of Arctic liquid water
cloud and surface snow properties using airborne spectral solar remote sensing. Atmos Meas
Tech 10:3215–3230. https://doi.org/10.5194/amt-10-3215-2017

Ewald F, Kölling T, Baumgartner A, Zinner T, Mayer B (2016) Design and characterization of
specMACS, a multipurpose hyperspectral cloud and sky imager. AtmosMeas Tech 9:2015–2042.
https://doi.org/10.5194/amt-9-2015-2016

Flanner MG, Zender CS (2006) Linking snowpack microphysics and albedo evolution. J Geophys
Res 111:D12208. https://doi.org/10.1029/2005JD006834

Fricke C, Ehrlich A, Jäkel E, Bohn B, Wirth M, Wendisch M (2014) Influence of local surface
albedo variability and ice crystal shape on passive remote sensing of thin cirrus. Atmos Chem
Phys 14:1943–1958. https://doi.org/10.5194/acp-14-1943-2014

Gayet J-F, Mioche G, Dörnbrack A, Ehrlich A, Lampert A, Wendisch M (2009) Microphysical and
optical properties of Arctic mixed-phase clouds. The 9 April 2007 case study. Atmos Chem Phys
9:6581–6595. https://doi.org/10.5194/acp-9-6581-2009

Haas C, Beckers J, King J, Silis A, Stroeve J,Wilkinson J, NotenboomB, Schweiger A, Hendricks S
(2017) Ice and snow thickness variability and change in the high Arctic Ocean observed by in situ
measurements. Geophys Res Lett 44:10462–10469. https://doi.org/10.1002/2017GL075434

Hüneke T, Aderhold O-A, Bounin J, Dorf M, Gentry E, Grossmann K, Grooß J-U, Hoor P, Jöckel
P, Kenntner M, Knapp M, Knecht M, Lörks D, Ludmann S, Matthes S, Raecke R, Reichert M,
Weimar J, Werner B, Zahn A, Ziereis H, Pfeilsticker K (2017) The novel HALO mini-DOAS
instrument: inferring trace gas concentrations from airborne UV/visible limb spectroscopy under
all skies using the scaling method. Atmos Meas Tech 10:4209–4234. https://doi.org/10.5194/
amt-10-4209-2017

Jacobi H-W, Domine F, Simpson WR, Douglas TA, Sturm M (2010) Simulation of the specific
surface area of snow using a one-dimensional physical snowpack model: implementation and
evaluation for subarctic snow in Alaska. Cryosphere 4:35–51. https://doi.org/10.5194/tc-4-35-
2010

Knobelspiesse K, Cairns B, Redemann J, Bergstrom RW, Stohl A (2011) Simultaneous retrieval of
aerosol and cloud properties during the MILAGRO field campaign. Atmos Chem Phys 11:6245–
6263. https://doi.org/10.5194/acp-11-6245-2011

Korolev A, McFarquhar G, Field P, Franklin C, Lawson P, Wang Z, Williams E, Abel S, Axisa
D, Borrmann S, Crosier J, Fugal J, Krämer M, Lohmann U, Schlenczek O, Wendisch M (2017)
Mixed-phase clouds: progress and challenges. In: Baumgardner D,McFarquhar G, Heymsfield A
(eds)Chapter 5:Mixed-phase clouds: progress and challenges,AMSMeteorologicalMonographs
58, 5.1–5.50, ISSN: 0065-9401. https://doi.org/10.1175/AMSMONOGRAPHS-D-17-0001.1

Laven P (2003) Simulation of rainbows, coronas, and glories by use of Mie theory. Appl Opt
42:436–444. https://doi.org/10.1364/AO.42.000436

Lyapustin AI, Kaufman YJ (2001) Role of adjacency effect in the remote sensing of aerosol. J
Geophys Res 106(D11):11909–11916. https://doi.org/10.1029/2000JD900647

Lyapustin A, Gatebe CK, Kahn R, Brandt R, Redemann J, Russell P, King MD, Pedersen CA,
Gerland S, Poudyal R, Marshak A, Wang Y, Schaaf C, Hall D, Kokhanovsky A (2010) Analy-
sis of snow bidirectional reflectance from ARCTAS spring-2008 campaign. Atmos Chem Phys
10:4359–4375. https://doi.org/10.5194/acp-10-4359-2010

Malinka A, Zege E, Heygster G, Istomina L (2016) Reflective properties of white sea ice and snow.
Cryosphere 10:2541–2557. https://doi.org/10.5194/tc-10-2541-2016

https://doi.org/10.5194/acp-8-7493-2008
https://doi.org/10.5194/acp-9-9401-2009
https://doi.org/10.5194/acp-12-3493-2012
https://doi.org/10.5194/amt-10-3215-2017
https://doi.org/10.5194/amt-9-2015-2016
https://doi.org/10.1029/2005JD006834
https://doi.org/10.5194/acp-14-1943-2014
https://doi.org/10.5194/acp-9-6581-2009
https://doi.org/10.1002/2017GL075434
https://doi.org/10.5194/amt-10-4209-2017
https://doi.org/10.5194/tc-4-35-2010
https://doi.org/10.5194/acp-11-6245-2011
https://doi.org/10.1175/AMSMONOGRAPHS-D-17-0001.1
https://doi.org/10.1364/AO.42.000436
https://doi.org/10.1029/2000JD900647
https://doi.org/10.5194/acp-10-4359-2010
https://doi.org/10.5194/tc-10-2541-2016


64 A. Ehrlich et al.

Mayer B, Schröder M, Preusker R, Schüller L (2004) Remote sensing of water cloud droplet size
distributions using the backscatter glory: a case study. Atmos Chem Phys 4:1255–1263. https://
doi.org/10.5194/acp-4-1255-2004

McFarquhar GM, Zhang G, Poellot MR, Kok GL, Mccoy R, Tooman T, Fridlind A, Heyms-
field AJ (2007) Ice properties of single-layer stratocumulus during the mixed-phase arctic cloud
experiment: 1. Observations J Geophys Res 112:D24201

MechM, Orlandi E, Crewell S, Ament F, Hirsch L, HagenM, Peters G, Stevens B (2014) HAMP—
the microwave package on the high altitude and long range research aircraft (HALO). Atmos
Meas Tech 7:4539–4553. https://doi.org/10.5194/amt-7-4539-2014

Mioche G, Jourdan O, CeccaldiM, Delanoe J (2015) Variability of mixed-phase clouds in the Arctic
with a focus on the Svalbard region: a study based on spaceborne active remote sensing. Atmos
Chem Phys 15:2445–2461. https://doi.org/10.5194/acp-15-2445-2015

Mioche G, Jourdan O, Delanoë J, Gourbeyre C, Febvre G, Dupuy R, Monier M, Szczap F,
Schwarzenboeck A, Gayet J-F (2017) Vertical distribution of microphysical properties of Arctic
springtime low-level mixed-phase clouds over the Greenland and Norwegian seas. Atmos Chem
Phys 17:12845–12869. https://doi.org/10.5194/acp-17-12845-2017

Nakajima T, King M (1990) Determination of the optical thickness and effective particle radius of
clouds from reflected solar radiation measurements. Part I: Theo J Atmos Sci 47:1878–1893

Nott GJ, Duck TJ (2011) Lidar studies of the polar troposphere. Met Apps 18:383–405. https://doi.
org/10.1002/met.289

Pilewskie P, Twomey S (1987) Discrimination of ice fromwater in clouds by optical remote sensing.
Atmos Res 21:113–122

Pithan F, Svensson G, Caballero R, Chechin D, Cronin TW, Ekman AML, Neggers R, Shupe MD,
Solomon A, Tjernström M, Wendisch M (2018) Role of air-mass transformations in exchange
between the Arctic and mid-latitudes. Nat Geosci 11:805–812. https://doi.org/10.1038/s41561-
018-0234-1

Platnick S, Li JY, King MD, Gerber H, Hobbs PV (2001) A solar reflectance method for retrieving
the optical thickness and droplet size of liquid water clouds over snow and ice surfaces. J Geophys
Res 106(D14):15185–15199. https://doi.org/10.1029/2000JD900441

Platnick S, Meyer KG, King MD, Wind G, Amarasinghe N, Marchant B, Arnold GT, Zhang Z,
Hubanks PA, Holz RE, Yang P, Ridgway WL, Riedi J (2017) The MODIS cloud optical and
microphysical products: collection 6 updates and examples from Terra and Aqua. IEEE Trans
Geosci Remote Sens 55:502–525. https://doi.org/10.1109/TGRS.2016.2610522

RieseM, Oelhaf H, Preusse P, Blank J, ErnM, Friedl-Vallon F, Fischer H, Guggenmoser T, Höpfner
M, Hoor P, Kaufmann M, Orphal J, Plöger F, Spang R, Suminska-Ebersoldt O, Ungermann J,
Vogel B, Woiwode W (2014) Gimballed limb observer for radiance imaging of the atmosphere
(GLORIA) scientific objectives. Atmos Meas Tech 7:1915–1928. https://doi.org/10.5194/amt-7-
1915-2014

Rolland P, Liou K (2001) Surface variability effects on the remote sensing of thin cirrus opti-
cal and microphysical properties. J Geophys Res 106:22965–22977. https://doi.org/10.1029/
2001JD900160

Schäfer M, Bierwirth E, Ehrlich A, Jäkel E, Wendisch M (2015) Airborne observations and simu-
lations of three-dimensional radiative interactions between Arctic boundary layer clouds and ice
floes. Atmos Chem Phys 1:8147–8163. https://doi.org/10.5194/acp-15-8147-2015

Schäfer M, Bierwirth E, Ehrlich A, Jäkel E, Werner F, Wendisch M (2017) Directional, horizon-
tal inhomogeneities of cloud optical thickness fields retrieved from ground-based and airborne
spectral imaging. Atmos Chem Phys 17:2359–2372. https://doi.org/10.5194/acp-17-2359-2017

Schäfer M, Loewe K, Ehrlich A, Hoose C, Wendisch M (2018) Simulated and observed horizon-
tal inhomogeneities of optical thickness of Arctic stratus. Atmos Chem Phys 18:13115–13133.
https://doi.org/10.5194/acp-18-13115-2018

Schäfler A, Craig G, Wernli H, Arbogast P, Doyle JD, McTaggart-Cowan R, Methven J, Rivière G,
Ament F, Boettcher M, Bramberger M, Cazenave Q, Cotton R, Crewell S, Delanoë J, Dörnbrack
A, Ehrlich A, Ewald F, Fix A, Grams CM, Gray SL, Grob H, Groß S, Hagen M, Harvey B,

https://doi.org/10.5194/acp-4-1255-2004
https://doi.org/10.5194/amt-7-4539-2014
https://doi.org/10.5194/acp-15-2445-2015
https://doi.org/10.5194/acp-17-12845-2017
https://doi.org/10.1002/met.289
https://doi.org/10.1038/s41561-018-0234-1
https://doi.org/10.1029/2000JD900441
https://doi.org/10.1109/TGRS.2016.2610522
https://doi.org/10.5194/amt-7-1915-2014
https://doi.org/10.1029/2001JD900160
https://doi.org/10.5194/acp-15-8147-2015
https://doi.org/10.5194/acp-17-2359-2017
https://doi.org/10.5194/acp-18-13115-2018


Airborne Remote Sensing of Arctic Clouds 65

Hirsch L, Jacob M, Kölling T, Konow H, Lemmerz C, Lux O, Magnusson L, Mayer B, Mech
M, Moore R, Pelon J, Quinting J, Rahm S, Rapp M, Rautenhaus M, Reitebuch O, Reynolds CA,
Sodemann H, Spengler T, Vaughan G, Wendisch M, Wirth M, Witschas B, Wolf K, Zinner T
(2018) The north atlantic waveguide and downstream impact experiment. Bull Amer Meteor Soc
99:1607–1637. https://doi.org/10.1175/BAMS-D-17-0003.1

Shupe MD (2011) Clouds at arctic atmospheric observatories. Part II: thermodynamic phase
characteristics. J Appl Meteor Climatol 50:645–661. https://doi.org/10.1175/2010JAMC2468.1

ShupeMD,Matrosov SY, Uttal T (2006) Arctic mixed-phase cloud properties derived from surface-
based sensors at SHEBA. J Atmos Sci 63:697–711

Stachlewska IS, Neuber R, Lampert A, Ritter C, Wehrle G (2010) AMALi—The airborne mobile
aerosol lidar for Arctic research. Atmos Chem Phys 10:2947–2963. https://doi.org/10.5194/acp-
10-2947-2010

Stevens B, Ament F, Bony S, Crewell S, Ewald F, Gross S, Hansen A, Hirsch L, Jacob M, Kölling
T, Konow H, Mayer B, Wendisch M,Wirth M, Wolf K, Bakan S, Bauer-Pfundstein B, Brueck M,
Delanoë J, Ehrlich A, Farrell D, Forde M, Gödde F, Grob H, Hagen M, Jäkel E, Jansen F, Klepp
C, Klingebiel M, Mech M, Peters G, Rapp M, Wing AA, Zinner T, (2018) A high-altitude long-
range aircraft configured as a cloud observatory—the NARVAL expeditions. Bull Am Meteorol
Soc, in review

Stone RS, Sharma S, Herber A, Eleftheriadis K, Nelson DW (2014) A characterization of Arctic
aerosols on the basis of aerosol optical depth and black carbon measurements. Elem Sci Anth
2:27. http://doi.org/10.12952/journal.elementa.000027

Thompson DR, McCubbin I, Gao BC, Green RO, Matthews AA, Mei F, Meyer KG, Platnick S,
Schmid B, Tomlinson J,Wilcox E (2016)Measuring cloud thermodynamic phase with shortwave
infrared imaging spectroscopy. J Geophys Res Atmos 121:9174–9190. https://doi.org/10.1002/
2016JD024999

Tomasi C, Kokhanovsky AA, Lupi A, Ritter C, Smirnov A, O’Neill NT, Stone RS, Holben NN,
Nyeki S, Wehrli C, Stohl A, Mazzola M, Lanconelli C, Vitale V, Stebel K, Aaltonen V, de
Leeuw G, Rodriguez E, Herber A, Radionov VF, Zielinski T, Petelski T, Sakerin SM, Kabanov
DM, Xue Y, Mei L, Istomina L, Wagener R, McArthur B, Sobolewski PS, Kivi R, Courcoux Y,
Larouche P, Broccardo S, Piketh SJ (2015) Aerosol remote sensing in polar regions. Earth Sci
Rev 140:108–157. https://doi.org/10.1016/j.earscirev.2014.11.001

Wendisch M, Brenguier J-L (2013) Airborne measurements for environmental research—methods
and instruments, Wiley–VCH Verlag GmbH & Co. KGaA, Weinheim, Germany. ISBN: 978-3-
527-40996-9. 655 pp. https://doi.org/10.1002/9783527653218

Wendisch M, Müller D, Schell D, Heintzenberg J (2001) An airborne spectral albedometer with
active horizontal stabilization. J Atmos Oceanic Technol 18:1856–1866. https://doi.org/10.1175/
1520-0426(2001)018%3c1856:AASAWA%3e2.0.CO;2

Wendisch M, Pöschl U, Andreae MO,Machado LAT, Albrecht R, Schlager H, Rosenfeld D, Martin
ST, Abdelmonem A, Afchine A, Araujo A, Artaxo P, Aufmhoff H, Barbosa HMJ, Borrmann S,
Braga R, Buchholz B, Cecchini MA, Costa A, Curtius J, Dollner M, Dorf M, Dreiling V, Ebert V,
Ehrlich A, Ewald F, Fisch G, Fix A, Frank F, Fütterer D, Heckl C, Heidelberg F, Hüneke T, Jäkel
E, Järvinen E, Jurkat T, Kanter S, Kästner U, Kenntner M, Kesselmeier J, Klimach T, Knecht M,
Kohl R, Kölling T, Krämer M, Krüger M, Krisna TC, Lavric JV, Longo K, Mahnke C, Manzi AO,
Mayer B, Mertes S, Minikin A, Molleker S, Münch S, Björn Nillius K, Pfeilsticker C, Pöhlker
A-E, Roiger D, Rose D, Rosenow D, Sauer M, Schnaiter J, Schneider C, de Schulz RAF, Souza
A, Spanu P, Stock D, Vila C, Voigt A, Walser D, Walter R, Weigel B, Weinzierl F, Werner MA,
Yamasoe H, Ziereis T, Zinner M Zöger (2016) The ACRIDICON-CHUVA campaign: studying
tropical deep convective clouds and precipitation over Amazonia using the new German research
aircraft HALO. Bull AmMeteorol Soc 97(10):1885–1908. https://doi.org/10.1175/BAMS-D-14-
00255.1

https://doi.org/10.1175/BAMS-D-17-0003.1
https://doi.org/10.1175/2010JAMC2468.1
https://doi.org/10.5194/acp-10-2947-2010
http://doi.org/10.12952/journal.elementa.000027
https://doi.org/10.1002/2016JD024999
https://doi.org/10.1016/j.earscirev.2014.11.001
https://doi.org/10.1002/9783527653218
https://doi.org/10.1175/1520-0426(2001)018%3c1856:AASAWA%3e2.0.CO;2
https://doi.org/10.1175/BAMS-D-14-00255.1


66 A. Ehrlich et al.

Wendisch M, Brückner M, Burrows JP, Crewell S, Dethloff K, Ebell K, Lüpkes Ch, Macke A,
Notholt J, Quaas J, Rinke A, Tegen I (2017) ArctiC amplification: climate relevant atmo-
spheric and SurfaCe processes, and feedback mechanisms: (AC)3. Eos 98. https://doi.org/10.
1029/2017EO064803

Wendisch M, Macke A, Ehrlich A, Lüpkes C, Mech M, Chechin D, Dethloff K, Barientos C,
BozemH, Brückner M, Clemen H-C, Crewell S, Donth T, Dupuy R, Dusny C, Ebell K, Egerer U,
Engelmann R, Engler C, Eppers O, Gehrmann M, Gong X, ottschalk M, Gourbeyre C, Griesche
H, Hartmann J, Hartmann M, Heinold B, Herber A, Herrmann H, Heygster G, Hoor P, Jafaris-
erajehlou S, Jäkel E, Järvinen E, Jourdan O, Kästner U, Kecorius S, Knudsen EM, Köllner F,
Kretzschmar J, Lelli L, Leroy D, Maturilli M, Mei L, Mertes S, Mioche G, Neuber R, Nicolaus
M, Nomokonova T, Notholt J, Palm M, van Pinxteren M, Quaas J, Richter P, Ruiz-Donoso E,
Schäfer M, Schmieder K, Schnaiter M, Schneider J, Schwarzenböck A, Seifert P, Shupe MD,
Siebert H, Spreen G, Stapf J, Stratmann F, Vogl T, Welti A, Wex H, Wiedensohler A, Zanatta M,
Zeppenfeld S (2018) The arctic cloud puzzle: using ACLOUD/PASCAL multi-platform obser-
vations to unravel the role of clouds and aerosol particles in arctic amplification. Accepted by
Bull Amer Meteor Soc. https://doi.org/10.1175/BAMS-D-18-0072.1, in press

Wesche C, Steinhage D, Nixdorf U (2016) Polar aircraft polar 5 and polar 6 operated by the Alfred
Wegener Institute. J Large-Scale Res Facilities 2:A87. https://doi.org/10.17815/jlsrf-2-153

Wiebe H, Heygster G, Zege E, Aoki T, Hori M (2013) Snow grain size retrieval SGSP from optical
satellite data: Validation with ground measurements and detection of snow fall events. Remote
Sens Environ 128:11–20. https://doi.org/10.1016/j.rse.2012.09.007

WirthM, FixA,Mahnke P, Schwarzer H, Schrandt F, Ehret G (2009) The airbornemulti-wavelength
water vapor differential absorption lidar WALES: system design and performance. Appl Phys
96B:201–213. https://doi.org/10.1007/s00340-009-3365-7

Wiscombe W, Warren S (1980) A model for the spectral albedo of snow I. Pure snow. J Atmos Sci
37:2712–2733

Xu F, van Harten G, Diner DJ, Davis AB, Seidel FC, Rheingans B, Tosca M, Alexandrov MD,
Cairns B, Ferrare RA, Burton SP, FennMA, Hostetler CA,Wood R, Redemann J (2018) Coupled
retrieval of liquid water cloud and above-cloud aerosol properties using the Airborne multiangle
spectropolarimetric imager (AirMSPI). J Geophys Res: Atmos 123:3175–3204. https://doi.org/
10.1002/2017JD027926

Zege EP, Katsev IL, Malinka AV, Prikhach AS, Heygster G,Wiebe H (2011) Algorithm for retrieval
of the effective snow grain size and pollution amount from satellite measurements. Remote Sens
Environ 115:2674–2685. https://doi.org/10.1016/j.rse.2011.06.001

https://doi.org/10.1029/2017EO064803
https://doi.org/10.1175/BAMS-D-18-0072.1
https://doi.org/10.17815/jlsrf-2-153
https://doi.org/10.1016/j.rse.2012.09.007
https://doi.org/10.1007/s00340-009-3365-7
https://doi.org/10.1002/2017JD027926
https://doi.org/10.1016/j.rse.2011.06.001


Snow Albedo and Radiative Transfer:
Theory, Modeling, and Parameterization

Cenlin He and Mark Flanner

Abstract Snow is a critical component of the Earth climate and water systems,
affecting surface water and energy fluxes and balance. Due to its strong ability to
reflect sunlight, surface snow has significant positive feedback to the atmosphere
(snow albedo feedback), resulting in enhanced climate change over high mountains
and polar regions. Thus, it is important to accurately compute snow albedo in the solar
spectrum. In the past decades, many theoretical and modeling approaches have been
developed for snow radiative transfer and albedo calculations, with many important
scientific advances on this topic. This chapter firstly reviews several widely-used
theories and models for snow radiative transfer problems and then summarizes com-
putational methods and major features of snow single-scattering properties that are
required for radiative transfer calculations. Furthermore, a number of commonly-
used snow albedo parameterizations developed for application in climate andweather
models are presented. Finally, current challenges and future research directions are
discussed.

1 Introduction

Snow is a critically important element in theEarth climate andwater systems, strongly
altering surface water and energy fluxes via the positive albedo feedback (Qu and
Hall 2006; Flanner et al. 2011). The radiative transfer process and albedo of snow
in the solar spectrum affect surface radiative balance by changing the absorption
of downward solar radiation and influence the water balance by changing snow
melting and sublimation processes. Many important factors can impact snow albedo
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and radiative transfer, including snow grain size (e.g., Wiscombe and Warren 1980;
Flanner et al. 2007; Picard et al. 2017), grain shape (e.g., Kokhanovsky 2013; Libois
et al. 2013; Liou et al. 2014;Dang et al. 2016; Räisänen et al. 2017), grain aggregating
(e.g.,Kokhanovsky andZege2004; Peltoniemi 2007;He et al. 2017a), snow thickness
and density (e.g., Warren 1982; Aoki et al. 2011), impurities in snow (e.g., Flanner
et al. 2009; He et al. 2014; Lee et al. 2017; Tuzet et al. 2017; Pu et al. 2019; Yi
et al. 2019), and environmental conditions such as diffuse/direct radiation and solar
zenith angle (e.g., Warren 1982; Gardner and Sharp 2010). Thus, accurate estimates
of snow albedo require a comprehensive integration of all these key factors in snow
radiative transfer and albedo computations.

In the past few decades, enormous efforts have been made to explicitly compute
snow albedo and associated radiative quantities by developing radiative transfer the-
ories and models (e.g., Wiscombe and Warren 1980; Stamnes et al. 1988; Toon et al.
1989; Kokhanovsky and Zege 2004; Flanner et al. 2007; Liou et al. 2014), ranging
from simplified approximations to detailed multi-stream treatments and sophisti-
cated Monte Carlo methods. Along with the advances on snow radiative transfer
theories and models, crucial improvements have also been achieved to more realisti-
cally treat snow grains and compute their single-scattering properties (e.g., Jin et al.
2008; Libois et al. 2013; Dang et al. 2016; He et al. 2017b; Kokhanovsky et al. 2018),
which benefits from the development of particle-optics computational approaches. In
addition, a number of empirical or physical parameterizations have been developed to
represent snow albedo as a function of snow properties and environmental variables
(e.g., Marshall 1989; Gardner and Sharp 2010; Dang et al. 2015; He et al. 2018a,
2019a; Saito et al. 2019), which provides efficient tools for application in weather
and climate models. Based on these powerful computational and modeling tools,
significant scientific advances have been made in understanding and quantifying the
effects of key factors on snow optical properties and albedo. However, challenges
still exist, and several important problems need to be tackled in future research.

Therefore, this chapter focuses on the current understanding and recent scientific
advances on snow radiative transfer and albedo modeling and also sheds light on
potential future studies on this topic. Figure 1 summarizes the key factors involved
in snow albedo and radiative transfer computations, which are mostly covered in
this chapter. Specifically, the widely-used theories and models for snow radiative
transfer problems are firstly reviewed in Sect. 2, followed by a summary of snow
single-scattering property computations in Sect. 3. Snow albedo parameterizations
developed for climate and weather modeling are presented in Sect. 4. Finally, current
challenges and future research directions are discussed in Sect. 5.

2 Snow Radiative Transfer Theory and Modeling

Snow radiative transfer processes in visible and near-infrared (NIR) wavelengths
are governed by snow particle absorption and scattering, based on physical princi-
ples that are similar to those in atmospheric radiative transfer processes. In the past
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Fig. 1 A demonstration of key factors involved in the computation of snow single-scattering
properties and albedo

decades, many advances on snow radiative transfer theories and models have been
achieved, with different complexities ranging from early-stage exponential decay
to simplified two-stream approximations to rigorous adding-doubling and discrete
ordinate methods to detailed Monte Carlo photon tracing treatments. This section
summarizes the essence and key mathematical equations for major radiative transfer
approaches that are applied to snowpack. Note that these approaches have also been
nicely presented in previous papers and books. More details of each theory/model
can be found in the corresponding references provided in the following sub-sections.

The most common treatment of snowpack is as a medium of air containing a
collection of ice particles. Thus, there exists a refractive boundary between porous
snow and high-density ice (e.g., glacier ice or sea ice) but not for snow overlying
land, leading to different radiative transfer treatments for snow on ice (non-uniformly
refractive layered media) and snow on land (uniformly refractive layered media).
Thus, these two types of snow radiative transfer processes are discussed separately
here, with a focus on plane-parallel snowpack conditions. Figure 2 illustrates the key
processes accounted for in contemporary snow and ice radiative transfer theories and
models.
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Fig. 2 An illustration of key processes accounted for in contemporary snow and ice radiative
transfer models: a in the case of snowpack overlaying Lambertian surfaces, multiple scattering and
directional distributions of scattering by snow grains for clean snow aswell as absorption and albedo
reduction by impurities such as black carbon (black circles) and dust (orange circles) for dirty snow;
b in the case of snowpack overlaying refractive/reflective surfaces, refraction and Fresnel reflection
at interfaces of layers with different refractive indices, such as clean or dirty porous snow overlying
high-density ice with bubbles (white circles) and/or impurities. Note that atmospheric radiative
transfer processes are not demonstrated in detail here

2.1 Basic Radiative Transfer Formulation

The general mathematical equations of snowpack radiative transfer are similar to
those of atmospheric radiative transfer (Liou 2002), but with different optical prop-
erties and boundary conditions applied in solving the equations. Assuming time-
independent elastic scattering (i.e., no conversion from one radiation wavelength
to another) and sufficiently rare media where each particle is in the far-field of the
scattered radiation from other particles (i.e., no interparticle shadowing), the basic
equationdescribing the transfer ofmonochromatic radiation in aplane-parallel homo-
geneous medium (e.g., atmosphere or snowpack) can be written as (Chandrasekhar
1960):

μ
d I (τ, μ, φ)

dτ
= I (τ, μ, φ) − S(τ, μ, φ) (2.1.1)

where I (τ, μ, φ) is the total (diffuse+ direct) intensity at optical depth τ within unit
solid angle measured downward from the upper boundary in the direction of μ (the
cosine of polar/zenith angle, which is positive with respect to the upward normal)
and φ (the azimuthal angle). S(τ, μ, φ) is the source function given by
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S(τ, μ, φ) = ω̃

4π

2π∫

0

1∫

−1

p
(
μ, φ;μ′, φ′)× I

(
τ, μ′, φ′)dμ′dφ′ + Q(τ, μ, φ)

(2.1.2)

where the first term on the right-hand side represents multiple scattering and
Q(τ, μ, φ) represents additional sources (e.g., thermal emission and/or direct inci-
dent flux). p

(
μ, φ;μ′, φ′) is the phase function for radiation scattered from the

direction (μ′, φ′) to the direction (μ, φ), and ω̃ is the single-scattering albedo (i.e.,
the ratio of scattering coefficient to extinction coefficient).When the usual distinction
between direct and diffuse radiation is made, I (τ, μ, φ) in Eqs. (2.1.1) and (2.1.2)
indicates the diffuse intensity only, along with the Q(τ, μ, φ) term expressed as:

Q(τ, μ, φ) = ω̃F0

4π
p(μ, φ;−μ0, φ0)e

−τ/μ0 (2.1.3)

for a parallel direct beam incident from the direction (μ0, φ0) on a non-emitting
medium.μ0 (positive) is the cosine of solar zenith angle, andμ0F0 is the direct-beam
solar flux. Note that the internal thermal emission of the medium is not considered
here in the solar spectrum, which however is important at longer wavelengths (e.g.,
>3μm). Thus, the general radiative transfer equation to be solved for a plane-parallel
homogeneous medium is (see also Fig. 3):

μ
d I (τ, μ, φ)

dτ
= I (τ, μ, φ) − ω̃

4π

2π∫

0

1∫

−1

p
(
μ, φ;μ′, φ′)× I

(
τ, μ′, φ′)dμ′dφ′

− ω̃F0

4π
p(μ, φ;−μ0, φ0)e

−τ/μ0 (2.1.4)

Furthermore, vertically inhomogeneous media can be approximated by multi-
ple layered homogeneous media with proper treatments of boundary conditions
between adjacent layers (see Sect. 2.2). For non-uniformly refractive layered media
(e.g., snow on glacier/sea ice), special considerations of the direct-beam source
term (Q(τ, μ, φ)) and the refractive boundary/interface between two adjacent media
should be taken (see Sect. 2.3). Here, we summarize the widely-used approaches for
solving snow radiative transfer equations under different conditions.



72 C. He and M. Flanner

Fig. 3 An illustration of the general radiative transfer equation (Eq. 2.1.4) for a plane-parallel
homogeneous medium with phase function (p(μ, φ; μ′, φ′)) and single-scattering albedo (ω̃).
Three major components contributing to diffuse intensity changes are (1) attenuation by extinc-
tion, (2) multiple scattering, and (3) single scattering of unscattered direct beam, which correspond
to the three terms on the right-hand side of Eq. (2.1.4). Note that internal thermal emission of the
medium is not considered here in the solar spectrum. The notations and symbols are defined in the
text

2.2 Snow on Land (Uniformly Refractive Layered Media)

2.2.1 The Discrete-Ordinate-Method Radiative Transfer (DISORT)
Theory

The discrete ordinate radiative transfer (DISORT)method is one of themost rigorous
approaches to solve radiative transfer problems, and was firstly introduced by Chan-
drasekhar (1960). TheDISORT computation is often used as a benchmarkwhen eval-
uating other radiative transfer model results (Dang et al. 2019). The major advantage
of the DISORT method is reducing the integral-differential radiative transfer equa-
tion (Eq. 2.1.4) to a cluster of ordinary differential equations. However, the original
formulation and solution described by Chandrasekhar suffer from some mathemat-
ical and numerical difficulties in finding eigenvectors and eigenvalues (Liou 1973).
Throughout the years, many efforts have been made to improve the DISORTmethod
(e.g., Liou 1973, 1975; Asano 1975; Liou et al. 1978; Stamnes and Swanson 1981;
Stamnes et al. 1988). Among them, the most commonly-used one is the numerically
stable algorithm based on matrix formulation proposed by Stamnes et al. (1988).
This algorithm has been applied to many snow and snow-atmosphere radiative trans-
fer models (e.g., Glendinning and Morris 1999; Green et al. 2002; Lee-Taylor and
Madronich 2002; Namazi et al. 2015).
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According toChandrasekhar (1960), the phase function p
(
μ, φ;μ′, φ′) and inten-

sity I (τ, μ, φ) can be numerically expanded in a series of Legendre polynomials and
a Fourier cosine series, respectively, as follows:

I (τ, μ, φ) =
2N−1∑
m=0

I m(τ, μ) cos (m(φ0 − φ)) (2.2.1)

p
(
μ, φ;μ′, φ′) ≡ p(cos �) =

2N−1∑
l=0

(2l + 1)gl Pl(cos �) (2.2.2a)

gl = 1

2

1∫

−1

Pl(cos �)p(cos �)d cos � (2.2.2b)

where 2N is the number of expandedLegendre polynomials andFourier components,
� is the scattering angle (i.e., the angle between the direction vectors before and
after scattering), Pl(cos �) is the Legendre polynomial, and gl is the expansion
coefficient. Substituting these expansion equations into Eq. (2.1.4), we have 2 N
independent equations corresponding to 2 N Fourier components as follows:

μ
d Im(τ, μ)

dτ
= I m(τ, μ) −

1∫

−1

Dm
(
μ,μ′)× I m

(
τ, μ′)dμ′ − Qm(τ, μ)

[m = 0, 1, . . . , 2N − 1] (2.2.3a)

Dm
(
μ,μ′) = ω̃

2

2N−1∑
l=m

(2l + 1)
(l − m)!
(l + m)!gl P

m
l (μ)Pm

l

(
μ′) (2.2.3b)

Qm(τ, μ) = Xm
0 (τ, μ)e−τ/μ0 (2.2.3c)

Xm
0 (τ, μ) = ω̃F0

4π

(
2 − δ0,m

) 2N−1∑
l=0

(−1)l+m(2l + 1)
(l − m)!
(l + m)!gl P

m
l (μ)Pm

l (μ0)

(2.2.3d)

δ0,m =
{
1 i f m = 0
0 otherwise

(2.2.3e)

where Pm
l (μ) is the associatedLegendre polynomial, and Qm(τ, μ) is themth Fourier

component of the direct-beam source. As a result, I m(τ, μ) can be determined by
solving these 2 N independent equations, followed by I (τ, μ, φ) computed using
Eq. (2.2.1).
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Using the Gaussian quadrature (Skyes 1951), Eq. (2.2.3a) can be further written
as (for each mth component):

μi
d I m(τ, μi )

dτ
= I m(τ, μi ) −

N ′∑
j=−N ′
j �=0

wj D
m
(
μi , μ j

)× I m
(
τ, μ j

)− Qm(τ, μi )

[
i = ±1, ± 2, . . . , ± N ′] (2.2.4a)

N ′∑
j=−N ′
j �=0

wj D
0
(
μi , μ j

) =
N ′∑

i=−N ′
i �=0

wi D
0
(
μi , μ j

) = ω̃ (2.2.4b)

where μi and wi are quadrature points (streams) and weights of the double-Gauss
scheme, satisfying that μ− j = −μ j and w− j = wj . Equation (2.2.4b) implies that
the re-normalization of phase function is unnecessary, and energy is conserved in the
calculations.

If considering a single homogeneous layer in which the single-scattering albedo
and phase function do not vary, Eq. (2.2.4a) can be written in a matrix form (for each
mth component):

∣∣∣∣
dI+
dτ
dI−
dτ

∣∣∣∣ =
∣∣∣∣−α −β

β α

∣∣∣∣
∣∣∣∣ I

+

I−

∣∣∣∣+
∣∣∣∣M

−1Q+

M−1Q−

∣∣∣∣ (2.2.5a)

α = M−1
(
D+W − I

)
(2.2.5b)

β = M−1D−W (2.2.5c)

where

I± = [I m(τ,±μi )
]
, i = 1, 2, . . . , N ′

Q± = [Qm(τ,±μi )
]
, i = 1, 2, . . . , N ′

M = [μiδi, j
]
, i, j = 1, 2, . . . , N ′

W = [wiδi, j
]
, i, j = 1, 2, . . . , N ′

D± = [Dm
(±μi , μ j

)] = [Dm
(∓μi ,−μ j

)]
, i, j = 1, 2, . . . , N ′

Equation (2.2.5a, b, c) is a system of 2N ′ coupled linear ordinary differential
equations with constant coefficients. Based on linear algebra and eigenvector theory,
the general solution to Eq. (2.2.4a) for eachmth component can be found as (omitting
the superscript m):
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I (τ, μi ) =
N ′∑

j=−N ′
j �=0

C jG j (μi )e
−k j τ + Z0(μi )e

−τ/μ0 (2.2.6a)

where G j (μi ) and k j are the eigenvectors and eigenvalues of the homogeneous
version (Q± = 0) of Eq. (2.2.5a),C j is the coefficient to be determined by boundary
conditions (Eq. 2.2.7a, b), and Z0(μi ) is the coefficient for the particular solution
of the direct-beam source term, which is determined by solving the following linear
equation system (omitting the superscript m):

N ′∑
j=−N ′
j �=0

[(
1 + μ j

μ0

)
δi, j − wj D

(
μi , μ j

)]
Z0
(
μ j
) = X0(μi ) (2.2.6b)

where X0(μi ) is defined by Eq. (2.2.3d).
To solve these equations, the general boundary conditions at the top and bottom

boundaries of one homogeneous layer are

I (τ = 0,−μ, φ) = Itop(−μ, φ) (2.2.7a)

I (τ = τL , μ, φ) = Ibot (μ, φ) (2.2.7b)

where τL is the total optical depth of the homogeneous snow layer. Itop and Ibot are the
light intensities incident at the top and bottomboundaries, respectively. For snowpack
in the solar spectrum specifically, the intensity incident at the top snow boundary can
be direct and/or diffuse solar radiation after going through the atmosphere, while
the intensity incident at the bottom snow boundary can be radiation reflected by the
underlying ground, expressed as:

Ibot (μ, φ) = I (τ = τL , μ, φ) = 1

π

2π∫

0

1∫

0

Rg
(
μ, φ;−μ′, φ′)× I

(
τL , −μ′, φ′)μ′dμ′dφ′

+ μ0F0
π

Rg(μ, φ;−μ0, φ0)e
−τL/μ0 (2.2.7c)

where Rg
(
μ, φ;−μ′, φ′) is the bidirectional reflectivity of the underlying ground.

Furthermore, the inhomogeneous snowpack could be approximated by multiple
adjacent homogeneous snow layers through solving the preceding radiative transfer
equations with additional continuity requirements across layer interfaces. Assuming
a snowpack consisting of L homogeneous snow layers, then the following continuity
and boundary conditions should be satisfied:

I m1 (τ = 0,−μi ) = I mtop(−μi ), i = 1, 2, . . . , N ′ (2.2.8a)
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I mp
(
τ = τp, μi

) = I mp+1

(
τ = τp, μi

)
, i = ± 1, ± 2, . . . ,± N ′, p = 1, . . . , L − 1

(2.2.8b)

I mL (τ = τL , μi ) = I mbot (μi ), i = 1, 2, . . . , N ′ (2.2.8c)

where I mbot (μi ) is the mth Fourier component derived from the Fourier and Leg-
endre expansions of Ibot (μ, φ) and Rg

(
μ, φ;−μ′, φ′) in Eq. (2.2.7c), respectively.

Therefore, based on the boundary and continuity conditions, the preceding snow
radiative transfer problem can be solved. Interested readers can refer to Stamnes
et al. (1988) for detailed numerical implementations of the DISORT algorithm, with
the corresponding computer program available at http://lllab.phy.stevens.edu/disort/.

Many studies have used the DISORTmethod in snow albedomodeling. For exam-
ple, Glendinning and Morris (1999) incorporated DISORT into a physically-based
snow energy budget model (SNTHERM) to improve simulations of snow albedo
and heating, which showed a better comparison with measurements. Green et al.
(2002) employed the DISORT snow radiative transfer model to investigate how the
spectral snow reflectance is affected by snow grain size and liquid water fraction.
Lee-Taylor and Madronich (2002) developed a coupled atmosphere-snow radiative
transfer model based on the DISORT algorithm to quantify the in-snow nitrate pho-
tolysis rate. Recently, Dang et al. (2015) applied the DISORT model to snow albedo
modeling and developed a set of snow albedo parameterizations. Namazi et al. (2015)
used the DISORT model for snow simulations to generate a lookup table of snow
albedo and transmission as a function of snow water equivalent, underlying surface
albedo, solar zenith angle, snow grain size, and impurity content, which was further
implemented into the Canadian Atmospheric Global Climate Model (CanAM4.2).

2.2.2 The Adding-Doubling Method

Another rigorous approach to solve radiative transfer equations is the addingmethod.
The basic radiative transfer principle of the adding method was described by Stokes
(1862), with further development for different radiative transfer applications since
then (e.g., Peebles and Plesset 1951; Hansen 1971; Takano and Liou 1989). One
commonly-used formulation is the one proposed by van de Hulst (1980). The adding
method has been widely used in solving snowpack and snow-atmosphere radiative
transfer systems (e.g., Aoki 1992; Aoki et al. 2000; Liou et al. 2014; Saito et al.
2019).

Based on the adding theory, two important physical parameters, transmission
function (T ) and reflection function (R), for a light beam incident downward on the
top of a homogeneousmedium layer are firstly defined using the following equations:

Iout,top(μ, φ) = 1

π

2π∫

0

1∫

0

R
(
μ, φ;μ′, φ′)× Iin,top

(
μ′, φ′)μ′dμ′dφ′ (2.2.9a)

http://lllab.phy.stevens.edu/disort/
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Iout,bottom(μ, φ) = 1

π

2π∫

0

1∫

0

T
(
μ, φ;μ′, φ′)× Iin,top

(
μ′, φ′)μ′dμ′dφ′ (2.2.9b)

Similarly, for a light beam incident upward on the bottom of the medium layer,
we have:

Iout,bottom(μ, φ) = 1

π

2π∫

0

1∫

0

R∗(μ, φ;μ′, φ′)× Iin,bottom
(
μ′, φ′)μ′dμ′dφ′

(2.2.9c)

Iout,top(μ, φ) = 1

π

2π∫

0

1∫

0

T ∗(μ, φ;μ′, φ′)× Iin,bottom
(
μ′, φ′)μ′dμ′dφ′ (2.2.9d)

where R (R*) and T (T*) denote functions for the light beam coming from above
(below). For a thin homogeneous layer, the reflection and transmission functions are
the same (R = R* and T = T*) when illuminated from above or below under the
same angular distribution of incident light. However, when accounting for the adding
of layers (see below), the reflection and transmission functions for combined layers
will rely on the incident direction of light beams (i.e., coming from above or below).

For a homogeneous layer with an optical depth of 
τ that is sufficiently small to
adopt the single-scattering approximation under direct beam (no diffuse light input),
the source function in Eq. (2.1.2) can be written as:

S(τ, μ, φ) = ω̃F0

4π
p(μ, φ;−μ0, φ0)e

−τ/μ0 (2.2.10a)

Iin,top(μ, φ) = 0 (2.2.10b)

Iin,bottom(μ, φ) = 0 (2.2.10c)

Substituting these equations into the basic radiative transfer equation (Eq. 2.1.1),
the reflection and transmission functions can be solved as (Liou 2002):

R(μ, φ;μ0, φ0) = ω̃

4(μ + μ0)
p(μ, φ;−μ0, φ0)

(
1 − e

−
τ
(

1
μ
+ 1

μ0

))
(2.2.11a)

T (μ, φ;μ0, φ0) =
{

ω̃
4(μ−μ0)

p(−μ, φ;−μ0, φ0)
(
e−
τ/μ − e−
τ/μ0

)
, μ �= μ0

ω̃
τ

4μ2
0
p(−μ, φ;−μ0, φ0)e−
τ/μ0 , μ = μ0

(2.2.11b)
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For an infinitesimal layer with a very small 
τ (e.g., 10−8), it is reasonable to
assume that only single scattering occurs within the layer. As a result, Eq. (2.2.11a,
b) can be further simplified as (
τ → 0):

R(μ, φ;μ0, φ0) = ω̃
τ

4μμ0
p(μ, φ;−μ0, φ0) (2.2.12a)

T (μ, φ;μ0, φ0) = ω̃
τ

4μμ0
p(−μ, φ;−μ0, φ0) (2.2.12b)

R∗(μ, φ;μ0, φ0) = ω̃
τ

4μμ0
p(−μ, φ;μ0, φ0) (2.2.12c)

T ∗(μ, φ;μ0, φ0) = ω̃
τ

4μμ0
p(μ, φ;μ0, φ0) (2.2.12d)

For two adjacent layers with optical depth τ1 and τ2, we denote the reflection and
total (direct and diffuse) transmission functions for the first and second layers by
R1, T̃1, and R2, T̃2, respectively. Considering numerous light reflections within the
two layers, the combined reflection (R12) at the top of the first layer (τ = 0) and the
combined transmission (T̃12) at the bottom of the second layer (τ = τ1 + τ2) can be
derived as (Liou 2002):

R12 = R1 + T̃ ∗
1 R2T̃1 + T̃ ∗

1 R2R
∗
1 R2T̃1 + T̃ ∗

1 R2R
∗
1 R2R

∗
1 R2T̃1 + · · ·

= R1 + T̃ ∗
1 R2

(
1 − R∗

1 R2
)−1

T̃1 (2.2.13a)

T̃12 = T̃2T̃1 + T̃ ∗
2 R

∗
1 R2T̃1 + T̃ ∗

2 R
∗
1 R2R

∗
1 R2T̃1 + · · ·

= T̃2
(
1 − R∗

1 R2
)−1

T̃1 (2.2.13b)

Similarly, the combined total transmission (D̃) and reflection (U) functions
between the two layers can be expressed as:

D̃ = T̃1 + R∗
1 R2T̃1 + R∗

1 R2R
∗
1 R2T̃1 + · · · = (1 − R∗

1 R2
)−1

T̃1 (2.2.13c)

U = R2T̃1 + R2R
∗
1 R2T̃1 + R2R

∗
1 R2R

∗
1 R2T̃1 + · · · = R2

(
1 − R∗

1 R2
)−1

T̃1
(2.2.13d)

To further separate direct and diffuse components of the total transmission
function, we can use

T̃ = T + e−τ/μ0 (2.2.14)

Substituting Eq. (2.2.14) into Eq. (2.2.13a, b, c, d), the diffuse and direct
components can then be explicitly expressed.
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Thus, the preceding analysis indicates a set of iterative equations (i.e., the adding
equations) to compute the diffuse reflection and transmission in two layers, which
can be summarized by:

Q = R∗
1 R2 (2.2.15a)

S = Q(1 − Q)−1 (2.2.15b)

D = T1 + ST1 + Se−τ1/μ0 (2.2.15c)

U = R2D + R2e
−τ1/μ0 (2.2.15d)

R12 = R1 + e−τ1/μU + T ∗
1 U (2.2.15e)

T12 = e−τ2/μU + T2e
−τ1/μ0 + T2D (2.2.15f)

Tdirect−beam = e−(τ1+τ2)/μ0 (2.2.15g)

where the product of the two functions denotes an integration over an appropriate
solid angle to account for all possible multiple scattering contributions, which is
defined as:

R∗
1 R2 = 1

π

2π∫

0

1∫

0

R∗
1

(
μ, φ;μ′, φ′)× R2

(
μ′, φ′;μ0, φ0

)
μ′dμ′dφ′ (2.2.16)

Practically, it is often assumed that τ1 = τ2 in numerical computations, which
is referred to as the adding-doubling method. Specifically, for a snowpack with an
optical depth of τs , one can start with a very small 
τ and use Eqs. (2.2.12a, b, c,
d)–(2.2.16) to calculate the light reflection and transmission for two adjacent homo-
geneous layers with a total optical depth of 2
τ . Subsequently, the computations of
these equations are repeated by addingmore layers until the desired snowpack optical
depth (τs) is obtained. For practical considerations, if 
τ is too small, the compu-
tational burden can be rather heavy. Thus, an appropriate 
τ should be selected to
balance computational accuracy and efficiency, which may vary from case to case.
Typically, a thin snow layer with a thickness of 1 mm, a density of 150 kg m−3, and
a grain radius of 100 μm has an optical depth of about 2.5.

One important issue associated with the adding-doubling method is the calcu-
lation of the phase function p

(
μ, φ;μ′, φ′) in Eq. (2.2.12a, b, c, d). For particles

with a sharp diffraction peak in the phase function (e.g., ice crystals), it requires
thousands of Fourier components in the phase function expansion to achieve accu-
rate results. To improve the numerical efficiency, special treatments (e.g., trunca-
tion and approximation) are usually used (Joseph et al. 1976; Liou 2002), leading



80 C. He and M. Flanner

to necessary adjustments (e.g., delta-transform/scaling) of particle single-scattering
properties (see Sect. 2.2.3). The preceding adding equations can be further applied
to cases that account for polarization, where the light beam is characterized by the
Stokes parameters and the scalar phase function should be replaced by a phasematrix
(Takano and Liou 1989).

Based on the adding-doubling method, a number of snow radiative transfer mod-
els have been developed. For example, Aoki (1992) developed a multiple scattering
model for the coupled atmosphere-snow system using the adding-doubling theory.
Leroux et al. (1999) proposed a snow bidirectional reflectance model based on the
adding-doubling method, which also includes polarization information and was used
to investigate snow grain shape effects on the reflectance. Liou et al. (2014) inno-
vated a stochastic aerosol-snow albedo model using the adding-doubling method
for radiative transfer computations and the geometric-optics surface-wave (GOS)
approach for single-scattering property calculations (see Sect. 3.1.3). Recently, Saito
et al. (2019) constructed a multi-layer snow albedo model based on the adding-
doubling and improved geometric-optics methods to account for the effects of var-
ious ice crystal shapes. Besides, Briegleb and Light (2007) also developed a delta-
Eddington adding-doublingmethod to treat radiative transfer for snow on sea ice (see
Sect. 2.3.2). More detailed descriptions of the adding method have been presented
by Liou (2002).

2.2.3 The Two-Stream Approximation

The two-stream approximation is one of the most widely-used methods for model-
ing radiative transfer in snowpack and the atmosphere, due to its high computational
efficiency and adequate accuracy, which is particularly suitable for application in cli-
matemodels. The first application of the two-stream approximation to snow radiative
transfer calculations was conducted by Dunkle and Bevans (1956), followed by other
studies (e.g., Barkstrom 1972; Bohren and Barkstrom 1974; Choudhury and Chang
1979). Warren (1982) gave a thorough review of these early-stage two-stream snow
models, while Meador and Weaver (1980) provided a more general summary of the
two-stream approximation. The first modern and accurate snow albedo model with
a two-stream radiative transfer framework may be that developed by Wiscombe and
Warren (1980) for homogeneous multiple-scattering snow layers, while Toon et al.
(1989) further generalized the two-stream approximation to radiative transfer in ver-
tically inhomogeneous media. These two studies are the basis of the commonly-used
Snow, Ice, and Aerosol Radiation (SNICAR)model (Flanner and Zender 2006; Flan-
ner et al. 2007), which has been implemented in a number of global land and climate
models. Here, we briefly review the early-stage two-stream models and then focus
on introducing the framework of Wiscombe and Warren (1980) and formulations
developed by Toon et al. (1989).

The early two-stream snow models proposed by Dunkle and Bevans (1956) and
Giddings and LaChapelle (1961) are applicable under diffuse light and high snow
albedo. Theirmodels require two input variables, which can be loosely linked to snow
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grain size and absorption coefficient and are usually derived by fitting albedo and
flux measurements, instead of explicitly calculating scattering by individual snow
grains. Bohren and Barkstrom (1974) is the first study to apply the modern radiative
transfer theory that computes the single-scattering properties of snow grains and to
further relate them to observable quantities based on a series of approximations. This
model, however, can only be applied to visible wavelengths. Adapting the Bohren
and Barkstrom (1974) theory, Berger (1979) investigated snow absorption and emis-
sivity in the thermal IR wavelengths. Furthermore, Choudhury and Chang (1979)
used the Sagan-Pollack two-stream model (Sagan and Pollack 1967) for snow radia-
tive transfer computation, which is applicable at wider wavelength ranges and is
more accurate than the earlier models (e.g., Dunkle and Bevans 1956; Bohren and
Barkstrom 1974). Their follow-up study (Choudhury and Chang 1981) introduced
a special “surface reflection” term to account for the Fresnel reflection from a flat
ice sheet at the snowpack surface, which, however, is unnecessary and incorrect for
snowpack in the solar spectrum (Warren 1982). At the same time, Wiscombe and
Warren (1980) developed an accurate and analytic snow albedo model for homoge-
neous snowpack that can compute snow albedo at any wavelength as a function of
snow grain size, snowpack thickness, the ratio of diffuse-to-direct radiation, solar
zenith angle, and underlying ground albedo. Nevertheless, it only calculates fluxes
instead of intensities and bidirectional reflectance functions and neglects effects of
snow grain packing and nonsphericity. Their companion study (Warren and Wis-
combe 1980) further included the impurity effect in the model. Toon et al. (1989)
extended the two-stream theory to vertically inhomogeneous media and formulated
a numerically-stable and computationally-efficient algorithm, which becomes one
common two-stream algorithm used for snow radiative transfer calculations (e.g.,
Flanner et al. 2007; Libois et al. 2013).

Specifically, based on the general radiative transfer Eq. (2.1.4), the integration
over both azimuth and zenith angle for a single homogeneous layer gives (Toon et al.
1989):

dF±

dτ
= ±

1∫

0

I±(τ, μ)dμ ∓ 1

2

1∫

0

1∫

−1

p
(
μ,μ′)× I±(τ, μ′)dμ′dμ ∓ F0ω̃β0e

−τ/μ0

(2.2.17a)

F± =
1∫

0

μI±(τ, μ)dμ (2.2.17b)

I±(τ, μ) =
2π∫

0

I (τ,±μ, φ)dφ (2.2.17c)
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β0 = 1

2

1∫

0

p
(
μ0,−μ′)dμ′ (2.2.17d)

p
(
μ,μ′) = 1

2π

2π∫

0

p
(
μ, φ;μ′, φ′)dφ′ (2.2.17e)

where F± is the diffuse flux in the upward (downward) direction, and I±(τ, μ) is
the azimuthally integrated intensity.

One important piece of the two-stream solution is to approximate I (τ, μ) in
Eq. (2.2.17a) so that it is related toF. In general, all types of the two-stream equations
for multiple layers can be expressed as (Meador and Weaver 1980):

dF+
n

dτn
= γ1n F

+
n − γ2n F

−
n − γ3n F0ω̃e

−(τc+τ)/μ0 (2.2.18a)

dF−
n

dτn
= γ2n F

+
n − γ1n F

−
n + γ4n F0ω̃e

−(τc+τ)/μ0 (2.2.18b)

where γ1, γ2, γ3, and γ4 are the coefficients depending on the particular form of the
two-stream approximations but are independent of τ . n is the layer number, and τc
is the cumulative optical depth of layers above the nth layer. The conservation of
energy requires γ4 = 1 − γ3 (Meador and Weaver 1980). Table 1 summarizes the
values of these coefficients (γi ) for different types of two-stream approximations.
Detailed derivations and discussions can be found in Meador and Weaver (1980).

To solve the coefficients and hence the radiative transfer Eq. (2.2.18), a key step is
to compute the phase function. However, simple approximations such as the Edding-
ton approximation often have difficulties in handling highly asymmetric phase func-
tions (e.g., ice crystal). One common solution is to approximate the phase function by
using a Dirac delta function for the strong forward scattering peak and a two-stream
expansion of the phase function, which leads to the widely-used “delta-transform”
method. The delta-transform/scaling is formulated as (Joseph et al. 1976):

g∗ = g

1 + g
(2.2.19a)

ω̃∗ =
(
1 − g2

)
ω̃

1 − ω̃g2
(2.2.19b)

τ ∗ = (1 − ω̃g2
)
τ (2.2.19c)

where g, ω̃, and τ are the original asymmetry factor, single-scattering albedo, and
optical depth of particles (e.g., snow grains) computed based on single-scattering
principles (Sect. 3), which are required input parameters for solving the radiative
transfer equations. g∗, ω̃∗, and τ ∗ are the delta-transformed parameters used to
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Table 1 Coefficients (γi ) in Eq. (2.2.18a, b) for common two-stream approximations. In the

following expressions, ω̃ is the single scattering albedo, g is the asymmetry factor, γ4 = 1 − γ3,

β0 is defined in Eq. (2.2.17d), and μ1 = (1 − ω̃)/(γ1 − γ2)

Approximation γ1 γ2 γ3 μ1

Eddington
[
7 − ω̃(4 + 3g)

]
/4 −[1 − ω̃(4 − 3g)

]
/4 (2 − 3μ0g)/4 1/2

Modified
eddington

[
7 − ω̃(4 + 3g)

]
/4 −[1 − ω̃(4 − 3g)

]
/4 β0 1/2

Quadrature
√
3
[
2 − ω̃(1 + g)

]
/2 ω̃

√
3(1 − g)/2

(
1 − √

3μ0g
)
/2 1/

√
3

Modified
quadrature

√
3
[
1 − ω̃(1 − μ1)

] √
3μ1ω̃ β0 1/

√
3

Hemispheric
mean

2 − ω̃(1 + g) ω̃(1 − g) 1/2

Hemispheric
constanta

2
[
1 − ω̃(1 − β)

]
2ω̃β β0 1/2

Delta function
[
1 − ω̃(1 − β0)

]
/μ0 ω̃β0/μ0 β0 μ0

Delta-eddington2
[
7 − ω̃∗(4 + 3g∗)

]
/4 −[1 − ω̃∗(4 − 3g∗)

]
/4 (2 − 3μ0g∗)/4 1/2

Delta-quadratureb
√
3
[
2 − ω̃∗(1 + g∗)

]
/2 ω̃∗√3(1 − g∗)/2

(
1 − √

3μ0g∗
)
/2 1/

√
3

Delta-hemispheric
meanb

2 − ω̃∗(1 + g∗) ω̃∗(1 − g∗) 1/2

aβ = 1
2 ×

1∫
0

1∫
0
p
(
μ,−μ′)dμdμ′

bdelta-transform (Joseph 1976): g∗ = g/(1 + g), ω̃∗ = (1 − g2
)
ω̃/
(
1 − ω̃g2

)
, τ ∗ = (1 − ω̃g2

)
τ

replace the original ones (i.e., g, ω̃, and τ ) in the radiative transfer equations and
solutions (see below). Applying the delta-transform technique improves the accu-
racy of different two-stream approximations for cases with highly asymmetric phase
functions (Joseph et al. 1976), resulting in several important variants of the two-
stream approximations such as the delta-Eddington, delta-Quadrature, and delta-
Hemispheric mean approximations (see Table 1). Among them, the delta-Eddington
and delta-Quadrature schemes show reasonably accurate results in the solar spectrum
but have undesirable properties when accounting for internal isotropic sources such
as thermal emissions, inwhich case the delta-Hemisphericmean scheme is preferable
(Toon et al. 1989). Besides, several other delta-type approximations have also been
developed to improve the accuracy and applicability, including the delta-M (Wis-
combe 1977) and delta-fit (Hu et al. 2000) approximations. In addition, Katsev et al.
(2010) presented an alternative truncation approximation for a not very elongated
phase function with optical properties transformed as follows:

p∗(�) = p(�)

1 − η
(2.2.19d)

ω̃∗ = (1 − η)ω̃

1 − ω̃η
(2.2.19e)
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τ ∗ = (1 − ω̃η)τ (2.2.19f)

η = 1

2

�∗∫

0

p(�) sin�d� (2.2.19g)

1

2

π∫

0

p(�) sin�d� = 1 (2.2.19h)

where p(�) is the phase function with the scattering angle �, p∗(�) is the trans-
formed phase function, and η is the truncated part of the phase function with the
truncation angle �∗.

The general solution to the two-stream problem (Eq. 2.2.18a, b) for multiple (n)
layers can be written as (Toon et al. 1989):

F+
n (τ ) = k1ne

nτ + �nk2ne
−nτ + C+

n (τ ) (2.2.20a)

F−
n (τ ) = �nk1ne

nτ + k2ne
−nτ + C−

n (τ ) (2.2.20b)

where k1 and k2 are solved by using boundary conditions, while  and � are
determined by the specific form of the two-stream approximations as follows:

 =
√

γ 2
1 − γ 2

2 (2.2.20c)

� = γ2

γ1 + 
= γ1 − 

γ2
(2.2.20d)

For solar radiation, we have:

C+(τ ) = ω̃F0
[
(γ1 − 1/μ0)γ3 + γ2γ4

]
e−(τc+τ)/μ0

2 − 1/μ2
0

(2.2.21a)

C−(τ ) = ω̃F0
[
(γ1 + 1/μ0)γ4 + γ2γ3

]
e−(τc+τ)/μ0

2 − 1/μ2
0

The C±(τ ) functions are zero when there is no direct-beam solar flux, and are
indeterminate when  = 1/μ0. This problem can be solved by choosing a slightly
different value ofμ0 in practice. Thus, for a vertically inhomogeneous medium (e.g.,
snowpack) consisting ofmultiple homogeneous layers, the radiative transfer problem
can be solved using the preceding equations with proper boundary and continuity
conditions as follows:

F−
1 (τ = 0) = F−

0 (τ = 0) (2.2.22a)
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F+
N (τ = τN ) = RgF

−
N (τ = τN ) + Rgμ0F0e

−τc/μ0 (2.2.22b)

F+
n (τ = τn) = F+

n+1(τ = 0) (2.2.22c)

F−
n (τ = τn) = F−

n+1(τ = 0) (2.2.22d)

where N is the total number of layers, n denotes the nth layer, Rg is the reflectivity
of the underlying ground. The detailed expressions of the final solution under these
boundary conditions are provided by Toon et al. (1989) for numerical implemen-
tation. The accuracy of this algorithm is generally high, with errors less than 10%
(Toon et al. 1989).

Recently, Flanner et al. (2007) have applied the two-stream radiative algorithm
fromToon et al. (1989) to develop amulti-layer snow albedomodel, SNICAR, which
has been widely-used and implemented into global climate models. The SNICAR
model uses the delta-Eddington and delta-Hemispheric mean approximations in the
visible and NIR wavelengths, respectively. The model also accounts for the impurity
effect (Flanner et al. 2009; He et al. 2018c). Dang et al. (2019) showed that the errors
of the two-stream models in snow visible albedo under direct-beam solar radiation
are small (<0.005) and increase as snowpack becomes thinner (particularly for aged
snow),while the albedo errors atNIRwavelengths are small for solar zenith angle less
than 75° but increase as the angle increases. For diffuse radiation, SNICAR tends to
underestimate visible snow albedo and substantially overestimate NIR albedo (Dang
et al. 2019). Besides, Yasunari et al. (2011) implemented a two-stream approxima-
tion snow albedo scheme developed by Yamazaki et al. (1993) into the GEOS-5
land surface model and upgraded it with the effect of impurities in snow, resulting
in good agreement with SNICAR calculations. The Two-stream Analytical Radia-
tive TransfEr in Snow (TARTES) model also employs the two-stream (Eddington)
approximation. This model has been implemented in the CROCUS snow model and
used to study the impact of snow grain properties and impurities on albedo (Libois
et al. 2013, 2015; Tuzet et al. 2017).

2.2.4 The Approximate Asymptotic Radiative Transfer (AART) Theory

In addition to the aforementioned sophisticated numerical radiative transfer meth-
ods, a recent study (Kokhanovsky and Zege 2004) developed a simplified analyt-
ical snow radiative transfer theory, Approximate Asymptotic Radiative Transfer
(AART), which is particularly useful for application in remote sensing retrievals
of snow grain size and impurity content in snow. So far, the AART theory has been
used in several snow satellite retrieval and modeling studies (e.g., Zege et al. 2008,
2015; Kokhanovsky 2013; Libois et al. 2013; Kokhanovsky et al. 2018). However,
this theory is designed specifically for vertically and horizontally homogeneous and
optically thick snowpack, which may limit its application to some extent. The basic
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ideas of this theory include (1) snow grains modeled as fractal close-packed ice crys-
tals rather than non-interactive spheres, (2) snow local optical properties computed
by the simple geometric-optics method instead of Mie theory, and (3) snow global
optical properties approximated by special analytical, exponential, asymptotic solu-
tions of radiative transfer principles instead of numerical computations from rigorous
radiative transfer codes. Kokhanovsky and Zege (2004) provided a comprehensive
description of the AART theory, while Kokhanovsky (2013) further extended the
theory by including the impurity effect. Here, we summarize the essence of this
theory.

Following the approximate analytical solution of the radiative transfer equa-
tion for a semi-infinite homogeneous snow layer (Kokhanovsky and Zege 2004),
which is valid for weak absorption, the snow reflectance function (or bidirectional
reflectance; R) can be expressed as (see Kokhanovsky 2013 for detailed derivations
of the following exponential approximation):

R(μ,μ0, φ) = R0(μ,μ0, φ)r f (μ,μ0,φ)
s (2.2.23a)

f (μ,μ0, φ) = K (μ)K (μ0)

R0(μ,μ0, φ)
(2.2.23b)

rs = exp

(
−4

√
1 − ω̃

3(1 − g)

)
(2.2.23c)

where R0 is the reflectance of a semi-infinite non-absorbing homogeneous snow
layer, rs is the snow spherical albedo, ω̃ is the snow single-scattering albedo,g is the
snow asymmetry factor, μ0 is the cosine of solar zenith angle, and μ is the cosine
of viewing zenith angle. K (μ0) is the escape function in radiative transfer theory,
which determines the angular distribution of light escaping from the semi-infinite
non-absorbing medium (Kokhanovsky and Zege 2004) and can be approximated as
(for all types of scattering particles):

K (μ0) = 3

7
(1 + 2μ0) , i f μ0 ≥ 0.2 (2.2.23d)

Equation (2.2.23a, b, c, d) has been recently extended for application to finite (but
optically thick) layers in Zege et al. (2015). The snow spherical (i.e., white-sky or
diffuse) albedo (rs) and plane (i.e., black-sky or direct) albedo (rp) are defined as:

rp(μ0) = 1

π

1∫

0

2π∫

0

R(μ,μ0, φ)μdμdφ (2.2.24a)

rs = 2

1∫

0

rp(μ0)μ0dμ0 (2.2.24b)
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Furthermore, the parameter (βa) represents the probability of photon absorption,
defined as follows (Kokhanovsky 2013):

βa = κabs

κext
= 1 − ω̃ (2.2.25a)

κabs = κ ice
abs + κ

imp
abs (2.2.25b)

where κabs and κext are the snowabsorption and extinction coefficients,while κ ice
abs and

κ
imp
abs are the absorption coefficients of pure ice and impurities (e.g., soot, dust, brown
carbon, and algae). Since the light scattering and extinction of the snow-impurity
system are still dominated by those of ice crystals, based on the geometric-optics
theory (which is reasonable for snow grains in the solar spectrum), we have:

κext = 3Cv

De
(2.2.26a)

De = 3V

2S
(2.2.26b)

Cv = NsnoV (2.2.26c)

where Cv is the volumetric concentration of snow grains, Nsno is the number of snow
grains in unit volume, De is the effective snow grain diameter, V is the mean snow
grain volume, and S is the corresponding projected area averaged over all directions
(see He et al. 2017b and Saito et al. 2019 for conversion among different snow
effective sizes).

Moreover, based on the particle-optics theory, when the product of the effective
snow diameter (De) and the bulk ice absorption coefficient (α as defined below) is
very small (close to zero), it follows that (Kokhanovsky and Zege 2004):

κ ice
abs = BαCv (2.2.27a)

α = 4πmim

λ
(2.2.27b)

where B is the absorption enhancement parameter depending on snow grain shape,
andmim is the imaginary part of ice refractive indices at the wavelength λ. To account
for the impurity effect in snow, κ imp

abs can be expressed as:

κ
imp
abs (λ) = κ

imp
abs (λ0)

[
λ

λ0

]−ma

(2.2.27c)

where λ0 is a reference wavelength (e.g., 1 μm) and ma is the absorption Angstrom
coefficient. Based on Eqs. (2.2.25a, b )–(2.2.27a, b, c) we have:
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βa = BαDe

3
+ β imp

a (2.2.28a)

β imp
a = κ

imp
abs (λ0)[λ/λ0]−ma De

3Cv
(2.2.28b)

Therefore, it follows Eq. (2.2.23a, b, c, d) that

rs = exp

(
−
√[

α + p0(λ/λ0)
−ma
]
la

)
(2.2.29a)

R(μ,μ0, φ) = R0(μ,μ0, φ) × exp

(
− f (μ,μ0, φ)

√[
α + p0(λ/λ0)

−ma
]
la

)

(2.2.29b)

p0 = κ
imp
abs (λ0)

CvB
(2.2.29c)

la = ξaDe (2.2.29d)

ξa = 16B

9(1 − g)
(2.2.29e)

where la is the effective absorption length depending on both snow grain size and
shape, while ξa is a parameter affected by snow grain shape but independent of grain
size. The parameter la can be obtained from albedo or reflectance measurements,
which could be further used to determine snow grain diameter by Eq. (2.2.29d)
assuming a specific grain shape. Previous experiments (Libois et al. 2014) showed
that themean value of the parameterB is about 1.6. Using a typical visible asymmetry
factor (g) of 0.75 for crystalline clouds (Kokhanovsky and Zege 2004), we have
ξa ≈ 11.4. Kokhanovsky et al. (2019) proposed another set of values for g (0.83)
and ξa (16.7). It should be noted that the ξa value can vary according to different g
values under various snow conditions. In addition, based on the definition of snow
plane/direct albedo (Eq. 2.2.24a), it follows that

rp = exp

(
−K (μ0)

√[
α + p0(λ/λ0)

−ma
]
la

)
(2.2.29f)

Comparisons between the AART theory and observations demonstrated high
accuracy for snow reflection under a solar zenith angle less than 60°, whereas the
accuracy reduces as the angle becomes greater than 60° (Kokhanovsky et al. 2005).
Overall, the spectral reflectance and albedo of clean/polluted semi-infinite homoge-
neous snow are determined by four a priori parameters (i.e., la , R0, p0, and ma),
which can be estimated from multi-wavelength reflectance or albedo measurements.
This enables further determination of snow grain size and impurity content from
measurements and investigation of grain shape and pollution effects on snow albedo.
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Zege et al. (2008, 2011) have designed an AART-based snow model/algorithm
(SGSP) to retrieve effective snow grain size and pollutant amount in snow from
satellite measurements, which currently works routinely in the Moderate Resolution
Imaging Spectroradiometer (MODIS) processing chain to provide snow retrieval
products for selected polar regions. Lyapustin et al. (2009) also developed a dif-
ferent AART-based snow model/algorithm and applied it to retrieve snow grain
size over Greenland from MODIS observations. Recently, based on the AART
theory, Kokhanovsky et al. (2018) have proposed an advanced system to retrieve
snow grain size and absorption coefficient of snow impurities from snow reflectance
and/or albedo measurements in the visible and NIR wavelengths. Their further study
(Kokhanovsky et al. 2019) applied the AART theory and snow retrieval algorithm
to retrieve snow properties from the Sentinel-3 satellite observations and showed a
relatively high retrieval accuracy (e.g., <3% errors for spectral clean snow albedo
with increasing errors for polluted snow albedo). In addition to the applications in
snow remote sensing, the AART theory has also been incorporated into several snow
models. For example, a recent Spectral Albedo Model for Dirty Snow (SAMDS)
model was developed based on theAART algorithm to compute spectral snow albedo
influenced by snow grain size, shape, and impurity content (Wang et al. 2017). The
CROCUS-TARTES snow model also adopts the AART theory to account for snow
grain shape effects and combines it with a two-stream approximation scheme (Libois
et al. 2013, 2015).

2.3 Snow on Ice (Non-uniformly Refractive Layered Media)

The radiative transfer problem for snow on ice (e.g., glacier/sea ice) is different from
that for snow on land but similar to that for the coupled atmosphere-sea ice/ocean
system. This is because the real part of the refractive index of air medium (mre = 1.0)
is different from that of pure ice (mre = 1.31), leading to a discontinuous refractive
interface/boundary between the porous low-density snow and high-density ice. The
Fresnel reflection and refraction occur at this interface and affect the form of the
applicable radiative transfer equations and solutions. Thus, special treatments of
the refractive boundary/interface between two adjacent media (e.g., snow and ice)
should be used. In general, three important processes at a flat refractive interface
should be accounted for, including the reflection and refraction of downward solar
radiation (direct and diffuse) at the interface as well as the reflection and transmission
of multiple-scattered upward radiation from below the interface.

For a coupled snow-ice system, the basic radiative transfer formulations
(Eqs. 2.1.1 and 2.1.2) are still applicable, whereas the solar-beam source term
Q(τ, μ, φ) should be modified to (Jin and Stamnes 1994):

Qs(τ, μ, φ) = ω̃F0

4π
p(μ, φ;−μ0, φ0)e

−τ/μ0
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+ ω̃F0

4π
R(−μ0, n)p(μ, φ;μ0, φ0)e

−(2τs−τ)/μ0 (2.3.1a)

where Qs is the solar-beam source in snow, n is the refractive index of ice relative
to snow (air), τs is the total snow optical depth, and R(−μ0, n) is the ice surface
reflectance for solar radiation. The first term on the right-hand side of Eq. (2.3.1a) is
the contribution from the downward incident solar beam, while the second term is
the contribution from the upward beam reflected at the snow-ice interface (Fresnel
reflection). Similarly, the solar-beam source in ice (Qi ) becomes:

Qi (τ, μ, φ) = ω̃F0

4π

μ0

μ0n(μ0, n)
T (−μ0, n)p(μ, φ;−μ0n, φ0)e

−τs/μ0e−(τ−τs )/μ0n

(2.3.1b)

μ0n(μ0, n) =
√
1 − (1 − μ2

0

)
/n2 (2.3.1c)

whereμ0n is the cosine of solar zenith angle in the ice (e.g., glacier/sea ice), which is
related toμ0 by Snell’s law (Eq. 2.3.1c), and T (−μ0, n) is the transmittance through
the interface.

Thus, based on thesemodified solar-beam source terms in snow and glacier/sea ice
as well as proper boundary and continuity conditions, the radiative transfer problems
for a coupled snow-ice system can be solved using the aforementioned methods
(Sect. 2.2). Here, we summarize the common methods that have been extended
and applied to deal with non-uniformly refractive layered media. Since within each
individual uniformly refractive media, the radiative transfer treatments are the same
as those presented in Sect. 2.2, we will not repeat this part but focus on special
treatments of the refractive interface/boundary.

2.3.1 The Extended DISORT Theory

Grenfell (1983, 1991) and Jin and Stamnes (1994) have extended the DISORT
model/algorithm to handle radiative transfer in non-uniformly refractive layered
media, which can be applied to a coupled snow-ice system. As shown in Sect. 2.2.1,
the intensity and phase function in snow can be expanded as 2N Fourier cosine series
(Eq. 2.2.1) and 2N series of Legendre polynomials (Eq. 2.2.2a, b). Substituting the
expanded series into the basic radiative transfer equation (Eq. 2.1.1), we have 2 N
independent equations (one for each Fourier component; Eq. 2.2.3a, b, c, d, e). The
only difference is the Fourier component of the solar-beam source term in snow
(Qm

s ), which should be modified to (based on Eq. 2.3.1a):

Qm
s (τ, μ) = Xm

0 (τ, μ)e−τ/μ0 + Xm
01(τ, μ)eτ/μ0 (2.3.2a)
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Xm
0 (τ, μ) = ω̃F0

4π

(
2 − δ0,m

) 2N−1∑
l=0

(−1)l+m(2l + 1)
(l − m)!
(l + m)!gl P

m
l (μ)Pm

l (μ0)

(2.3.2b)

Xm
01(τ, μ) = ω̃F0

4π
R(−μ0, n)e−2τs/μ0

(
2 − δ0,m

) 2N−1∑
l=0

(2l + 1)
(l − m)!
(l + m)! gl P

m
l (μ)Pm

l (μ0)

(2.3.2c)

The solar-beam source term in ice (Qm
i ) can be expressed as (Jin and Stamnes

1994):

Qm
i (τ, μ) = Xm

02(τ, μ)e−τ/μ0n (2.3.3a)

Xm
02(τ, μ) = ω̃F0

4π

μ0

μ0n(μ0, n)
T (−μ0, n)e−(τs/μ0−τs/μ0n)

× (2 − δ0,m
) 2N−1∑

l=0

(−1)l+m(2l + 1)
(l − m)!
(l + m)!gl P

m
l (μ)Pm

l (μ0n)

(2.3.3b)

Based on the Gaussian quadrature, we can obtain similar equations as Eq. (2.2.4a,
b) for each layer in snow or ice, but by replacing the original Qm(τ, μi ) with
Qm

s

(
τ, μi,sno

)
or Qm

i

(
τ, μi,ice

)
. Note that the numbers and values of quadrature points

and weights can be different in snow and ice. Jin and Stamnes (1994) provided some
discussions on the choice of quadrature. Particularly, for the quadrature points and
weights in the Fresnel cone of ice (i.e., refracting downward streams in snow into
ice), we have:

μi,ice = S
(
μi,sno

) =
√
1 − (1 − μ2

i,sno

)
/n2 i = 1, 2, . . . , N1 (2.3.4a)

wi,ice = μi,sno

n2S
(
μi,sno

)wi,sno i = 1, 2, . . . , N1 (2.3.4b)

where 2N1 is the number of quadrature points in snow. μi,sno and wi,sno are the
quadrature points and weights in snow, while μi,ice and wi,ice are those in ice.

Thus, using the matrix-formulation procedure presented in Sect. 2.2.1, we can
have a general solution to the intensity in snow or ice that is similar to Eq. (2.2.6a).
But the particular solution (the second term on the right-hand side of Eq. 2.2.6a) for
snow (Us) and ice (Ui ) should be modified to (omitting the superscript m):

Us
(
μi,sno

) = Z0
(
μi,sno

)
e−τ/μ0 + Z01

(
μi,sno

)
eτ/μ0 i = ± 1, ± 2, . . . ,±N1

(2.3.5a)

Ui
(
μi,ice

) = Z02
(
μi,ice

)
e−τ/μ0n(μ0,n) i = ± 1, ± 2, . . . ,±N2 (2.3.5b)
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where the coefficients Z0, Z01, and Z02 can be determined by the following linear
equation systems (omitting the superscript m):

N1∑
j=−N1
j �=0

[(
1 + μ j,sno

μ0

)
δi, j − wj,snoD

(
μi,sno, μ j,sno

)]
Z0
(
μ j,sno

) = X0
(
τ, μi,sno

)

(2.3.6a)

N1∑
j=−N1
j �=0

[(
1 + μ j,sno

μ0

)
δi, j − wj,snoD

(
μi,sno, μ j,sno

)]
Z01
(
μ j,sno

) = X01
(
τ, μi,sno

)

(2.3.6b)

N2∑
j=−N2
j �=0

[(
1 + μ j,ice

μ0n

)
δi, j − wj,iceD

(
μi,ice, μ j,ice

)]
Z02
(
μ j,ice

) = X02
(
τ, μi,ice

)

(2.3.6c)

To completely solve the preceding radiative transfer equations for multiple layers
of snow (L1) and ice (L2), the following boundary and continuity conditions are
required (omitting the superscript m):

At the top of snowpack:

I1
(
0,−μi,sno

) = Itop
(−μi,sno

)
, i = 1, 2, . . . , N1 (2.3.7a)

At the interface between snow layers:

Ip
(
τp, μi,sno

) = Ip+1
(
τp, μi,sno

)
, i = ± 1, ± 2, . . . , ± N1, p = 1, . . . , L1 − 1

(2.3.7b)

At the interface between snow and ice:

IL1

(
τs, μi,sno

) = IL1

(
τs,−μi,sno

)
R
(−μi,sno, n

)+ [IL1+1
(
τs, μi,ice

)
/n2
]
T
(
μi,ice, n

)
i = 1, 2, . . . , N1 (2.3.7c)

IL1+1
(
τs,−μi,ice

)
/n2 = [IL1+1

(
τs, μi,ice

)
/n2
]
R
(
μi,ice, n

)
+ IL1

(
τs,−μi,sno

)
T
(−μi,sno, n

)
i = 1, 2, . . . , N1 (2.3.7d)

IL1+1
(
τs,−μi,ice

) = IL1+1
(
τs, μi,ice

)
, i = N1 + 1, . . . , N2 (2.3.7e)

At the interface between ice layers:
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Ip
(
τp, μi,ice

) = Ip+1
(
τp, μi,ice

)
, i = ±1, ± 2, . . . ,±N2,

p = L1 + 1, . . . , L1 + L2 − 1 (2.3.7f)

At the bottom boundary, if the substrate is non-transmissive ground (e.g., rock or
soil beneath the ice in places like the Tibetan glaciers),

IL1+L2

(
τall , μi,ice

) = Ibot
(
μi,ice

)
, i = 1, 2, . . . , N2 (2.3.7g)

where Ibot is determined by the bidirectional reflectance of the bottom ground. If the
bottom is ocean water (e.g., Arctic sea ice), we need to repeat the preceding radiative
transfer procedures using the boundary and continuity conditions between sea ice
andwater. Another simplified treatment is to use a constant spectral/broadband ocean
water albedo/reflectance as the bottom boundary of sea ice, whichmay be valid when
very little light transmits through the sea ice.

Jin andStamnes (1994) gave a detailed description of the extendedDISORTmodel
for application to non-uniformly refractive layered media. Marks and King (2013)
used theDISORTmodel in a coupled atmosphere-snow-sea ice system to quantify the
black carbon (BC) effects on albedos of snow and sea ice over the Arctic. Recently,
Pirazzini et al. (2015) modeled snow albedo on an Antarctic melting ice sheet using
the DISORT model and observed snow grain size, which showed good agreement
with observed albedo when there was fresh or drifted snow at the surface.

2.3.2 The Delta-Eddington Adding-Doubling Method

Briegleb and Light (2007) developed a multi-layer snow-sea ice solar radiative trans-
fer model by combining the two-stream (delta-Eddington) approximation and the
adding-doubling method. This model has been implemented into two community
sea ice models, including the Los Almos Sea Ice Model (CICE) and the Model
for Prediction Across Scales (MPAS)-seaice. The basic idea is (1) using the two-
stream delta-Eddington solutions (see Sect. 2.2.3) to compute the single snow or sea
ice layer reflectance and transmittance, which accounts for multiple light scattering
within each layer, and then (2) combining the derived single-layer reflectance and
transmittance to compute the radiative transfer throughout the snow-sea ice system
based on the adding-doubling method (see Sect. 2.2.2), including a modification of
the adding formula at the refractive boundary. This scheme overcomes the inappli-
cability of the conventional two-stream approximation in non-uniformly refractive
media. In principle, this delta-Eddington adding-doubling scheme can be applied to
both uniformly and non-uniformly layered media.

Specifically, the delta-Eddington two-stream radiative transfer solution is eval-
uated for each individual snow or sea ice layer using the procedure and solution
presented in Sect. 2.2.3. Thus, the reflection (R) and transmission (T ) functions
within a single (Lth) layer for diffuse (R and T ) and direct (R

(
μ0,L

)
and T

(
μ0,L

)
)

radiation can be expressed as (Briegleb and Light, 2007):
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R
(
μ0,L

) = ALe
−τ/μ0,L + BL

(
ekLτ − e−kLτ

)+ DL (2.3.8a)

T
(
μ0,L

) = ELe
−τ/μ0,L + HL

(
ekLτ − e−kLτ

)
e−τ/μ0,L + ML (2.3.8b)

R = 2

1∫

0

μR(μ)dμ (2.3.8c)

T = 2

1∫

0

μT (μ)dμ (2.3.8d)

where AL, BL, kL, DL, EL, HL, and ML are the coefficients determined by snow
or sea ice optical properties (Sect. 3) based on the delta-Eddington solution. The
reflection and transmission functions for diffuse radiation (R and T ) are computed
as integrations of those for direct radiation over the incident hemisphere assuming
isotropic incidence following Wiscombe and Warren (1980).

Furthermore, the multiple scattering between adjacent layers (except for the
refractive boundary) is accounted for by combining the preceding reflection and
transmission functions of each individual layer (Eq. 2.3.8a, b, c, d) using the adding
method (Sect. 2.2.2). Thus, the combination equations for direct and diffuse radia-
tion incident on two adjacent homogeneous layers from above can be expressed as
(Briegleb and Light 2007):

R12(μ) = R1(μ) +
[(
T1(μ) − e−τ1/μ

)
R2 + R2(μ)e−τ1/μ

]
T 1

1 − R1R2
(2.3.9a)

T12(μ) = T2(μ)e−τ1/μ +
[(
T1(μ) − e−τ1/μ

)+ R2(μ)R1e−τ1/μ
]
T 2

1 − R1R2
(2.3.9b)

R12 = R1 + T 1R2T 1

1 − R1R2
(2.3.9c)

T 12 = T 1T 2

1 − R1R2
(2.3.9d)

where the cosines of solar zenith angle (μ) are different in snowand sea ice, depending
on the refraction process occurring in the refractive boundary/interface (Eq. 2.3.1c).
Here, the transmission functions for each layer (T1(μ) and T2(μ)) and combined lay-
ers T12(μ) represent total transmission that includes direct and diffuse components.
Based on the preceding layer combination procedure, the reflectance and transmit-
tance at every layer interface and thus the entire column can be derived, with special
treatments of the snow-sea ice refractive interface.

In the refractive snow-sea ice boundary layer, based on the Fresnel formula, the
reflection (Rf ) and transmission (Tf ) functions for unpolarized radiation from above
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can be written as (Liou 2002):

R f (μ) = 1

2

(
R2
1 + R2

2

)
(2.3.10a)

T f (μ) = 1

2

(
T 2
1 + T 2

2

)nμn

μ
(2.3.10b)

R1 = μ − nμn

μ + nμn
(2.3.11a)

R2 = nμ − μn

nμ + μn
(2.3.11b)

T1 = 2μ

μ + nμn
(2.3.11c)

T2 = 2μ

nμ + μn
(2.3.11d)

μn =
√
1 − (1 − μ2

)
/n2 (2.3.12)

where μ and μn are the cosine zenith angles of the incident and refracted radiation,
respectively. n is the refractive index of sea ice relative to snow (air). R1, R2, and
T 1, T 2 are the reflection and transmission amplitude factors for polarizations per-
pendicular (1) and parallel (2) to the plane, respectively. Thus, the reflection (R f a)

and transmission (T f a) functions of diffuse radiation from above can be derived by:

R f a(μ) =
⎡
⎣

1∫

0

μR f (μ)dμ

⎤
⎦/

1∫

0

μdμ (2.3.13a)

T f a(μ) = 1 − R f a(μ) (2.3.13b)

where the non-absorbing nature of the refractive boundary is used to compute
T f a . Similarly, for the reflection (R f b) and transmission (T f b) functions of diffuse
radiation from below, we have:

R f b(μ) =
⎡
⎣

−μc∫

−1

μn R f (μn)dμn+
0∫

−μc

μndμn

⎤
⎦
/ 0∫

−1

μndμn (2.3.14a)

T f b(μ) = 1 − R f b(μ) (2.3.14b)

μc =
√
1 − 1/n2 (2.3.14c)
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where μc is the cosine of critical zenith angle for complete internal reflection based
on Snell’s law. Using typical values for the refractive indices of air and ice, we obtain
R f a = 0.063, R f b = 0.455, T f a = 0.937, T f b = 0.545 (Briegleb and Light 2007).
This indicates that the refractive snow-sea ice boundary is much less transmissive
to the upward diffuse radiation from below than it is to downward diffuse radiation
from above. Practically, the Fresnel-reflecting bare sea ice is almost never seen in
reality, and thus Briegleb and Light (2007) included a thin, coarse-grained, snow-like
“surface scattering layer” at the top of sea ice when there is no overlying snow in the
model.

Therefore, based on the derived reflectance and transmittance for every layer
(including the refractive boundary), the associated downward/upward direct/diffuse
radiative fluxes at these interfaces and hence the entire column can eventually be
computed. More detailed descriptions and derivations are provided by Briegleb and
Light (2007).

2.3.3 The Delta-Four-Stream Approximation

Lee and Liou (2007) developed a coupled radiative transfer model for non-uniformly
refractive layeredmedia based on the analytic delta-four-stream approximation (Liou
1974; Liou et al. 1988). The model was originally designed for an atmosphere-ocean
system but could be potentially applied to a snow-ice system. This model gives
an analytical solution for radiative flux calculations with sufficient accuracy and
compares well with DISORT model results.

The goal of this model is to solve the basic radiative transfer equations (Eq. 2.3.1a,
b, c) for non-uniformly layered media. The four-stream scheme adopts a similar pro-
cedure as used in the extended DISORT model (Sect. 2.3.1) to solve the equations.
It firstly expands the intensity and phase function into Fourier and Legendre series
(Eqs. 2.3.2a, b, c and 2.3.3a, b), and then applies the double-Gauss quadraturemethod
to solve each Fourier component of the expanded intensity, with solution equations
similar to those in the DISORT algorithm (Eqs. 2.2.6a and 2.3.5a, b). The difference
between the four-stream approximation and the DISORT algorithm is that only four
quadrature points (streams) and weights (Eq. 2.2.4a, b) are used in the four-stream
scheme, which could be treated as a special/simplified case of the DISORT algo-
rithm. Moreover, the delta-function scaling/adjustment (Sect. 2.2.3) is also applied
when solving the radiative transfer equation in the Lee and Liou (2007) model. The
boundary and continuity conditions are generally the same as those used in the DIS-
ORT algorithm (Eq. 2.3.7a, b, c, d, e ), except that only four streams (i = ± 1, ± 2)
are considered in this case. More details can be found in Lee and Liou (2007).

2.3.4 The Backward Monte Carlo Method

Light et al. (2003) developed a two-dimensional axisymmetric backward Monte
Carlo model to solve radiative transfer equations in media with multiple refractive
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layers, which was originally designed for sea ice but has the potential for application
to a coupled snow-ice system. The basic idea is that, in the forward model, a large
number of photons generated from an incident source enter the model domain with
traveling trajectories determined by the probabilities of scattering and absorption
events. If a scattering event occurs, the scattering angle is computed by sampling
the phase function to update the direction of the photon trajectory. This process is
continued until the photon is absorbed, exits the domain, or reaches a simulated
detector (Light et al. 2003). However, this forward model can be very inefficient if
only very few of the incident photons reach the detector. Thus, the backward Monte
Carlo method is used instead, based on the principle of reciprocity in the radiative
transfer theory, which requires solutions to the adjoint/time-reversed problem. As
such, in the backward model, photons are generated at the detector with their trajec-
tories traced back to the original source. The backwardMonte Carlo method has also
been applied for radiative transfer problems in clouds (Evans 1993) and the ocean
(Mobley and Sundman 2003).

The basic radiative transfer equation is similar to Eq. (2.1.4), and can be expressed
by (the 3D version of Eq. 2.1.4 in a vector coordinate system; Light et al. 2003):

(ξ∇)L(r, ξ) + κext (r)L(r, ξ) = κsca(r)
∫

p
(
r, ξ ′ → ξ

)
L
(
r, ξ ′)

· d�
(
ξ ′)+ Q(r, ξ) (2.3.15)

where L(r, ξ) is the radiance at vector location r in the direction of unit vector ξ

(positive for downward direction). κsca(r) and κext (r) are the scattering and extinc-
tion coefficients, respectively. p

(
r, ξ ′ → ξ

)
is the scattering phase function from

direction ξ ′ to direction ξ .� is the solid angle integrated over 4π steradians. Q(r, ξ)

is the intensity of all sources at location r in direction ξ . Denoting the radiance at the
detector location (rd) as L1(rd , ξ), the downward irradiance at the bottom detector
(Ed(rd)) normalized by the incident downward irradiance (Ed(r0)) at the top surface
(r0) can be written as (Light et al. 2003):

Ed(rd)
Ed(r0)

= − ∫
ξ ·u<0 L1(rd , ξ)ξ · ud�

− ∫
ξ ·u<0 L1(r0, ξ)ξ · ud�

(2.3.16)

where the two integrations are carried out only for downward directions (ξ · u < 0).
Based on the reciprocity principle, if the phase function is time-reversal invariant
(i.e., p

(
r, ξ ′ → ξ

) = p
(
r,−ξ → −ξ ′)), then the adjoint (backward) problem can

be related to the preceding forward problem by:

∫

ξ ·u<0

d�

∫

S

dS|ξ · u|L1(r0, ξ)L2(r0,−ξ) =
∫

4π

d�

∫

V

dV
[
L1(r,−ξ)Q2(r, ξ)

]

(2.3.17)
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where S and V are the surface and volume for a closed convex model domain, L2 is
the radiance for the adjoint problem, and Q2 is the function governing the angular
distribution for photons released at the detector location in the adjoint problem. Thus,
the normalized transmitted irradiance in Eq. (2.3.16) can be derived fromEq. (2.3.17)
by choosing a proper Q2(r, ξ) value.

Further assuming the incident radiance (L0) is isotropic, the corresponding irradi-
ance (Ed(r0)) isπL0. Using the following Q2(r, ξ) value for a transmitted irradiance
detector:

Q2(r, ξ) =
{

(ξ · u)δ(r − rd)J0 ξ · u > 0
0 ξ · u ≤ 0

(2.3.18)

where J0 is the total number of photons released, then Eq. (2.3.16) can be expressed
as (for the upward-looking hemisphere):

Ed(rd)
Ed(r0)

=
∫
S dS

∫
ξ ·u>0 d�|ξ · u|L2(r0,−ξ)

π J0
(2.3.19)

This equation can be further computed using the Monte Carlo simulation by
releasing photons that simulate Q2 at rd and tracking through the domain until
they exit the top surface as L2(r0,−ξ). All photons passing through r0 constitute
the radiance L2(r0,−ξ) and contribute to the solution integral. When the incident
radiation is angle-dependent, C(ξ), exiting photons must be weighted by C(ξ) as
they contribute to L2(r0,−ξ). More details for the numerical implementation of the
backward Monte Carlo model are discussed by Light et al. (2003).

2.4 Other Theories and Models

In addition to the aforementioned common radiative transfer theories andmodels that
are applied to either snowon landor snowon ice, someother snowalbedomodels have
also been developed with special foci and treatments of radiative transfer problems.

2.4.1 The Physically-Based Snow Albedo Model (PBSAM)

Aoki et al. (2011) developed a physically-based snow albedo model (PBSAM), par-
ticularly designed for implementation in global climate models, which is applicable
to any snowpack layer structure and depth. The model computes snowpack broad-
band (visible and NIR) albedos and associated solar heating profile as a function of
snow and solar illumination properties.

Specifically, themodel requires several key input parameters, including snowgrain
radius, impurity (BC/dust) mass concentration, and snow water equivalent in each
snow layer as well as the underlying surface albedo and illumination variables (i.e.,
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solar zenith angle, spectral diffuse fraction, and relative fraction of solar radiation
in visible and NIR bands). Then, the model uses a look-up table for albedo and
transmittance computations for a homogeneous snow layer. The look-up table is
generated offline for a wide range of snow parameter values and solar illumination
conditions based on a spectrally detailed radiative transfer model (Aoki et al. 2000).
To more accurately account for changes in the spectral distribution of solar radiation
within snowpack, the visible andNIRbroadbands are both divided into five sub-bands
with the sub-band information also included in the look-up table. The effect of light-
absorbing snow impurities (BC and dust) is taken into consideration using a snow
impurity factor (SIF), which represents the total mass absorption cross-sections of
impurities per unit snow mass. Moreover, the model accounts for an inhomogeneous
snow layer by combining several homogeneous layers based on a simplified adding
method, where the reflection and transmission functions of each homogeneous layer
are used. Finally, the computed sub-band albedo and transmittance are integrated
into broadband values using downward solar fluxes as spectral weights. The diffuse-
to-direct ratio of solar illumination is further used to calculate the broadband albedo
and transmittance under different sky conditions.

Model assessments showed that PBSAMcanproduce broadband albedos and solar
heating profiles with reasonable accuracy for one and two snow layers comparedwith
a spectrally detailed radiative transfer model (Aoki et al. 2011). Evaluation against
in situ measurements suggested that different numbers of snow layers and sub-bands
are required to achieve high model accuracy.

2.4.2 The Microstructure-Based Photon-Tracking Model

Kaempfer et al. (2007) proposed a three-dimensional microstructure-based photon-
tracking radiative transfer model for snow, which explicitly resolves snow grain
structures and their interactions with solar radiation. Basically, the model uses a
geometric-optics-based Monte Carlo method to track numerous photons through
a porous network of ice and air as well as their interactions (refraction, Fresnel
reflection, and absorption) with snow microstructures, which are generated by either
a discrete element model or an X-ray microtomography image. The porous ice-
air network is an ensemble of sintered snow grains and the air filling pore spaces.
The interactions between photons and snowpack are determined by the fundamental
optics principle at the ice-air interfaces and within snow grains. However, the model
neglects diffraction that could be important for snow radiative transfer (Bohren and
Huffman 1983). Thus, the model is particularly useful in examining the sensitivity
of snow radiative transfer to snow grain geometries and detailed layer structures.

Specifically, the Cold Regions Research and Engineering Laboratory (CRREL)
microstructural snowmodel based on the discrete element model (Johnson and Hop-
kins 2005) is used to simulate snow structure characteristics and the interactions
of photons with snow grains within an ice matrix by defining appropriate particle
collision and contact rules. The snow grains are created as spherical or cylindrical
with hemispherical ends and random orientation. The light reflection, refraction, and
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absorption problems within the snow are solved by applying the geometric-optics
principle (Liou 2002) due to the large snow grain size relative to the visible and NIR
wavelengths.Duringmodel simulations, thousands of individual photons are released
sequentially with a specified direction and angle at certain incident location and are
tracked until they exit the top (reflected) or bottom (transmitted) of the samples or
are absorbed and hence terminated within snow grains. When a photon collides with
a snow grain, it is either reflected or transmitted at the ice-air interface depending on
the geometric-optics principle. When a photon travels through the interior of a snow
grain, it may be absorbed with a probability depending on the photon wavelength
and traveling distance. More detailed derivations and descriptions of the algorithm
can be found in Kaempfer et al. (2007).

Compared with the results from a four-stream DISORT radiative transfer model,
this photon-tracking model showed good agreement in the spectral shape of snow
albedo, but with a higher albedo and lower transmittance by ~10%, particularly at
shorter wavelengths (Kaempfer et al. 2007). This is probably due to the omission of
external diffraction in the model. This model has been applied to quantify changes in
light scattering and absorption in snow caused by variations in snow depth, density,
and grain size, and could be potentially valuable in snow photochemistry studies.
New capabilities of treating snow metamorphism are also being implemented into
the model, with the envisaged inclusion of impurity effects.

2.4.3 The Transport-Approximation Model

Recently, Dombrovsky et al. (2019) developed a new approach to compute the solar
radiation transfer and associated heating in snow based on the transport approxi-
mation for the scattering phase function and the two-flux (Schwarzschild-Schuster)
method. Their further study (Dombrovsky andKokhanovsky 2019) includes the snow
impurity effect in the model. This model is particularly designed to solve the vertical
profile of solar heating in snowpack.

Specifically, the model calculates snow optical properties based on the geometric-
optics solution obtained by Kokhanovsky and Zege (1995) and employs the trans-
port approximation for scattering phase function (Dombrovsky 1996, 2012). On this
basis, the model only needs to compute two dimensionless characteristics of snow
absorption and scattering, including the absorption efficiency factor (Qabs) and the
so-called transport efficiency factor of scattering

(
Qtr

sca = Qsca(1 − g)
)
, where g is

the asymmetry factor. The transport efficiency factor of extinction
(
Qtr

ext

)
and trans-

port single-scattering albedo
(
ω̃tr
)
are thus expressed as Qtr

ext = Qabs + Qtr
sca and

ω̃tr = Qtr
sca/Q

tr
ext , respectively. These optical parameters are obtained as a func-

tion of snow size parameter and refractive index using the geometric-optics solution
(Kokhanovsky and Zege 1995). The inclusion of impurities in snow further increases
the snow absorption coefficient. According to the transport approximation, the scat-
tering phase function in the radiative transfer equation can be approximated by a sum
of the isotropic component and the other component representing the peak of forward
scattering. Thus, the radiative transfer equation can be written in the sameway as that
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for the conventional one (e.g., Eq. 2.1.4) but by replacing the conventional scattering
and extinction coefficients in the equation with the transport scattering and extinc-
tion coefficients. Finally, the solution to the radiative transfer equation is obtained
by using the two-flux (Schwarzschild-Schuster) approach. Detailed derivations and
solutions of this transport-approximation snow radiative transfer model are provided
byDombrovsky et al. (2019) andDombrovsky andKokhanovsky (2019). This model
shows good accuracy in simulating absorbed radiation in snowpack compared with
the direct Monte Carlo simulation.

2.4.4 The Bidirectional-Reflectance Model

Snow bidirectional reflectance, defined as the ratio of the reflected intensity along a
direction toward the detector to the incident intensity, is an important parameter for
snow remote sensing retrieval. A number of snow models and theories focusing on
computing bidirectional reflectance have been developed. One widely-used method
is the accurate and efficient radiative transfer algorithm proposed by Mishchenko
et al. (1999) for a semi-infinite homogeneous snowpack with randomly oriented and
distributed snow grains. The basic idea is to obtain a bidirectional reflection function
by an iterative solution of the Ambartsumian’s nonlinear integral equation (Dlugach
and Yanovitskij 1974), without computing the internal radiation field. This method
neglects the packing density and coherent backscattering.

Specifically, the bidirectional reflection function (R(μ,μ0, φ)) can be expanded
in a Fourier series as follows

R(μ,μ0, φ) = R0(μ,μ0) + 2
mmax∑
m=1

Rm(μ,μ0) cos (mφ) (2.4.1)

The coefficients Rm(μ,μ0) can thus be determined by numerically solving the
Ambartsumian’s nonlinear integral equation via a quadrature method with n division
points and weights, which converts the integral equation into a system of n × n
nonlinear algebraic equations. This system is then solved by simple iterations along
with a procedure similar to that developed by Dlugach and Yanovitskij (1974) to
accelerate convergence. The separation of the first-order-scattering procedure is also
used to reduce the required n and improve computational accuracy. The bidirectional
reflection function can be further used to calculate the reflected intensity and hence
the plane albedo

(
rp(μ0)

)
and spherical albedo (rs) as follows

rp(μ0) = 1

π

1∫

0

μdμ

2π∫

0

R(μ,μ0, φ)dφ = 2

1∫

0

R0(μ,μ0)μdμ (2.4.2a)

rs = 2

1∫

0

rp(μ0)μ0dμ0 (2.4.2b)
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Mishchenko et al. (1999) provided a comprehensive description of the numerical
implementation of this algorithm, including the Legendre expansion and Fourier
components of the phase function, iterative solution of theAmbartsumian’s equation,
and numerical integration. Xie et al. (2006) compared the Mishchenko et al. (1999)
technique with the DISORT and adding-doubling methods, and they found that all
three approaches combined with the delta-fit/delta-M treatment can simulate the
bidirectional reflectance of a semi-infinite snow layerwith reasonably good accuracy.
The Mishchenko et al. (1999) model is applicable to a wide range of snow remote
sensing problems.

3 Snow Single-Scattering Property Computation

In Sect. 2, we describe and discuss a number of widely-used snow radiative trans-
fer theories and models. As the required inputs to these radiative transfer calcula-
tions, snow single-scattering/optical properties should be obtained beforehand, at
least including single-scattering albedo, extinction cross-section (or efficiency), and
asymmetry factor (or phase function). The snow single-scattering properties are
generally affected by snow grain size, shape, packing/aggregating, ice refractive
indices, the inclusion of impurities, and radiation wavelength, which show impor-
tant interactive effects. Thus, in this section, we summarize the computation of snow
single-scattering properties that are used for snowpack radiative transfer and albedo
modeling.

3.1 Computational Methods

3.1.1 Mie Theory

One common and accurate approach used to compute optical properties for spheri-
cal particles is Lorenz–Mie–Debye theory (hereafter Mie theory), which calculates
particle single-scattering quantities by solving the fundamental Maxwell equations
for the incident electromagnetic field interacting with particles. Several books and
review papers have nicely described the mathematical details of Mie theory (van de
Hulst 1957; Bohren and Huffman 1983; Liou 2002). Here we briefly introduce the
essence of this theory.

Assuming homogeneous spheres,Mie theory derives the complex scattering (Mie)
coefficients from the particle refractive index, angular functions that depend on
scattering angles, and size parameters (X) defined as:

X = 2πRe

λ
(3.1.1)
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where Re is the particle effective radius and λ is the wavelength. Based on the
scattering (Mie) coefficients and angular functions, the scattering amplitude func-
tions and hence the scattering (Müeller) matrix are further computed. Subsequently,
other particle single-scattering properties are derived, including efficiency factors
of scattering, extinction, backscattering, and radiation pressure. Finally, the single-
scattering albedo, absorption (or extinction) efficiency, and asymmetry factor are
calculated as a function of the preceding efficiency factors. The Mie calculations are
also extended to treat concentric core-shell (coated spherical) particles (e.g., snow
grains coated by liquid water or single aerosol particle mixed in the center of a snow
grain) with similar formulations (Bohren and Huffman 1983). For spherical particles
containing other small components (e.g., small impurity particles mixed inside snow
grains), the Mie theory can still be applied by using an effective refractive index for
the entire particle based on certain mixing rules (Bohren and Huffman 1983), includ-
ing volume mixing of refractive indices and volumetric weighting of other particle
properties (e.g., dielectric constant, Lorentz-Lorenz quantity, and mean dielectric
function obtained from the Bruggeman or Maxwell Garnett effective medium the-
ory). Note that different mixing rules may result in nontrivial differences in the
calculated particle single-scattering properties (Bond et al. 2006). For impurities
externally mixed with (i.e., outside) snow grains, a linear combination of snow and
impurity single-scattering properties weighted by their optical depths are used to
compute the single-scattering properties of impurity-snow external mixtures.

Due to its high computational accuracy, Mie theory has been widely used to
compute snow single-scattering properties (e.g., Wiscombe and Warren 1980; Flan-
ner et al. 2007), particularly the single-scattering albedo, extinction efficiency, and
asymmetry factor required for snow radiative transfer calculations. To account for BC
aerosols mixed internally with (i.e., inside) snow grains, Jacobson (2004) assumed
each snow grain containing one single BC particle in the center using the concen-
tric core-shell structure based on the core-shell Mie theory. But in reality, multiple
BC particles are often randomly mixed inside one snow grains, where the single
inclusion core-shell assumption may be invalid. Flanner et al. (2012) employed Mie
calculations together with the dynamic effective medium approximation (Chýlek
and Srivastava 1983) to produce the effective refractive indices of snow grains con-
taining many small BC particles. However, the effective medium approximation can
only be applied to very small aerosols (e.g., BC rather than dust) mixed inside snow
grains (Bohren 1986). Besides, Mie calculations are limited to spherical particles
only, whereas snow grains are typically nonspherical in the real snowpack (Dom-
iné et al. 2003). To circumvent this limitation, some studies (Grenfell and Warren
1999; Neshyba et al. 2003) have proposed using the “equivalent” spheres that have
the same volume-to-area ratio as the nonspherical ice particles in Mie calculations
to approximately represent the single-scattering properties of nonspherical grains.
Nevertheless, this “equivalent”-sphere approximation may work well in the compu-
tation of snow extinction efficiency and single-scattering albedo but is much less
accurate for snow asymmetry factor (Dang et al. 2016). Thus, some other methods
have been developed to deal with inhomogeneous nonspherical particles (see the
following sub-sections).
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3.1.2 The Geometric-Optics (Ray-Tracing) Theory

Since snow grains typically have large size parameters (>~50) in the solar spectrum,
the lawsof conventional geometric optics (ray-tracing) canbe appliedwith acceptable
accuracy to compute snow single-scattering properties. The geometric-optics calcu-
lation is an asymptotic method that becomes more accurate with increasing particle
size parameters. The basic geometric optics processes include light reflection by
particles and refraction into particles followed by absorption or internal reflection.
Particles with large size parameters also scatter light through diffraction, which is
concentrated in a narrow lobe in the forward direction. In the far-field, the diffracted
component of the scattered light can be approximated by the Fraunhofer diffraction
theory (Born and Wolf 1975). In general, the total particle scattering and absorption
contain the energy equal to that incident on the particle cross-section, while diffrac-
tion contributes to approximately the same amount of energy. Liou (2002) provided
a detailed mathematical description of the geometric-optics theory and associated
derivation.

Briefly, the light diffraction by particles can be quantified according to Babinet’s
principle, which states that the far-field diffraction pattern (Fraunhofer diffraction)
from a circular aperture is the same as that from an opaque disk or sphere of the
same radius. On this basis, the angular intensity function for diffraction analogous
to Mie theory can be derived as a function of particle size parameter but independent
of refractive index. The geometric reflection, refraction, and transmission processes
are solved based on Fresnel theory and Snell’s law, with the amplitude coefficients
as a function of relative refractive indices of the two media and light-beam incident
angles. As a result, the scattered intensities due to reflection and refraction can be
further derived. The light absorption inside particles is also accounted for during
this process (van de Hulst 1980; Liou 2002). Following this, the particle extinc-
tion efficiency, single-scattering albedo, and asymmetry factor are thus obtained.
The geometric-optics calculations can be applied to both spheres and nonspherical
particles such as hexagonal ice crystals (Takano and Liou 1989). The conventional
geometric-optics theory has been used in the AART snow albedo theory (Sect. 2.2.4)
to simplify radiative transfer computations and account for nonspherical snow grains
(Kokhanovsky and Zege 2004).Macke et al. (1996) also applied the geometric-optics
theory (including far-field diffraction approximation) to investigate the effect of ice
crystal shape on single-scattering properties. Räisänen et al. (2015) further used
the Macke et al. (1996) geometric-optics model to develop parameterizations for
snow single-scattering properties affected by snow grain size and shape. Recently,
Malinka (2014) combined the geometric optics and stereological (geometric statis-
tics) approaches for application to porous materials (e.g., snowpack) by assuming
stochastic mixtures of solid materials and air.

The conventional geometric-optics theory has several limitations and shortcom-
ings (Liou 2002), including (1) the requirement of the ray localization principle,
(2) the assumption of equal energy extinction from diffraction and Fresnel rays, (3)
the neglect of the electromagnetic field’s vector property in Fraunhofer diffraction
formulations, and (4) the discontinuous distribution of the scattered energy caused
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by direct calculations of the far-field. Thus, to overcome these shortcomings and
limitations, Yang and Liou (1995, 1996a) developed an improved geometric-optics
approach. The basic idea is that the energy determined from geometric ray-tracing
at the particle surface is collected and mapped to the far-field according to the exact
internal geometric ray-tracing. The conventional geometric-optics method, however,
collects the energy produced by geometric refractions and reflections directly at the
far-field through a prescribed solid angle. In practice, the mapping of the near-field
solution to the far-field can be done in its entirety for the electric field of the illumi-
nated side, while for the shadowed side, the mapping is conducted ray by ray and
the results include the diffraction pattern. This mapping process fully accounts for
phase interferences in the determination of the phase function. Based on the map-
ping process and the energy conservation principle, other single-scattering properties
can be subsequently derived from electromagnetic integral equations. This improved
geometric-optics approach has been widely used to quantify single-scattering prop-
erties of ice crystals with various shapes (e.g., Fu 1996; Bi et al. 2011; Yang et al.
2013; Saito et al. 2019).

3.1.3 The Monte Carlo Photon-Tracing Approach

Wendling et al. (1979) first developed a Monte Carlo method along with the geomet-
ric ray-tracing for hexagonal ice plates and columns. Later, Takano and Liou (1995)
proposed a hit-and-miss Monte Carlo method to trace photons interacting with ice
crystals of complex shapes. Following this work, Liou et al. (2010, 2011) recently
innovated a geometric-optics surface-wave (GOS) approach to deal with inhomo-
geneous particles with irregular shapes, which has been further improved through
several studies (Takano et al. 2013; Liou et al. 2014; He et al. 2015, 2016). This
approach accounts for geometric reflection and refraction, diffraction, and surface
wave components of light processes by explicitly simulating particle structures. Liou
and Yang (2016) gave a detailed summary of the GOS approach and its application.

Briefly, a stochastic procedure is firstly used to construct particle shapes in a 3-D
coordinate system (Liou et al. 2011). Then, the geometric refraction and reflection are
carried out using the hit-and-missMonte Carlo photon tracing technique (Takano and
Liou 1995), followed by a ray-by-ray integration approach (Yang and Liou 1997).
As a result, optical (extinction, absorption, and radiation pressure) cross-sections
and efficiencies of the particle can be determined. Subsequently, the optical effi-
ciencies of randomly oriented particles are calculated based on effective geometric
cross-sections (i.e., photon-number weighted shadowing area on a plane perpen-
dicular to the incident light). Diffraction by randomly oriented particles is further
computed based on Babinet’s principle and effective geometric cross-sections. The
surface-wave component in GOS accounts for the interaction of incident light at
grazing angles near the particle edge and propagating along the particle surface into
shadow areas. Following the complex angular momentum theory (Nussenzveig and
Wiscombe 1980), a surface-wave adjustment factor depending on particle shapes
is derived for the computation of optical efficiencies. Finally, the single-scattering
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albedo and asymmetry factor are calculated from the optical efficiencies and the
phase function.

The accuracy ofGOS calculations has been evaluated for various particle sizes and
shapes by comparingwith laboratorymeasurements and other numerical approaches,
showing reasonably good results (Liou et al. 2010, 2011; Takano et al. 2013; He
et al. 2015, 2016; He 2019b). The GOS approach, which has also been coupled with
the Rayleigh–Gans–Debye approximation for small (<~2) size parameters (Takano
et al. 2013), is applicable to a wide range of particle shapes and sizes (size param-
eters of 0.1–1000) with high computational efficiency. Recently, based on the GOS
approach, Liou et al. (2014) developed a stochastic aerosol-snow albedo model
(SASAM), which explicitly resolves snow grain shape, aerosol-snow mixing state
(internal/external), and aerosol size distribution. The GOS method along with the
SASAM model has been successfully used to quantify the impacts of snow impuri-
ties (He et al. 2018b, 2019a), snow grain size and shape (He et al. 2017b, 2018a),
and grain packing (He et al. 2017a) on snow single-scattering properties and albedo.

3.1.4 Other Methods

In addition to the preceding methods, several other useful approaches have been
developed to compute single-scattering properties of inhomogeneous particles with
complex structures, including the Finite Difference Time Domain (FDTD) method
(Yang and Liou 1995, 1996b), the Discrete Dipole Approximation (DDA) method
(Draine and Flatau 1994), and the T-matrix method (Mishchenko et al. 1996; Mack-
owski 2014). These methods have been applied to relatively small particles such as
aerosols and ice clouds (Yang et al. 2015 and references therein). However, they
are not computationally efficient and/or accurate for application to large particles
(e.g., snow grains) and hence have not been widely used in the snow community.
For example, Liou (2002) showed that the FDTD method can obtain reliable results
with adequate accuracy for particle size parameters less than ~20, while the DDA
method can efficiently compute particle optical properties for size parameters less
than ~20, however, with substantial increases in computational resources for larger
size parameters. Note that the typical size parameter for snow grains in the solar
spectrum is larger than 50–100.

3.2 Snow Single-Scattering Properties

3.2.1 Ice Refractive Index

The refractive index (m(λ) = mre(λ) − i · mim(λ)) is a fundamental physical prop-
erty of ice, which determines snow/ice scattering and absorption abilities and is
required to produce snow single-scattering property calculations. The real part (mre)
of the ice refractive index is related to scattering, while the imaginary part (mim)



Snow Albedo and Radiative Transfer: Theory … 107

determines absorption (α = 4πmim/λ), where α is the pure ice absorption coeffi-
cient. Several early studies have compiled and updated the spectral ice refractive
indices (e.g., Irvine and Pollack 1968; Ray 1972; Wiscombe and Warren 1980; War-
ren 1984), as more accurate measurements became available. Currently, the most
complete, updated, and widely-used compilation of spectral ice refractive indices
based on measurements is from Warren and Brandt (2008) and Picard et al. (2016).
Here we summarize the main features of ice refractive indices in the solar spectrum
based on the Warren and Brandt (2008) database along with the updates from Picard
et al. (2016).

Figure 4 shows the imaginary part (mim) of the spectral ice refractive indices
compiled by Warren and Brandt (2008). The ice absorption is very strong (i.e., large
mim values) at 100–160 nm wavelengths, while there is a steep decrease in mim from
160 nm to 200 nm. The minimum mim (≤2 × 10−11) and hence absorption is in the
range of 200–390 nm, followed by a quick increase in absorption from visible to NIR
wavelengths (~1.4μm). The weak absorption in the visible band determines the high
snow scattering and visible albedo. In the NIR wavelengths, mim and ice absorption
generally tend to increase from 0.7–5.0 μm with some fluctuations. The three peaks
corresponding to strong absorption are around 1.5, 2.0, and 3.0 μm wavelengths,
followed by a small peak at ~4.5 μm. This spectral pattern ofmim largely determines
the spectral pattern of snow single-scattering albedo (Sect. 3.2.3) and asymmetry
factor (Sect. 3.2.4). The real part (mre, Fig. 4) of spectral ice refractive indices is
related to and can be derived frommim based on the Kramers-Kronig relation, which
is further forced to match measurements at some wavelengths. In general, mre has a
near-constant value of ~1.33 in the solar spectrum, expect for extremely strong peak
(up to 1.65) and dip (down to 0.95) values around 3 μm.

However, there are still uncertainties associated with ice refractive indices, partic-
ularly for the imaginary part (mim). For example, the ice absorption is rather weak at
200–600 nm, themeasurement ofwhich is easily affected by factors like impurity and
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Fig. 4 Real and imaginary parts of spectral ice refractive indices in the solar spectrum based on
the Warren and Brandt (2008) database
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bubble contents. Thus, the uncertainty of mim in the UV and visible wavelengths are
up to ~100% (Warren and Brandt 2008). Moreover, a recent study (He et al. 2018c)
found that using the Warren and Brandt (2008) database leads to a slight but consis-
tent snow albedo overestimation at wavelengths less than ~400 nm, which suggests
that the ice refractive indices and hence absorption may be too low. Recent measure-
ments in the Antarctic snow (Picard et al. 2016) showed amuch higher ice absorption
coefficient at these wavelengths than that fromWarren and Brandt (2008), indicating
that the uncertainty in ice visible absorption is probably larger than generally appre-
ciated. The uncertainty of mim at NIR wavelengths (0.7–5.0 μm) is generally small
(<~10%). For the real part (mre), the uncertainty is rather small in the solar spectrum
(Warren and Brandt 2008).

3.2.2 Extinction Efficiency

The extinction efficiency (Qext) is the ratio of extinction cross-section to geometric
cross-section. This quantity is required in radiative transfer computation only when
the snow layer is not optically semi-infinite. For large particles such as snow grains in
the solar spectrum (size parameters larger than~50),Qext has a value of approximately
2 (i.e., geometric-optics limit). However, this geometric-optics limit is not always
accurate, especially for small snow grains at NIR wavelengths, in which case Mie
calculations are preferable. Figure 5 shows the extinction efficiency of snow spheres
with different grain sizes based onMie calculations.Qext is generally a weak function
of wavelength, which is closer to the value of 2 as the grain size increases. Although
Qext departs increasingly from its geometric-optics limit as the wavelength increases,
the difference is still very small (e.g., <6% for snow radii of >50μm). The sharp dips
ofQext at ~3μmwavelength are due to the sharp decrease ofmre to ~1.0 (Fig. 4),where
the Fresnel reflectance at the surface of snow spheres largely vanishes, eliminating the
contribution of reflection to Qext . For nonspherical snow grains, the use of optically

Fig. 5 Spectral extinction
efficiencies for spherical
snow grains with radii of 50,
250, and 1000 μm based on
Mie calculations from
Flanner et al. (2007)
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equivalent (i.e., effective) spheres with the same volume-to-area as their nonspherical
counterparts produces relatively accurateQext values (e.g., Grenfell andWarren 1999;
Neshyba et al. 2003). He et al. (2017b, 2018b) further found that both snow grain
shapes and impurities in snow have negligible (<3%) effects onQext based on explicit
simulations of various grain shapes internally mixed with BC.

Moreover, if assuming spherical snow grains, the optical depth (τ ) of a homoge-
neous snowpack can be calculated based on extinction efficiency as follows

τ = NCext z = 3ρs zQext

4ρice Re
(3.2.1)

where z is the snow layer thickness, N is the number density of snow grains, Re is
the snow grain radius, and Cext is the extinction cross-section. ρs and ρice are the
densities of snow and ice.

3.2.3 Single-Scattering Albedo/Coalbedo

The single-scattering albedo (ω̃, within values of 0–1) is the ratio of scattering effi-
ciency to extinction efficiency, representing the probability that photons intercepted
by the particle will be scattered rather than absorbed. For snow grains, another
related parameter, single-scattering coalbedo (1 − ω̃), is also often used to repre-
sent snow absorption ability. The spectral variation of snow single-scattering albedo
(or coalbedo) largely determines the spectral feature of snow albedo (Wiscombe and
Warren 1980), and can be affected by snow grain size, shape, and impurity content
(Warren 1982; Liou et al. 2014; Räisänen et al. 2015; Dang et al. 2016).

Figure 6 shows the snow single-scattering coalbedo (1 − ω̃) for various grain
sizes and shapes and their relative differences based on the GOS calculations (He
et al. 2017b). In general, the coalbedo increases monotonically from very small val-
ues (<~10−5) at visible wavelengths to values of up to ~0.5 at wavelengths greater
than 1.5 μm, with some fluctuations. This primarily follows the spectral pattern of
the ice imaginary index of refraction (Sect. 3.2.1). The fluctuations at wavelengths
greater than 1.5 μm become smaller for larger snow grain sizes. The upper limit
of coalbedo is about 0.5 instead of 1.0 (Hansen and Travis 1974), suggesting that
scattering will always occur and snow albedo will never be strictly zero. The snow
single-scattering coalbedo tends to increase substantially (by up to one order of
magnitude) as the grain size increases (note the log-scale y-axis in Fig. 6), indicating
much stronger absorption for larger snow grains. This feature has been confirmed by
many studies (Wiscombe and Warren 1980; Flanner et al. 2007). In contrast, non-
spherical grain shapes have relatively small (<20%) effects on snow single-scattering
coalbedo (Fig. 6), which implies that 1− ω̃ is predominantly impacted by snow grain
size instead of grain shape (Jin et al. 2008; Räisänen et al. 2015). Previous studies
(Grenfell and Warren 1999; Neshyba et al. 2003; Dang et al. 2016) also showed
that the equal-volume-to-area representation of different snow grain shapes works
reasonably well for single-scattering albedo.



110 C. He and M. Flanner

Fig. 6 Top row: Spectral single-scattering coalbedos (1 − ω̃) for snow sphere, Koch snowflake,
and hexagonal plate with volume-equivalent sphere radii of 100, 500, and 1000 μm. Bottom row:
The spectral relative ratio of (1 − ω̃) for different snow grain shapes to that for sphere, and hence
sphere (black lines) has a value of 1. Data are obtained from computations by He et al. (2017b)

In addition to grain size and shape, snow single-scattering coalbedo (1 − ω̃) is
also significantly affected by impurities in snow. Figure 7 demonstrates 1 − ω̃ for
snow grains internally mixed with BC aerosols. BC in snow strongly enhances snow
single-scattering coalbedo at wavelengths less than 1.0 μm, with stronger enhance-
ment ratios for higher BC concentrations, whereas the impact is negligible at wave-
lengths greater than 1.0μmdue to the spectral characteristics of BC and snow optical
properties. The enhancement ratio (i.e., the ratio of 1− ω̃ for contaminated snow to
that for pure snow) is a function of BC concentration and is mostly independent of
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Fig. 7 Spectral single-scattering coalbedos for snow spheres internally mixed with different
BC concentrations for snow effective radii of 100, 500, and 1000 μm. Data are obtained from
computations by He et al. (2018c)
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snow grain size and shape (He et al. 2017b). Note that snow grain size and shape
still influence the single-scattering coalbedo of pure snow, and thus BC effects on
the absolute value of the single-scattering coalbedo of contaminated snow can vary
with snow size and shape. As a result, compared to smaller snow grains, larger grains
with a higher 1 − ω̃ will have a stronger increase in the absolute values of 1 − ω̃

when mixed with the same BC concentrations, causing a stronger reduction in snow
albedo (Liou et al. 2014).

For convenient application in snow and climate modeling, Räisänen et al. (2015)
parameterized snow single-scattering coalbedo as a function of snow effective
(volume-to-projected-area-equivalent) radius (including nonspherical grains) and
refractive indices based on the conventional geometric-optics calculations. Recently,
He et al. (2017b, 2018b) further used the GOS method to develop new parameteriza-
tions for snow single-scattering coalbedo by accounting for the effects of both snow
effective grain size and impurities (concentration and size distribution).

3.2.4 Asymmetry Factor and Phase Function

The phase function (p(cos �)), when multiplied by single-scattering albedo, repre-
sents the probability for photons to be scattered from one incident angle to a certain
scattering angle, which is a function of only the scattering phase angle (�) for
spherical particles. The complete phase function is required for radiative transfer
computations of intensity, whereas only the asymmetry factor (g) is required for
computing fluxes. The asymmetry factor is defined as:

g = 1

2

1∫

−1

p(cos �) cos �d cos � (3.2.2)

Figure 8 shows an example of snow asymmetry factors for different grain sizes
and shapes. The asymmetry factor is fairly constant at visible wavelengths but larger

0.7

0.8

0.9

1

Wavelength ( m)

 A
sy

m
m

et
ry

 F
ac

to
r

100 005m 0001m m

0 1.0 2.0 3.0 4.0 5.0 0 1.0 2.0 3.0 4.0 5.0 0 1.0 2.0 3.0 4.0 5.0

Sphere
Hexagonal plate
Koch snowflake



  

Fig. 8 Spectral asymmetry factors for snow sphere, hexagonal plate, and Koch snowflake with
grain effective radii of 100, 500, and 1000 μm. Data are obtained from computations by He et al.
(2018c)
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and more variable at NIR wavelengths. It increases to ~1.0 around 3 μmwavelength
due to the vanishing of Fresnel reflection contributions toQext (Sect. 3.2.2). The sharp
peaks around 1.5 and 2.0 μm correspond to the spectral feature of the ice imaginary
index of refraction (Sect. 3.2.1). In general, larger snow grains tend to have larger
asymmetry factors, particularly atwavelengths greater than 1.0μm(Dang et al. 2016;
He et al. 2017b). For nonspherical snow grains, the use of the equal-volume-to-area
representation is not accurate for asymmetry factor (Dang et al. 2016), in contrast
to the cases of extinction efficiency and single-scattering albedo. He et al. (2017b)
found that nonspherical snow grains tend to have smaller (up to ~20%) asymmetry
factors and hence weaker forward scattering than spherical grains, particularly at
wavelengths less than 3.0 μm, which eventually results in higher albedo for non-
spherical snow grains. Moreover, impurities in snow have negligible effects on snow
asymmetry factors (Liou et al. 2014). The perturbation of light-absorbing impurities
on snow albedo, however, is reduced with lower asymmetry factors, as impurities
deeper in the snow column are exposed to less radiation.

To account for the snow shape effect in radiative transfer and climate models,
Räisänen et al. (2015) developed nonlinear parameterizations for snow asymmetry
factor and phase function depending on effective grain size and refractive index. He
et al. (2017b) further proposed a parameterization to relate snow asymmetry factor to
grain size and shape by extending the Fu (2007) formulation for ice clouds. The He
et al. (2017b) parameterizations for both snowasymmetry factor and single-scattering
coalbedo have been successfully implemented into the widely-used SNICAR model
to account for effects of snow nonsphericity and impurity contamination (He et al.
2018c), which compares well with observations.

4 Snow Albedo Parameterizations

Based on snow radiative transfer schemes (Sect. 2) and single-scattering properties
(Sect. 3), snow albedo can be computed on a physical basis. However, the sophis-
ticated snow radiative transfer calculations sometimes may not be computationally
efficient for intensive climatemodeling tasks. Thus, enormous efforts have beenmade
to develop efficient and accurate parameterizations for snow albedo based on either
rigorous physically-based radiative transfer computations or empirical derivation
frommeasurements. Herewe briefly review several widely-used snow albedo param-
eterizations developed in the past few decades for application in various land and/or
climate models. Note that each of these parameterizations has its own limitations
and uncertainties.
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4.1 Accounting for Snow Grain Properties

Since snow single-scattering properties are directly related to snow grain properties,
including size, shape, packing structure, density, and refractive index, it is straight-
forward to parameterize snow albedo as a function of snow properties. In early
years, based on the two-stream approximation, Bergen (1975) attempted to formu-
late a parameterization of spectral snow albedo

(
rs,λ
)
for an optically semi-infinite

snowpack under diffuse radiation, which can be expressed as:

rs,λ = Ri + β(1 − Ri )
2(1 − Riβ)−1 (4.1.1a)

β =
[
kλ + Ri − (k2λ + 2kλRi

)0.5]
/Ri

where kλ is a wavelength-dependent parameter determined by the ice absorption
coefficient, and Ri is related to snow grain size and snow density. This scheme was
later improved for application to multiple snow layers by Yamazaki et al. (1993)
using a similar method based on the two-stream approximation, and was further
implemented in the NASA GEOS-5 snow model (Yasunari et al. 2011).

On the other hand, Bohren and Barktrom (1974) applied the geometric-optics the-
ory in the limit of small absorption to the analysis of snow single-scattering proper-
ties, and further simplified the radiative transfer solution by assuming a semi-infinite
snowpack and using some other approximations. They finally derived the following
simple spectral snow albedo equation for diffuse radiation at visible wavelengths:

rs,λ = 1 − 5.96
(
κi,λDe

)0.5
(4.1.2)

where κi,λ is the wavelength-dependent absorption coefficient for pure ice, and De

is the mean snow grain diameter. Later, based on the two-stream approximation
for a semi-infinite homogeneous snowpack, Choudhury and Chang (1981) gave the
following simplified equation for diffuse snow albedo (rs):

rs = 1 − 2(1 − ω̃)
0.5

(1 − ω̃g)0.5 + (1 − ω̃)
0.5 (4.1.3a)

ω̃ = 0.5 + 0.5e−1.67κi Re (4.1.3b)

g = 0.87e−2κi Re + 0.97
[
1 − e−2κi Re

]
(4.1.3c)

whereg and ω̃ are the asymmetry factor and single-scattering albedo, respectively,
which are both related to the ice absorption coefficient (κi ) and snow grain radius
(Re). They further derived the following approximate relation between diffuse snow
albedo and grain size following the Bohren and Barktrom (1974) formulation, based
on a coupled atmosphere-snowpack model simulation:
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rs,λ ≈ 0.9517 − 0.1335(Re)
0.5 (4.1.3d)

A number of snow albedo parameterizations have also been proposed particularly
for application in weather and climate models. For example, Brun et al. (1992)
developed a sophisticated snowmodel (CROCUS) for avalanche forecasting with up
to 50 snow layers, which has been coupled with the French ARPEGE climate model.
In the model, snow albedo (rs) is empirically parameterized based on effective grain
diameter (De; unit: m) as follows:

rs =
⎧⎨
⎩
1 − 1.58D0.5

e − 0.2χ/60 0.3 − 0.8 μm
1 − 15.4D0.5

e 0.8 − 1.5 μm
346.3De − 32.31D0.5

e 1.5 − 2.8 μm
(4.1.4)

where χ is the snow-surface age (days), and the snow grain size depends on snow
type. This parameterization has been further updated inCROCUSas follows (Vionnet
et al. 2012):

rs =
⎛
⎝max

(
0.6, rs,m − 
rs,age

)
0.3 − 0.8 μm

max
(
0.3, 0.9 − 15.4D0.5

e

)
0.8 − 1.5 μm

346.3De,s − 32.31D0.5
e,s + 0.88 1.5 − 2.8 μm

(4.1.5a)

rs,m = min
(
0.92, 0.96 − 1.58D0.5

e

)
(4.1.5b)


rs,age = min(1, max(P/P0, 0.5)) × 0.2χ/60 (4.1.5c)

De,s = min(De, 0.0023) (4.1.5d)

where P is the mean pressure, and P0 is the reference pressure (870 hPa).
Greuell and Konzelmann (1994) proposed a density-dependent snow albedo

parameterization in the SOMARS snow/ice model, which represents the albedo (rs)
as follows

rs = rs,i − (ρss − ρi )

(
rs, f s − rs,i
ρ f s − ρi

)
(4.1.6)

where rs,i and rs, f s are the albedos of ice and fresh snow, respectively, while ρi ,
ρss , and ρ f s are the densities of ice, surface snow, and fresh snow, respectively. This
scheme has also been used in other snowmelt and glacier mass balance models (e.g.,
Wright et al. 2007).

More recently, based on the accurateDISORTsnow radiative transfer calculations,
Dang et al. (2015) developed a broadband snow albedo (rs) parameterization as a
function of snow radius under both clear sky and overcast-cloud sky by assuming
spherical grains and a semi-infinite homogeneous snowpack:
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rs(Re) = m0 + m1Rn + m2R
2
n (4.1.7a)

Rn = log10
(
Re/Re,0

)
(4.1.7b)

where Re,0 (= 100 μm) is the reference radius, and mi is the parameterization
coefficient depending on wavelength bands. Their further study (Dang et al. 2016)
proposed a scaling factor ( frs) for correcting albedo of snow spheres in order to
match that of nonspherical grains, which is a function of snow effective size and
aspect ratio (AR):

frs = c1(AR)R2
n + c2(AR)Rn + c3(AR) (4.1.8)

where ci (AR) is the coefficient depending on AR. Their study was mainly based on
the asymmetry factor parameterization formulated by Fu (2007) for nonspherical ice
clouds, which was then used as input to the DISORT model simulation to generate
the database for parameterization development. Following these two studies, He et al.
(2018a) improved the Dang et al. (2015) parameterization using the same formula-
tion (Eq. 4.1.7a, b) but explicitly resolving nonspherical snow shapes based on the
stochastic aerosol-snow albedo model simulations. Thus, a set of updated coefficient
values (mi ) for different snow grain shapes in wavelength bands of several widely-
used land/climate models have been provided by He et al. (2018a). Furthermore, a
recent study (Saito et al. 2019) also extended the same parameterization (Eq. 4.1.7a,
b) by using the similar methodology of He et al. (2018a) but including an ensem-
ble of observed snow shapes and size distributions as well as an adjustment for
two-layer snowpack structures. This provides updated coefficients for more realistic
snow properties.

In addition to grain size and shape, He et al. (2017a) also attempted to account
for snow grain close packing/aggregating and resolved a simplified grain packing
structure in the radiative transfer computation. They found that snow grain packing
can be treated equivalently as an increase of snow effective sizes, and the snow albedo
with close packing

(
rs,cp

)
can be linearly related to that without packing

(
rs,ncp

)
in

a first-order approximation as follows:

rs,cp = b1rs,ncp − b2 (4.1.9)

where bi is the parameterization coefficient depending on the strength of grain pack-
ing. Thus, the grain packing (or a denser snowpack) tends to reduce snow albedo
(Peltoniemi 2007).
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4.2 Accounting for Snow Impurities

Impurities such as BC, dust, and brown carbon can significantly reduce snow albedo.
In addition to conducting rigorous radiative transfer calculations with snow single-
scattering properties modified by the inclusion of impurities (Sect. 3.2), a number of
simplified snow albedo parameterizations have also been developed to account for
impurity effects. For example, Hadley et al. (2010) derived an empirical relationship
between snow albedo reduction

(

rs,BC

)
and BC mass concentration (CBC , ppb) by

fittingpreviousmeasurements and radiative transfermodel results,which is expressed
as:


rs,BC = 0.17 × (CBC)0.83 (4.2.1)

This parameterization, however, may have large uncertainty since the data points
used for fitting were obtained under quite different snow and atmospheric conditions.

Dang et al. (2015) further proposed the following physically-based parameteri-
zation derived from DISORT simulations by combining externally-mixed BC mass
concentration (CBC) and spherical snow grain radius (Re):


rs,BC = 10k1 p
2+k2 p+k3 (4.2.2a)

p = log10
(
[CBC/C0]

[
Re/Re,0

]s)
(4.2.2b)

whereC0 and Re,0 are the reference values, and ki and s are the parameterization coef-
ficients. They also suggested converting dust mass concentration (Cdst , <100 ppm)
to the equivalent BC mass concentration

(
Ceq

BC

)
using the following relation:

Ceq
BC = Cdst/

(
v0 + v1x + v1x

2
)

(4.2.3a)

x = log10(Cdst ) (4.2.3b)

where vi are the parameterization coefficients.
Recently, He et al. (2018a) developed a set of new parameterizations by simul-

taneously accounting for BC-snow internal mixing and nonspherical snow grains,
based on the rigorous stochastic aerosol-snow model simulations. Their formulation
follows an empirical relation derived from laboratory measurements by Hadley and
Kirchstetter (2012) and is expressed as:


rs,BC = d0 × (CBC)k (4.2.4a)

k = d1 × (Re/Re,0
)d2 (4.2.4b)
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where
rs,BC is the BC-induced snow albedo reduction,CBC is the BCmass concen-
tration (ppb), Re,0 and Re are the effective radii of reference and target snow grains,
and di is a coefficient depending on snow shape and wavelengths. This parameteri-
zation works for a semi-infinite homogeneous snowpack. On this basis, Saito et al.
(2019) further extended the parameterization (Eq. 4.2.4a, b) to account for an ensem-
ble of observed snow shapes and size distributions as well as two-layer snowpack
structures, which provides updated coefficients.

Moreover, He et al. (2018b) found that BC size distribution has significant impacts
on the BC-induced snow albedo reduction. Thus, they developed a set of parame-
terizations that include BC size effects for internal mixing with nonspherical snow
grains in a semi-infinite snowpack, which are expressed as:


rs,RBC =
(
RBC

0.05

)pλ

× 
rs,RBC=0.05 (4.2.5a)


rs,poly = cλ × 
rs,mono (4.2.5b)

where 
rs,RBC and 
rs,RBC=0.05 are the BC-induced snow albedo reductions for a
certain BC effective radii (RBC) and a reference RBC (= 0.05 μm), respectively, with
the other conditions unchanged.
rs,poly and
rs,mono are the snow albedo reductions
for polydisperse and monodisperse BC with the same effective radius, respectively,
when the other conditions are the same. pλ and cλ are the wavelength-dependent
coefficients. These relationships are applicable to different snow grain sizes and
shapes as a first-order approximation.

4.3 Accounting for Atmospheric Variables

The environmental conditions (e.g., temperature, surface condition, and solar illu-
mination) could exert external forcing on snowpack properties and albedo evolution.
Thus, many snow albedo parameterizations have been developed to include atmo-
spheric variables. For example, to account for the effect of solar zenith angle, Dick-
inson et al. (1986) proposed an early version of snow albedo parameterization that
accounts for the change of solar zenith angle (θz), which has been implemented in the
Biosphere-Atmosphere Transfer Scheme (BATS). The snow albedo is parameterized
as:

rs,vis/N I R = rs,d,vis/N I R + max

[
0, 0.4

(
1 − rs,d,vis/N I R

b

)(
b + 1

1 + 2b cos θz
− 1

)]

(4.3.1a)

rs,d,vis/N I R = (1 − Cvis/N I R Fage
)
rs,0,vis/N I R (4.3.1b)



118 C. He and M. Flanner

where rs,d,vis/N I R is the diffuse snow albedo for θz < 60◦ at visible or NIR bands,
and rs,0,vis/N I R is the prescribed fresh snow albedo for θz < 60◦ at visible (0.95)
or NIR (0.65) bands. b is a tunable parameter (often set to 2), and Fage is a tunable
factor for snow aging effects due to grain growth, snowmelting, and impurities. This
albedo scheme was also used in the NCAR Community Land Model (CLM) version
3 (Oleson et al. 2004).

Later, Marshall (1989) found that the effect of solar zenith angle on snow albedo
can be equivalently represented by altering snow grain size. Thus, based on the
piecewise curve fitting of theoretical snow model results (Wiscombe and Warren
1980), they developed the following equation to adjust snow grain radius (Re) based
on solar zenith angle (θz):

R′
e = Re

[
1 + a(cos θz − 0.65)

]2
(4.3.2)

where a is a wavelength-dependent coefficient (0.781 for visible, 0.791 for NIR, and
0.786 for the whole solar wavelengths). They further proposed parameterizations to
include the impacts of impurities and finite snow depth, which, however, rely heavily
on look-up tables. Following the Marshall (1989) work, Marks and Dozier (1992)
proposed a more direct relation between snow albedo (rs) and solar zenith angle (θz)

as follows

rs,vis = rs,max,vis − kvis,1R
0.5
e + kvis,2R

0.5
e (1 − cos θz) (4.3.3a)

rs,N I R = rs,max,N I R exp
(
kN I R,1R

0.5
e

)+ (kN I R,2R
0.5
e + kN I R,3

)
(1 − cos θz)

(4.3.3b)

where k is a coefficient for visible or NIR bands, Re is the snow grain radius, and
rs,max is the snow albedo at θz = 0◦. This parameterization has been implemented in
the SNTHERM.ver4 snow model. This albedo scheme was further used by Melloh
et al. (2002) for snowpack under canopy, with improvements through an albedo
correction for thin snow layers achieved by matching with two-streammodel results.
Yasunari et al. (2011) also used this scheme to include solar zenith angle effects in
the GEOS-5 snow model.

Recently, Saito et al. (2019) proposed a parameterization to correct snow albedo
based on solar zenith angle (θz). They empirically fitted the snow albedo results from
rigorous radiative transfer modeling, and found the following relation:


rs,θ = (s1 + s2 · r s3s,0
)(1 − cos θz

1 + cos θz

)s0

(4.3.4)

where 
rs,θ is the change of direct-beam snow albedo due to non-zero θz compared
to the snow albedo

(
rs,0
)
with θz = 0. rs,0 also includes impurity effects. si is the

wavelength-dependent coefficient for one- or two-layer snowpack.
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In addition, several useful parameterizations have been proposed to account for the
effects of surface temperature and/or snow aging (time) on albedo. In the UK Mete-
orological Office (UKMO) climate model, a snow-free albedo

(
rs,0
)
and a cold deep

snow albedo
(
rs,cds

)
are specified, with the effective snow albedo (rs) parameterized

as (Essery et al. 1999):

rs =
{
rs,cds Ts ≤ −2 ◦C
rs,cds − 0.15

(
rs,cds − rs,0

)
(Ts + 2) Ts > −2 ◦C

(4.3.5)

where Ts is the surface temperature. Similar parameterizations with the linear tem-
perature dependence are also used in the ECHAM5 climate model (Roeckner et al.
2003).

In the Interaction between Soil, Biosphere and Atmosphere (ISBA) land surface
model (Douville et al. 1995) and the InstitutoNacional deMeteorologia (INM)model
(Fernandez 1998), the snow albedo (rs) is parameterized as a function of snow age
(χ) that is prescribed according to different snow conditions. For cold (non-melting)
snow, it is a linear time-decay relation:

rs(t + 
t) = rs(t) − 
t/χ1 (4.3.6a)

For melting snow, it is an exponential time-decay relation:

rs(t + 
t) = [rs(t) − rs,min
]
e−
t/χ2 + rs,min (4.3.6b)

where χ1 and χ2 are tunable decay time scales (snow age), and rs,min is 0.5. The
fresh snow albedo is prescribed as 0.85, and the snow albedo is refreshed to fresh
albedo with 10 mm snow water equivalent of snowfall. The same treatment was
also included in the ECMWF model (Pirazzini 2009). Similar time-dependent snow
albedo parameterizations have also been used in the Canadian Land Surface Scheme
(CLASS) (Verseghy 1991), where the albedo (rs) is expressed as

rs(t + 
t) = [rs(t) − rs,min
]
e−k
t + rs,min (4.3.7)

where k is a decay coefficient (0.01 h−1). For snowpack with >0.5 cm fresh snowfall,
rs(t) is reset to 0.84 (fresh snow albedo), while rs,min is set to 0.70 and 0.50 for
dry and melting snow, respectively. Sun et al. (1999) further combined these for-
mulations for snow albedo calculations in a simple snow-atmosphere-soil transfer
(SAST)model, with the exponential albedo decay relation (Eq. 4.3.6b) for deep snow
cover and the linear albedo decay (Eq. 4.3.6a) for shallowmelting and dry snow. The
preceding empirical time/temperature-dependent parameterizations are intended to
include the combined effects of many snow aging processes, including metamor-
phism and evolution of grain size, snow depth, impurity content, and atmospheric
conditions.
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To account for cloud cover effects that change the ratio of diffuse-to-direct
radiation, Greuell and Konzelmann (1994) proposed a linear relationship between
clear-sky and cloudy-sky snow albedos as follows:

rs,cloud = rs,clear + 0.05(nc − 0.5) (4.3.8)

where nc is the cloud cover.
Moreover, Gardner and Sharp (2010) recently developed a physically-based

parameterization to relate broadband snow albedo to many snowpack and atmo-
spheric variables, including specific surface area of snow spheres, snow depth,
BC concentration (external mixing), solar zenith angle, and cloud optical depth,
based on a coupled DISORT atmosphere-snow radiative transfer model. For pure
snow, the albedo

(
rs,0
)
is a function of snow grain specific surface area (S; within

0.07–1300 cm2 g−1) as follows:

rs,0 = 1.48 − S−0.07 (4.3.9)

Further accounting for impurities, the change
(

rs,c

)
in snow albedo is affected

by BC mass concentration (CBC ; within 0–2 ppmw) as follows:


rs,c = max

(
0.04 − rs,0,

−C0.55
BC

0.16 + 0.6S0.5 + 1.8C0.6
BC S

−0.25

)
(4.3.10a)

Further accounting for solar zenith angle (θz), the change
(

rs,θ

)
in snow albedo

is expressed as:


rs,θ = 0.53rs,0
(
1 − rs,0 − 
rs,c

)
(1 − cos θz)

1.2 (4.3.10b)

Further accounting for cloud cover, the change
(

rs,τ

)
in snow albedo can be

expressed as a function of cloud optical depth (τ ; within 0–30) as follows:


rs,τ = 0.1τ
(
rs,0 + 
rs,c

)1.3
(1 + 1.5τ )rs,0

(4.3.10c)

The resulting broadband albedo (rs) for a homogeneous semi-infinite snowpack
by accounting for all the preceding factors is:

rs = rs,0 + 
rs,c + 
rs,θ + 
rs,τ (4.3.10d)

When considering a finite snow layer with depth z (m), a further correction can be
made by replacing the 
rs,c in Eq. (4.3.10a–d) with the new 
r ′

s,c in the following:


r ′
s,c = (rbtms,c − r tops,0

)+ A
(
r tops,c − rbtms,c

)
(4.3.11a)
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rs,c = rs,0 + 
rs,c (4.3.11b)

A = min
(
1, 2.1z1.35(1−r tops,0 )−0.1Ctop

BC−0.13
)

(4.3.11c)

This comprehensive snow albedo parameterization was designed for climate
modeling applications.

5 Summary, Challenges, and Future Directions

This chapter gave a critical review of the commonly-used snow radiative transfer
and albedo theories, models, and parameterizations in the solar spectrum. Overall,
there have been significant advances in both scientific understanding and technical
methods/theories for solving snow albedo and radiative transfer problems in the past
decades, with much progress in model developments with different applications.

For snow radiative transfer (Sect. 2), we firstly introduced the basic formula-
tion of the problem (Sect. 2.1), followed by several important radiative transfer
theories that have been used to solve the problems for snow on land (uniformly
refractive layered media) (Sect. 2.2), including the discrete ordinate radiative trans-
fer (DISORT) theory, the adding-doubling method, the two-stream approximation,
and the approximate asymptotic radiative transfer (AART) theory. We also sum-
marized the methods applied to snow on ice (non-uniformly refractive layered
media) (Sect. 2.3) and particularly emphasized their differences from those used for
snow on land, including the extended DISORT theory, the delta-Eddington adding-
doubling method, the delta-four-stream approximation, and the backward Monte
Carlo method. There are also many other theories and models such as the physically-
based snow albedomodel (PBSAM),microstructure-based photon-tracking radiative
transfer model, the transport-approximation model, and the bidirectional-reflectance
model, which were briefly reviewed too (Sect. 2.4). As the necessary inputs for
snow radiative transfer modeling, snow single-scattering properties (Sect. 3) and
associated computational methods (Sect. 3.1) were also summarized in this chapter,
including Mie theory, the geometric-optics method, and the Monte Carlo photon-
tracing approach. The major spectral features of snow single-scattering properties,
such as ice refractive index, extinction efficiency, asymmetry factor, and single-
scattering albedo/coalbedo, were discussed (Sect. 3.2) particularly focusing on the
effects of snow grain size, grain shape, and impurity. Finally, we briefly reviewed the
commonly-used snow albedo parameterizations developed for application inweather
and climatemodeling (Sect. 4), which account for the effects of snow grain properties
(Sect. 4.1), snow impurities (Sect. 4.2), and atmospheric conditions (Sect. 4.3).
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However, there are still a number of challenges and scientific questions associated
with snow radiative transfer and albedo computations, hindering accurate estimates
of snowpack evolution and hence its interactions with land, atmosphere, and ocean
components in weather and climatemodels as well as snow remote sensing retrievals.
To facilitate future studies, the following important topics and directions are worth
exploring.

(1) Snow aging/metamorphism plays a key role in changing snowpack proper-
ties (e.g., grain size, grain shape, density/compaction, and depth) and hence
snow albedo through vapor diffusion and melting/refreezing processes (Flan-
ner and Zender 2006). Nevertheless, some models still treat snow radiative
transfer and/or albedo calculations separately from the evolution of snow prop-
erties (e.g., snow aging/metamorphism), including the widely-used BATS and
CLASS schemes embedded in the WRF/Noah-MP model, leading to an incon-
sistent treatment of snowpack evolution. A full and self-consistent coupling
of the two components is necessary to precisely simulate snowpack mass and
energy changes. Besides, during snow aging/metamorphism processes, snow-
pack becomesmore compact, resulting in closely-packed snow grain aggregates
(i.e., densely-packed particle media), which may alter the snow optical proper-
ties and radiative transfer processes (Kokhanovsky andZege2004).Recently,He
et al. (2017a) gave an attempt to explicitly resolve the closely-packed snowstruc-
ture by constructing a packed cubic aggregate consisting of many snow grains
based on the stochastic aerosol-snow albedo model (Liou et al. 2014). More
realistic treatments of close-packing snow structures and future investigation of
its radiative effects will be beneficial.

(2) The interactions between snow and canopy, such as snow interception by canopy
and canopy shading effects on surface snow albedo, are critical to surface
temperature and subsequent hydrological predictions as well as responses to
regional climate (Melloh et al. 2002; Thackeray et al. 2014). Improved model
treatments of the coupled snow-canopy-radiation system may largely remove
the surface albedo biases in current climate models (Thackeray et al. 2015).
Recent studies (Seyednasrollah et al. 2013; Seyednasrollah and Kumar 2014)
have developed a physically-based forest radiation model to quantify solar radi-
ation on the snow-covered forest ground, which is a valuable attempt to better
resolve the canopy shading effect on snowpack solar radiation.

(3) The large-scale topographic effect of snow surface (e.g., snow-covered moun-
tains) could play a critical role in determining snow radiative energy balance.
Previous radiative transfer calculations only assumed parallel planes in models,
which may not be applicable over mountains. Due to the intricacy of spatial ori-
entation and inhomogeneous features of mountain topography and the complex
interaction of direct and diffuse radiation with mountain surfaces, it is challeng-
ing to quantify topography-radiation interactions and effects, which has not
been accounted for in most snow and land models. Recent studies (Lee et al.
2013, 2015) have developed a 3D radiative parameterization to quantify the
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snow-topography-radiation interactions for application in weather and climate
models, which provides the basis for future model improvements.

(4) In addition to the large-scale topography, the small-scale roughness of a snow-
pack surface is also important (e.g., Warren et al. 1998; Zhuravleva and
Kokhanovsky 2011; Lhermitte et al. 2014). Compared to a flat/smooth surface,
a rough surface can lead to additional multiple surface scattering and hence
higher probabilities for snow absorption (i.e., “trapping” effect of photons),
which further reduces snow albedo. However, the majority of snow models do
not include orwell represent the snowpack surface roughness/irregularity effect.
More measurements and physical understanding are required for developing
realistic parameterizations in models to account for this effect.

(5) Moreover, the micro-scale structure of each individual snow grain can also
change the snow single-scattering properties and hence snow albedo calcu-
lations. For example, the rough surface of individual ice crystal can alter its
interaction with light beams and therefore its optical properties (e.g., Yang and
Liou 1998; Fu 2007), though particle roughness has not been accounted for
in most snow radiative transfer and albedo models. Furthermore, snow grains
may also contain air bubbles (more common in glacier/sea ice), which can
affect scattering within snow grains via air-ice interfaces. But only very few
studies (e.g., Gardner and Sharp 2010) included this factor in snow albedo cal-
culations. An assessment of this factor’s impact is needed in future research.
Another potentially important micro-scale factor is liquid water in snowpack
during snow melting, which could change snow optical properties and/or radia-
tive transfer treatments by covering snow grain surfaces and/or filling in voids
between snow grains (Gardner and Sharp 2010). Green et al. (2002) assumed
liquid water either to be separate spheres interspersed with snow grains or to
be coatings on snow grains, and found significant impacts of liquid water on
reflectance spectra of melting snow. Nevertheless, this effect is not considered
in the majority of snow radiative transfer models and requires more attention.

(6) For snow impurity effects, there aremany advances in the past decade in simulat-
ing aerosol-snow-radiation interactions, for example, from aerosols externally
mixedwith snow spheres (e.g.,Warren andWiscombe 1980; Flanner et al. 2007)
to aerosols internally mixed with nonspherical snow grains (e.g., Flanner et al.
2012; Dang et al. 2016; He et al. 2017b, 2018a). However, this progress has
largely focused on BC aerosols. A further quantification of dust-snow internal
mixing is needed, since dust aerosols are efficient ice nuclei and could be mixed
inside snow grains. He et al. (2019a) recently made the first attempt to simulate
and parameterize the effects of dust internally mixed with nonspherical snow
grains. Besides, large uncertainties still exist in simulating snow albedo reduc-
tion by brown carbon (Zhou et al. 2019) and algae (Cook et al. 2017), because
of the large uncertainties in single-scattering properties of brown carbon and
algae, which are significantly affected by their composition. More measure-
ments are required to produce a reliable optical property database for these
light-absorbing impurities, while an efficient way to properly incorporate these
properties in snow models needs to be developed.
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(7) Finally, there are limitations and uncertainties in every snow albedo parameter-
ization. Due to the strong snow albedo feedback (Qu and Hall 2006; Flanner
et al. 2011), it is imperative to assess the uncertainties associated with snow
albedo schemes in different models and their contributions to biases of other
variables/phenomena (e.g., snowmelt, glacier retreat, runoff, surface tempera-
ture, polar amplification, and regional/global warming) in weather forecasts and
climate model projection.
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See Table 2.
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Table 2 Key parameters and their physical meanings used in this chapter

Parameter Physical meaning

I Radiation intensity

F0 Direct-beam solar flux

F Diffuse flux

μ Cosine of zenith angle

θz Solar zenith angle

φ Azimuthal angle

� scattering angle

p(·) Phase function

τ Optical depth

ω̃ Single-scattering albedo

g Asymmetry factor

Pl Legendre polynomials

gl Legendre expansion coefficient

R Reflection/reflectance function

T Transmission function

rs Spherical/white-sky/diffuse albedo

rp Plane/black-sky/direct albedo

κabs Absorption coefficient

κext Extinction coefficient

κsca Scattering coefficient

Qsca Scattering efficiency

Qabs Absorption efficiency

Qext Extinction efficiency

Cext Extinction cross-section

λ Wavelength

B Absorption enhancement parameter

α ice absorption coefficient/absorptivity

βa Single-scattering coalbedo (i.e., one minus single-scattering albedo)

X Size parameter

Re Particle effective radius

De Particle effective diameter

ρ Density

χ Snow age

mim Imaginary part of refractive indices

mre Real part of refractive indices
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Spectral Reflectance of Soil

Jerzy Cierniewski

1 Introduction

The reflectance spectra of soils in the visible and near infrared (VNIR) and shortwave
infrared (SWIR) contain information on mineral groups, organic matter and soil tex-
ture. The spectra collected by airborne hyperspectral scanners were corrected for the
influence of the atmosphere and the non-Lambertian behavior of soil surfaces whose
real roughness formed is by agricultural tools; this made it possible to determine the
content of soil organic carbon, calcium carbonate and textural clay with an accuracy
expressed by a coefficient of determination (R2) of 60–75% (Schwanghart and Jarmer
2011; Gomez et al. 2008a, b; Selige et al. 2006). The same soils’ spectra obtained
in the laboratory on air-dried, smooth soil samples using a spectroradiometer with a
contact-probe sensor show a higher overall reflectance (mainly due to the effect of
their roughness having been minimized) and this allowed the contents of the above
mentioned components to be determined with an R2 of about 10–20% higher. Quan-
titative soil properties in both of the above situations were obtained by multivariate
linear regression analysis of the reflectance spectra with respect to such chemical and
physical data, using, for example, partial-square regression, spline signal regression
and support vector machine (Selige et al. 2006; Stevens et al. 2010). As part of a
research project aimed at quantifying the annual dynamics of shortwave radiation
reflected from arable lands on a global scale taking into account their roughness,
the soil spectra obtained in the laboratory were also used to predict the variation
of the diurnal broadband blue-sky albedo of soils (α) in clear-sky conditions. This
variation allows for more precise calculation of the average diurnal α values of soils
and, on this basis, also of their average α values over longer periods of several days,
a month, a season or a year. It can be useful for modeling the climate on a global
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scale, which in light of the statement of Sellers et al. (1995) require α values with an
accuracy of better than ±2%. The laboratory reflectance spectra of geo-referenced
topsoil samples, which are stored together with the chemical and physical attributes
of these samples in soil spectral libraries (SSL) on national and continental scales,
were used in this project. The example of this project shows that information coded
in the soil spectra collected in the Global SSL not only “can be associated to land
cover and its global geographic distribution, which may acting as a surrogate for
global climate variability” (Viscarra Rossel et al. 2016), but can also be directly used
for quantification dynamics of shortwave radiation reflected from one of the Earth’s
land surface components—bare arable lands. Although bare arable soils occur in
relatively short periods on these conventionally cultivated lands (Cierniewski et al.
2018c; Cierniewski and Ceglarek 2018), due to their large total surface they can sig-
nificantly affect the energy transfer between them and the atmosphere (expressed by
their α), depending on their spectral reflectance properties, including their roughness
formed by agricultural tools. Smoothing rough arable lands that have previously been
deeply plowed with, for example, a smoothing harrow increases their α, resulting in
a lower amount of shortwave radiation being absorbed by their surface layer. Those
surfaces emit less long-wave radiation, leading to a reduction in their temperature,
which can modify the Earth’s climate (Desjardins 2009; Farmer and Cook 2013).

2 Reflectance Spectra

The proportions between amounts of radiant flux of electromagnetic radiation in
specific wavelength (λ) incident on an object that are reflected from its surface
(ρλ), absorbed by the surface and transmitted by the surface vary relative to the
wavelength in a way that is particular to each of Earth object (Lillesand et al. 2004).
The reflectance has a directional character and as such depends on the direction of
surface illumination and of its observation by a sensor. The reflectance spectrum of
an object in the optical domain (0.35–2.5 μm) is the collection of the ρ�,λ values
describing the ratio of the reflected radiant flux from its surface (L) into solid angle
(�) to the radiant flux incident on its surface (E) into � for a specific λ (Palmer
1982):

ρ�,λ = L�,λ

E�,λ

(1)

Each object has a specific spectrum, which can distinguish the object from others,
identify it and determine its properties. The higher the number of spectral bands and
the narrower the ranges that are taken into account, the more accurate this identifica-
tion will be. The significant technological advances that have occurred over the past
30 years in the construction of spectrometers and radiometers working in visible and
near infrared (VNIR: 0.35–1.1 μm) and shortwave infrared (SWIR: 1.1–2.5 μm),
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enabled the development of remote sensing methods for identification of Earth’s
objects and their properties using the spectra measured by these instruments.

2.1 Factors Affecting Soil Reflectance Spectra

Soil is the medium for plant growth, and a habitat for many insects and other organ-
isms. It provides us food, fuel and fibers. It acts as a system for carbon storage and
filtration of surface water and regulates the emissions of greenhouse gases, and thus
affects the Earth’s climate. Soil degradation and increasing urbanization disturb the
agro-ecological balance (Viscarra Rossel et al. 2016). In order to manage soils in a
sustainable manner (UN Sustainable Development Knowledge 2015) and thus pre-
serve them for future generations, it is important to have a deeper understanding of
the processes and function they perform. As a natural body of Earth material, soil
consists of minerals and organic substances. These constituents have an influence on
the soil’s spectral reflectance pattern. Nearly all optical shortwave radiation incident
on soil surfaces is either absorbed or reflected, and only a little part is transmitted.
Strong absorption of the radiation ismainly caused by the solid phase of soils consist-
ing of opaque mineral particles covered with soil organic matter (SOM) in its various
stages of decomposition, as well as the soil liquid phase that consists of water and
dissolved ions in various amounts. Soil pores not filled with the liquid phase are filled
with soil air, constituting the gas phase, i.e. soil air of similar composition to that
of atmospheric air but with varying concentrations of oxygen and carbon dioxide
depending on the biochemical activity at the root zone. The pores filled with soil air
can act as specific optical fibers, having their origin on soil surfaces and ending at
a depth of 1–10 mm (Mikhajlova and Orlov 1986). Shortwave radiation is mostly
absorbed in such a thin layer of soils, usually in the horizon of SOM accumulation.

The shape and overall level of soil spectra in the solar reflective radiation range is
the result of the physical process of light scattering in the VNIR region, depending on
the size of soil particles, and their shape and distribution in soil materials (Ben-Dor
et al. 1999). Soil components such as iron oxides or organic matter determine the
slope of the spectra at the wide wavelength range lower than 1.0 μm. The chemical
processes associated with the absorption of light by soil components are revealed
in the narrow ranges of the SWIR region of soil spectra. The presence of water
molecules contained in the soil in the form of hygroscopic water is clearly visible
around 1.4 and 1.9 m, and for example, clay minerals and calcite around 2.2 and
2.3 m (Ben-Dor 2002).

2.1.1 Soil Organic Matter

The spectral reflectance level of soils in the VNIR region decreases as their SOM
content increases. If the SOM content is lower than 2%, a small increase results in
a strong decrease in the reflectance of such soils (Al-Abbas et al. 1972; Fedchenko
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1982). More and more fragments of usually bright mineral particles in such soils are
covered by dark SOM; hence the reflectance of these soils is less and less similar to
that of their parent material. A growth in the amount of SOM from 2 to 4% results in
a further increase in the surrounding of the parent material particles by SOM. If the
last of these particles are completely surrounded by SOM, and this occurs at an SOM
content of about 5–6%, a further increase in its content very slightly decreases the
reflectance of soils. The minimum of this reflectance is observed for soils with SOM
content of about 10–12% (Swain 1978; Latz et al. 1984). Vinogradov (1981), Orlov
and Sukhanova (1983) and Baumgardner et al. (1986) described the relation between
the SOMof soils and their reflectance in theVNIR using an exponential function. The
reflectance level of bare soils also depends on the quality of SOM, resulting from the
proportion of the two main fractions of humus compounds, humic and fulvic acids
(Obukhov and Orlov 1964; Białousz and Girard 1978; Bauer et al. 1981; Vinogradov
1981; Mikhajlova and Orlov 1986). Humic acids absorb more visible radiation than
do fulvic acids: the latter reflect from 1.5 to 2 times more radiation in the range of
blue waves and from 3 to 4 times more in the range of green and red waves (Obukhov
and Orlov 1964). The differentiation in the reflectance of these fractions of humus
compounds is explained by the difference in their molecular structure. Molecules of
humic acids have a spatially more complicated structure than fulvic acids, so that
they are optically denser and thus absorb more shortwave radiation (Kononova 1956,
1963). The higher the proportion of humic acid to fulvic acid in SOM (expressing
the SOM quality) and the higher the SOM content, the lower the spectral reflectance
of bare soils. The relations between the spectral reflectance of soils and their SOM
content were determined on the basis of soil samples of various SOM qualities.
Thus, the wavelength ranges for which these relations were closest were found in
different wavelength ranges. Al-Abbas et al. (1972), Vinogradov (1981), Mikhajlova
and Orlov (1986) defined this range for orange and red waves (between 0.6 and
0.75 μm), while Henderson et al. (1992) defined it for the wider range from blue to
red wavelength (0.43–0.69 μm). Close relations between SOM and soil reflectance
level was also found in the SWIR region. Dalal and Henry (1986) determined it
between 1.7 and 2.05 μm, and Morra et al. (1991) between 1.73 and 2.43 μm.

Another course of the relationship between the spectral reflectance level of soils
and their SOM content has been observed in peat soils with different levels of organic
matter decomposition. With the progress of decomposition of peat materials from
fibric through hemic to sapric, a pronounced decrease in the spectral reflectance
of such materials was observed (Baumgardner et al. 1986). Mikhajlova and Orlov
(1986) reported a minimum of this reflectance for peat material with an SOM content
of 60–80%, which corresponds to sapric material.

2.1.2 Iron Oxides

Among the iron compounds, iron oxides in the form of non-aluminosilicate minerals
such as goethite and hematite, aswell as poorly crystallized and amorphous forms that
surround the mineral soil particles, have the strongest effects on spectral reflectance
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of soils in VNIR (Karmanova 1981; Mikhajlova and Orlov 1986). The content of
iron oxides in soils reduces their spectral reflectance mainly in the yellow and red
waves range from 0.52 to 0.62 μm (Obukhov and Orlov 1964; Krishna Murti and
Satyanarayana 1971; White 1971). However, this reduction has a selective character
(Cipra et al. 1971). It is observed in the yellow waves for strongly hydrated oxides,
among which goethite dominates, and in the red waves for less hydrated oxides,
where hematite has the largest share. Other absorption bands occur around 0.7 and
0.87μm (Stoner et al. 1980), and there is additional absorption in the middle infrared
wavelengths (Hunt and Salisbury 1970; Mulders 1987).

2.1.3 Calcium Carbonates

Clark et al. (2003) found that calcium carbonate (CaCO3) most strongly absorbs
shortwave radiation at wavelengths of 2.21 and 2.35 μm (2008). CaCO3 differently
affects the spectral reflectance of soils in laboratory conditions than in field condi-
tions. In the laboratory, the higher the CaCO3 content in the soil samples with dis-
turbed aggregates, the higher their reflectance (Lagacherie et al. 2008). Cierniewski
andKuśnierek (2010) reported that this relationship in laboratory conditions is almost
directly proportional in the spectral region above 1 μm. Bialousz (1978) found that
the relation in field conditions becomes directly proportional if the CaCO3 content
is higher than 20%. If the content is lower than this value, this relation is inversely
proportional and indirect. This author explained that CaCO3 is conducive to the for-
mation of soil aggregates. These aggregates increase the surface roughness of the
soil, thus reducing of soil reflectance despite the high spectral reflectance of this sub-
stance. CaCO3 promotes the formation and accumulation of permanent connections
between humus compounds, iron oxides and clay fraction.

2.1.4 Moisture of Soil Surface

Generally, a decrease in the moisture of the soil surface causes an increase in the
overall level of their reflectance spectra (Idso et al. 1975; Baumgardner et al. 1986;
Music and Pelletier 1986). The darkening of a moist soil in VNIR, where water
absorption isminimal, ismainly due to the increased probability of the light scattering
forward, deeper into the depth, which increases multiply scattering, increases the
probability of absorption and decreases the reflectance of the soil (Twomey et al.
1986; Lekner and Dorf 1988; Philpot 2010). The tendency for increased scattering
of such soil is further increased by the presence of air–water boundaries in the soil
pore spaces. If the soil water content (SWC) decreases from the state of full saturation
(FS) to the state of field capacity (FC), the level of soil spectral reflectance does not
change (Tolchelnikov 1974; Vinogradov 1983) or decreases slightly (Cierniewski
1988, 1993). The increase in the level of the soil spectra is most pronounced if
SWC decreases from FC to the state of maximum hygroscopicity (MH) (Bowers
and Smith 1972; Tolchelnikov 1974). If SWC continues to decline to the absolutely
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dry state (AD), the reflectance level increases slightly (Vinogradov 1976, 1983) or is
unnoticeable (Tolchelnikov 1974; Cierniewski 1985, 1988; Cierniewski et al. 1988).
The aforementioned soil moisture states, depending on their texture, correspond to
different SMC values expressed as the proportion mass of water to mass of dry soil.
For example, sand and clay get MH at SMC of about 1%, and 6%, respectively
(Vinogradov 1983). However, the same materials obtain FC at SMC of around 5 and
22%. Such different courses of dependence between the spectral reflectance level of
soils and their moisture in these three SWC ranges are explained by the dissimilarity
between the water forms that occur there. In the SWC range from FS to FC there is
gravitational water. In the range from FC toMH there is capillary water in fine pores,
and in the range from MH to AD there is only chemically combined water, water in
the form of vapor and hygroscopic water.

Moisture of the soil surface is the most dynamically changing factor determining
the overall level of reflectance spectra of soils in field conditions (Milfred and Kiefer
2010). It is observed especially in the summer when the surface layer of soils quickly
achieves a state of air-dried soil (Andronikov 1979). The increase in soil spectral
reflectance is more noticeable for light-colored soils with a lower SOM content than
for dark-colored soils with a higher such content (Białousz and Girard 1978; Evans
1979; Mikhajlova and Orlov 1986).

2.1.5 Soil Surface Roughness

Soil Surface Roughness in the Laboratory

The property of soils that is unchanged over time is the particle size of their mineral
fraction. Investigation of the effect of this size on the level of spectral reflectance
in the laboratory on samples with natural structure having been destroyed shows
clearly that their reflectance decreases with the increase in the diameter of soil par-
ticles. Bowers and Hanks (1965) analyzed fractionated soil material with particle
diameters from 0.02 mm to 2.65 mm and determined that this relationship could be
described using the exponential function, which represents the sharpest decline in the
reflectance in the range of the diameters from 0.02mm to 0.4mm. This regularity was
also confirmed by studies conducted by Piech andWalker (1974), who analyzed it in
the VNIR range on seven loamy soil fractions separated on sieves with mesh diam-
eters from 0.62 to 2 mm. Gerbermann and Weber (1979), investigated the spectral
reflectance of soil samples prepared as mixtures from the clay and sandy fractions,
and found that it is directly proportional to the content of their sandy fraction.

Soil samples with destroyed aggregates sieved through a 2-mm sieve are prepared
to measure soil reflectance spectra in laboratory conditions in order to determine the
soil texture and the content of such soil components as soil organic carbon (SOC),
iron oxides and calcium carbonates (Ben-Dor et al. 2015). In order to minimize
the impact of surface irregularities in these samples, receptors recording diffusion
reflectance are most commonly used, such as for example a High-Brite Muglight
receptor. Quantitative data on the properties of the investigated soils are extracted
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from their reflectance spectra using multivariate linear regression analysis of the
spectra against the chemical and physical data through several methods, such as
for example partial squares regression (PLSR), spline signal regressions (PSR) and
support vector machine (SVM) (Selige et al. 2006; Stevens et al. 2013). The pro-
portion of sand and clay and the content of CaCO3 and SOC can be determined in
this way with the correctness expressed by coefficient of determination (R2) reach-
ing 0.85–0.95 (Selige et al. 2006; Gomez et al. 2008a, b; Schwanghart and Jarmer
2011). The correctness of these components in field conditions with a much greater
natural roughness using airborne hyperspectral scanners shows a lower correctness
of about 20% due to the influence of the atmosphere and the position of the sun and
the direction of observation of studied soil surfaces.

Soil Surface Roughness in the Field

The influence of soil particle size on the spectral reflectance level of soils is usually
almost imperceptible compared to the considerably stronger impact of their surface
roughness caused by the existence of soil aggregates, clods and stones of various
sizes under field conditions. In general, in these conditions, coarse texture (sandy)
soils form smaller aggregates than those developed from fine texture (for example
loamy), which form larger aggregates and clods. Smaller soil aggregates have a
more compact, spherical shape than larger ones that have an irregular shape and
are often cracked. As a result, the surfaces of these first soils appear smoother,
with a higher spectral reflectance than especially those with a high density of large
clods, which causes a clearly lower soil reflectance (Orlov 1969; Orlov et al. 1976).
Thus, the particle size in the field indirectly and inversely affects the level of soil
reflectance in contrast to its effect in the laboratory. Al-Abbas et al. (1972) noticed
that a higher proportion of the sandy fraction significantly reduces the roughness of
the soil surfaces, which increases their spectral reflectance. The reflectance from the
soil surfaces with aggregates with a diameter from 2 to 10 mm is almost invariable,
while with smaller aggregates it shows a clear differentiation (Orlov 1969; Curran
et al. 1990).Generally, as the size of soil aggregates decreases, there is a clear increase
in its spectral reflectance (Bowers and Hanks 1965; Piech and Walker 1974). The
decrease in spectral reflectance of soils as a result of their roughness increasing is
explained by the phenomenon of multiple reflections of the radiation that illuminates
them. Most of the direct sunlight falling on the soil surfaces is absorbed by them and
reflected from them, scattering it in all directions. This scattered radiation falling
on them again is absorbed once again and reflected from them in a much smaller
proportion than the original incident (Linden 1979; Cruse et al. 1980). The deep
spaces between the large aggregates and clods are mostly “traps” for the sunlight
directly falling on them (Orlov 1966; Coulson and Reynolds 1971).

Girard and Białousz (1989) presented the results of field studies showing how the
effect of SOM content and soil surface moisture on the spectral reflectance of soils
as their roughness changed. Epiphanio and Vitorello (1984) state that the correct
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separation of dried soil surfaces fromwet ones using remote sensing depends largely
on their roughness.

Measurements of Soil Surface Roughness

In some climatic zones, the rain strongly changes the physical properties of the soil
surface, reducing the infiltration of rainwater and increases the effects of water ero-
sion through increased surface runoff (Collinet and Valentin 1985; Morgan 1985;
Ghishi and Morgan 1986; Römkens and Wang 1986; Zobeck and Onstad 1987;
Moreno et al. 2008; Thomsen et al. 2015). To effectively counteract these processes,
the interdependencies between the state of roughness of selected soil surfaces and the
possibilities of absorbing and storing water in their surface levels were investigated
(Mitchell and Jones 1978; Onstad 1984). Decades ago, the variation of soil surface
shape was measured along a direction using a profile meter with needles or a chain
set (King 1979; Boiffin and Monnier 1986; Gilley and Kottwitz 1995). Desmet et al.
(1988) suggested recording irregularities in soil surfaces using a paint sprayer on a
vertically positioned piece of paper.Huang et al. (1988) andBertuzzi et al. (1990) pro-
pose replacing or supplementing these simple tools with laser scanners constructed
by them to measure the height of soil aggregates and clods in two-dimensional space
along a single line with resolution of approximately 1 mm. Cierniewski et al. (2004),
investigating the bidirectional reflectance of stony, sandy and silty surfaces in the
Negev desert, measured their irregularities in three-dimensional space in a 1 × 1 cm
grid with resolution of 1.5 mm using a laser device constructed at Ben Gurion Uni-
versity of the Negev. Some years later, Cierniewski et al. (2013) used a laser scanner
camera, which measured the shape of desert and cultivated soil surfaces also in
three-dimensional space with horizontal and vertical spatial resolutions of 1 mm.
Currently, roughness of a soil surface is often examined by close-range digital pho-
togrammetry using its images in three-dimensional space taken from over a dozen
directions by a hand-held digital camera moving around the surface (Rieke-Zapp
and Nearing 2005; Peter Heng et al. 2010; Gilliot et al. 2017). This photogrammetric
method makes it possible to register soil surface irregularities with a similar spatial
resolution of approximately 1 mm. Data obtained in this way allow digital elevation
models (DEM) of the examined surfaces to be created, and these then become the
basis for calculating soil surface roughness indices.

Soil Roughness Indices

The roughness of soil surfaces was described using quantitative indices. The standard
deviation of the surface height (HSD) is the most common index for describing the
soil surface roughness (Ulaby et al. 1982). The turtle index, representing the ratio of
the actual length of the soil surface profile to the projected horizontal length of this
profile, was proposed by Boiffin (1986). Later, Taconet and Ciarletti (2007) modified
this index to describe the irregularities of a surface in two-dimensional space (T 3D),
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defining it as the ratio of the real surface area within its basic DEM unit to its flat
horizontal area. Other indices used to describe changes in soil surfaces roughness
due to rainfall or sprinkler irrigation (caused by the breakdown of soil aggregates
and the formation of soil crust) use a semivariogram analysis (Rosa et al. 2012; Croft
et al. 2013; Vermang et al. 2013).

2.2 Bidirectional Reflectance Quantities

It is not only differences in the scale of soil surface irregularities between those mea-
sured under field conditions (with naturally formed aggregates and clods) and sam-
ples of the same soils measured in the laboratory (where the influence of their rough-
ness is minimized by the destruction of soil aggregates) that cause distinctly different
values of their bidirectional reflectance. Surfaces in the field are illuminated by direct
sunbeams and diffuse light from the sky, while the samples in the laboratory are usu-
ally illuminated by a single collimated light source. The latter case can be described
using the bidirectional reflectance distribution function (BRDF) that expressed the
scattering of parallel (collimated) beams incident on a surface from one direction
in the hemisphere into another direction in the hemisphere (Schaepman-Strub et al.
2006):

BRDF = fr (�i ,�r ) = fr (θi , φi ; θr , φr ) = dLr (θi , φi ; θr , φr )

dEi (θi , φi )

[
sr−1

]
(2)

However, it should be remembered that, in proposing BRDF as the fundamen-
tal quantity characterizing the reflecting properties of a surface, Nicodemus et al.
(1977) formulated that the surface must be horizontally homogeneous, and that a
uniform irradiance flux coming from a single direction covers a large enough area
that radiation leaving the surface does not vary with horizontal position. Therefore,
BRDF defines only the point of such a surface (Di Girolamo 2003) (Fig. 1). The
two radiation environments are defined by two angles, depending on the direction of
incidence of radiation of the light source �i and the direction of reflected radiance
coming to the sensor �r . One of them refers to the zenith and symbolizes the light
source zenith angle as θi and the view zenith angle as θr . The second is horizontal,
and is called the azimuth angle, and indicates the light source azimuth angle as φi

and the view azimuth angle as φr . By measuring the reflectance (ρ) of a sample
surface such as, for example, soil, illuminating it with parallel beams from a single
light source (as is usual in laboratory measurements), the bidirectional reflectance
factor (BRF) is used. This unitless quantity is defined as the ratio of the reflected
radiant flux (Φr ) from the surface area dA to the radiant flux (Φ id

r ) reflected from
an ideal lossless and diffuse (Lambertian) standard panel, illuminated and observed
at the same directions as the sample surface being tested (Schaepman-Strub et al.
2006):
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Fig. 1 Geometric relations
between radiation of a
collimated beam of flux
density F incident at the
zenith angle θ i and the
azimuth angle φi on an area
dA, which is then scattered
into solid angle dΩr in the
direction, described by the
zenith θ r and azimuth φr
angles

BRF = ρ(θi , φi ; θr , φr ) = d
r (θi , φi ; θr , φr )

d
id
r (θi , φi )

. (3)

Because there is no angular dependence on the ideal Lambertian surface (Palmer
1982; Jackson et al. 1987), the θr , φr angles for Φ id

r were omitted. For sur-
faces illuminated by irradiation from the entire hemisphere, as in field conditions,
Schaepman-Strub et al. (2006) suggest the use of hemispherical reflectance (HDRF):

HDRF = ρ(θi , φi ; 2π; θr , φr ) = d
r (θi , φi ; 2π; θr , φr )

d
id
r (θi , φi ; 2π)

(4)

to describe the reflectance of such a surface. This quantity is similarly defined as the
BRF, but it takes into account both the direct and the diffuse irradiance.

2.3 Non-lambertian Behavior of Soil Surfaces

Bare soil surfaces, like many natural and man-made objects, reveal their non-
Lambertian behavior. Such surfaces show variation in their radiance due to the direc-
tion of their irradiation and the direction alongwhich the reflected radiation is viewed
by ground, air-borne and satellite sensors. Irregularities in soil surfaces caused by
soil mineral particles, and especially by large aggregates and clods formed with the
high participation of SOM, produce shadow areas where the solar beams do not
directly reach the surface (Graetz and Gentle 1982; Norman et al. 1985; Otterman
1985; Cooper and Smith 1985; Jon Ranson et al. 1985; Cierniewski 1987, 1989;
Milton and Webb 1987; Huete 1987; Pinty et al. 1989; Deering et al. 1989, 1990;
Jackson et al. 1990; Irons et al. 1992) The spaces between the smaller aggregates are
usually less intensely shaded than those between larger aggregates. Radiation leav-
ing the shaded areas is many orders of magnitude smaller than radiation reflected
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Fig. 2 Reflectance spectra of a soil surface at its sunlit [L] and shaded [S] fragments (a) and the
same spectra normalized by the min–max method (b)

from sunlit soil fragments. A hyperspectral camera suspended over the ploughed soil
observed this phenomenon (Cierniewski et al. 2010). Spectra related to the shaded
soil fragments (marked ‘S’) show lower reflectance than the sunlit fragments (marked
‘L’). The shape of these two categories of these spectra became similar to each other,
if they were normalized by the min–max method (Fig. 2). Bare arable lands with
dominant diffuse features usually appear brightest from the direction that gives the
lowest proportion of shaded fragments. Those soil surfaces show a strong backscat-
tering character with a reflectance peak towards the Sun position (the ‘hot spot’
direction) and decreasing reflectance in the direction away from the peak (Bren-
nan and Bandeen 1970; Kriebel 1976; Milton and Webb 1987; Foody 1988). The
non-Lambertian behavior of two soils, one uncultivated and smooth and another
cultivated and moderate rough, is presented in Fig. 3 Irregularities in both their sur-
faces are spread non-directionally. Their reflectance distributions normalized to the
nadir viewing in all possible directions for the chosen wavelength of 0.85 μm under
clear-sky conditions at various solar zenith (θ s) and azimuth (φs) angles were pre-
dicted by a hemispherical-directional reflectance model (Cierniewski et al. 2004).
The larger the soil surface irregularities and the higher the θ s, the higher the variation
of the soil directional reflectance. The variation is greatest along the solar principal
plane. Croft et al. (2012) presented a similar non-Lambertian behavior of soils in
relation to almost the same roughness ranges as in the above examples, but their
samples were subjected to artificial rainfall in laboratory conditions. Wang et al.
(2012) showed examples of soil surface anisotropy analyzed in the laboratory on
samples with undamaged surface structure as in field conditions in a much wider
range of roughness. The result of a laboratory measurement experiment simulating
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Fig. 3 Normalized directional reflectance distributions of soils for chosen wavelength of 0.85 μm
under clear sky conditions at various solar zenith (θ s) and azimuth (φs) angle predicted by a
hemispherical-directional reflectance model (Cierniewski et al. 2004)
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the behavior of the spectral reflectance of sandy soils with furrows treated by a har-
row or a seeder show that a directional microrelief of those surfaces can additionally
complicate the reflectance of those soils (Cierniewski and Guliński 2009). The level
of the spectrum of such surfaces viewed at the nadir and illuminated by sunbeams
coming along the furrows can be about 5–10% higher than for the same surface
illuminated by sunbeams perpendicular to the furrows.

Spectral reflectance of desert soil surfaces can have both a backscattering and
forward scattering character (Deering et al. 1990). The surfaces show maximum
reflectance in the extreme forward scatter direction near the horizon if they are
relatively smooth with strong specular features. Shoshany (1993) reported that dif-
ferent types of stony pavements and rocky surfaces investigated in various lighting
conditions revealed an anisotropic reflection with a clear backscattering component.

Soil surface roughness is a particularly dynamically changing factor within arable
land formed by agricultural tools. They create a specific micro-relief configuration,
sometimes with a clear directional distribution of furrows. Cierniewski (2001) ana-
lyzed spectral reflectance of soils developed from loamy materials formed by a plow
and different harrows (spike-tooth, rotary and disc). Matthias et al. (2000) found that
the albedo of dried soil surfaces developed from fine sandy loam treated by a plow,
a disk and a seedbed decreased its albedo by about 27%, 18% and 8%, respectively,
in relation to the albedo of its smoothed surface. Surfaces of soils with a low cation-
exchange capacity have an unstable structure, contributing easily to their roughness
being reduced by rain or ling irrigation, even in the case of their early tillage (Pratt
1961). Potter et al. (1987) reported that, conversely, the reflectance of plowed sandy
soils increased by about 25% after rain and subsequent drying of their surface.

Obukhov and Orlov (1964) reported that dried unstructured soil surfaces reflected
15–20%more solar reflective radiation than similar dried soils with a well-developed
structure. Van der Heide and Koolen (1980) noticed that changes in the surface
structure of such soils do not modify the shape of their reflectance spectra. The
reflectance level of plowed soils clearly increases after rainfall and the drying of
their surface (Cierniewski 1999, 2001). Cipra et al. (1971), in analyzing spectral
reflectance of Alfisols developed from fine loamy textures, found that wetting and
drying of those soils created a thin crust on their surfaces, significantly smoothing
them and increasing their reflectance. Kondratyev and Fedchenko (1980) reported
that the crust created on soils with aggregates and clods with a diameter of 5 to
15 cm increased the reflectance of the soils by 10–15%. The authors also explained
that the lightening of surface of these soils could be the effect of washing out the
clay and humus fractions from the surface of the aggregates and clods, which could
significantly increase the share of bright quartz particles on their surface. Other
authors—Ben-Dor et al. (2003), Eshel et al. (2004), Goldshleger et al. (2004), and
de Jong et al. (2011)—estimated that this increase in the spectral reflectance caused
by the crust ranged from 10 to 40%.
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2.4 Measurements of Soil Bidirectional Reflectance

Most of the goniometric devices for testing the bidirectional reflectance of soil sam-
ples in the laboratory are equipped with one collimated halogen light source that can
change its zenith angle being invariably aimed at the center of these samples and not
changing distance from them. Devices of a similar purpose working in field condi-
tions use the natural illumination of direct sunbeams (reaching the tested surfaces
under the changing zenith and azimuth angles) with different share of the diffuse
skylight. In both cases, the bidirectional reflectance of soil surfaces, such as oth-
ers, is measured from many directions, and expressed using BRF or HDRF, where
measurements of the radiant flux reaching the tested surfaces are determined by
measuring the radiant flux reflected from the ideal lossless Lambertian panel. The
majority of goniometric devices operating in the laboratory are those whose sensors
are always aimed at the center of the samples and the panel, regardless of the direction
of their observation. Examples of such devices are: a compact laboratory spectro-
goniometer (CLabSpeG) developed at the Katholieke Universiteit Leuven, Belgium
(Biliouris et al. 2007), University of Lethbridge Goniometer System 2.0 (ULGS-2.0)
constructed in Canada (Coburn and Peddle 2006), Goniometer of Rochester Institute
of Technology (GRIT) made in USA (Bachmann et al. 2017; Harms et al. 2017).
Some of the goniometers specially designated for field measurements observe the
tested surfaces in the same way as those mentioned above. The most well-known are
the Field Goniometer System (FIGOS) developed by the Remote Sensing Labora-
tory of the University of Zurich and the Sandmeier Field Goniometer (SFG) by the
NASA Ames Research Center (Sandmeier 2000). NASA has also constructed a field
Portable Apparatus for Rapid Acquisition of Land and Atmosphere (PARABOLA)
that observes studied surfaces differently (Deering et al. 1990). The goniometer’s
boom-mounted rotating head, which changes the view zenith angle (θv) of the sur-
faces along a direction expressed by the azimuth angle, aims its sensor at other
adjacent surface fragments.

2.5 Modeling of Soil Bidirectional Reflectance

The influence of soil surface roughness, illumination and viewing conditions of soils
on the soil bidirectional reflectance pattern that are discussed on the above examples
is better understood if it is modeled mathematically.

Walthall et al. (1985) express bidirectional reflectance of a bare soil surface as a
three-parameter function of view direction to the solar direction. These parameters
of an empirical character are not explicitly related to soil surface properties.

The model by Norman et al. (1985) was worked out on the assumption that the
shadowing of larger soil particles or aggregates, which are simulated by cuboids, has
a greater influence on the soil reflectance distribution than the scattering properties
of basic soil particles of silt and clay. The cuboids and horizontal surface on which
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they lie have Lambertian scattering properties. Soil surfaces simulated in this way
show a backscatter regime. The bidirectional reflectance distribution function for
the simulated soil surface shows a clear backscatter regime. It manifests higher
reflectance if the Sun is at the ‘back’ of the sensor. The reflectance peak increases
with the increase in the solar zenith angle. For nearly smooth soils, the distribution
is almost quite ‘flat’, and the soil surface behaves as a perfect Lambertian reflector.

The Monte Carlo soil surface reflectance model created by Cooper and Smith
(1985) was developed to study the effects that bare soil surface irregularities much
larger than the wavelength of incident radiation had on soil reflectance. It assumes
that the soil is a perfectly diffuse reflector at a microscopic level. So, the probability
that a photon will be scattered at a given angle only depends on the orientation of
the soil surface irregularities. They are described by two microrelief forms whose
heights vary periodically with cosine in one or two directions for ‘row’ and ‘clump’
soils respectively. The diffuse character of the model causes rough soil surfaces to
show the backscattering regime.

Models Hapke’s (1981, 1984, 1986, 1993, 2002, 2008) models developed for
interpreting the reflectance properties of planetary surfaces produce bidirectional
signatures similar to those of a medium composed of particles characterized by
a single scattering albedo and a phase function. The models take into account a
parameter that depends upon regolith porosity and particle size distribution. They are
applicable to macroscopically rough surfaces, i.e., those with irregularities at scales
larger than the wavelength of the radiation interacting with them. The macroscopic
roughness causes shadowing at large phase angles and interparticle shadow hiding at
small phase angles. The models have input parameters related to a single scattering
coefficient, hot spot phenomenon, and the scattering phase function. Jacquemoud
et al. (1992) added a specular contribution and separated those parameters that depend
on thewavelength (the single-scattering albedo) from those thatwere notwavelength-
dependent.

The model by Irons et al. (1992) describes the soil surface as being made of uni-
form opaque spheres regularly spaced on a horizontal surface. The geometry of the
structure (roughness) is defined as the area of a single sphere in the horizontal pro-
jection in a circle of unit area of the horizontal surface. Both direct and isotropically
diffuse light illuminate the soil surface. The spheres and background are Lamber-
tian. Soil reflectance is expressed as a function of the horizontal area shaded by the
spheres, the sunlit fraction, and the proportion of diffuse illumination, which depends
on wavelength. These terms depend on the solar and view directions and on the char-
acteristics of the simulated surface. The model uses an empirical function describing
the relation between the fractional area of the plane in which shadow area overlaps
the area obscured from view by the sphere, and the angle between the directions of
solar illumination and viewing. The model was fit to soil bidirectional reflectance
data for bare loamy soil of varying surface roughness.

Otterman’s model (Otterman 1981, 1985; Deering et al. 1990) treats bare soil as
thin vertical cylinders of variable heights with facet-reflectance and transmittance
located randomly on a horizontal plane with Lambertian reflectance. The architec-
ture of the soil protrusions is described by a parameter, which is the sum of the
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height times diameter of these cylinders per unit horizontal area. The model assumes
that the facet-reflectance largely controls the backscatter while facet transmittance
is responsible for determining forward scattering. This was the first model simulat-
ing both backscattering and forward scattering. It predicted a clear forward scatter-
ing character of reflectance for a surface with nearly pure gypsum crystals of high
transmittance.

The first model of Cierniewski (1987, 1988, 1989) describes soil aggregates by
regularly spaced equal-sized opaque spheres of a given diameter. This first model
takes into account a freely sloping plane at a specified angle on which the aggregates
are lying. The roughness of the geometrical structure is expressed as the proportion of
the areas of aggregates (in the plane parallel to the soil sloping plane) in a given unit
area of soil surface. Sunbeams illuminate this structure at θ s. A part of it is shaded. It
is assumed that the reflectance level of a rough soil surface in relation to a soil that is
the same but for having a smooth surface decreases with an increase in the share of
shaded fragments of this structure according to the exponential function. Successively
improved versions of the model simulate soil aggregates by spheroids with a specific
ratio of their vertical to horizontal radii (Cierniewski and Verbrugghe 1993), the
structure of simulated soil surface being illuminated both by direct sunbeams and
by diffuse light expressed by a specified factor (Cierniewski and Verbrugghe 1994),
and the radiation leaving the fragments directly illuminated by sunbeams having
a specular-diffuse character (Cierniewski et al. 1996; Cierniewski and Verbrugghe
1997a, 1997b). This reflected radiance in these versions of the geometrical model
is expressed by the relative reflectance factor defined as the proportion of the total
radiance viewed from the off-nadir direction to the radiance viewed from the nadir.

The next model also predicts the distributions of shortwave radiation reflected
from soil surfaces, the irregularities of which are caused by soil particles and aggre-
gates dispersed regularly in all directions (Cierniewski 1999). The model calculates
the directional reflectance of such soil surfaces along the solar principal plane (SPP),
where the variation of the reflectance in θv is the highest. Using the fact that the
reflectance variation at the orthogonal plane (OP) is minimum near zero, the model
also approximates this reflectance distribution at any measure plane outside of the
SPP, interpolating it between the SPP and OP planes. Soil aggregates in this model
have a more realistic shape than the model discussed above. The soil surface is simu-
lated by equal-sized opaque spheroids with horizontal (a) and vertical (b) radii lying
on a freely sloping plane at angle β (Fig. 4). They are absorbed into the ground of
the slope plane, having their tops at height t above the ground. The spheroids are
regularly arranged on the slope plane so their centers are in a net of squares of the
side d. The model was tested in outdoor conditions on soil samples formed by: dune
sand (with particles of 0.05 cm diameter) and loamy sand to sandy loam materials
with aggregates of diameter from 1.5 cm to 4 cm, as well as stones with diameter of
5–6 cm and loamy clods simulating their general shape. Figure 5 shows photography
of the dune sand, and its synthetic surface that enables the generation of its normal-
ized reflectance (NR) distribution along the SPP for 0.65μm. The distribution reveals
the impact of specular features of the sand in the forward scattering direction partic-
ularly at high θ s angles. The next figures show analogous data for cultivated rough
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Fig. 4 Illumination and
viewing geometry of the soil
surface representation in the
model of Cierniewski (1999)

Fig. 5 Photography of the dune sand (Sd), its synthetic surface and normalized reflectance (NR),
measured (red dashed line) and predicted (blue solid line) along the solar principal plane illuminated
at different solar zenith angles (θ s) for the wavelengths of 0.65 μm
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and smoothed soils developed from loamy sand (Fig. 6) and sandy loam (Fig. 7). The
higher the θ s, the greater the NR variation of these surfaces along the SPP, regardless

Fig. 6 Photographs of cultivated rough (S1) and smoothed (S5) loamy sands and their synthetic
surfaces with their normalized reflectance (NR), measured (red dashed line) and predicted (blue
solid line) along the solar principal plane illuminated at different solar zenith angles (θ s) for the
wavelengths of 0.65 μm
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Fig. 7 Photographs of cultivated rough (L1) and smoothed (L5) sandy loams and their synthetic
surfaces with their normalized reflectance (NR), measured (red dashed line) and predicted (blue
solid line) along the solar principal plane illuminated at different solar zenith angles (θ s) for the
wavelengths of 0.65 μm
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of their roughness. The effect of the specular component in the NR data of both
cultivated soils is almost invisible. In contrast, the increasing variation of their NR
along the SPP as a result of their smoothing is clearly visible. The data presented in
Fig. 8, which show surfaces of a similar general shape made of stones and loamy
clods, prove that their spectral reflectance is determined more by this shape than by
their texture.

The model published two years later (Cierniewski 2001) describes the spectral
reflectance from soil surfaces subjected to directional agricultural treatments (Fig. 9).
Simulated soil aggregates are spread on such surfaces in a row, creating furrows
of a kind along the direction of these treatments. The spheroids are situated on
planes described by the vertical angle βd related to the plane of the horizon and
the horizontal angle φd-s determined in relation to the direction of the sun’s rays.
The slope represents two parallel planes: the lower one, which is defined by the
lines running in the bottom of the hollows between the furrows, and the above-
laid plane constituting the base of the ridge of these furrows. The horizontal angle
between these lines and the direction of sunlight φc−s determines the direction of
the agricultural treatments. The spheroids are pressed into the upper plane, so that
their tops protrude above it to a height of tr. With regard to this, tp specifies the
irregularities of the simulated surface in the direction perpendicular to the direction
of furrows. Irregularities in this surface along the direction of furrows are smaller,
which is expressed by the smaller height of protruding parts of the ellipsoid tr above
the plane of the furrow ridge. The geometrical structures of the two above models are
illuminated by direct sunbeams coming to it at θ s, and by diffuse light described by
the factor f di. The f di approximates a reflectance effect from soil surfaces illuminated
only by the diffuse light component. The factor is defined as the part of the direct solar
beams’ radiation. A sensor is suspended over the simulated soil surfaces. It observes
them along the SPP at zenith angles θ v, at the Δθ v increments in forward scattering
and backscattering directions, which are described by negative and positive values
of the θ v, respectively. The sensor aims at the same point of the analyzed surfaces,
being at distance h from it. The sensor field of view defines the angle ξ .

The reflectance of the main solar plane is calculated twice, assuming that the
SPP runs along the furrows and perpendicular to this direction. The amounts of
energy reaching the directly illuminated fragments of the simulated soil structure are
calculated using the factor Ei↓v fa:

Ei↓v f a = cos θs cosβ f a + sin β f a + sin θs + cos(φd − φs), (5)

where: β f a is the angle of inclination of the elementary fragment of this structure,
and φd and φs are the horizontal angles describing, respectively, the location of the
soil slope and the Sun. The factor Ei↓v f a expresses the cosine of the angle of incidence
of the rays’ γ relative to the normal one for the elementary fragment fa. Radiation
falling on the fragment is reflected in both a diffusive and a specular way, and its
vectors in the two-dimensional plane create the shape of a circle and an elongated
ellipse, respectively (Fig. 10). The length of the vectors of the specular component,
treated as non-polarized light, is calculated using the Fresnel equations:
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Fig. 8 Surfaces of a similar general shape made of loamy clods (Lo) and stones (St) and their
synthetic surfaces with their normalized reflectance (NR), measured (red dashed line) and predicted
(blue solid line) along the solar principal plane illuminated at different solar zenith angles (θ s) for
the wavelengths of 0.65 μm
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Fig. 9 Illumination and
viewing geometry of a
simulated soil surface with
furrowed microrelief in the
model of Cierniewski (2001)

Fig. 10 Distribution of the
energy leaving a facet of the
simulated soil surface in the
specular Espvfa and the
diffuse way Edivfa

Esp↑
θv f a

= Ei↓v f a Fp(γi ) Fp(γi ) = r2⊥ + r2=
2

(6)

where r⊥ and r= are respectively the perpendicular and parallel Fresnel reflection
coefficient. The vector of reflected energy Esp↑

θv f a
is oriented in such a way that the

angle of incidence γ i equals the reflection angle γ r. Specular effects are perceived
by the sensor only to a limited extent defined by the angle 2∂ around the direction
γ r. The length of the Esp↑

θv f a
vector at a distance ±∂ from γ r falls linearly to zero.
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The length of the vector Ei↓v f a completes the diffuse component Edi↑θv fa is defined
as:

Edi↑θv f a = (
1 − Fp(γi )

)
Ei↓v f a cos θv. (7)

Finally, the total radiation Eis↑
θv f a

reaching to the sensor at θv, reflected from
the directly illuminated elemental part fa of simulated soils is calculated by dividing
Ei↓v f a by cos θv. The amount of diffuse sky-light (E↓

sk fa) that reaches to the sunlit
and shaded fragments of the simulated soil surface is reduced by the presence of
neighbouring ellipsoids (Fig. 11):

Esk↓
f a = fdi

δ

180◦ , (8)

where δ is a plane angle in the analyzed plane limiting the sky light input to the ana-
lyzed fragment of the simulated soil surface. The luminance factor of the simulated
soil surface, including sunlit and shaded elementary fragments, viewed at θv along
a specific profile is defined as:

L↑
θv
pr =

j∑

i=1

[(
Eis↑

θv f a
+ Esk↓

f a(i)

)
ξ i f a(i)

]
+

j∑

i=1

(
Esk↓

f a + ξs f a(i)

)
, (9)

Fig. 11 Limitation in
illumination by skylight of
the facet segment (LR) on the
ellipse E1 ark and the slope
plane between ellipses E1
and E2, expressed by the
angle δ.M is the middle
point of the segments LR and
T1 and T2 are the tangent
points of the angle δ sides to
the adjoining ellipses
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where i is the fragment of the analyzed structure, ξifa and ξsfa are respectively elemen-
tary viewing angles of illuminated and shaded fragments. Luminance received by the
sensor from its entire field of view, L↑

θv FOV is the average value of luminance from

individual cross-sections L↑
θv
pr and the space between ellipsoids L↑

θv
sm, weighted

according to the equation:

L↑
θv FOV = L↑

θv
pr(1)

a

2m − 1
+

m∑

i=2

L↑
θv
pr(i)

a

m − 0.5
+ L↑

θv
sm

(
d

2
− a

)
, (10)

where m is the number o the profiles. If modeling directional spectral reflection
is to refer to a situation where the main solar plane does not run either parallel
or perpendicular to the direction of fissures, then the luminance L↑

(φr,θv)FOV
of the

illuminated surface is calculated according to the equation:

L↑
(φr,θv)FOV

= Lr↑
θv,FOV

(
1 − ψ

90◦

)
+ Lp↑

θv,FOV

ψ

90◦ , (11)

where Lr↑
θv,FOV and Lp↑

θv,FOV are luminance values calculated respectively along and
perpendicular to the direction of furrows, and ψ is the horizontal angle measured
between the SPP and the direction of the furrow course. Finally, reflectance from
the rough surface of the soil along the SPP is described by means of the normalized
indicator N R(θv=SPP,θv), defined as the ratio of total luminance L↑

θv FOV of the soil sur-
face measured obliquely to its luminance measured in the nadir direction. Assuming
that the NR index in the OP for each angle θv takes the value 1, the distribution
of N R(φv,θv) in the function of the azimuthal angle φv between SPP and OP has a
straight line and its value for any oriented plane can be defined as:

N R(φv,θv) = N R(θv=SPP,θv) +
(
1 − φv

90◦

)
+ φv

90◦ , (12)

where φv is the relative horizontal angle determining the angular distance from the
SPP. The model was tested in field conditions on plots with loamy sand and sandy
loam soils freshly formed by a plow and harrows and then modified by rainfalls
in Poland (Cierniewski 2001), on fields in France with a loamy soil that had been
plowed, harrowed and rolled, and prepared for sowing colza (Cierniewski et al.
2002). The irregularities in the plots tested in Poland were recorded on stereoscopic
images. The maximum difference in height of the presented fragment of the freshly
plowed field was 35 cm (Fig. 12) and, after a total of 92 mm rainfall, was only 26 cm
(Fig. 13). The larger height differences were observed transversely, rather than along
the furrows. The standard deviation of the height crosswise and parallel to the furrows
were 4.6 and 4.4 cm, respectively, in the first case, and 1.9 and 1.5 cm in the second.
In the freshly plowed surface, larger aggregates that had previously had sharp edges
changed their shape to round after this rainfall, and the smaller soil aggregates were
mostly eliminated. The height difference in the same surface developed from the
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Fig. 12 View of soil surfaces 50 × 50 cm size, freshly plowed (a) and after 92 mm (b) with their
diagrams of digital elevation model in the form of a triangular net covered by the real image and
below their virtual equivalents

Fig. 13 View of soil surfaces 50 × 50 cm size, freshly harrowed and after 25 mm rain a with their
diagrams of digital elevation model in the form of a triangular net covered by the real image and
below their virtual equivalents
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loamy sand reached 10 cm, and 7 cm after a total of 25 mm rainfall. The standard
deviation of its height both crosswise and parallel to its furrows was 1.3 cm for the
freshly formed surface and 1.2 cm after the rainfall. The measured and predicted data
using this model show that the NR variation of these plots increased along the SPP
due not only to the increase in θ s, but also to the increase in φc−s angle describing the
illumination of their furrows. This variation is the greater, the deeper their furrows.
This is particularly evident in the case of plots illuminated at almost the same θ s

angles. Thus, the impact of this φc−s is more pronounced for freshly plowed plot
(Fig. 14) than harrowed plots (Fig. 15) and it becomes less visible due to the gradual
smoothing of the surface of larger soil aggregates by rain (Fig. 16) and complete
elimination of smaller aggregates (Fig. 17). It should also be noted that the measured
reflectance of the soils (in the diagrams expressed by itsBRF andmarkedwith the ‘R’
symbol) are clearly lower for plots with greater roughness, i.e. with deeper freshly
formed furrows than thosewith lower roughness, especially with thosemodified after
rainfall. The reflectance of soils used to test this model was measured in Poland by
a six-channel field luminancemeter in the following wavelength bands: 0.45, 0.55,
0.65, 0.85 and 1.65 μm, and in France by three channel bands: 0.55, 0.65, 0.85 μm.
The soil reflectance data collected in France show that rougher soil surfaces do not
always have a higher variation in NR distribution along the SPP than do smooth

Fig. 14 Normalized reflectance (NR), measured (red dashed line) and predicted (blue solid line)
of freshly plowed plots illuminated at almost the same θ s and different φc−s angles along the solar
principal plane, for the wavelengths of 0.85 μm
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Fig. 15 Normalized reflectance (NR), measured (red dashed line) and predicted (blue solid line) of
freshly harrowed plots illuminated at almost the same θ s and different φc−s angles along the solar
principal plane, for the wavelengths of 0.85 μm

ones. Soil surfaces smoothed by rolling can display an NR distribution quite similar
to those of more rough surfaces that have been ploughed or furrowed by a seeder
(Fig. 18).

The distribution of hemispherical-directional reflectance of cultivated and uncul-
tivated soils was also modeled by surfaces with irregularities constructed by a set of
n points ki of coordinates (xi, yi, zi) of i = 1, …, n and the positive real numbers r1,
r2, r3, …, rn related to them, respectively (Cierniewski et al. 2004). A pair (ki, ri) is
interpreted as the opaque sphere of radius ri with the center ki. The shape of those
surfaces is the solution of the following equation:

n∑

i=1

(
2d3

i − 3d2
i + 1

) − 1

2
= 0 di =

min
(
ri

√
(x − xi )

2 + (y − yi )
2 + +(z − zi )

2
)

ri

(13)

The centers ki are dispersed regularly in a net of squares with a side of 1/
√
n in the

perpendicular projection to the XY plane. The height zi of the ki center is expressed
by the equation:
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Fig. 16 Normalized reflectance (NR), measured (red dashed line) and predicted (blue solid line)
of plowed plots after smoothing them by 92 mm rainfall illuminated at almost the same θ s and
different φc−s angles along the solar principal plane, for the wavelengths of 0.85 μm

zi = a · |sin(π · xi )| · 〈1 − b · [1 − |sin(π · yi )|]〉 + c · fdis(i), (14)

wherea expresses the amplitudeof sin function along the x-axis, andb along the y-axis
to a. The final zi position of ith sphere is an effect of a disturbance approximated by
the sequence fdis(i) ∈ [0.1) with uniformdistribution. The c describes themaximum
deviation from the zi value, as determined by only these a and b parameters (Fig. 19).
The shape of the surface is characterized by the directivity factor DR, expressing
the differences between the maximum and the minimum deviations of its height,
calculated along all possible directions (Fig. 20).

The surface is illuminated by a hemisphere light source created bym point sources
s1, s2, s3, …, sm of the intensity e1, e2, e3, …, em, respectively, equally spread on
the hemisphere. It is assumed that in outdoor conditions the ratio of the direct solar
irradiance to the global irradiance δ in clear-sky conditions changes with the sun’s
position S = [θs, φs] and normal optical thickness τ (Fraser 1975). The distribution
of the hemispherical light for the non-absorbing Rayleigh atmosphere dependent on
θs and τ attributed to the wavelength λ is shown in Fig. 21. The intensity of the
direct solar irradiance at point S reaches 1 independently of both τ and λ. The light
is scattered from the simulated surface in accordance the quasi-Lambertian function
(Fig. 22). The shape of the surface R described by Eq. 13 allows definition of the
vectors of the normal to any points on this surface. These vectors make it possible
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Fig. 17 Normalized reflectance (NR), measured (red dashed line) and predicted (blue solid line) of
harrowed plots and after smoothing them 25 mmm rainfall illuminated at almost the same θ s and
different φc−s angles along the solar principal plane, for the wavelengths of 0.85 μm

to determine the amount and direction of the light reflected from the total area of

the surface. The light e fR

(
i,

⇀

k

)
reflected only once from the fragment fR along the

direction
⇀

k, due to illumination from the unblocked point source, si , is calculated as:

e fR

(
i,

⇀

k

)
= ei · f

(
⇀

si ,
⇀

n,
⇀

k

)
, (15)

where
⇀

n is the normal to the fragment fR . A cloud of all the vectors
⇀

k · e fR

(
i,

⇀

k

)

characterizes the scattering properties of the R surface in its fR fragment. The total

light energy E
(
fR,

⇀

v,H
)
reflected from the fR fragment in the direction

⇀

k and

viewed along a direction
⇀

v = [θv, φv] is expressed by:

E
(
fR,

⇀

v,H
)

=
m∑

i=1

e fR

(
i,

⇀

v
)
, (16)
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Fig. 18 View of selected soil surfaces treated by different agricultural tools with the normalized
reflectance (NR) of the surfaces, measured and predicted by the model of Cierniewski (2001),
illuminated at similar θ s angles along the solar principal plane for the wavelength of 0.65 μm
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�Fig. 19 Influence of the radius ri on the shape of the R surface described by Eqs. 13–14 in
two dimensional space. The marked fragments on the plane OXY expresses the solutions of the
equations. The higher ri values around the points of ki with their invariable position, the larger
merging of the R shape with simultaneous reduction or elimination of gaps in it. Below—segments
of soil surfaces generated by different values of the a, b, and c parameters and their directivity
factors DR

Fig. 20 Segments of soil surfaces generated by different values of the a, b, and c parameters and
their directivity factors DR

where the sum is only limited for unblock light source si. The function HDRDF(
R,

⇀

v,H
)
:

HDRDF
(
R,

⇀

v,H
)

= 1

|�| ∫
�

E
(
fR,

⇀

v,H
)
d� (17)

describes the hemispherical–directional reflectance of the whole surface R, where
� is the FOV of a sensor suspended over the surface. This model was tested on
directional reflectance data collected on a bare arable soil with furrows and desert
loess and rocky surfaces in Israel. They were obtained by the same six-channel
luminancemeter as mentioned above. The NR distribution of the cultivated soil was
predicted by a virtual surface with furrows as in reality. The measured NR values of
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Fig. 21 Distributions of the
hemispherical light for the
non-absorbing Rayleigh
atmosphere depending on the
solar zenith angle θ s and the
normal optical thickness τ

attributed to the wavelength
λ

the cultivated soil, unlike its modeled values, clearly showed asymmetry in their NR
distribution. These desert surfaces did not reveal this asymmetry either in the data
measured or in the data calculated using this model (Fig. 23).
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Fig. 22 Brightness variation of a soil surface illuminated unequallywith one source of the dominant
intensity with reference to others scattered in accordance the quasi-Lambertian function. Below—
distribution of light energy coming from sources S1 and S2 of the intensity e1 > e2, respectively,
scattered from an elementary fragment f R of the R surface

3 Soil Albedo

If the bidirectional reflectance is only a part of the reflected radiation from a surface
along a given direction, then the albedo of the surface, also called its bihemispherical
reflectance (BHR):

BHR = ρ(θi , φi ; 2π; 2π) = d
r (θi , φi , 2π; 2π)

d
id
r (θi , φi , 2π)

(18)
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Fig. 23 Distributions of the normalized hemispherical-directional reflectance function of the tested
surfaces (cultivated with furrows and the uncultivated relatively smooth), measured and generated
for the wavelengths of 0.85 μm for selected illumination conditions defined by the solar zenith
angle θ s and the angle φc−s describing a distance angle between the direction of the furrows and
the sun position. Below—view of the surfaces with their virtual equivalents
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is influenced by the combined diffuse and direct irradiance and integrates the surface
reflectance over all view directions. The albedo is precisely defined as the ratio of the
radiant flux reflected fromaunit surface area into thewhole hemisphere to the incident
radiant flux of hemispherical angular extended in the solar reflective radiation range
of 0.3–3 μm (Schaepman-Strub et al. 2006). Martonchik et al. (2000) emphasized
the distinction between the terms “broadband albedo” and “narrowband (spectral)
albedo” depending on whether the albedo is characterized by the entire wavelength
range or only a part of it, respectively. The blue-sky albedo refers to the albedo
measured in outdoor conditions, where a surface is illuminated by the direct solar
irradiance and diffuse irradiance scattered by the atmosphere.

3.1 Variation of Soil Albedo

The broadband blue-sky albedo (α) overall level of arable lands in the mid-latitudes
varies substantially between seasons. It reaches the highest values of 0.8–0.95 in
the winter due to deep fresh snow cover, and the lowest ones, 0.05–0.15, in the
spring when the snow abruptly melts on dark-colored, wet rough soils before the
emergence of crops (Oke 1987; Dobos 2017). The α level of arable lands gradually
increases during crop maturation (Dexter 2004). Throughout the growing season, the
α level of cereals increases as a function of plant height, leaf area and canopy cover.
After maturation, during senescence, their α level increases again. In lower latitudes,
especially on dry bare arable lands with light-colored soils, their α level reaches
0.35–0.4 and is higher than that of lands covered with crops. The growing share of
crop cover increases the α level of arable lands with dark-colored soils (Rechid et al.
2005). The α level of dark-colored soils can also be increased by the presence of
light-colored residues (Horton et al. 1996).

The α of arable lands, as well as other Earth objects depend not only on their
intrinsic properties, but also on their illumination conditions, described by the θ s, the
proportion of the diffuse radiance and the cloud cover. In clear-sky conditions, the α

of bare arable lands increases with increasing θ s, mainly due to irregularities in their
surfaces. Monteith and Szeicz (1961) already reported in the 1960s that α a increased
from 0.16 to 0.19 in the afternoon when θ s increased from 30° to 70°. Kondratyev
(1969) found that in the morning, when θ s decreased from 80° to 25°, α of dry stony
and loamy soils dropped from 0.22 to 0.14 and from 0.34 to 0.21, respectively. Much
later, a similar relationship between θ s and the narrowband and broadband α of bare
soils was reported by Pinty et al. (1989), Lewis and Barnsley (1994), Oguntunde
et al. (2006). The lowest α values of bare arable lands are recorded at local solar
noontime when θ s reaches its minimum. However, the soils attained their highest α
values of about 1 at sunrise and sunset. Diurnal graphs of the soils’ α versus θ s are
U-shaped (Roxy et al. 2010). This dependency can be asymmetrical around solar
noon due to the formation of dew or changes in atmospheric conditions during the
day (Fraser 1975). The larger part of the diffuse radiation component (which also
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can be the effect of greater cloud cover), the weaker the effect of the θ s variation on
α of soils.

3.2 Soil Albedo as a Parameter for Modeling Changes
in the Climate of the Earth

The α values of many components of the Earth’s surface are fundamental input
parameters in modeling the energy flow between them and the atmosphere, and thus
in global modeling of the Earth’s climate (Ben-Gai et al. 1998; Davin et al. 2007).
Smoothing rough, deeply plowed soils with, for example, Hs increases their albedo,
which lowers the amount of shortwave radiation absorbed by their surface layer.
Those surfaces emit less longwave radiation, reducing their temperature, and when
areas of them are large, their reflectance can affect the climate of the Earth (Schneider
and Dickinson 1974; Desjardins 2009; Farmer and Cook 2013). The appreciation of
soil α variation is particularly important in the view of (Sellers et al. 1995), who
defined an acceptable α error of the Earth’s surfaces for modeling climate change on
a global scale at ±2%. The use of average diurnal αd values (αd) for such modeling
seemsmore useful than the use of instantaneous values (Grant et al. 2000;Cierniewski
et al. 2013).

Nowadays, the α of the Earth’s surfaces or their components, such as bare soils,
are obtained by means of satellite observation. Because satellite radiometers collect
shortwave radiance of the surfaces at one or several directions inside their small field
of view, in a number of separate narrowband channels, measuring it at the top of the
atmosphere (TOP), the approximation of the α of the surfaces by this raw satellite
data needs to be corrected (Pinty and Szejwach 1985; Gutman 1988; Tsvetsinskaya
et al. 2006). The estimation of the accuracy of broadband α estimation using satellite
data has been made using albedometers mounted on towers from a height of several
dozen meters (Liang et al. 2002; Cescatti et al. 2012).

Anticipating that the elimination of even one of these corrective procedures can
reduce the error of this approximation,Cierniewski andGdala (2010) andCierniewski
et al. (2013) considered how correction of the bidirectional reflectance of soils only
taking into account the specific direction of satellite viewing (i.e., without taking into
account the sun position) can affect the achievement of the soil α values with an error
lower than ±2%. Cierniewski et al. (2013) analyzed how strongly the roughness of
soil surfaces (smooth,moderately rough and very rough) and their latitudinal position
affects the optimal time (To) for the soil observation by a satellite in sun-synchronous
orbit at selected dates with this acceptable error. It was found that the morning To
is expected earliest for the very rough soil, and latest for the smooth soil. In the
afternoon this trend is reversed. In certain latitude ranges, the difference between
To for smooth soils and for moderately rough soils can be just below 40 min, while
the difference between To for very rough and moderately rough soils can be about
15 min. The usefulness of an orbit during the analyzed dates was expressed by the
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length along which observation of the soils was available with an acceptable error
of ±2%. The longest parts of the orbits—larger than 90°—were predicted for the
morning in mid-April, while the shortest, reaching only about 20°, were found for
the afternoon in the beginning of the astronomical summer. An attempt was also
made to compare the usefulness of satellite orbits crossing the equator at local solar
time 7:30 and 10:30, such as for the NOAA-15 and the MODIS Cierniewski (2012).
The earlier orbit proved to be much more useful for soil observation in the middle
of April and at the end of August in the range larger than 90°, and least useful at
the beginning of the astronomical summer in the Northern Hemisphere in the range
lower than 30°. The earlier orbits turned out to be much less useful for observing
bare soils than the later one.

3.3 Measurements of Diurnal Blue-Sky Albedo Variation
of Soils

When investigating the diurnal α variation of cultivated and uncultivated surfaces
developed from the same soil material in the Israeli Negev desert Cierniewski et al.
(2013) found that the soil’s roughness not only affects its overall α level under clear-
sky conditions, but also the steepness of its α from θ s at the local solar noon to
about 75°. The α values of the surfaces that were deeply plowed barely increased in
this θ s range, while the α values of the soils that were the same but with smoothed
surfaces gradually increased. Such an effect of soil roughness on their diurnal α

variation (Fig. 24) was confirmed on 81 sets of data collected on arable lands in
the southern and central districts in Israel and in the Wielkopolska region of Poland
(Cierniewski et al. 2015). Each of these sets, which describe the half-diurnal α

distributions of soils and that were collected as in the previous case by LP PYRA 06
albedometers from 1.5–2 m, was accompanied by data characterizing the shape of
the soil surfaces formed by such farming tools as planters (Fp), plows (Pd) and disk

Fig. 24 Variation of the half
diurnal broadband blue-sky
albedo of a light-colored
Calcisol formed by a plow
(Pd), a disc harrow and
modified by sprinkler
irrigation (Hd + w) and not
cultivated (Ds), as well as a
dark-colored Phaeozem
formed by a plow (Pd), a
spike-tooth harrow (Hp), and
smoothing harrow (Hs).
Shape of the surfaces was
quantified by the T3D
roughness index
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harrows (Hd), pulverizing harrows (Hp) and smoothing harrows (Hs). Modifications
of these surfaces due to rainfall or sprinkler irrigation were also taken into account.
The shape of the surfaces was measured using stereo-photographs taken by cameras
thatmoved along a leveled construction supportedby two tripods, and then as attached
to amonopod that, moving around ameasured surface, recorded its image frommany
directions. Additionally, each studied soil’s reflectance spectrum in the range 0.35–
2.5 μm was measured in the laboratory by a FieldSpec spectroradiometer with a
Hi-Brite Muglight receptor, using the procedure that is recommended to collect soil
reflectance spectra stored in soil databases in the world (Ben-Dor et al. 2015).

3.4 Equations Predicting Diurnal Blue-Sky Albedo Variation
of Soils Taking into Account Their Roughness

The above data, supplemented with values characterizing the contents of soil organic
carbon (SOC) and CaCO3 of the studied soils enabled us to determine the following
equations (Cierniewski et al. 2015):

α0 = 0.301 − 0.042 · SOC + 0.007 · CaCO3 − 0.088 · T3D (19)

sα = 0.0054 · (HSD)−1.535, (20)

which enable us to predict the half-diurnal α of a soil surface from the solar noon to
θ s = 75° depending on its roughness expressed by the HSD and T 3D indices, where
α0 relates to its theoretical α at θ s = 0°, and sα describes the linear slope of the α

increase from the solar noon to θ s of 75°. The correctness of the equations, expressed
by the coefficient of determination (R2) and the root mean square error (RMSE), was
estimated at 0.90 and 0.03, respectively.

Carrying out the research project 2014/13/B/ST10/02111, which is supported
by the Polish National Science Centre and aims to quantify the annual dynamics
of shortwave radiation reflected from arable lands on a global scale taking into
account their roughness, the diurnal α distributions of a much larger number of soil
units were needed than it was possible to obtain by measuring them directly in the
field. Analyzing the correctness of predicting such diurnal α distributions through
the aforementioned soil laboratory spectra, it was attempted to determine whether
the necessary soil diurnal α distributions could be additionally obtained by their
laboratory reflectance spectra stored in the spectral libraries of soils in the world.

The global library of soil reflectance spectra has been being developed since
2008 as a voluntary collaborative project (Viscarra Rossel 2009). By about 2015,
this library contained soil reflectance spectra accompanied by chemical and physi-
cal attribute data from over 90 countries on seven continents (Viscarra Rossel et al.
2016). This global soil database includes spectra from soil in theWorld Soil Informa-
tion collection recorded by the World Agroforestry Centre and also other national,
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multinational and continental soil databases. The largest continental database, the
European Use and Cover Area frame Statistical Survey (LUCAS), was initiated by
a decision of the European Parliament and the Council of the European Union in
2007 (Stevens et al. 2013). The Global Soil Spectral Library and the LUCAS library
combined contain over 20,000 such soil spectra of geo-referenced topsoil samples
with their chemical and physical attribute data (Viscarra Rossel et al. 2016).

The first set of equations, which predicted the half-diurnal α distributions of a soil
surface taking into account its roughness using its soil reflectance spectrum obtained
in laboratory conditions, was established on the basis of 108 sets of soil data collected
in Poland and Israel (Cierniewski et al. 2017a) in similar way as those mentioned
above. The first equation:

a45 = 0.454 − 0.112T3D + 6952.66d474 + 13108.37d705 + 12470.20d952
− 11597d1650 (21)

predicts the overall α level of the soil of a given roughness at θ s = 45°, where d
together with its associated number relates to the soil reflectance data transformed
to its second derivative for specified wavelength in nm. The second equation:

αθs = α45[1 + sα(θs − 45)], sα = 0.0008 + 0.00108(T3D)−20.75 (22)

describes its α under 0° < θ s > 75°. The R2 and RMS values for these equations
reached 0.89 and 0.03, respectively. Then, these equations were improved based on
number of these data sets being increased to 153 and the improved quality of a newly
tested soil population in the northern district of Israel and in three southern regions
of France, Mid Pyrenees, Languedoc and Provence (Cierniewski et al. 2018a). These
equations, finally determined by examining soils belonging to 22 soil units according
to theWorldReferenceBase (WRB) for Soil Resources (IUSSWorkingGroup 2014),
were formulated as:

a45 = 0.33 − 0.1099T3D − 5795.4d574 − 510.2d1087 + 7787.2d1355
+ 12161d1656 + 6932.8d698, (23)

and

αθs = α45[1 + sα(θs − 45)], sα = 6.26 · 10−7+0.0043(HSD)−1.418 (24)

The studied surfaces with the highest roughness formed by Fp and Pd (with
average HSD and T 3D values of 56 mm and 1.4, and 32 mm and 1.6, respectively)
were characterized by averaged sα values of 0.00008 and 0.00005, respectively. On
the other hand, average sα values of the surfaces with the lowest roughness formed
by Hs (with average HSD of 6 mm and T 3D of 1.1) were ten times greater, reaching
about 0.0003. The surfaces modified by water drops had a lower roughness than the
surfaces formed only by agricultural tools. These modified surfaces in relation to
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those originally shaped by Fp and Pd (with average HSD and T 3D of about 40%
and 15% lower, respectively) had averaged sα values of about 25% and 5% higher,
respectively. The surfaces modified by water drops in relation to those originally
treated by Hs (described by 40% and 5% lower HSD and T 3D, respectively) were
characterized by sα value of about 50% higher. The R2 and RMSE of the last set of
the equations were estimated at 0.91 and 0.03, respectively.

For the half-diurnal α variation of soils in the full θ s range from 0° to 90°, the
fitting formulas:

αθs = exp

(
a + cθs

1 + bθs + d(θs)
2

)
(25)

and

αθs = a + c(θs)
0.5

1 + b(θs)
0.5 (26)

were used for data obtained through Eqs. 19 and 20 (Cierniewski et al. 2015, 2018b;
Cierniewski and Ceglarek 2018) and Eqs. 21–24 (Cierniewski et al. 2017b, 2018a),
respectively, where a, b, c, and d are fitting parameters.

3.5 Use of Laboratory Data to Predict the Annual Variation
of Shortwave Radiation Reflected from Bare Arable
Lands Taking into Account Their Roughness

Equations 19, 20 and 26 were used for estimating the annual dynamics of short-
wave radiation reflected from bare air-dried soil surfaces at clear-sky conditions as a
consequence of smoothing previously plowed and harrowed arable lands in Poland
(Cierniewski et al. 2017b). The input data used for these equations was data describ-
ing the contents of SOC and CaCO3 of arable lands in Poland stored in the Land
Use/Cover Area Frame Survey (LUCAS) (Tóth et al. 2013) and in the database cre-
ated for monitoring the properties of arable lands in Poland (Terelak et al. 2008).
Equations 21, 22 and 26 were used to quantify the annual variation of shortwave
radiation reflected, including in clear-sky conditions from air-dried arable lands in
Israel, using reflectance spectra of soils stored in the Israeli Soil Database Library
(Cierniewski et al. 2018b). The annual variations of the arable land areas in Poland
and Israel were determined with the help of Landsat 8 images recorded for the
countries in 2013–2014 and 2013–2015, respectively. The images, recorded by the
Operational Land Imager (OLI) instrument of the satellite, included two sample sur-
faces within two scenes of the satellites located in the eastern and western parts
of Poland and the entire territory of Israel within there scenes of the satellite. The



176 J. Cierniewski

images without snow and with up to 10% of cloud cover were radiometrically cali-
brated to top-of-atmosphere reflectance (TOA) using metadata, and normalized from
different illumination conditions by dividing TOA by the cosine of θ s. A surface was
identified as a bare soil by analyzing the shape of its reflectance (RB) recorded in the
following bands (B) of the OLI, i.e., if they fulfilled the following conditions: R2 <
R3 < R4 < R5 < R6; R6 > R7; R5/R3 > 1.8; R6 − R5 > 0 in the case of arable lands
in Poland, and R3 < R4 < R5 < R6; R6 > R7; R6 − R5 < 1 within the lands in Israel.
The above sets of the reflectance conditions were established based on the shape of
the spectrum of the dominant soil units located within the contours of arable lands,
using digital maps of land use and soils of these countries. The half-diurnal α dis-
tributions of the studied soil units generated in the θ s using the aforementioned sets
of equations with the assumption that they have a roughness corresponding to those
formed by a Pd, an Hd and an Hs. It was assumed that the roughness, expressed by
HSD and T 3D, was 25 mm and 1.5 for the surfaces shaped by Pd, 10 mm and 1.15 for
Hd, and 5 mm and 1.05 for Hs (Cierniewski et al. 2014). The distributions were first
matched with θ s variation for each day of the year from local noon to sunset. Then
the distributions were stated in a function of time, replacing θ s by solar local time.
This allowed the average diurnal α value (αd) to be calculated for each day of the year
for averaged air-dried arable lands in the studied countries after using the aforemen-
tioned agricultural tools. The examples of average soils located in Poland and Israel
show how different their diurnal α distributions can be depending on latitude, date
and roughness, and how these variables affect their average diurnal values (Fig. 25).
Using an Hs to smoothing soil previously shaped by a Pd in Poland increases its αd at
the beginning of the astronomical winter by about 100% and at the beginning of the
astronomical summer by about 65%. For average soils in Israel, located at a lower
latitude of about 20°, their αd increase for the first date is about 45%, and 30% for
the second.

The diurnal amounts of shortwave radiation reflected from the lands were esti-
mated by multiplying the total amount of shortwave radiation coming to the lands
under clear-sky conditions (formulated by formulas contained in Allen et al. 1998)
by the αd of the lands and their areas. It was found that these areas reached two
maxima in spring and late summer in Poland (at the beginning of the second decade
of March and the end of the first decade of September) and one maximum in sum-
mer until early autumn in Israel (between the end of the second decade of July and
the end of the first decade of September). The maxima of shortwave radiation (Rrd)
reflected under the clear-sky from these dried arable lands in Poland formed by Pd
and Hs were assessed at about 200 and 320 PJ/day in spring, respectively, and in late
summer at 220 and 350 PJ/day (Fig. 26). The Rrd maximum values for air-dried bare
arable lands formed by Pd and Hs in Israel were estimated at about 16 and 23 PJ/day,
respectively. These values were approx. 14–15 times lower than the corresponding
values for lands in Poland mainly because the total area of these lands in Poland was
about 35 times larger, but their αd and Rid values were almost 1.5 times and 1.2 times
lower in spring and late summer, respectively, than those in Israel in summer until
early autumn.
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Fig. 25 Half-diurnal albedo distribution of average bare arable lands in Poland and Israel formed
by a Pd, an Hd, and an Hs, generated for the shortest (22 December) and the longest (22 June) days,
respectively, in relation to the local solar time

In order to estimate the annual dynamics of the shortwave radiation reflected from
the bare arable lands on the scale of the European continent Eq. 23, 24 and 25 were
used, where thousands of soil reflectance spectra stored in the LUCAS soil database
provided input data for these equations to calculate the half-diurnal α variation of the
tested lands assuming that they are formed by Pd and Hs and illuminated under clear-
sky conditions (Cierniewski et al. 2018c). The use of satellite data from a Spinning
EnhancedVisible and Infrared Imager instrument (SEVIRI) (König et al. 2001)made
it possible to estimate these dynamics not only under clear-sky conditions, but also in
the real changing cloud conditions in the selected year of 2011. The annual variation
of the areas of arable lands and periods when they are not covered with crops in
such large terrain has been established in a different way than in Poland and Israel.
Vectorized and rasterized geostatistical data related to the European Agricultural
Region (USDA 1994), divided into three sub-regions limited to member countries
of the European Union (EU) together with its associated countries (Switzerland and
Norway) were used. The spatial distribution and area of the major crops cultivated
there (barley, wheat, maize, potato, rye, sugar beet and rapeseed) was established on
the basis of the datasets (Monfreda et al. 2008) in the form of a raster image with a
pixel size of 5× 5 arcmin. The Crop Calendar Dataset (Sacks et al. 2010), containing
digitized and georeferenced observation of crop planting and harvesting days (also
with the same resolution of 5–5 arcmin) was used to find the date when the crops
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Fig. 26 Annual variation in: a average diurnal albedo (αd) of the average bare arable lands in
Poland and Israel, formed by a plow (Pd), a disk harrow (Hd), and a smoothing harrow (Hs); b areas
of bare arable lands in Poland and Israel extracted from Landsat 8 images; c amount of shortwave
radiation (Rid) reaching the lands in clear-sky conditions; d amount of shortwave radiation reflected
from all the bare arable lands (Rrd) within Poland and Israel
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were planted. Growing degree days, being a tool for measuring heat accumulation in
order to predict the rate of plant development (Miller et al. 2001; Worthington and
Hutchinson 2005), was used to determine the period in which crop cover does not
exceed 15%, so it could not lose its spectral characteristic as bare soil. To determine
the soil units that the delineated arable areas belong to, a digital soil map classified
as WRB major reference groups and a land-cover map (GlobCover 2009) were used
(Arino et al. 2012). The αd values of averaged arable lands were generated for each
day of the year using half-diurnal α distributions of the air-dried lands in the function
of solar local time in the same way as those calculated for these two different size
countries—Poland and Israel. Due to the variability of climatic conditions in such a
wide area within the EU, αd values were calculated separately for its western (W),
central (C), and southern (S) parts (Fig. 27). Spring peaks of the bare soil areas, about
85,000 and 60,000 km2, were found within W and C in the middle of first decade of
April and in the middle of the first decade of May, respectively. The largest spring
peak, reaching 95,000 km2, was established within S at the turn of the second and
the third decade of April. Significantly smaller autumn peaks of the bare soil areas
within W, C, and S, reaching 10,000, 20,000, and less than 5000 km2, respectively,
were found at the end of the first decade of October. Within S in summer around the
end of the third decade of July an additional area of bare soils was found measuring
10,000 km2. The average diurnal amount of shortwave radiation reaching the EU’s
arable lands under changing cloudiness in the selected years of 2011 varied from
about 2 TJ/km2 around the beginning of the astronomical winter to 17, 19, and 21
TJ/km2 for C, W, and S, respectively, at the beginning of the astronomical summer.
It was found finally that the greatest amount of radiation could be reflected from
the arable lands of the EU from the beginning of April to the end of May. This
instantaneous radiation amount of the soil shaped by a Hs and a Pd was estimated at
250 and 220 PJ/day, respectively, for W, 190 and 150 PJ/day for C, and 330 and 280
PJ/day for S.

In estimating the annual dynamics of short-wave radiation reflected from bare
arable lands on a global scale (Cierniewski and Ceglarek 2018), such a procedure for
determining the variation of their areas was applied as in the case of the European
continent previously discussed, using vectorized and rasterized geostatistical data
sets. However, without having the satellite data referring to the real amount of short-
wave radiation reaching these lands in this global scale, the estimation was limited
only to clear-sky conditions without any clouds. The estimation has been referred to
the highest radiation level of the lands, which under conventional tillage (Derpsch
et al. 2010)were bare for at least a fewdays after the day of planting andwere air-dried
in two extreme roughness states—those shaped by a Pd and those shaped by a Hs.
The estimation was carried out on the examples of the thirty-three most extensive
agricultural regions on six of the Earth’s continents, where thirteen major crops
are cultivated (barley, cassava, cotton, groundnut, maize, millet, potato, rapeseed,
rye, sorghum, soybean, sugar beet and wheat). This estimate was made using soil
units classified as major soil groupings according to the Digital Soil Map of the
World (FAO/UNESCO 2007) located within the tested arable lands according to a
global land cover map (GlobCover 2009). It was established that the highest peak
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Fig. 27 Annual variation in:
a average diurnal albedo
(αd) of the average bare
arable lands in western (red
line), central (green line),
and southern (blue line) parts
of the European Union (EU),
formed by a plow (Pd) and a
smoothing harrow (Hs);
b areas of bare arable lands
in these parts of the EUs;
c real amount of shortwave
radiation (Rid) reaching the
lands in the EU; d amount of
shortwave radiation reflected
from all the bare arable ands
(Rrd), formed by a plow
(solid lines) and a smoothing
harrow (dashed lines) within
these parts of the EU
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of shortwave radiation reflected from the lands (Rrd) formed by a Pd and an Hs in
Africa occur in the summer in the middle of the first decade of July, reaching there
around 3.5 EJ/day and 4 EJ/day, respectively, when their bare areas reached about
350,000 km2. In Asia, Europe and North America, the highest Rrd peaks appear
in spring between the beginning and the end of the third decade of May, and in
South America at the beginning of the second decade of December. It was found
that in this period the total areas of bare arable lands on these continents were about
700,000 km2, 450,000 km2, 300,000 km2, and 500,000 km2, respectively (Fig. 28).
The Rrd peaks for these extreme roughness states, formed by a Pd and Hs, were
evaluated at about 8.5 EJ/day and 10 EJ/day, 5 EJ/day and 8.5 EJ/day, 7 EJ/day and
8.5 EJ/day, and 5.5 EJ/day and 6.3 EJ/day, respectively (Fig. 29). This Rrd peak
appears in Oceania in autumn, in the middle of the first decade of June, reaching

Fig. 28 Annual variation of bare arable land areas (Ad) within six continents of the Earth

Fig. 29 Annual variation of
amount of shortwave
radiation reflected from all
the bare arable lands formed
by a smoothing harrow (Rrd)
within six continents of the
Earth
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Fig. 30 Annual variation of
shortwave radiation reflected
from all the bare arable lands
(Rrd), and reflected from
bare arable lands formed by
a plow (Pd) and a smoothing
harrow (Hs) within the
Northern Hemisphere (NH)
and Southern Hemisphere
(SH)

0.15 EJ/day and 0.25 EJ/day. Figure 29 shows the Rrd values related to these lands
formed by a Hs. Aggregating the Rrd values predicted for the tested agricultural
regions located in the Northern Hemisphere, it was found that their highest value
occurred at the beginning of the third decade of May reaching 21 EJ/day for soils
treated by a Pd, and 24 EJ/day when they are treated by an Hs (Fig. 30).

We suppose that these above values of shortwave radiation reflected and absorbed
by bare arable lands in specified periods of the yearwith their changing areas through-
out the year may have a noticeable effect on the Earth’s climate on a global scale,
depending on the land roughness being the effect of agricultural practices under con-
ventional tillage. Due to the evidently progressive global warming of the climate,
forming arable lands under conventional cultivation with the use of agricultural tools
that create the lowest possible roughness seems to be one action against this warming.
It is assumed that although the annual variation of shortwave radiation reflected from
bare arable lands on a global scale is limited to specific conditions, it may facilitate
climatologists in more reliable assessment of the impact of these lands on the Earth’s
climate.

4 Concluding Remarks

This paper discussed the impact of soil properties—those stable in time and
those changing dynamically—that have the strongest influence on the bidirectional
reflectance (ρ) of soils and their broadband blue-sky albedo (α). However, the impact
of soil surface roughness on these physical quantitieswas discussed heremostwidely.
Models that describe the ρ of soils in changing their illumination and observation
condition taking into account this surface feature were used for this purpose.

It is assumed that bare soil surfaces, although appearing in relatively short periods
within conventionally cultivated arable lands may, due to their large total areas, can
significantly affect the energy transfer between soil, vegetation and the atmosphere,
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depending on their spectral reflectance properties (expressed by theirα). It is assumed
that only one of these properties, which is the roughness of the arable lands, can
sufficiently strongly determine this impact. Smoothing rough arable lands that have
been previously deeply plowed with, for example, a smoothing harrow increases
their α, resulting in a lower amount of shortwave radiation being absorbed by their
surface layer. Those surfaces emit less long-wave radiation, leading to reduction in
their temperature, which can modify the Earth climate.

This paper presents the sets of equations that make it possible to predict with
the satisfactory accuracy the diurnal α using their reflectance spectra obtained under
laboratory conditions, which are stored in soil spectral libraries. This variation allows
for more precise calculation of the average diurnal α values of soils and, on this basis,
also their average α values over longer periods of several days, a month, a season
or a year. It is assumed that the application of the procedures for determining the
annual variation of shortwave radiation amount reflected from arable lands at such
time intervals can improve the accuracy of modeling the Earth’s climate change.

Because the surface moisture of arable lands under conventional tillage affects
their spectral reflectance as strongly and dynamically as their surface roughness,
it would appear important to consider soil moisture as a variables in the newly
developed soil reflectance models working in the optical domain.

Estimating the amount of radiation reflected from bare soils on a global scale
would be much more realistic if it concerned not only clear-sky conditions, but also
the changing cloud conditions on a much larger area than the EU, as has been done
thus far using satellite data from the SEVIRI instrument.

In view of the rapid progress of satellite technology, it seems increasingly feasible
that a research project can be implemented to confirm the suitability of observation of
soil surfaces and other components of the Earth’s surface using satellite technology
at the optimal time to determine their average diurnal α value.
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Asymptotic Methods in the Theory
of Light Scattering by Nonspherical
Particles

Aleksey Malinka

Abstract The method of stationary phase is applied to calculate the amplitudes of
scattering by nonspherical particles that are much larger than the wavelength. The
method is valid for scattering angles outside the narrow cone around the forward
direction (θ > 1/x, x is the dimensionless particle size). The scattering amplitudes,
and therefore the scattering phase functions, can be calculated using Stokes’ the-
orem for the cases when the field inside the particle is known. These cases match
different approximations of physical optics: Fraunhofer diffraction, the Rayleigh-
Gans and Wentzel-Kramers-Brillouin approximations. The integral of the field over
the particle is converted to the integral over its boundary and then, considering the
particles much larger than the wavelength, is calculated with the method of station-
ary phase that assumes that the essential contribution to the integral comes from the
points of the constructive interference, i.e. where the phase of the wave is stationary.
The differential cross-section of scattering by an ensemble of chaotically oriented
particles is calculated by the non-coherent averaging over particles orientation. Sim-
ple approximating formulas are given that relates the scattering properties in the
abovementioned cases directly to the microphysical characteristics of the particle
ensemble.

1 Introduction

In this work the term ‘asymptotic’ refers to methods known in mathematics as the
methods of stationary phase (Bleistein and Handelsman 1986; Born andWolf 1968).
These methods consider the integrals of fast oscillating functions with a factor of the
kind exp[i x f (r)], where x is a constant parameter, and give the asymptotic behavior
of these integrals at large x. The core of the approach is that the fast oscillations
destruct each other after integration and the non-vanishing values, contributing to the

A. Malinka (B)
Institute of Physics, National Academy of Sciences of Belarus, 220072 pr. Nezavisimosti 68-2,
Minsk, Belarus
e-mail: a.malinka@ifanbel.bas-net.by

© Springer Nature Switzerland AG 2020
A. Kokhanovsky (ed.), Springer Series in Light Scattering,
Springer Series in Light Scattering,
https://doi.org/10.1007/978-3-030-38696-2_5

193

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-38696-2_5&domain=pdf
mailto:a.malinka@ifanbel.bas-net.by
https://doi.org/10.1007/978-3-030-38696-2_5


194 A. Malinka

integral, come from the points where the phase is stationary. In physics, this effect
is called the positive interference of waves. So, because of such a close analogy,
these methods can be efficiently applied to light scattering by particles whose size
significantly exceeds the wavelength of radiation. Hereinafter we will only consider
particles that are much larger than the wavelength:

x � 1, (1)

where x = kD is the dimensionless particle size (k is awavenumber andD is a typical
particle dimension). This approach originates from the classical Huygens–Fresnel
principle and Kirchhoff diffraction formula, however considers the scattering angles
θ that satisfy the relation:

xθ � 1. (2)

It is a well-known fact that only few problems in the theory of light scattering
have a strict solution, like the Mie solution for spherical scatterers. However, the
spherical particles are quite rare in nature. These are, e.g., droplets in warm clouds
or liquid aerosols, air bubbles in water and ice, fat globules in milk. But most natural
particles, such as crystals in cirrus clouds and solids in some aerosols—dust, smokes,
or volcanic ashes—in the atmosphere, phytoplankton in seawaters, cells in biological
tissues are generally nonspherical. Tons of literature are dedicated to the questions
of scattering by nonspherical particles and we cannot mention here any significant
part of these works (see Macke et al. 1996; Yang and Liou 1996; Kokhanovsky and
Macke 1997; Shcherbakov et al. 2006; Borovoi et al. 2014; Rother andKahnert 2014;
Liou and Yang 2016 for some examples).

The methods of calculation of the characteristics of light scattering by nonspheri-
cal particles are very complicated and time consuming. At the same time, such clas-
sical approaches as Fraunhofer diffraction, Rayleigh–Gans and Wentzel–Kramers–
Brillouin approximations proved their efficiency in a number of problems. TheFraun-
hofer diffraction theory has high accuracy for optically hard particles, much larger
than the wavelength, i.e. when

|m − 1|x � 1, (3)

where m = n + iκ is the complex relative refractive index of the particle.
Fraunhofer diffraction completely determines the small-angle scattering by such

particles (Bohren and Huffman 1983; van de Hulst 1957), which is extremely impor-
tant in a number of optical problems (Wells 1973), such as image transfer (Zege et al.
1991) or remote sensing, including particle sizing and lidar sounding (Baum et al.
2005; Bissonnette and Hutt 1990; Roy et al. 1997; Malinka and Zege 2007).

In the case of spherical particles, the Fraunhofer diffraction pattern is an asymp-
totic behavior of the Mie solution when the particle size approaches infinity (van
de Hulst 1957). However, the Fraunhofer diffraction theory is not restricted by the
circular shape of an obstacle. The diffraction by regular structures (gratings) or single
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obstacles of regular shape (slit, rectangle, or circle) is the commonly known clas-
sical problem of optics. However, the question of light diffraction by particles of
random shape or, at least, for chaotically oriented nonspherical ones is not investi-
gated properly. Abramyan (1981) considered very small diffraction angles, so the
obtained results cannot be used outside the Poisson spot region. The case of very
small deviations of a particle shape from a sphere was examined by Abdelazecz
(1983). Shifrin et al. (1984) considered the strictly random shape of an obstacle
when its contour was described by a randommonotypic function R(ϕ) in polar coor-
dinates. Their approach required an a priori knowledge of the correlation function
〈R(ϕ)R(ϕ + ψ)〉 of a random contour. In the work (Jones 1987) this correlation
function was investigated experimentally for different kinds of particles. In Sect. 2
of this work the simple approximating formula and its derivation are given for Fraun-
hofer diffraction by an ensemble of randomly oriented nonspherical particles. These
results were originally published in (Malinka and Zege 2009; Malinka 2010a, b).

Another approach, which unlike Fraunhofer diffraction is used for optically soft
particles, is the Rayleigh–Gans (RG) approximation (an equivalent of the 1st Born
approximation in quantum mechanics). It works when the phase shift of the elec-
tromagnetic wave inside a particle is negligible and the inner field is approximately
equal to the incident one. The condition for the phase shift looks as:

|m − 1|x � 1. (4)

Although having a different physical meaning, mathematically this problem is
fully equivalent to Fraunhofer diffraction. It is just a 3-dimensional analog, where the
initial integral is taken over the particle volume, while in the Fraunhofer diffraction
approach it is taken over the screen area.

Most biological particles, such as phytoplankton in seawaters (Kopelevich 1983),
erythrocytes in blood or other cells in biological tissues (Duck 1990), and some par-
ticles of non-living origin, like brine inclusions in sea ice (Light 2010), are optically
soft, i.e. meet the condition

|m − 1| � 1. (5)

Unfortunately, conditions (1) and (4) are rarely fulfilled in practice together,
because the above mentioned optically soft particles that meet Eq. (5) are usually
too large to match simultaneously Eq. (4). For this reason the RG approximation has
quite narrow application area in the light scattering practice and is considered, first
of all, due to its methodological worth.

An approximation that accounts for the phase shift Re(m − 1)x = (n − 1)x in
optically soft large particles is the Wentzel–Kramers–Brillouin (WKB) approxima-
tion, which is often called the approximation of physical optics and is closely related
to the eikonal approximation in geometrical optics. It neglects the reflection and
refraction by the particle boundary and thus requires condition (5) only, imposing
no restriction on the phase shift (n− 1)x . The WKB approximation provides a more
accurate solution for large optically soft particles than the RG approximation and has
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the wider application scope. The solutions for the ensembles of randomly shaped or
chaotically oriented nonspherical particleswithin these two approximations are given
in Sects. 3 and 4, respectively. These results were originally published in Malinka
(2011, 2015a) and were applied to the description of phytoplankton (Malinka and
Zege 2011; Malinka 2015b) and sea ice inherent optical properties (Malinka et al.
2018; Zege et al. 2018), as well as to remote sensing of the sea ice cover (Zege et al.
2015; Istomina et al. 2015a, b).

2 Fraunhofer Diffraction

2.1 Statement of the Problem

Fraunhofer diffraction implies that an optically hard particle, i.e. the particle with
the refractive index that meets condition (3), just obscures the part of the front of
the incident wave. Let the incident wavefront be parallel to the xy-plane and the
wavevector k0 be perpendicular to it. The wavevector of the diffracted wave is ks .
As the obstacle is much larger than the wavelength [see Eq. (1)], the diffracted light
is concentrated at the small angles:

θ � 1. (6)

Due to Eq. (6) we can assume that the projection of vector ks onto the xy-plane
is equal to the difference

�k = ks − k0 = (kθ cosϕ, kθ sin ϕ), (7)

where k is the wavenumber, θ is the diffraction angle, ϕ is the azimuth. So that

�k = |�k| = kθ = 2π

λ
θ, (8)

where λ is the wavelength.
Within approximation (6) �k is perpendicular to k0 and lies in the xy-plane.
Let the contour (the edge of the screen) be described by the two-dimensional

vector function

r = r(l) = (x(l), y(l)). (9)

The derivative of this function is a tangent vector to the contour:

dr
dl

= t(l) = (cosψ(l), sinψ(l)), (10)
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where ψ is the angle between the tangent line at the point r(l) and the x-axis, l is the
natural parameter of the contour (the length along the curve).

The amplitude scattering function of Fraunhofer diffraction is (see e.g. van de
Hulst 1957; Born and Wolf 1968):

f = 1

λ

¨

S

ei �k ·rd2r, (11)

the integral is taken over the area of the screen S. Formula (11) realizes the Huygens
principle in the far field zone, when the secondary sources are distributed uniformly
over the area S.

The differential cross-section is

dCsca

d	
= | f |2. (12)

It meets the normalization

∫
dCsca

d	
d	 =

2π∫

0

∞∫

0

| f |2θdθdϕ = S, (13)

where S is the area of the obstacle, which is equal to the total scattering cross-section
in Fraunhofer diffraction.

2.2 Solution for a Single Obstacle

By Stokes’ theorem the integral over the screen area (11) can be rewritten through
the integral over the contour bordering the screen:

f = −i

λ �k2

∫
� ei �k ·r �k × dr, (14)

where the sign × in this (two-dimensional) case denotes

a × b = axby − bxay . (15)

Passing to the integration over l, we have

f = −i

λ �k2

∫
� ei �k ·r �k × t dl, (16)
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where t is a tangent vector introduced in Eq. (10). Formula (16) transforms the
surface-distributed secondary sources to those distributed along the contour. Function
�k × t describes the contribution of the these sources to integral (16).

Now we consider the case when the obstacle is much larger than the wavelength.
This means that the typical size of the obstacle D satisfies the condition

D � λ. (17)

Let us consider first the region of the diffraction angles that are far outside the
main diffraction peak. The main diffraction peak is concentrated near the forward
direction at angles ranging from 0 to about 1/x, x = πD/λ being the Fraunhofer
diffraction parameter or the dimensionless obstacle size. If the diffraction angle is
far outside the main peak, then

�k D = π

λ
θ D = x θ � 1. (18)

Note that simultaneously the diffraction angle θ meets condition (6).
With this regard, to calculate integral (16) we can use the method of stationary

phase. Under condition (18) the nonvanishing contribution to integral (16) is due
only to the points where the phase is stationary:

d �k · r
dl

= �k · t = 0, (19)

because the waves from the vicinity of these points have the same phase and thus
undergo positive (constructive) interference. The waves from the other points have
the different phases and thus they destruct each other, because of the fast oscillations
of the exponential function.

Condition (19) is satisfied when vectors �k and t are orthogonal (see Fig. 1). At
these points the product �k × dr

dl equals

�k × dr
dl

= �k × t = ±�k, (20)

Fig. 1 Example of a contour
and the points where the
tangent line is perpendicular
to �k. The green arrow is
vector �k, the red arrows are
tangent vectors t, and the
blue arrows are vectors dt/dl

Δk

t      1

2

3

4

dt/dl
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where sign ‘+’ is taken for point 4, and sign ‘–’ for points 1–3. Thus, the contribution
of every stationary point rs [the solution of Eq. (19)] to the integral in Eq. (16) is

Is =
∫

δrs

ei �k ·r �k × t dl

=
∞∫

−∞
exp

(
i �k · rs + i �k · d

2rs
dl2

l2

2

)
(±�k)dl, (21)

where δrs is the vicinity of point rs and the phase is expanded to the second order of
l [the first order is equal to zero due to condition (19)]. Integral (21) is equal to (see,
e.g., Bleistein and Handelsman 1986):

Is = exp

(
i �k · rs + π i

4
sgns

)
(±�k)

√√√√ 2π∣∣∣�k · d2rs
dl2

∣∣∣
. (22)

The second derivative d2rs/dl2 is the first derivative of t and thus it is
perpendicular to t and parallel or antiparallel to �k:

�k · d
2rs
dl2

= �k · dt
dl

= ±�k

∣∣∣∣dtdl
∣∣∣∣. (23)

Value sgns denotes the sign in Eq. (23): sgns = 1 (sign +), if �k and dt/dl are
parallel, and sgns = −1 (sign −), if they are antiparallel. An example of the contour
is represented in Fig. 1. There sgns = 1 in points 2 and 4, and sgns = −1 at points
1 and 3.

The absolute magnitude of vector dt/dl equals to the curvature of the contour:

∣∣∣∣dtdl
∣∣∣∣ = 1

Rs
, (24)

where Rs is the contour curvature radius at point rs . Hence, integral (21) is equal to

Is = exp

(
i �k · rs + π i

4
sgns

)
(±�k)

√
2πRs

�k
. (25)

For function f we get:

f = −i

λ �k2
∑
s

Is = ∓i

λ �k2
∑
s

exp

(
i �k · rs + π i

4
sgns

)√
2π �kRs . (26)

The differential cross-section is
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| f |2 = 2π

λ2�k3
∑
q

∑
s

exp

(
i �k · (rq − rs) + π i

4
(sgnq − sgns)

)√
Rq Rs . (27)

Formula (27) gives the solution for a single arbitrary-shaped screen with a
piecewise-smooth boundary.

Let us separate the terms with q = s and q �= s in Eq. (27):

| f |2 = 2π

λ2�k3
∑
s

Rs + I nt. (28)

In Eq. (28) the first term (for q= s) describes incoherent addition of the intensities
of the waves diffracted by every stationary point. The second term, Int (for q �= s),
describes the interference of the waves diffracted by the different stationary points.

2.3 Randomly Oriented Obstacles

If the medium is isotropic then the particles are randomly oriented in the plane of a
wavefront. So, let us average function (28) over the contour orientation (the same,
over ϕ, the azimuth of �k). As seen in Fig. 1, rotation of �k on dϕ shifts points 1–4
along the contour to dl and rotates the tangent vectors on dψ = dϕ, as the tangent
vectors are always perpendicular to �k.

The curvature radius by definition is

R = dl

dψ
. (29)

Hence, azimuth averaging gives

dCsca

d	
= | f |2 = 1

2π

2π∫

0

| f |2dϕ = 2π

λ2�k3
∑
s

π∫

0

Rs
dψ

π
+ I nt . (30)

A contour can always be divided into arcs, where function ψ(l) is monotonic, so
that the inverse function l(ψ) is monotypic. Every arc has only one stationary point.
The integral

∫
Rsdψ =

∫
dl

dψ
dψ = ls (31)

is the length of the arc. So the sum of the arc lengths

∑
ls = L , (32)
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where L is the length of the entire contour.
That is:

π∫

0

∑
s

Rs
dψ

π
= L

π
. (33)

Formula (33), in fact, means that the average curvature radius of the contour is
the contour length divided by 2π , and the sum of radii at points with parallel tangent
lines on average is equal to the doubled average radius of the contour (this statement
is obvious for a circle: there are always two points with parallel tangent lines and
they are diametrically opposed).

Therefore, we get for Eq. (30):

dCsca

d	
= 2L

λ2�k3
+ I nt = 2λL

(2π)3θ3
+ I nt . (34)

Equation (34) shows that the main term in the differential cross-section of a
randomly oriented obstacle far outside of the main diffraction peak behaves as θ−3

and depends on the perimeter of the obstacle only.
The differential cross-section of Fraunhofer diffraction by a rectangular screen

averaged over orientation in the xy-plane and the first term of function (34) are plotted
in Fig. 2. The differential cross-section of the rectangle was calculated by a straight-

Fig. 2 Differential cross-section of Fraunhofer diffraction by a randomly oriented rectangular
screen with sides of 10 and 15 µm (dashes) and the first term of Eq. (34) (curve). Wavelength is
equal to 532 nm
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forward integration of the basic formula [Eq. (11]) and by numerical averaging over
the azimuth. The oscillations on the plot mirror the interferential term I nt in Eq. (34)
and are around the average value given by the first term.

The critical angular value λ/L that defines the first diffraction peak is about ~0.6°
in this case. It is seen that for smaller angles formula (34) does not work, approaching
infinity at zero. However, for angles larger than critical, the first term of formula (34)
correctly describes the angular behavior of the differential cross-section except for
oscillations.

2.4 Particular Case of Spherical Particles

The foregoing results for the general case could be easily gotten in the particular case
of spherical particles, i.e. circular obstacles. The diffraction differential cross-section
on a circular screen is (e.g., van de Hulst 1957)

dC

d	

circ

= r2
J 2
1 (xθ)

θ2
, (35)

where r is the radius, J1(z) is the Bessel function, and

x = 2πr

λ
. (36)

Considering the limit

xθ → ∞, (37)

which corresponds to Eq. (18), and writing the asymptotic expression for the Bessel
function

J1(z � 1) =
√

2

π z
cos

(
z − 3π

4

)
, (38)

we can write Eq. (35) as

dC

d	

circ

= 2r2

πxθ3
cos2

(
xθ − 3π

4

)
. (39)

We get

dC

d	

circ

= 2λ(2πr)

(2π)3θ3

(
1 + cos

(
2xθ − 3π

2

))
. (40)
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So the first term of formula (40) for a large circle coincides with the first term
of formula (34) for a screen of arbitrary shape and the cosine function in Eq. (40)
represents the interferential term.

2.5 Size-Distributed Obstacles

For an ensemble of size-distributed obstacles the differential cross-section is

dCsca

d	
= 2λ〈L〉

(2π)3θ3
+ 〈

I nt
〉
, (41)

where sign 〈 〉 denotes averaging over the ensemble.
Assuming that averaging over orientation and over size are commutative, we can

write:

〈
I nt
〉 = 〈I nt〉 = 2π

λ2�k3

1

2π

2π∫

0

dϕ
∑
q �=s

〈
exp

(
i �k · (rq − rs) + π i

4
(sgnq − sgns)

)√
Rq Rs

〉
= 0.

(42)

This term reaches zero due to the fast oscillations of the exponential function if
the size distribution is smooth enough, i.e., if it does not have peaks with the width
comparable to the wavelength.

Finally, we have

dCsca

d	
= 2λ〈L〉

(2π)3θ3
. (43)

Particle size-distribution smoothes the diffraction pattern, such that one cannot
distinguish between the first and the higher-order peaks. We will refer to the region

θ <
λ

〈L〉 (44)

as a main peak. Equation (43) claims that far outside the main diffraction peak the
differential cross-section depends on the average contour length 〈L〉 only and is
independent of the obstacles’ shape.

As it can be easily seen from Eqs. (11) and (12), the value of the differential cross-
section in the strictly forward direction θ = 0 equals S2/λ2. The total scattering cross-
section, i.e. the integral of the differential cross-section over θ , is equal to the obstacle
area S [see (13)]. None of these values depends on the shape. So, for size-distributed
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obstacles the differential cross-section meets three conditions independently of the
obstacles shape:

dCsca

d	

∣∣∣∣
θ=0

=
〈
S2
〉

λ2
,

dCsca

d	

∣∣∣∣
θ>λ/ 〈L〉

= 2λ〈L〉
(2π)3θ3

,

∫
dCsca

d	
d	 = S. (45)

These conditions mean that the diffraction-angle patterns of two ensembles of
chaotically oriented large particles, differing in shape and/or size distribution, will
be identical if the 1st and 2nd moments of the obstacle area distribution, 〈S〉 and 〈S2〉,
and the average perimeter 〈L〉 are the same.

2.6 Approximating Formula

The statement made in the previous paragraph pushes an idea to find one uni-
versal phase function that would satisfy conditions (45) to describe the Fraun-
hofer diffraction pattern of any ensemble, regardless of the particle shape or size
distribution.

Let us define the scattering phase function of Fraunhofer diffraction as

p(θ) = 2π

〈S〉
dCsca

d	
, (46)

with the normalization, followed from (13) in the framework of the small-angle
scattering approach

∞∫

0

p(θ)θ dθ = 1. (47)

Conditions (45) become

p(θ)|θ�λ/ 〈L〉 = a

θ3
, a = λ〈L〉

2π2〈S〉 , (48)

p(0) = 2π
〈
S2
〉

λ2〈S〉 . (49)

Condition (48) gives the asymptotical behavior, while condition (49) gives the
strict forward value.

If the particle size distribution is wide enough (i.e., its width is much greater
than the wavelength—which is the case of most of the natural scattering media) the
diffraction phase function must be monotonic, because the oscillations destruct each
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other. So we have the monotonic function that has the given value at zero, the given
asymptotical behavior, and its integral equals unity.

Because Eq. (48) is unphysical at θ → 0, the Wells function (Wells 1973) can be
used for the approximation: it satisfies asymptotic condition (48) and normalization
(47) and takes finite values over the entire range. The Wells function (50) is a small-
angle analog of the widely-used Henye–Greenstein function and is often used in
hydro-optics (Wells 1973; McLean and Voss 1991). However, function (50) does
not describe the main diffraction peak; in particular, it does not satisfy Eq. (49). To
describe the main diffraction peak, let us take an equal-weighted mixture of (50)
and a Gaussian function: this will adjust the near-zero value and will not change the
asymptotic behavior:

p(θ) = ρ2

(
1 + ρ2θ2

)3/ 2 (50)

p(θ) = 1

2V
exp

(
− θ2

2V

)
+ ρ2

2
(
1 + ρ2θ2

)3/ 2 . (51)

Function (51) satisfies the normalization (47) automatically. From conditions
(48)–(49) we have:

ρ = 1

2a
, V = 4a2

8p(0)a2 − 1
. (52)

Thus, only two microphysical parameters of the ensemble,
〈
S2
〉
/〈S〉 and 〈L〉/〈S〉,

define the diffraction phase function regardless of particle shape; the former charac-
terizes the width of the size distribution (it is the 2nd moment of the cross-sectional
area distribution), the latter determines the deviation from spherical shape. The aver-
age contour length 〈L〉 in the particular case of a convex particle is proportional to
the average particle thickness 〈T 〉 (Kendall and Moran 1963):

〈L〉 = π〈T 〉. (53)

However, in general, Eq. (53) is not valid.
Qualitatively, the first term in (51) describes the main diffraction peak and the sec-

ondone refers to the peaks of higher orders. The latter is obtainedwithin the stationary
phase method, while the former is just approximated by Gaussian function. It is to
note that these two terms have equal energy—a half of the total one. Moreover, the
second term—outside the zero diffraction peak—may become more important than
the first one in some situations where a receiver does not have sufficient resolution
and the first term cannot be distinguished from the direct light.
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2.7 Hexagonal Prisms

Let us compare formula (51) with the strict solution for Fraunhofer diffraction by
an ensemble of randomly oriented hexagonal prisms—this model is widely used for
modeling the microphysical and optical properties of crystal clouds. Let D be the
maximum dimension of a hexagon and H be the prism height. Prism orientation is
determined by three angles: ϕ, the angle of rotation around the main prism axis, θ ,
the angle between the main prism axis and the incident light direction, and ψ , the
angle of rotation around the incident light direction (see Fig. 3).

We are to find average values of 〈S〉, 〈S2〉, and 〈L〉. Averaging over the ensemble
means averaging over angles ϕ, θ , and ψ . Averaging over ψ is trivial, because none
of the above mentioned values depends on ψ .

So, averaging is:

〈 f (θ, ϕ)〉 = 6

π

π/ 6∫

0

dϕ

π/ 2∫

0

f (θ, ϕ) sin(θ)dθ. (54)

The prism cross-sectional area is

S(θ, ϕ) = Sbase cos θ + Sside sin θ cosϕ, (55)

where Sbase is the hexagon area and Sside is the maximal area of the side projection:

Sbase = 3
√
3

8
D2, Sside = DH. (56)

So we have

S(θ, ϕ) = 3
√
3

8
D2 cos θ + HD sin θ cosϕ. (57)

From (54) and (57) it is easy to find:

Fig. 3 Hexagonal prism
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〈S〉 = 3
√
3

16
D2 + 3

4
DH,

〈
S2
〉 = 9

64
D4 + 3

√
3

4π
D3H + 2π + 3

√
3

6π
D2H 2.

(58)

Note that the average cross-sectional area 〈S〉 is equal to one fourth of the prism
surface area, as for any convex particle.

It is somewhat more complicated to find the average length of the contour, border-
ing the particle projection, 〈L〉. The projection contour comprises of two halves of
the hexagon moved apart by lateral edges. The length of the projection of the lateral
edges is equal to 2H sin θ , so its average value is

Llat =
π/ 2∫

0

2H sin2 θdθ = π

2
H. (59)

In order to find the average length of the base perimeter, let us consider the length
element dl (see Fig. 3). Let vector dl have elements (dl cosϕ0, dl sin ϕ0, 0)when the
principal prism axis is parallel to the z-axis. Then after two consecutive rotations—
the 1st one by angle ϕ around the z-axis and the 2nd one by angle θ around the
x-axis—vector dl will have elements

(dl cos(ϕ0 + ϕ), dl sin(ϕ0 + ϕ) cos θ, dl sin(ϕ0 + ϕ) sin θ).

The length of its projection onto the xy-plane is

dl
√
cos2(ϕ0 + ϕ) + sin2(ϕ0 + ϕ) cos2 θ. (60)

Averaging this element over all possible angles, we have:

〈dl〉 = dl
1

2π

π/2∫

0

sin θdθ

2π∫

0

√
cos2(ϕ0 + ϕ) + sin2(ϕ0 + ϕ) cos2 θ dϕ

= dl
2

π

π/2∫

0

E(sin2 θ) sin θdθ = π

4
dl, (61)

whereE(m) is the elliptic integral. Then, integrating dl over the prism base perimeter,

∮
dl = Lbase, (62)

we have for the prism:
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Fig. 4 Diffraction phase function calculated strictly for the mono- (thin curve) and polydispersed
(circles) ensembles of randomly oriented prisms and its approximation by formula (51) (thick curve)

〈L〉 = π

4
Lbase + π

2
H. (63)

Note that Eq. (63) is valid not only for the hexagonal prism, but for any prism
with a convex base. For a hexagonal prism we have:

〈L〉 = 3π

4
D + π

2
H. (64)

Figure 4 presents the phase function of diffraction calculated directly by numer-
ical integration of the phase of a wavefront over the particle projection and its
approximation by formula (51) with parameters given by Eqs. (58) and (64).

The direct calculations are given for two cases: the monodispersed ensemble of
randomly oriented prisms with D = 50µm, H = 100µm and the polydispersed
ensemble of randomly oriented prisms withH/D = 0.9 and Gamma size distribution
for D:

dp

dD
= Dγ

Dγ+1
0 γ ! exp

(
− D

D0

)
(65)

with γ = 15 and D0 = 3.68µm. These distribution parameters provide the same
values of

〈
S2
〉
/〈S〉 and 〈L〉/〈S〉. The wavelength is 532 nm. Note that there are

the oscillations in the thin curve, because the ensemble is monodispered. As was
mentioned above, in the case of a polydispersion the phase function is monotonic.
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Thus, the universal function (51) approximates the Fraunhofer diffraction peak
of randomly oriented particles of any shape. The approximating formula includes
two simple functions, which are widely used in the radiation transfer theory. This
universal function depends on two microphysics parameters only: the average area
squared andperimeter length per average area of the projection:

〈
S2
〉
/〈S〉 and 〈L〉/〈S〉.

The latter describes the deviation of the particle shape from sphere, while the former
depends both on the deviation from sphere and the particle size distribution width.
The obtained approximation is simple and allows one to avoid the time consuming
and rather complicated strict calculations of the diffraction pattern. It may be useful
for description of laser bream propagation and lidar return from cirrus clouds or
strongly nonspherical aerosols, such as volcano ashes.

3 Rayleigh–Gans Approximation

3.1 Statement of the Problem

As it was mentioned the Rayleigh–Gans (RG) approximation is valid when the field
inside a particle is approximately equal to the incident field. This condition is met
when the phase shift inside the particle is negligible, Eq. (4). But though this demand
is opposite to the conditions of Fraunhofer diffraction, Eq. (3), mathematically these
approaches are completely analogous, dealing with a two-dimensional surface or a
three-dimensional volume.

Let the wavevector of the incident wave k0 be again perpendicular to the xy-plane.
The wavevector of the scattered wave is ks :

|ks | = |k0| = k = 2π

λ
n0, (66)

where n0 is the refractive index of the surrounding medium, λ is the wavelength in
vacuum.

The difference between wavevectors of the scattered and initial wave is

�k = |�k| = |ks − k0| = 2k sin
θ

2
, (67)

where θ is the scattering angle.
Let the particle surface be described by the three-dimensional vector function

r = r(u, v) = (x(u, v), y(u, v), z(u, v)), (68)

where u and v are the natural parameters, which determine the point on the two-
dimensional surface and are equal to the distances measured along the surface. The
derivatives of this function are the unit tangent vectors to the surface:
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∂r
∂u

= u(u, v),
∂r
∂v

= v(u, v). (69)

The physical reason for the RG approximation is that the electromagnetic field
inside the particle is assumed to be approximately equal to the incident field and every
point inside the particle is a secondary source for the scattered field. The amplitude
matrix elements within the RG approximations are (van de Hulst 1957; Bohren and
Huffman 1983):

S1 = −i
k3

2π
(m − 1)

∫

V

exp(i�k · r)d3r, S2 = S1 cos θ. (70)

wherem = n+ iκ is the relative refractive index of the particle. The integral is taken
over the particle volume V . The differential cross-section is

dCsca

d	
= |S1|2 + |S2|2

2k2
= 1 + cos2 θ

2k2
|S1|2. (71)

3.2 Solution for a Single Particle

By the Ostrogradsky–Gauss divergence theorem, which is the 3-d version of the
Stokes theorem, the integral over the particle volume (70) can be written through the
integral over its surface:

S1 = − k3

2π �k2
(m − 1)

∫

S

exp(i�k · r)�k · ndS, (72)

where n is the outer-pointing normal to the surface. Multiplier �k · n, proportional
to the cosine of the angle between vectors �k and n, describes the contribution of a
secondary source to the resulting field.

Now, as we consider the case when the obstacle is much greater than the wave-
length, we can use the method of the stationary phase, similar to the way we did it
in Sect. 2.2. Analogously to Eq. (18), we will consider here the region of angles, far
outside of the forward direction peak, i.e.

2x sin
θ

2
� 1. (73)

Under condition (73) only the points, where the phase is stationary, i.e.

∂�k · r
∂u

= �k · u = ∂�k · r
∂v

= �k · v = 0, (74)
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make the nonvanishing contribution to the integral in Eq. (72). These are the points
where �k is perpendicular to the surface (collinear to its normal n), because the
waves from the vicinity of these points undergo the positive interference. The waves
from the other points destruct each other, because of the fast oscillations of the
exponential function. At these points product �k · n equals

�k · n = ±�k. (75)

Thus, the contribution of each stationary point rs to the integral in Eq. (72) is
(Bleistein and Handelsman 1986):

Is =
∫

δrs

exp(i�k · r)�k · ndS

=
∞∫

−∞

∞∫

−∞
exp

(
i �k · rs + i

1

2
�k ·

[
∂2rs
∂u2

u2 + 2
∂2rs
∂u∂v

uv + ∂2rs
∂v2

v2
])

(±�k)dudv (76)

where the phase is expanded to the second order of u and v. Integral (76) is equal to

Is = ± exp

(
i �k · rs + π i

4
sgns

)
2π�k√|Js | , (77)

where sgns is the signature of the surface metrics at point rs (in the general case it
equals the number of positive radii minus the number of negative radii) and Js is the
Jacobian:

Js =
∣∣∣∣∣
�k · ∂2rs

∂u2 �k · ∂2rs
∂u∂v

�k · ∂2rs
∂u∂v

�k · ∂2rs
∂v2

∣∣∣∣∣. (78)

Jacobian Js is proportional to the Gaussian curvature at point rs .
Indeed, we can always choose the local coordinate system, in which the surface

equation in the vicinity of point rs has the form

r − rs = uu + vv − n
(

u2

2Ru
s

+ v2

2Rv
s

)
, (79)

where Ru
s and Rv

s are the principal curvature radii. From Eq. (79) it straightforwardly
follows that

Js = �k2

Ru
s R

v
s

. (80)

Hence, integral (76) is equal to
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Is = ± exp

(
i �k · rs + π i

4
sgns

)
2π
√∣∣Ru

s R
v
s

∣∣. (81)

For function S1 we get:

S1 = ∓ k3

2π �k2
(m − 1) Is

= ∓ k3

�k2
(m − 1)

∑
s

exp

(
i �k · rs + π i

4
sgns

)√∣∣Ru
s R

v
s

∣∣. (82)

Its squared magnitude is

|S1|2 = k6

�k4
|m − 1|2

∑
s

∑
q

exp

(
i �k · (rs − rq) + π i

4
(sgns − sgnq)

)√∣∣Ru
s R

v
s R

u
q R

v
q

∣∣. (83)

Formula (83) gives the solution for a single arbitrary-shaped large particle with
the piecewise-smooth surface.

Let us again separate the terms with s = q and s �= q in Eq. (83):

|S1|2 = k6

�k4
|m − 1|2

∑
s

∣∣Ru
s R

v
s

∣∣+ I nt. (84)

In Eq. (84) the first term (for s = q) describes the ‘incoherent’ scattering, which is
simply the sum of the intensities of the waves scattered by every stationary point. The
second term, I nt (for s �= q) describes the interference of the waves from different
stationary points.

3.3 Randomly Oriented Particles

The case when the particles are randomly oriented in space is of practical interest.
So, let us average function (84) over the particle orientation.

In the vicinity of point rs the surface equation has the form (79). The particle
rotation around vector n does not change function |S1|2. Two other rotations (around
u- and v-axes) on angles dψu and dψv , respectively, are equivalent to the appropriate
tilt of n:

dn = (dψu, dψv). (85)

As n is normal to the surface, point rs due to a tilt of n drifts by
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drs = (Ru
s dψu, R

v
s dψv). (86)

This means that the integration element in the space of rotations equals

dψudψv = dudv

|Ru
s R

v
s |

= dS

|Ru
s R

v
s |

, (87)

where dS is the surface area element. Thus, averaging function |S1|2 over orientations
gives:

|S1|2 = k6|m − 1|2
�k4

∫

4π

∑
s

|Ru
s R

v
s |
dψudψv

4π
+ I nt

= k6|m − 1|2
�k4

∫

S

2dS

4π
+ I nt = k6(m − 1)2

�k4
S

2π
+ I nt, (88)

where S is the particle surface area. Multiplier 2 appears because every point of
the surface contributes twice to the integral, in accordance with signs ‘+’ and ‘–’ in
Eq. (75).

In natural media, an ensemble of particles always has some size distribution
that usually does not have peaks with a width comparable to the wavelength. With
averaging over the size distribution, the term I nt vanishes due to the fast oscillations
of the exponential function and, finally, we have

〈
|S1|2

〉
= k6(m − 1)2

�k4
〈S〉
2π

, (89)

where 〈 〉 denotes the averaging over the ensemble.
Therefore, for the differential cross-section (71) we have:

dCsca

d	
= k4|m − 1|2

�k4
1 + cos2 θ

2

〈S〉
2π

= |m − 1|2 1 + cos2 θ

32 sin4 θ
/
2

〈S〉
2π

. (90)

Equation (90) shows that the differential cross-section of an ensemble of randomly
oriented soft particles, except for the near forward direction, behaves as �k−4 and
depends on the average particle surface area only. Let us note that, unlikeEqs. (43) and
(51) derived within Fraunhofer diffraction, formula (90) is also valid for scattering
into the backward hemisphere.
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3.4 Approximating Formula

As in the case of Fraunhofer diffraction, Eq. (90) has been derived under assumption
(73), where the method of stationary phase is valid, and it is incorrect in the vicinity
of the forward direction, where the function approaches infinity. This behavior can
be corrected by introducing an approximating function with the same asymptotic
behavior:

dCsca

d	
= k4|m − 1|2

2π
〈S〉1 + cos2 θ

2

r4e f f(
1 + r2e f f �k2

)2

= |m − 1|2
2π

〈S〉1 + cos2 θ

2

x4(
1 + 4x2 sin2 θ/2

)2

= |m − 1|2
2π

〈S〉1 + μ2

2

x4(
1 + 2x2(1 − μ)

)2 , (91)

where x = kref f and re f f is the effective size parameter, which is to be defined.
The function in Eq. (91) is given in three forms, where μ = cos θ . Strictly the same
dependence was derived by Debye and Bueche (1949) and Debye et al. (1957) for
scattering by small random fluctuations of the refractive index in solids. In that case
re f f was the correlation length of the fluctuations.

Integrating Eq. (91) over all directions d	 = dϕdμ, we have:

Csca = |m − 1|2 〈S〉2x
2 + 1

2

[
2x2 + 1

4x2 + 1
− ln(4x2 + 1)

4x2

]
. (92)

Taking into account Eq. (1), we can write for large x:

Csca = 1

2
|m − 1|2 〈S〉x2. (93)

Equation (93) has a difference with Eq. (92) of less than 1% for x ≥ 17 and less
than 0.1% for x ≥ 65. So, implying that particles we consider are much larger than
the wavelength, we will employ Eq. (93) to express x :

x = 1

|m − 1|

√
2Csca

〈S〉 . (94)

As in theRGapproximation the scattering cross-section is proportional to |m−1|2,
the effective size depends on the microphysical characteristics only.

The scattering phase function p(θ) is defined as
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p(θ) = 4π

Csca

dCsca

d	
. (95)

Employing Eqs. (91) and (92) we get:

p(θ) = 1

N

2x2
(
1 + cos2 θ

)
(
1 + 4x2 sin2 θ

/
2
)2 = 1

N

2x2
(
1 + μ2

)
(
1 + 2x2(1 − μ)

)2 , (96)

where N is the normalization factor, which equals

N = 1 + 1

x2
− 1

4x2 + 1
− 2x2 + 1

4x4
ln(4x2 + 1). (97)

It approaches 1 with x approaching infinity. According to Eq. (95) the phase
function meets normalization

1

2

π∫

0

p(θ) sin θdθ = 1. (98)

Let us note that the phase function in theRGapproximation, aswell as the effective
size x , depends on the microphysical characteristics of a particle—size and shape—
only, but not on its refractive index. This result obviously follows from the fact that
the scattering amplitude in the RG approach is approximated by the first-order term
of m − 1.

3.5 Total Scattering Cross-Section

The total scattering cross-section in the RG approximation is not easy to find. Firstly,
because the optical theoremyields the extinction cross-section equal to the absorption
one:

Cext = 4π

k2
Re[S1(0)] = 2Re

⎡
⎣−ik(m − 1)

∫

V

d3r

⎤
⎦ = 2kκV = Cabs, (99)

so the scattering cross-section vanishes. This occurs, as well, because of the approx-
imation of the scattering amplitude by the first order of m − 1, while the scattering
cross-section is proportional to the second one.

Secondly, the straightforward calculation of the integral in Eq. (71) cannot be
made in the general case. However, the method of stationary phase can help here as
well, if one considers particles much larger than the wavelength.

Let us start with the initial Eq. (70) and write Eq. (71) in the form:
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dCsca

d	
= 1 + cos2 θ

2

k4|m − 1|2
(2π)2

∫

V ′

∫

V

exp
(
i�k · (r − r′)

)
d3rd3r′

= 1 + cos2 θ

2

k4|m − 1|2
(2π)2

∫

V ′

∫

V

exp
(
ik|r − r′| cos η − ik(z − z′)

)
d3rd3r′,

(100)

where η is the angle between ks and vector r−r′. The scattering cross-section equals
the integral

Csca =
∫

4π

dCsca

d	
d	. (101)

The integration of Eq. (100) is easier to make in coordinates (η, ψ), where ψ is
the azimuth around vector r− r′, counted from the plane produced by vectors r− r′
and k0, so that d	 = sin ηdηdψ .

Let us first transform the polarization term. By the geometry of the sphere

cos θ = cos η cos ζ + sin η sin ζ cosψ,

where ζ is the angle between vectors r − r′ and k0. The cosine square is

cos2 θ = cos2 η cos2 ζ + 2 cos η cos ζ sin η sin ζ cosψ

+ sin2 η sin2 ζ cos2 ψ. (102)

The integral of Eq. (102) over ψ yields the factor of 2π for the first term, 0 for
the second one, and π for the third one, so:

2π∫

0

1 + cos2 θ

2
dψ = π + π cos2 η cos2 ζ + π

2
sin2 η sin2 ζ

= π

2

(
2 + sin2 ζ

)+ π

2

(
2 − 3 sin2 ζ

)
cos2 η. (103)

So we need to calculate the integrals:

I1,2 =
π∫

0

(
1

cos2 η

)
exp

(
ik|r − r′| cos η

)
sin ηdη.

These integrals equal

I1 = 2
sin k|r − r′|
k|r − r′| ,
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I2 = 2
2k|r − r′| cos k|r − r′| + (k2|r − r′|2 − 2) sin k|r − r′|

k3|r − r′|3 . (104)

If we omit in Eq. (104) the terms with orders of 1/k greater than 1, we will find
that

I2 = I1 = 2
sin k|r − r′|
k|r − r′| . (105)

Now, let us get back to the initial coordinate system (x, y, z). We need to find the
integral:

∫

S⊥

π

(
1 + (z − z′)2

|r − r′|2
)
2
sin k|r − r′|
k|r − r′| dx ′dy′, (106)

where S⊥ stands for the particle projection onto the xy-plane. The expression in the
parentheses originates from Eq. (103). Let us find the integrals

∫

S⊥

exp(±ik|r − r′|)
|r − r′|b dx ′dy′. (107)

Here we can use the method of stationary phase. The phase k|r− r′| is stationary
at the points where

∂|r − r′|
∂x ′ = ∂|r − r′|

∂y′ = 0.

These points are x ′ = x, y′ = y. The matrix of the second derivatives is

(
±k ∂2|r−r′ |

∂x ′2 ±k ∂2|r−r′ |
∂x ′∂y′

±k ∂2|r−r′ |
∂x ′∂y′ ±k ∂2|r−r′ |

∂y′2

)∣∣∣∣∣ x ′ = x
y′ = y

=
(

± k
|z−z′ | 0

0 ± k
|z−z′ |

)
,

So the Jacobian J = k2|z − z′|−2 and integral (107) equals

∫

S⊥

exp(±ik|r − r′|)
|r − r′|b dx ′dy′ = 2π exp

(±ik|z − z′| ± i π
2

)
k|z − z′|b−1

. (108)

With use of Eq. (108) we can write integral (106) as

8π2

k2
cos(k(z − z′)). (109)
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Thus, for the scattering cross-section we have:

Csca = 2k2|m − 1|2
∫

S⊥

dxdy

Z2(x,y)∫

Z1(x,y)

dz′
Z2(x,y)∫

Z1(x,y)

cos(k(z − z′)) exp
(−ik(z − z′)

)
dz,

(110)

where functions Z1(x, y) and Z2(x, y) determine the lower and upper particle
surfaces. The integral in Eq. (110) equals

Z2∫

Z1

Z2∫

Z2

cos(k(z − z′)) exp
(−ik(z − z′)

)
dzdz′

= 2k2(Z2 − Z1)
2 + 1 − cos(2k(Z2 − Z1))

4k2
. (111)

Omitting again terms with k−2, we finally get:

Csca = k2|m − 1|2
∫

S⊥

[Z2(x, y) − Z1(x, y)]
2dxdy. (112)

The line segment connecting points Z1(x, y) and Z2(x, y) is the particle chord
in the z-axis direction; its length ξ is Z2(x, y) − Z1(x, y). (In the case when the
particle is not convex, a chord may consist of several segments. In this case the sum
of lengths should be taken.) The integral in Eq. (112) stands for averaging over the
particle projection (seeKendall andMoran 1963 formore information on geometrical
statistics):

∫

S⊥

ξ 2dxdy = 〈
ξ 2
〉
k0
S⊥(k0), (113)

where sign
〈
ξ 2
〉
k0

denotes the square of the chord length averaged over the particle
projection in direction k0 and S⊥(k0) is the projection area. So Eq. (112) can be
written as

Csca = k2|m − 1|2〈ξ 2
〉
k0
S⊥(k0). (114)

If the particles are randomly oriented, then the scattering cross-section is the
average over the direction of incidence k0:

Csca = k2|m − 1|2〈ξ 2
〉
S⊥, (115)
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where
〈
ξ 2
〉
is the average chord length squared and S⊥ is the mean particle projection

area.
Comparing Eqs. (115) and (93) we can write the expression for the effective

particle size:

x2 = k2r2e f f = 2k2
〈
ξ 2
〉 S⊥
S

. (116)

For a convex particle the average projection area is equal to the one fourth of its
surface area, i.e. S = 4S⊥, so in this case we get:

x2 = k2r2e f f = 1

2
k2
〈
ξ 2〉. (117)

As the scattering efficiency Qsca by definition is the ratio of the scattering cross-
section to the average projection area, it equals

Qsca = |m − 1|2k2〈ξ 2
〉
, (118)

or for a convex particle:

Qsca = 2|m − 1|2x2. (119)

Equation (119) coincides with that given by van de Hulst (1957) for a spherical
scatterer with the refractive index close to 1.

Let us note that value
〈
ξ 2
〉
depends on the geometrical characteristics (size and

shape) of the particle only. So Eqs. (91), (93), (94), and (117) describe the scattering
properties of the soft particle in terms of its refractive index and microphysical
characteristics.

3.6 Chaotically Oriented Cylinder and Size-Distributed
Spheres

Herewewill consider an example of a finite cylinder and compare its scattering prop-
erties to those of a polydispersion of spheres with the same dimensionless effective
size x .

Let the cylinder have diameter D = 10µm and height H = 50µm, the
wavelength be 532 nm, and the refractive index be m = 1.001. The differential
cross-section of a finite cylinder is (van de Hulst 1957):

dCsca

d	
=
(
m − 1

2π

)2

k4V 2 1 + cos2 θ

2
F2

(
kD sin

θ

2
sin β

)
E2

(
kH sin

θ

2
cosβ

)
,
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cosβ = − cos η sin
θ

2
+ sin η cos

θ

2
cosϕ,

F(u) = 2

u
J1(u),

E(u) = 1

u
sin u, (120)

where V = πD2H/4 is the cylinder volume, η and ϕ are the polar angle and azimuth
of the cylinder axis. The differential cross-section is then averaged numerically over
the cylinder orientation sin η dη dϕ. Then the total scattering cross-section is cal-
culated by the numerical integration over θ and the phase function p(θ) is found
according to (95).

As for any convex shape the mean projection area of a cylinder is equal to 1/4 of
the surface area, i.e. S⊥ = πD(D + 2H)/8. The average chord length squared

〈
ξ 2
〉

is calculated numerically. For a cylinder with the aspect ratio H/D = 5 it equals

〈
ξ 2
〉 ≈ 4.208 (D/2)2 ≈ 105.2µm2. (121)

Then we calculated these values for a polydispertion of spheres with the gamma
size distribution given by Eq. (65) with γ = 6. For a single sphere of radius r the
mean square of the chord length

〈
ξ 2
〉
equals

〈
ξ 2〉 = 1

πr2

r∫

0

4(r2 − ρ2)2πρ dρ = 2r2. (122)

For a polydispersion of spheres it is

〈
ξ 2
〉 =

〈
2r4
〉

〈
r2
〉 (123)

and for the Gamma size distribution it gives

〈
ξ 2
〉 = 2(γ + 3)(γ + 4)r20 . (124)

The value of r0 derived from Eq. (124) for
〈
ξ 2
〉
given by Eq. (121) and γ = 6 is

0.76449 µm.
The scattering properties of the polydispersion are calculated with a Mie code

with parameters given above. The final values of the scattering efficiency Qsca are
1.4636 × 10−2 for the cylinders and 1.4644 × 10−2 for the spherical polydispersion,
while the approximate value given by Eq. (118) is 1.4674 × 10−2.

Figure 5 shows the phase functions in these two cases (chaotically oriented
cylinders and polydispersed spheres) and the analytical approximation by Eq. (96).
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Fig. 5 Phase functions of the chaotically oriented cylinders calculated numerically within the
RG approximation (thin curve), the polydispersion of spheres calculated within the Mie solution
(circles), and the analytical approximate formula (thick curve)

Let us note that the phase function in the form (96) has the analytical expansion
in the Legendre polynomials:

1

2

1∫

−1

p(μ)Pn(μ)dμ = − 2

Nc

[
(c2 + 1)Q′

n(c) + 2cQn(c)
]

for n ≥ 1, (125)

where Pn(μ) and Qn(c) are the Legendre polynomials of the 1st and 2nd kind,
respectively (the latter are defined with a cut in the complex plane from −∞ to +1),
and

c = 2x2 + 1

2x2
. (126)

Also with the use of Eq. (126) the phase function (96) can be written as

p(θ) = 2

Nc

1 + μ2

(c − μ)2
, (127)

with the normalization factor

Nc = 4c2

c2 − 1
− 2c ln

c + 1

c − 1
. (128)
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3.7 Inherent Optical Properties

It is useful to find the inherent optical properties of a medium with optically soft
particles embedded in it. The scattering coefficient σ of a turbid medium equals
the average total scattering cross-section by one particle multiplied by the particle
number density CN :

σ = CscaCN . (129)

The product of the mean particle surface area by the number density gives the
specific particle surface area s: the area of the particles–medium interface per unit
volume:

s = 〈S〉CN . (130)

According to Eq. (130) the scattering coefficient becomes

σ = 1

2
|m − 1|2s x2. (131)

The transport—or reduced—scattering coefficient σtr is often used in the radiative
transfer theory and its reduction to the theory of photon diffusion:

σtr = σ(1 − g), (132)

where g is the mean cosine of the scattering phase function:

g = 1

2

π∫

0

p(θ) cos θ sin θdθ. (133)

The transport scattering coefficient mainly determines the apparent optical prop-
erties of a scattering layer: two different layers with the identical absorption and
transport scattering coefficients will have the similar apparent optical properties (van
de Hulst 1980; Zege et al. 1991). The transport approximation has higher accuracy
in the case when scattering is strongly peaked in the forward direction and is smooth
in the backward hemisphere. This is the case of the phase function given by Eq. (96).
The mean cosine equals

g = 1

N

[
16x6 + 32x4 + 18x2 + 3

4x4(4x2 + 1)
− 16x4 + 12x2 + 3

16x6
ln(4x2 + 1)

]
, (134)

where N is the normalization factor defined by Eq. (97).
We have for large particles:
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1 − g = ln 2x − 1

x2
. (135)

So, in this case the transport scattering coefficient equals

σ tr = 1

2
|m − 1|2s (ln 2x − 1). (136)

It is seen that the transport scattering coefficient has a much weaker dependence
on x than the total one.

Another important parameter, often used in the radiative transfer theory, is the
fraction of light scattered into the forward or backward hemisphere, F or 1 − F ,
respectively:

F = 1

2

π/2∫

0

p(θ) sin θdθ. (137)

Integration of (91) gives

F = 1

2N

[
1 + 1

x2
+ 2x2

2x2 + 1
− 2x2 + 1

2x4
ln(2x2 + 1)

]
. (138)

For large particles the backscattering fraction is

1 − F = 1 − ln 2

2x2
. (139)

The backward scattering coefficient σb = σ(1− F) for large particles is equal to

σb = 1 − ln 2

4
|m − 1|2s (140)

and depends on the specific area s only.
In lidar/radar sounding, the lidar/radar backscattering coefficient σπ and

lidar/radar ratio L is often used. They are defined as:

σπ = 4π
dCsca(π)

d	
CN , L = σ

σπ

= 1

p(π)
. (141)

It straightforwardly follows from Eqs. (91) and (96) that these values are equal to

σπ = 2|m − 1|2 s x4(
1 + 4x2

)2 , L = N
(1 + 4x2)2

4x2
. (142)

It is easy to see that for large particles
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σπ = 1

8
|m − 1|2s, L = 4x2. (143)

Both backscattering coefficient σπ and lidar ratio L depend on one microphysical
parameter only, the former on the particle specific area s and the latter on x. It is to
note that the former is exactly the value measured in lidar or radar sounding.

4 Wentzel–Kramers–Brillouin (WKB) Approximation

The WKB approximation, or quasi-classical approximation, is called after Wentzel
(1926), Kramers (1926), and Brillouin (1926), who made a quantum-mechanical
application of the method developed by Liouville (1837) and Green (1837) as an
approach in mathematical physics. Ironically, for the first time this method was
applied to optics by Rayleigh (1912) and Gans (1915), so it should have been named
‘the Rayleigh–Gans approximation,’ however, it so happened that this name is tra-
ditionally applied to the method described in the previous section. So we will keep
calling it ‘the WKB approximation’ to avoid confusion and distinguish it from other
very similar methods.

In optics, theWKB approximation is related closely to the eikonal approximation
(see, e.g. Born and Wolf 1968). It has an intuitively clear physical meaning and a
muchwider range of applicability, e.g. liquid crystals (Loiko et al. 2016), than the RG
approximation. Its utility has been noted by many authors. Particularly, it has been
shown that some useful and acknowledged approaches, such as the RG approxima-
tion, van de Hulst anomalous diffraction, and Fraunhofer diffraction, follow from the
WKB approximation in various limiting cases (Klett and Sutherland 1992; Lopatin
and Shepelevich 1996). In spite of that, the WKB approximation is not so widely
used as could be expected.

4.1 Statement of the Problem

The physical meaning of the WKB approximation is very simple. It supposes that
the wave inside the particle does not change its direction and propagates with the
phase corresponding to the optical path length in the substance. The electric field
inside the particle Ein is expressed in the WKB approximation as (we omit the term
e−i ω t ):

Ein = E0
1√
m

exp

[
i
∫

k0m(r)dr
]
, (144)

where E0 is the initial field amplitude, k0 is the initial wavevector, m = n+ iκ is the
complex refractive index that, in general, depends on the coordinate r.
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Fig. 6 Diagram of a
scattering particle k0

TheWKB approximation is valid for particles with the refractive index close to 1,
see Eq. (5), and accounts correctly for the phase shift. Additionally, the factor 1/

√
m

responds for the slow changes of the wave amplitude. In the context of optics, some
authors use factor 2/(m + 1) instead of 1/

√
m (Ishimaru 1978; Klett and Sutherland

1992). These two factors are equal to the first order of (m − 1), but factor 2/(m + 1)
has a simple physical interpretation: it is the Fresnel transmission coefficient thought
the boundary with the relative refractive indexm at normal incidence.We will follow
the classical form of the WKB formulation, Eq. (144), but will remember that due
to condition (5)

2

m + 1
≈ 1√

m
. (145)

In what follows we will only consider homogeneous particles with n > 1.
For the homogeneous particle the integral in Eq. (144) takes the form:

Ein = E0
1√
m

exp[i k0m · (r − r1) + i k0 · r1], (146)

where r1 is the point of the intersection of the particle surface with the ray drawn
from point r in the direction −k0 (see Fig. 6).

As we take the coordinate system with the z-axis parallel to k0, expression (146)
will become

Ein = E0
1√
m

exp[i k m (z − z1(r⊥)) + i k z1(r⊥)], (147)

where k is a wavenumber, sign⊥ denotes the projection of a vector onto the xy-plane,
and function z1(r⊥) determines the lower part of the particle surface (see Fig. 6).

The strict expression for the amplitude scattering function f is (Ishimaru 1978):

f = 1

4π

∫

V

{−ks × [ks × Ein(r)/E0]}
[
m2(r) − 1

]
e−i ks ·rdV (148)

where the integral is taken over the particle volume V .
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The amplitude scattering matrix in the WKB approximation is derived from
Eqs. (147) and (148):

S1 = −i
k3

2π
(m − 1)

∫

V

exp
[
i k m (z − z1) + i k z1 − i k z μ − i ks

⊥ · r⊥
]
dV ,

S2 = S1 μ (149)

where μ = cos θ is the cosine of the scattering angle θ . In transition to Eq. (149) we
used the approximate equality (145).

Unlike the RG approach that approximates the field inside the particle by the
incident wave and therefore requires that the phase shift inside the particle must be
negligible, theWKBapproximation considers the phase shift correctly and, therefore,
does not make a restriction on the particle size. Formally, the RG approximation
follows from the WKB approximation as the first-order term of (m − 1)x in the field
characteristics and as the second order one in the intensity.

Another approximation widely used for soft particles, namely, the anomalous
diffraction by van de Hulst (1957), is a small-angle limit of theWKB approximation.
The formulas of the anomalous diffraction for the scattering matrix elements are
derived from Eq. (149) if one put μ = 1, i.e. these approximations coincide in the
strictly forward direction.

4.2 Extinction and Absorption

The extinction cross-section can be easily got from Eq. (149) through the optical
theorem:

Cext = 4π

k2
Re[S1(θ = 0)]. (150)

As the WKB approximation coincides with the anomalous diffraction in the
strictly forward direction, so the expressions for extinction derived within these two
approximations are the same. Jacquier and Gruy (2008) derived the expression for
the scattering cross-section of clusters of non-absorbent spheres within the anoma-
lous diffraction, using the notion of chord length distribution (CLD)—the density of
probability that the length of a random chord inside the particle lies between ξ and
ξ + dξ :

Csca = 2S⊥
∫

(1 − cos[k(m − 1)ξ ]) f (ξ) dξ, (151)

where S⊥ is the average geometrical cross-section of the particle, f (ξ) is the CLD,
m is real.
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Despite this equation is valid not only for clusters of spheres but for particles
of any shape, the significant restriction of Eq. (151) is the absence of absorption.
Malinka (2015a) has shown that the general expression for extinction when both
scattering and absorption are present is

Cext = 2S⊥Re
∫

(1 − exp[ik(m − 1)ξ ]) f (ξ) dξ. (152)

In the absence of absorption—when m is real—the scattering cross-section is
equal to the extinction one and Eq. (152) turns to Eq. (151). If absorption is present,
the absorption cross-section is

Cabs = S⊥
∫ (

1 − e−2kκξ
)
f (ξ)dξ, (153)

where α is the absorption coefficient of the substance:

α = 2kκ. (154)

The scattering cross-section is obviously given by the difference

Csca = Cext − Cabs . (155)

4.3 Scattering Phase Function

The anomalous diffraction can describe correctly the near-forward scattering; how-
ever it cannot be used for large scattering angles, particularly in the backward hemi-
sphere. On the contrary, theWKB approximation is valid all over the scattering angle
range, so for large particles—in fact, when the WKB approximation is really use-
ful—we can consider the term exp[i (k0 − ks) · r] as a fast oscillating function and
apply the method of stationary phase, exactly as it was done in the previous section.
In addition, we are interested in dielectric particle that have small imaginary part of
the refractive index κ < 10−3 (van de Hulst 1957). As the phase function is weakly
dependent on the imaginary part of the refractive index, we will neglect the effect of
absorption on the phase function and put there κ = 0.

Term exp[i (k0 − ks) · r] can be considered as fast oscillating if the particle size
is much greater than the wavelength (x � 1) and the scattering is not very close to
the forward direction [Eq. (73)]. Thus, the method of stationary phase is valid in the
range of scattering angles

1

x
< θ ≤ π. (156)
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(To describe correctly the near-forward scattering one needs to use another
approximation, e.g., anomalous diffraction.)

Let us rewrite Eq. (149) in the following way:

S1 = k2

2π
(m − 1)

∫

V

ei k (m−μ) z−i k (m−1)z1−i ks
⊥·r⊥dV

= k2

2π
(m − 1)

∫

S⊥

d2r⊥e−i ks
⊥·r⊥

z2∫

z1

ei k (m−μ) z−i k (m−1)z1dz

= −ik

2π

(m − 1)

(m − μ)

∫

S⊥

{
ei k (m−μ) z2−i k (m−1)z1 − ei k (1−μ) z1

}
e−i ks

⊥·r⊥ d2r⊥

= −ik

2π

(m − 1)

(m − μ)

∫

S⊥

{
ei k (1−μ) z2+i k (m−1)ξ − ei k (1−μ) z1

}
e−i ks

⊥·r⊥ d2r⊥

= −ik

2π

(m − 1)

(m − μ)
(I2 − I1), (157)

where ξ = z2 − z1.
First consider integral I1

I1 =
∫

S⊥

exp
[
i k (1 − μ) z1 − i ks

⊥ · r⊥
]
d2r⊥ =

∫

∪
exp[i �k · r]nzdS, (158)

where nz is the z-component of the normal to the surface n at the point r; sign ∪
denotes the integration over the lower part of the surface. Integral I1 is completely
analogous to that in Eq. (76), except the integrands nz in Eq. (158) and �k · n in
Eq. (76). At the stationary point, where �k‖n, �k · n = �k = 2k sin θ/2 and

nz = �kz
�k

= 1 − cos θ

2 sin θ/2
= sin θ/2. (159)

So, integral I1 at the stationary point s is equal to the integral in Eq. (76) divided
by 2k:

I s1 = ± π

k
exp

(
i �k · rs + π i

4
sgns

)√
Rs
1R

s
2. (160)

After squaring and averaging over orientations as it was done in the previous
section we find that the contribution of the integral I1 to the differential cross-section
is
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〈∣∣I1
∣∣2〉 = π2

k2

〈∑
s

Rs
1R

s
2

〉
= π2

k2
S

4π
, (161)

where S is the particle surface area.
Integral I2 differs from I1 in the term ei k (m−1)ξ , which we consider as slow-

oscillating, as compared to the term ei k (1−μ)z2 , because of conditions (5) and (156).
Therefore, integral I s2 equals

I s2 = π

k
exp

(
i �k · rs2 + π i

4
sgns + i k (m − 1)ξs

)√
Rs
1R

s
2, (162)

where rs2 is the stationary point on the upper part of the surface and ξs = zs2 − z1 (see
Fig. 6). As it was mentioned above, we neglect the effect of absorption on the phase
function, so we assume here that m is real. In this case, the modulus of I2 equals the
modulus of I1 and, therefore, the contribution of I2 to scattering is equal to that of
I1. (Guessing again that different stationary points from the upper and lower parts
of the surface do not correlate, we neglect the interference of I1 and I2:

〈
I ∗
1 I2
〉 = 0.)

We finally get for the differential cross-section:

dCsca

d	
= 1

8π

∣∣∣∣m − 1

m − μ

∣∣∣∣
2 1 + μ2

2
S. (163)

As was mentioned above, Eq. (163) does not hold true in the forward direction.
Therefore, it also does not meet the normalization (101).

In the range of applicability, given byEq. (156), the accuracy ofEq. (163) increases
when the scattering angle θ approaches π , because the oscillations in the term
ei k (1−μ)z2 become faster. In view of this, we can slightly change the behavior of
the phase function near the forward direction to get the approximate function that
will coincide with the derived value at θ = π and meet the normalization condition
(101). The suitable phase function is given by Eqs. (96) and (127). We are only to
redefine parameter x (or c). Let us put

p(π) = 4x2

N
(
1 + 4x2

)2 = S

2Csca

∣∣∣∣m − 1

m + 1

∣∣∣∣
2

. (164)

Assuming that the particle is large (x � 1), we can easily get that

x =
∣∣∣∣m + 1

m − 1

∣∣∣∣
√
Csca

2S
. (165)

Recalling that for a convex particle S = 4S⊥, we can write in this case:
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x =
∣∣∣∣m + 1

m − 1

∣∣∣∣
√

Qsca

8
. (166)

The phase function given by Eq. (96) with the effective particle size (165) is a
simple analytical approximation valid for soft particles, much larger than the wave-
length. Note that although Eq. (165) formally coincides with Eq. (94) for m close to
1, the effective size x in theWKB approximation has the different physical meaning:
it depends not only on the geometrical but also on optical properties of the particle,
as the cross-section Csca in the WKB approximation, given by Eqs. (152)–(155), is
quite different from that in the RG approximation, given by Eq. (115). Particularly,
for non-absorbing large particle the scattering efficiency has a known limit Qsca = 2
and the effective size has a limit value

x = 1

2

n + 1

n − 1
≈ 1

n − 1
, (167)

while in the RG approximation the effective size x has no upper limit for large
particles.

4.4 Comparison to the Discrete Dipole Approximation

Let us now compare numerically the derived analytical formula to the results given
by amore strict method, namely, the discrete dipole approximation (DDA). TheDDA
code used here has been developed by Yurkin and Hoekstra (2011) and is available
at https://code.google.com/p/a-dda.

As anobject of comparisonwe took the ensembles of randomlyoriented spheroids,
prolate (axes ratio 4:1) and oblate (axes ratio 1:4), both with maximum dimension
kDmax = 100. Table 1 shows the size parameters for both ensembles: the principal
axes, the mean chord 〈ξ 〉, and the WKB-size x , defined by Eq. (165), for various
refractive indices.

Figure 7 presents the differential scattering efficiencies Qsca(θ) = Qsca p(θ) for
both ensembles. As it is seen the approximate formula (96) with Eq. (166) represents
the scattering phase function quite well, at least for the refractive index values of up
to 1.1. Besides, although initially the considered range of scattering angles excludes

Table 1 Size parameters (dimensionless) of the two ensembles of spheroids

kDx, kDy, kDz k〈ξ〉 n

1.001 1.01 1.05 1.1

x

25, 25, 100 20.7 16.3 16.3 14.8 11.8

100, 100, 25 29.4 24.2 24.0 18.6 11.9

https://code.google.com/p/a-dda
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Fig. 7 Differential scattering efficiencies of prolate (left) and oblate (right) spheroids for various
refractive indices

the forward direction [Eq. (156)], the corrected phase function approximates the
strict one not only at large angles but also for some cases at angles near the direction
θ = 0.

5 Conclusion

We have shown how asymptotic methods, namely, the method of stationary phase,
can help in the study of light scattering by large particles, especially nonspherical
ones when there are no strict analytical solutions and numerical methods are tremen-
dous, sophisticated, and resource intensive. This approach is particularly useful when
an ensemble of randomly shaped or chaotically oriented particles is of interest.More-
over, the asymptotic solutions provide a simple physical insight to the problem and
help us understand what microphysical parameter of an ensemble is leading.

For example, the differential cross-section of Fraunhofer diffraction far outside
the main peak has the angular dependence of θ−3 with the total energy, equal to that
of the main peak. In this angular range the differential cross-section depends on the
obstacle perimeter L only, regardless of its shape. It could be also noted that if a
non-circular obstacle has the same area as a circle, its perimeter will be greater than
the circumference of the circle. As a result, the non-circular obstacle will diffract
more light to large angles and the main peak will be narrower. This can result in
overestimating particles size in problem of particle sizing with use of Fraunhofer
diffraction. This fact was underlined by Bohren and Koh back in (1985).

One more conclusion from the asymptotic solution is that different ensembles
diffract light almost identically if they have the same average values of area 〈S〉, area
squared

〈
S2
〉
, and perimeter 〈L〉.

Scattering by an ensemble of large soft particles is consideredwithin theRayleigh–
Gans approximation. It has been shown that the scattering pattern does not depend
on particle shape or size distribution. The differential cross-section at large scattering
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angles has the form 〈S〉�k−4
(
1 + cos2 θ

)
. Also it is shown that the total scattering

cross-section is determined by the average chord length squared
〈
ξ 2
〉
. It is shown that

the inherent optical properties, such as the total, transport, and backward scattering
coefficients of a medium with optically soft particles are mainly determined by the
specific particle surface area, the backward scattering coefficient being dependent
on this microphysics parameter only. The spectral dependence of the inherent opti-
cal properties appears to be the following: the total scattering coefficient depends
on wavelength as λ−2, not λ−4, as in pure Rayleigh case. The dependence of the
transport scattering coefficient is even weaker, as ln λ, and the backward scatter-
ing coefficient is spectrally neutral. We have to note that the last conclusion is the
most trustworthy, because approximating formula (91) has higher accuracy for the
backward hemisphere.

The simple analytical formulas that include the microphysical ensemble param-
eters are proposed to approximate the phase function within the framework of these
three approximations—Fraunhofer diffraction, the RG approximation, and theWKB
approximation—and are shown to have high accuracy. This finding could be very
useful in the problem of calculating the scattering properties of large particles of
complex shape and their remote sizing with optical methods.

References

Abdelazecz MK (1983) Wave scattering from a large sphere with rough surface. IEEE T Antenn
Propag AP-31:375–377

Abramyan GL (1981) Theory of the diffraction by an opaque disk with a randomly rough edge.
Radiophys Quantum El 24:132–138. https://doi.org/10.1007/BF01034798

Baum BA, Heymsfield AJ, Yang P, Bedka ST (2005) Bulk scattering models for the remote sensing
of ice clouds. 1: microphysical data and models. J Appl Meteor 44:1885–1895

Bissonnette L, Hutt D (1990) Multiple scattering lidar. Appl Opt 29:5045–5046
Bleistein N, Handelsman RA (1986) Asymptotic expansions of integrals. Dover, New York
Bohren CF, Huffman DR (1983) Absorption and scattering of light by small particles. Wiley, New
York

Bohren CF, Koh G (1985) Forward-scattering corrected extinction by nonspherical particles. Appl
Opt 24:1023–1029

Born M, Wolf E (1968) Principles of optics. Pergamon Press, Oxford
Borovoi A, Konoshonkin A, Kustova N (2014) The physical-optics approximation and its applica-
tion to light backscattering by hexagonal ice crystals. Journal of Quantitative Spectroscopy and
Radiative Transfer. J Quant Spectrosc Radiat 146:181–189. https://doi.org/10.1016/j.jqsrt.2014.
04.030

Brillouin L (1926) La mécanique ondulatoire de Schrödinger: une méthode générale de resolution
par approximations successives. Comptes Rendus de l’Academie des Sciences 183:24–26

Debye P, Bueche AM (1949) Scattering by an inhomogeneous solid. J Appl Phys 20:518–525
Debye P, Anderson HR Jr, Brumberger H (1957) Scattering by an inhomogeneous solid. II. The
correlation function and its application. J Appl Phys 28:679–683

Duck FA (1990) Physical properties of tissue: a comprehensive reference book. Academic Press,
London

Gans R (1915) Fortpflantzung des Lichts durch ein inhomogenes Medium. Ann Phys 47:709–736.
https://doi.org/10.1002/andp.19153521402

https://doi.org/10.1007/BF01034798
https://doi.org/10.1016/j.jqsrt.2014.04.030
https://doi.org/10.1002/andp.19153521402


Asymptotic Methods in the Theory of Light Scattering … 233

Green G (1837) On the motion of waves in a variable canal of small depth and width. Trans
Cambridge Philos Soc 6:457–462

Ishimaru A (1978) Wave propagation and scattering in random media. Academic Press, New York
Istomina L, Heygster G, Huntemann M, Schwarz P, Birnbaum G, Scharien R, Polashenski C,
Perovich D, Zege E, Malinka A, Prikhach A, Katsev I (2015a) Melt pond fraction and spectral
sea ice albedo retrieval from MERIS data—Part 1: validation against in situ, aerial, and ship
cruise data. Cryosphere 9:1551–1566. https://doi.org/10.5194/tc-9-1551-2015

Istomina L, Heygster G, Huntemann M, Marks H, Melsheimer C, Zege E, Malinka A, Prikhach A,
Katsev I (2015b) Melt pond fraction and spectral sea ice albedo retrieval fromMERIS data—Part
2: case studies and trends of sea ice albedo and melt ponds in the Arctic for years 2002–2011.
Cryosphere 9:1567–1578. https://doi.org/10.5194/tc-9-1567-2015

Jacquier S, Gruy F (2008) Anomalous diffraction approximation for light scattering cross section:
case of ordered clusters of non-absorbent spheres. J Quant Spectrosc Radiat 109:789–810

Jones AL (1987) Fraunhofer diffraction by random irregular particles. Part Charact 4:123–127
Kendall MG, Moran PAP (1963) Geometrical probabilities. Griffins statistical monographs and
courses, No 5, C. Griffin, London

Klett JD, Sutherland RA (1992) Approximate methods for modeling the scattering properties of
nonspherical particles: evaluation of the Wentzel–Kramers–Brillouin method. Appl Opt 31:373–
386

Kokhanovsky AA, Macke A (1997) Integral light scattering and absorption characteristics of large
nonspherical particles. Appl Opt 36:8785–8790

Kopelevich OV (1983) Low-parametric model of seawater optical properties. In: Monin AS (ed)
Ocean optics I: physical ocean optics. Nauka, Moscow, pp 208–234 (in Russian)

Kramers HA (1926) Wellenmechanik und halbzählige Quantisierung. Z Phys 39:828–840. https://
doi.org/10.1007/BF01451751

Light B (2010) Theoretical and observational techniques for estimating light scattering in first-year
Arctic sea ice. In: Kokhanovsky A (ed) Light scattering reviews 5. Single light scattering and
radiative transfer. Springer, pp 331–391

Liou KN, Yang P (2016) Light scattering by ice crystals: fundamentals and applications. Cambridge
University Press, Cambridge. https://doi.org/10.1017/CBO9781139030052

Liouville J (1837) Sur le développement des fonctions et series. J Math Pure Appl 1:16–35
Loiko VA, Konkolovich AV, Miskevich AA (2016) Light scattering by a nematic liquid crystal
droplet: Wentzel–Kramers–Brillouin Approximation. J Exp Theor Phys+ 122:176–192

Lopatin VN, Shepelevich NV (1996) Consequences of the integral wave equation in the Wentzel–
Kramers–Brillouin approximation. Opt Spectrosc+ 81:103–106

Macke A, Mueller J, Raschke E (1996) Single scattering properties of atmospheric ice crystals. J
Atmos Sci 53:2813–2825

Malinka A (2010a) Approximation of the Fraunhofer diffraction peak, produced by particles of
arbitrary shape. Opt Lett 35:3411–3413

MalinkaA (2010b) Analytical approximation of the phase function, specified by Fraunhofer diffrac-
tion by cloud ice crystals. In: Proceedings of the 25th international laser radar conference (ILRC
2010), 5–9 July 2010, St. Petersburg, Russia, CD-ROM

Malinka A (2011) Light scattering by optically soft large particles of arbitrary shape. J Opt Soc Am
A 28:2086–2090

MalinkaA (2015a)Analytical expressions for characteristics of light scattering by arbitrarily shaped
particles in the WKB approximation. J Opt Soc Am A 32:1344–1351. https://doi.org/10.1364/
JOSAA.32.001344

MalinkaA (2015b) Analytical description of light scattering by phytoplankton particles in theWKB
approximation. In: Proceedings of the VIII international conference “Current Problems in Optics
of Natural Waters” (ONW-2015), 8–12 Sept 2015, St.-Petersburg, Russia/Nauka, St.-Petersburg,
pp 113–118

Malinka A, Zege E (2007) Possibilities of warm cloud microstructure profiling with multiple-field-
of-view Raman lidar. Appl Opt 46:8419–8427

https://doi.org/10.5194/tc-9-1551-2015
https://doi.org/10.5194/tc-9-1567-2015
https://doi.org/10.1007/BF01451751
https://doi.org/10.1017/CBO9781139030052
https://doi.org/10.1364/JOSAA.32.001344


234 A. Malinka

Malinka A, Zege E (2009) Fraunhofer diffraction by arbitrary-shaped obstacles. J Opt Soc Am A
26:1763–1767

Malinka A, Zege E (2011) Phase function of light scattering by phytoplankton particles. In: Pro-
ceedings of the VI international conference “Current Problems in Optics of Natural Waters”
(ONW-2011), 6–10 Sept 2011, D.S. Rozhdestvensky Optical Society, St.-Petersburg, Russia, pp
90–94

Malinka A, Zege E, Istomina L, Heygster G, Spreen G, Perovich D, Polashenski C (2018) Reflective
properties of melt ponds on sea ice. Cryosphere 12:1921–1937. https://doi.org/10.5194/tc-12-
1921-2018

McLean JW, Voss KJ (1991) Point spread function in ocean water: comparison between theory and
experiment. Appl Opt 30:2027–2030

Rother T, Kahnert M (2014) Electromagnetic wave scattering on nonspherical particles: basic
methodology and simulations. Springer, Berlin Heidelberg

Rayleigh JWS (1912) On the propagation of waves through a stratified medium, with special refer-
ence to the question of reflection. Proc Royal Soc London A86:207–223. https://doi.org/10.1098/
rspa.1912.0014

Roy G, Bissonnette L, Bastille C, Vallee G (1997) Estimation of cloud droplet-size density
distribution from multiple-field-of-view lidar returns. Opt Eng 36:3404–3415

Shcherbakov V, Gayet J-F, Baker B, Lawson P (2006) Light scattering by single natural ice crystals.
J Atmos Sci 63:1513–1525

Shifrin KS, Shifrin YS, Mikulinsky IA (1984) Diffraction of electromagnetic wave on a screen of
a random shape. Tech Phys Lett+ 10:68–72 (in Russian)

van de Hulst HC (1957) Light scattering by small particles. Wiley, New York
van de Hulst HC (1980) Multiple light scattering: tables, formulas, and applications. Academic
Press, New York

Wells WH (1973) Theory of small angle scattering. AGARD lecture series, No 61 (NATO)
Wentzel G (1926) Eine Verallgemeinerung der Quantenbedingungen für die Zwecke der Wellen-
mechanik. Z Phys 38:518–529. https://doi.org/10.1007/BF01397171

Yang P, Liou KN (1996) Geometric-optics–integral-equation method for light scattering by
nonspherical ice crystals. Appl Opt 35:6568–6584

Yurkin MA, Hoekstra AG (2011) The discrete-dipole-approximation code ADDA: capabilities and
known limitations. J Quant Spectrosc Radiat 112:2234–2247

ZegeE, IvanovA,Katsev I (1991) Image transfer through a scatteringmedium. Springer, Heidelberg
Zege EP,Malinka AV, Katsev IL, Prikhach AS, Heygster G, Istomina L (2015) Algorithm to retrieve
the melt pond fraction and the spectral albedo of Arctic summer ice from satellite optical data.
Remote Sens Environ 163:153–164. https://doi.org/10.1016/j.rse.2015.03.012

Zege E, Malinka A, Katsev I, Prikhach A, Istomina L, Heygster G, Spreen G (2018) Reflective
properties of summer Arctic sea ice in visible and near infrared. Fundamentalnaya i Prikladnaya
Gidrofizika 11:17–25. https://doi.org/10.7868/S2073667318030024

https://doi.org/10.5194/tc-12-1921-2018
https://doi.org/10.1098/rspa.1912.0014
https://doi.org/10.1007/BF01397171
https://doi.org/10.1016/j.rse.2015.03.012
https://doi.org/10.7868/S2073667318030024


Index

A
Absorption, 67, 68, 70, 81, 86–89, 97, 99,

100, 103–109, 113, 123, 125, 215,
222, 226, 227, 229

Active remote sensing, 46, 62
Adding-doubling method, 76, 79, 80, 93,

102, 121
Aerosol-snow mixing, 106
Airborne remote sensing, 39–41, 51, 59, 61
Albedo

blue-sky, 135, 170, 172, 173, 182
broadband, 170
narrowband (spectral), 170

Albedo reduction, 70, 116, 117, 123
Analytical formulas, 230, 232
Approximate asymptotic radiative transfer,

85, 86, 88, 89, 104, 121
Arable land albedo

diurnal variation
average diurnal value, 135, 171, 176,

183
measurements, 172
optimal time for observations by

satellites, 171
predicted by equations, 173

seasonal variation, 136, 183
Arctic, 39–41, 44–49, 51–55, 57–62
Arctic CLoud Observations Using air-

borne measurements during polar
Day (ACLOUD), 41, 42, 44, 57, 58,
60

Asymmetry factor, 82, 83, 86, 88, 100, 102–
104, 106, 107, 111–113, 115, 121,
125

B
Backscattering coefficient, 2, 4, 7, 9–11, 18,

20, 24, 25, 27–29, 223, 224
Bidirectional reflectance, 80, 81, 86, 93, 101,

102
Bidirectional reflectance distribution func-

tion, 143, 149
Bidirectional reflectance factor, 143, 144,

148, 160
Bihemispherical reflectance, 168
Black carbon, 70, 93

C
Climate modeling, 111, 112, 121
Close packing, 115
Cloud-Aerosol Lidar and Infrared Pathfinder

Satellite Observations (CALIPSO),
1, 2, 7, 9, 10, 29, 30

Cloud droplets, 46, 48, 53, 56–60
Cloud microphysics, 1, 2, 9, 14, 20, 22
Cloud optical thickness, 39, 45–48, 50–53,

55, 56, 60, 61
Cloud phase, 24, 27–29
CloudSat, 1, 2, 10–13, 29, 30
Cloud thermodynamic phase, 39, 40, 51, 52
Cluster, 4, 5
Cross-section, 197, 199, 201–204, 210, 213–

216, 218–220, 222, 226–232

D
Delta-Eddington, 80, 83, 85, 93, 94, 121
Delta-transform, 80, 82, 83
Depolarization ratio, 1, 2, 7, 9, 11–15, 21–25,

27–30

© Springer Nature Switzerland AG 2020
A. Kokhanovsky (ed.), Springer Series in Light Scattering,
Springer Series in Light Scattering,
https://doi.org/10.1007/978-3-030-38696-2

235

https://doi.org/10.1007/978-3-030-38696-2


236 Index

Discrete dipole approximation, 3
Discrete-ordinate-method, 69, 72
3D radiative effects, 49–51
Drizzle, 24, 27
Droplet effective radius, 47, 55
Dust, 70, 87, 98, 99, 103, 116, 123

E
Eagle/Hawk, 41, 42, 45, 49, 60, 61
Earth Clouds, Aerosols and Radiation

Explorer (EarthCARE), 1, 12, 28–30
Embedded structures, 122
Extinction, 215, 226, 227
Extinction efficiency, 103, 104, 108, 109,

112, 121, 125

F
Factors affecting soil reflectance

calcium carbonates, 139
fulvic acids, 138
humic acids, 138
iron oxides, 138
moisture, 139
organic matter, 137
surface roughness, 140

Fraunhofer diffraction, 194–198, 201, 204,
206, 209, 213, 214, 224, 231, 232

Fresnel reflection, 70, 81, 89, 90, 99, 112

G
Geometric-optics, 80, 86, 87, 99, 100, 104,

105, 108, 111, 113, 121
Goniometer, 148

H
Hemispherical directional reflectance factor,

144, 145
Homogeneous medium, 70–72, 76, 84
Horizontal inhomogeneity, 49, 60

I
Ice crystals, 39, 45, 46, 52–54, 57, 59, 60
Ice particle, 6, 8, 9, 12, 13, 27–29
Impurity, 68, 70, 85, 87, 89, 99, 100, 102,

103, 106, 109–112, 116, 118, 120,
121, 123

L
Libraries of soil reflectance spectra, 173, 183

Lidar, 1–3, 6–9, 12–18, 20, 21, 23–25, 27–30
Lidar/radar ratio, 223
Light scattering, 194, 195, 231

M
Mie theory, 86, 102–104, 121
Mixed phase, 12, 24, 25, 27–30
Mixed-phase clouds, 45, 46, 52–54, 59, 61
Mixing state, 106
Models of soil bidirectional reflectance, 148
Moderate Resolution Imaging Spectrora-

diometer (MODIS), 47, 55, 56
Monte Carlo, 68, 69, 96–99, 101, 105, 121
Multiple scattering, 2, 9, 13–25, 28, 30

N
Nonspherical particles, 194–196
Nonspherical snow grain, 104, 108, 112,

116, 117, 123
Non-sphericity, 8, 12

O
Optical domain, 136, 183
Optical properties, 68, 70, 83, 86, 94, 100,

102, 106, 110, 122, 123
Orientation, 2, 4, 6, 8, 13, 29

P
Parameterization, 68, 76, 104, 111–124
Particle structure, 105
Passive remote sensing, 40, 41
Phase function, 15, 18, 19, 71–74, 79, 80,

82–84, 90, 96, 97, 100, 102, 105, 106,
111, 112, 125

Photon-tracing, 105, 121
Physical optics, 3, 5

R
Radar, 1–3, 7–9, 12–15, 27, 29, 30
Radar reflectivity factor, 7
Radiative transfer, 67–72, 75–77, 80–86, 89,

90, 92, 93, 96–104, 108, 111–116,
118, 120–123

Rayleigh–Gans approximation, 194, 195,
209, 224, 231

Reflectance spectrum, 136, 173, 174
Reflectivity, 39, 40, 42, 43, 45–49, 51, 52,

54, 55, 59, 60
Refraction, 70, 89, 94, 99, 104, 105, 109, 112
Refractive boundary, 69, 71, 89, 93–96



Index 237

Refractive index, 89, 90, 95, 100, 102–104,
106, 112, 113, 121

S
Satellite, 1, 2, 30
Scattering, 68–74, 77–84, 86, 87, 93, 94,

96, 97, 100–107, 109–113, 116, 121,
123, 125

Scattering phase matrix, 20, 21
Semi-infinite snowpack, 113, 117, 120
Shortwave infrared, 135–138
Single scattering, 2, 15–21, 29, 30
Single-scattering albedo, 69, 71, 72, 74, 82,

83, 86, 100, 102–104, 106, 107, 109,
111–113, 121, 125

Single-scattering coalbedo, 109–112, 121,
125

Single-scattering property, 102, 106
SMART-Albedometer, 42, 45, 52, 55, 56, 59
Snow aging, 118, 119, 122
Snow albedo, 67, 68, 76, 80, 81, 85, 88,

89, 93, 98, 100, 104, 106, 108, 109,
111–124

Snow grain shape, 80, 87–89, 106, 109, 110,
115

Snow grain size, 40, 46–48, 55, 56, 68, 76,
81, 85, 88, 89, 93, 100, 102, 104, 106,
109, 111, 113, 114, 117, 118, 121

Snow on ice, 69, 89, 98, 121
Snow on land, 69, 72, 89, 98, 121
Soil

non-Lambertian behavior
backscattering character, 145
forward scattering character, 147

roughness indices, 142
Solar radiation, 67, 75, 84, 85, 89, 90, 99,

100, 122

Solar zenith angle, 68, 71, 76, 81, 85, 86, 88,
90, 94, 99, 117, 118, 120, 125

Spectral imaging, 51, 60
Stationary phase, 193, 198, 205, 210, 214,

215, 217, 227, 231
Super-cooled water, 9, 10
Surface albedo, 39, 40, 45–49, 62

T
Transport scattering coefficient, 222, 223,

232
Turbid media, 222
Two-stream approximation, 69, 80, 82–85,

89, 93, 113, 121

U
Uniformly refractive layered media, 69, 72,

121

V
Variation of shortwave radiation reflected

from arable lands
in Israel, 175, 178
in Poland, 175, 176, 178
in the EU, 177, 180
in the world, 135, 173, 181, 182

VERtical Distribution of Ice in Arctic clouds
(VERDI), 49, 55, 61

Visible and near infrared, 135–140

W
Wentzel–Kramers–Brillouin approxima-

tion, 194, 195, 224


	Contents
	Contributors
	 Application of Single and Multiple-Scattering Theories to Analyses of Space-Borne Cloud Radar and Lidar Data
	1 Introduction
	2 Single Scattering Properties of Cloud Particles
	2.1 Discrete Dipole Approximation; DDA
	2.2 Scattering Theory Based on Geometric Optics: Physical Optics

	3 Application of Scattering Theories to Analyze Lidar and Cloud Radar Data
	3.1 Backscattering Properties of Cloud Particles at Lidar and Radar Wavelengths
	3.2 Retrieval of Ice Microphysics from Space-Borne Lidar and Radar

	4 Simulation and Observation of Multiple Scattering Effects from Clouds
	4.1 Introduction of the PM Approach for Space-Borne Lidar Application
	4.2 Polarimetric Property of Lidar Multiple Scattering in the VPM
	4.3 Observation of Lidar Multiple Scattering from Ground-Based Lidar
	4.4 Observation of Water and Mixed-Phase Clouds with MFMSPL

	5 Summary and Future Studies
	References

	 Airborne Remote Sensing of Arctic Clouds
	1 Introduction
	2 Airborne Remote Sensing Instrumentation
	3 Challenges for Remote Sensing of Arctic Clouds Using Solar Radiation
	3.1 Mixed-Phase Clouds
	3.2 Surface Albedo
	3.3 Horizontal Inhomogeneities and Three-Dimensional Effects

	4 Retrieval of Cloud Properties Based on Spectral Radiation Measurements
	4.1 Retrieval of Cloud Thermodynamic Phase
	4.2 Combined Retrieval of Cloud and Snow Properties

	5 Retrieval of Cloud Properties Based on Directional Observations
	6 High Resolution Cloud Spectral Imaging
	7 Concluding Remarks
	References

	 Snow Albedo and Radiative Transfer: Theory, Modeling, and Parameterization
	1 Introduction
	2 Snow Radiative Transfer Theory and Modeling
	2.1 Basic Radiative Transfer Formulation
	2.2 Snow on Land (Uniformly Refractive Layered Media)
	2.3 Snow on Ice (Non-uniformly Refractive Layered Media)
	2.4 Other Theories and Models

	3 Snow Single-Scattering Property Computation
	3.1 Computational Methods
	3.2 Snow Single-Scattering Properties

	4 Snow Albedo Parameterizations
	4.1 Accounting for Snow Grain Properties
	4.2 Accounting for Snow Impurities
	4.3 Accounting for Atmospheric Variables

	5 Summary, Challenges, and Future Directions
	Appendix
	References

	 Spectral Reflectance of Soil
	1 Introduction
	2 Reflectance Spectra
	2.1 Factors Affecting Soil Reflectance Spectra
	2.2 Bidirectional Reflectance Quantities
	2.3 Non-lambertian Behavior of Soil Surfaces
	2.4 Measurements of Soil Bidirectional Reflectance
	2.5 Modeling of Soil Bidirectional Reflectance

	3 Soil Albedo
	3.1 Variation of Soil Albedo
	3.2 Soil Albedo as a Parameter for Modeling Changes in the Climate of the Earth
	3.3 Measurements of Diurnal Blue-Sky Albedo Variation of Soils
	3.4 Equations Predicting Diurnal Blue-Sky Albedo Variation of Soils Taking into Account Their Roughness
	3.5 Use of Laboratory Data to Predict the Annual Variation of Shortwave Radiation Reflected from Bare Arable Lands Taking into Account Their Roughness

	4 Concluding Remarks
	References

	 Asymptotic Methods in the Theory of Light Scattering by Nonspherical Particles
	1 Introduction
	2 Fraunhofer Diffraction
	2.1 Statement of the Problem
	2.2 Solution for a Single Obstacle
	2.3 Randomly Oriented Obstacles
	2.4 Particular Case of Spherical Particles
	2.5 Size-Distributed Obstacles
	2.6 Approximating Formula
	2.7 Hexagonal Prisms

	3 Rayleigh–Gans Approximation
	3.1 Statement of the Problem
	3.2 Solution for a Single Particle
	3.3 Randomly Oriented Particles
	3.4 Approximating Formula
	3.5 Total Scattering Cross-Section
	3.6 Chaotically Oriented Cylinder and Size-Distributed Spheres
	3.7 Inherent Optical Properties

	4 Wentzel–Kramers–Brillouin (WKB) Approximation
	4.1 Statement of the Problem
	4.2 Extinction and Absorption
	4.3 Scattering Phase Function
	4.4 Comparison to the Discrete Dipole Approximation

	5 Conclusion
	References

	Index



