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Chapter 1
Introduction

Saurabh Prasad and Jocelyn Chanussot

Hyperspectral imaging entails acquiring a large number of images over hundreds
(to thousands) of narrowband contiguous channels, spanning the visible and infrared
regimes of the electromagnetic spectrum. The underlying premise of such imaging is
that it captures the underlying processes (e.g., chemical characteristics, biophysical
properties, etc.) at the pixel level. Recent advances in optical sensing technology
(miniaturization and low-cost architectures for spectral imaging) and sensing plat-
forms from which such imagers can be deployed (e.g., handheld devices, unmanned
aerial vehicles) have the potential to enable ubiquitous multispectral and hyperspec-
tral imaging on demand to support a variety of applications, such as biomedicine
and sensing of our environment. In many applications, it is possible to leverage data
acquired by other modalities (e.g., Synthetic Aperture Radar, SAR, and Light Detec-
tion and Ranging (LiDAR)) in conjunction with hyperspectral imagery to paint a
complete picture—for example, hyperspectral imagery and LiDAR data when used
together provide information about the underlying chemistry (e.g., as provided by
hyperspectral data) and the underlying topography (as provided by LiDAR data) and
can facilitate robust land-cover classification. Although this increase in the quality
and quantity of diverse multi-channel optical data can potentially facilitate improved
understanding of fundamental scientific questions, there is a strong need for robust
image analysis methods that can address the challenges posed by these imaging
paradigms. While machine learning approaches for image analysis have evolved
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2 S. Prasad and J. Chanussot

to exploit the rich information provided by hyperspectral imagery and other high-
dimensional imagery data, key challenges remain for effective utilization in an oper-
ational environment, including the following:

– Representation and effective feature extraction from such high-dimensional
datasets,

– Design of effective learning strategies that are robust to a limited quantity of
training samples (in situ data), missing or noisy labels, and spatial–temporal non-
stationary environments,

– Design and optimization of analysis algorithms that can effectively handle nonlin-
ear, complex decision boundaries separating classes (objects of interest on ground)
in the feature space,

– The need to address variability in light source → sensor → object geometry and
variation in orientation and scale of objects in ubiquitous sensing environments
from a multitude of sensors and sensing platforms, and

– Effective utilization of the rich and vast quantity of unlabeled data available in
geospatial imagery in conjunction with limited ground truth for robust analysis.

This book focuses on advances in machine learning and signal processing for
hyperspectral image analysis and presents recent algorithmic developments toward
robust image analysis that address challenges posed by the unique nature of such
imagery. We note that although a majority of the chapters in this book focus on
hyperspectral imagery, these ideas extend to data obtained from other modalities,
such as microwave remote sensing, multiplexed immunofluorescence imaging, etc.
Chapters in this book are grouped in the challenges they address based on the fol-
lowing broad thematic areas.

Challenges in Supervised, Semi-Supervised, and Unsupervised Learning: The high-
dimensional nature of hyperspectral imagery implies that many learning algorithms
that seek to leverage the underlying spatial–spectral information are associatedwith a
large number of degrees of freedom, necessitating a rich (in both quality and quantity)
representative ground reference data. Leveraging the limited quantity and varying
quality of labeled data associated with remote sensing and biomedicine applications
is a critical requirement of successful learning algorithms, and a vast number of
recent developments address this aspect of learning, under the umbrella of super-
vised, semi-supervised, and unsupervised learning. Further, the end goal of learning
may not always be discrete classification. Numerous applications with hyperspectral
imagery entail mapping spectral observations to prediction (e.g., posed as a regres-
sion problem) of continuous-valued quantities (such as biophysical parameters)—
although there exist commonalities between learning algorithms that are carrying
out discrete classification and regression, care must be taken to understand the needs
and constraints of each application.

In Chap.2, Moreno-Martinez et al. survey recent developments in machine
learning for estimating spatial and temporal parameters from multi-channel earth-
observation images (both microwave imaging and passive optical imaging). Chap-
ters3 and 4 are a two-part series introducing the foundations of deep learning as

http://dx.doi.org/10.1007/978-3-030-38617-7_2
http://dx.doi.org/10.1007/978-3-030-38617-7_3
http://dx.doi.org/10.1007/978-3-030-38617-7_4
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applied to hyperspectral image analysis. In Chap. 3 (Part I), Berisha et al. review the
foundations of convolutional and recurrent neural networks as they can be applied
for spatial–spectral analysis of hyperspectral imagery. In Chap.4 (Part II), Shahraki
et al. present practical architectures and design strategies to successfully deploy such
networks for hyperspectral image analysis tasks. Results with hyperspectral imagery
in the areas of remote sensing and biomedicine are presented, along with a detailed
discussion of the “successful” network configurations relative to the data character-
istics. In Chap.5, Zhou and Prasad review recent developments in deep learning that
address the label scarcity problem—including semi-supervised, transfer, and active
learning. In Chap.6, Jiao et al. present multiple instance learning as a mechanism
to address imprecise ground reference data that is commonly encountered in hyper-
spectral remote sensing. In Chap.7, Rise et al. survey supervised, semi-supervised,
and unsupervised learning for hyperspectral regression tasks. In Chap.8, Wu et al.
survey sparse-representation-based methods for hyperspectral image classification.
In Chap.9, Gu et al. review multiple kernel learning for hyperspectral image classi-
fication.

Subspace Learning and Feature Selection: Given the high dimensionality of spec-
tral features and the inherent inter-channel correlations due to the dense, contiguous
spectral sampling, algorithms that learn effective subspaces (e.g., subspaces where
much of the discriminative information is retained) and that learn the most relevant
spectral channels are often a crucial pre-processing to image analysis. In Chap.10,
Zhu et al. present a low-dimensional manifold model for hyperspectral image recon-
struction. In Chap.11, Taherkhani et al. present a deep sparse band selection for
hyperspectral face recognition.

Change and Anomaly Detection: In many applications, the ability to reliably detect
changes between sets of hyperspectral imagery is highly desirable. In Chap.12,
Ziemann andMatteoli present recent developments toward robust detection of large-
scale and anomalous changes.

Spectral Unmixing: The spatial resolution of hyperspectral imagery acquired from
airborne or spaceborne sensors often is not fine enough relative to the size of objects of
interest in the scene, resulting inmixed pixels. Over recent years, numerous advances
have been made in the area of spectral unmixing—the process of estimating the
relative abundance of the endmembers (e.g., objects in these mixed pixels) in each
mixed pixel. In Chap.13, Zhang et al. review recent advances in spectral unmixing
using sparse techniques and deep learning.

Image Superresolution: In many remote sensing applications, a common imag-
ing scenario entails simultaneous acquisition of very high spatial resolution color/
multispectral/monochromatic(pan) images and lower spatial resolution hyperspec-
tral images. One can leverage this by extracting spatial information available in the
higher resolution imagery, which can then be fused in the lower resolution hyper-
spectral imagery. In Chap.14, Yang et al. present a deep-learning-based approach to
fuse high spatial resolution multispectral imagery with hyperspectral imagery.

http://dx.doi.org/10.1007/978-3-030-38617-7_3
http://dx.doi.org/10.1007/978-3-030-38617-7_4
http://dx.doi.org/10.1007/978-3-030-38617-7_5
http://dx.doi.org/10.1007/978-3-030-38617-7_6
http://dx.doi.org/10.1007/978-3-030-38617-7_7
http://dx.doi.org/10.1007/978-3-030-38617-7_8
http://dx.doi.org/10.1007/978-3-030-38617-7_9
http://dx.doi.org/10.1007/978-3-030-38617-7_10
http://dx.doi.org/10.1007/978-3-030-38617-7_11
http://dx.doi.org/10.1007/978-3-030-38617-7_12
http://dx.doi.org/10.1007/978-3-030-38617-7_13
http://dx.doi.org/10.1007/978-3-030-38617-7_14


4 S. Prasad and J. Chanussot

Target Detection: An important application of hyperspectral imagery has been iden-
tification of targets of interest in a scene. In Chap. 15, Bitar et al. present an automatic
target detection approach for sparse hyperspectral images.

http://dx.doi.org/10.1007/978-3-030-38617-7_15


Chapter 2
Machine Learning Methods for Spatial
and Temporal Parameter Estimation

Álvaro Moreno-Martínez, María Piles, Jordi Muñoz-Marí,
Manuel Campos-Taberner, Jose E. Adsuara, Anna Mateo,
Adrián Perez-Suay, Francisco Javier García-Haro and Gustau Camps-Valls

Abstract Monitoring vegetation with satellite remote sensing is of paramount
relevance to understand the status and health of our planet. Accurate and constant
monitoring of the biosphere has large societal, economical, and environmental impli-
cations, given the increasing demand of biofuels and food by the world population.
The current democratization ofmachine learning, big data, and high processing capa-
bilities allow us to take such endeavor in a decisive manner. This chapter proposes
three novel machine learning approaches to exploit spatial, temporal, multi-sensor,
and large-scale data characteristics. We show (1) the application of multi-output
Gaussian processes for gap-filling time series of soil moisture retrievals from three
spaceborne sensors; (2) a new kernel distribution regression model that exploits
multiple observations and higher order relations to estimate county-level crop yield
from time series of vegetation optical depth; and finally (3) we show the combination
of radiative transfer models with random forests to estimate leaf area index, frac-
tion of absorbed photosynthetically active radiation, fraction vegetation cover, and
canopy water content at global scale from long-term time series of multispectral data
exploiting the Google Earth Engine cloud processing capabilities. The approaches
demonstrate that machine learning algorithms can ingest and process multi-sensor
data and provide accurate estimates of key parameters for vegetation monitoring.

Á. Moreno-Martínez, M. Piles, J. Muñoz-Marí, M. Campos-Taberner, J. E. Adsuara, G. Camps-
Valls—Authors contributed equally.
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2.1 Introduction

2.1.1 Remote Sensing as a Diagnostic Tool

The Earth is a complex, dynamic, and networked system, and this system is under
pressure and in continuous change. Population is increasingly demanding more food
and biofuels, at a faster pace, worldwide. Consequently, monitoring the planet in a
spatially explicit and timely resolved manner is an urgent need to address important
societal, environmental, and economical questions. This is exactly the main goal
of Earth Observation (EO) from space, and current satellite sensors operating in
different bands of the electromagnetic spectrum help in this challenge as accurate
diagnostic tools.

The analysis of the acquired sensor data can be done either at local or global
scales by looking at biogeochemical cycles, atmospheric situations, and vegetation
dynamics [1–5]. All these complex interactions are studied through the definition
of bio-geophysical parameters, either representing different properties for land (e.g.,
surface temperature, soil moisture, crop yield, defoliation, biomass, leaf area cov-
erage), water (e.g., yellow substance, ocean color, suspended matter, or chlorophyll
concentration), or the atmosphere (e.g., temperature, moisture, or trace gases). Every
single application considers the specific knowledge about the physical, chemical, and
biological processes involved, such as energy balance, evapotranspiration, or photo-
synthesis.

However, remotely sensed observations only sample the energy reflected or emit-
ted by the surface and thus, an intermediate modeling step is necessary to transform
the measurements into estimations of the biophysical parameters [6]. From a pure
statistics standpoint, this is considered to be as an inverse modeling problem, because
we have access to observations generated by the system and we are interested in the
unknown parameters that generated those. A series of international study projec-
tions, such as the International Geosphere-Biosphere Programme (IGBP), the World
Climate Research Programme (WCRP), and the National Aeronautics and Space
Administration (NASA) Earth Observing System (EOS), established remote sensing
model inversion as one of themost important problems to be solved with EO imagery
in the near future.

2.1.2 Data and Model Challenges

Current EO, however, faces two very important challenges that we hereby define as
the data problem and the model problem:

• The data problem: The data involved in EO applications is big, diverse, and
unstructured. We often deal with remote sensing data acquired by many satel-
lite sensors working with different and ever-increasing spatial, temporal, and ver-
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tical resolutions. Not to mention that data may also come from high-resolution
simulations and re-analysis. At the same time, data is heterogeneous and cov-
ers space and time with uneven resolutions, different footprints, signal and noise
levels, and feature characteristics. EO applications on land monitoring have
mainly considered optical sensors, like the NASA A-Train (http://atrain.nasa.
gov/) satellite constellations including MODIS and Landsat, and recently the
European Space Agency (ESA) Sentinels 2–3 sensors. More recently, sensors
operating in the microwave range of the spectrum were introduced. Unlike opti-
cally based technologies, microwaves are not affected by atmospheric conditions,
and a total coverage of the Earth’s surface is obtained every 2–3 days. Microwave
radiometry is optimal for sensing the water content in soils and vegetation, but
the passive measurement is presently limited in spatial resolution by the size of
the instrument antenna aperture to ∼25 km (e.g., ESA’s SMOS, NASA’s SMAP).
Active microwave remote sensing can overcome this limitation but often it is
accompanied by constraints on spatial coverage and temporal data refresh rate
and require complex scattering models for inversion of geophysical parameters
(e.g., ESA’s Sentinel 1). Optical sensing technology, in turn, is at a maturity level
today that allows providing very fine spatial resolution on a weekly basis (e.g.,
ESA’s Sentinel 2). Undoubtedly, the combination of satellite-basedmicrowave and
optical sensory data offers an unprecedented opportunity to obtain a unique view
of the Earth system processes.

• The model problem: Dealing with such data characteristics and big data influx
requires (semi)automatic processing techniques that should be accurate, robust,
reliable, and fast. Over the last few decades, a wide diversity of bio-geophysical
retrieval methods have been developed, but only a few of them made it into opera-
tional processing chains. Lately, machine learning has attained outstanding results
in the estimation of climate variables and related bio-geophysical parameters at
local and global scales [1]: leaf area index (LAI) [7] and Gross Primary Production
(GPP) [8–11] are currently derived with neural networks, kernel methods, and ran-
dom forests, while multiple regression is used for retrieving biomass [12], support
vector methods were also proposed to derive vegetation parameters [13, 14], and
kernel methods and Gaussian processes (GPs) [15] have been paid wide attention
in the last years in deriving vegetation properties [16]. However, it is important
to observe here that, very often, these methods are applied blindly, without being
adapted to the data specificities. On the one hand, data exhibits clear spatial and
temporal structures that could be useful to design new kernel functions in GPs [17]
or rely on convolutional networks [18]. On the other hand, data from different sen-
sors should be synergistically combined in the model, but this is often done via
ad hoc data re-sampling or statistics summarization, as a convenient way to data
preparation for the algorithm. These practices are far from being optimal, and a lot
is yet to be done in the algorithm development arena to improve algorithms that
respect data characteristics, learn structures from data, fuse heterogeneous multi-
sensor and multi-resolution data naturally, and scale well to big data volumes.

http://atrain.nasa.gov/
http://atrain.nasa.gov/
http://www.esa.int/Our_Activities/Observing_the_Earth/Copernicus/Overview4
https://www.esa.int/Our_Activities/Observing_the_Earth/SMOS
https://smap.jpl.nasa.gov/
https://sentinel.esa.int/web/sentinel/missions/sentinel-1
http://www.esa.int/Our_Activities/Observing_the_Earth/Copernicus/Overview4
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Fig. 2.1 Normalized
worldwide interest (i.e.,
popularity) of terms “remote
sensing”, “machine
learning”, “artificial
intelligence”, and “big data”
in the last decade, as
measured in Google trends©
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Tackling the two sides of the EO challenge is nowadays possible. The current popu-
larization of machine learning, big data, and high processing capabilities allows us
to take such an endeavor in a decisive manner, cf. Fig. 2.1.

Nowadays, both data and algorithms are mostly freely available, while large-scale
data processing platforms, clusters, and infrastructures are accessible to everyone:

• Machine learning code is now ready to (re)use in different forms: from excel-
lent packages and frameworks like scikit-learn or TensorFlow, to open accessible
repositories and developer’s platforms like GitHub.

• Earth observation data is also currently accessible through themain space agencies
hubs: for example, ESA provides Sentinels data through the ESA open access hub,
and NASA grants access via its NASA open data portal.

This unprecedented situation has sowed the seed for the development of applications
and the creation of EO-centered companies. Google allows not only accessing but
also processing data through the Google Earth Engine, which will be subject of study
in this chapter (cf. Sect. 2.4), Descartes Labs offers an EO data processing facility
in the cloud, and an increasing number of SMEs has grown around and created what
is called the “EO exploitation ecosystem”. Altogether, they have allowed tackling
problems that were unthinkable just a decade ago.

Earth observation through remote sensing offers great opportunities to mon-
itor our planet by the estimation of key parameters of the land, ocean, and
atmosphere. The combined action of machine learning, big data, and high-
performance computing platforms, like the Google Earth Engine (GEE), is
currently paving the way toward this goal.

https://scikit-learn.org
https://www.tensorflow.org/
https://github.com/
https://scihub.copernicus.eu/
https://data.nasa.gov/
https://earthengine.google.com/
https://www.descarteslabs.com/
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2.1.3 Goals and Outline

In this chapter, we will focus on modern machine learning methods for deriving land
parameters (e.g., about the vegetation status and crop production) from remote sens-
ing data: we will introduce three recent ML developments that can deal with multi-
sensor and multi-resolution data, that exploit nonlinear feature relations and higher
order moments of data (observational) distributions, and that can be implemented
in the Google cloud platform to derive global maps of parameters of interest. We
will mainly focus on new kernel methods, Gaussian processes, and random forests,
which fulfill the needs of the field: mathematical tractability and big data scalability,
respectively.

We will treat three main problems with different particular data characteristics:

• Non-uniform temporal sampling and sensor fusion: First, we will focus on prob-
lems of interpolating remote sensing parameters when several variables are avail-
able and heavy non-uniform sampling is present. This is a common problem when
trying to fuse information from different sensors or in optical remote sensing due
to the presence of clouds. Microwave remote sensing is not affected by clouds, but
measurements can also be limited in some regions due to combined effects ofRadio
Frequency Interferences (RFIs), presence of snow, dense vegetation canopies, and
high topography [19]; since these effects are sensor- and frequency-dependent, the
optimal blend of available microwave-based soil moisture products holds great
promise, particularly for observational climate data records [20]. In Sect. 2.2,
we will show the exploitation of multi-output Gaussian processes to fill in the
temporal gaps in satellite-based estimates of soil moisture from SMOS (L-band
passive), AMSR2 (C-band passive), and ASCAT (C-band active) [21, 22]. The
method will allow to treat non-uniform sampling and “transfer information across
sensors” when samples are missing.

• Non-uniform spatial sampling: In remote sensing and geospatial applications, we
often encounter problems where one aims to spatialize a variable of interest from
a sparse set of measurements, while having access to a finer grid of observations.
This is the case of non-uniform spatial sampling. This mismatch in quantity and
location is typically resolved by summarizing (e.g., averaging) the observations
and co-locating them with the measure. This procedure is ad hoc and suboptimal.
In Sect. 2.3, we introduce a new kernel distribution regression model that exploits
multiple observations to estimate county-level yield of major crops (wheat, corn,
and soybean) from SMAP-based vegetation optical depth (VOD) time series [23].
The method exploits all the available observations and their feature relations.

• Uniform spatial–temporal data spatialization: Finally, we deal in Sect. 2.4 with
the exploitation of big data in the cloud by spatializing vegetation parameters of
interest when long time series of data are available. We will show the combination
of radiative transfer models (RTMs) with random forests to estimate various veg-
etation parameters, namely, LAI, Fraction of Absorbed Photosynthetically Active
Radiation (FAPAR), Fraction Vegetation Cover (FVC), and Canopy water content
(CWC), globally from long-term time series of MODIS data exploiting the GEE.
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The platform will allow us to generate products of almost any variable of interest
modeled in an RTM [24, 25].

We conclude in Sect. 2.5 with some remarks and an outline of future work. The
approaches demonstrate that machine learning algorithms can ingest and process
multi-sensor data and provide accurate estimates of key parameters for vegetation
monitoring.

2.2 Gap Filling and Multi-sensor Fusion

Measurements of soil moisture (SM) are needed for a better global understanding
of the land surface-climate feedbacks at both local and global scales. Satellite sen-
sors operating in the low-frequency microwave spectrum (from 1 to 10 GHz) have
proven to be suitable for soil moisture retrievals. These sensors now cover nearly 4
decades, thus allowing for global multi-mission climate data records. The ESA Cli-
mate Change Initiative (CCI) soil moisture product combines various single-sensor
active and passive microwave soil moisture products into three harmonized products:
an only-active, an only-passive, and a combined active–passive microwave product
[26]. In its current version, the presence of data gaps in time and space has been
acknowledged as a major shortcoming which makes it difficult for users to integrate
the data in their applications [20]. From a scientific perspective, the presence of
“intermittent” data gaps in satellite-based soil moisture estimates impacts the analy-
sis of spatiotemporal dynamics and trends, which may be limited to certain regions
[27]. Also, the presence of missing data in time series prevents a robust computation
of temporal autocorrelation and e-folding times, as a measure of soil moisture per-
sistence [22]. In this regard, recent studies on the use of Gaussian process regression
techniques to mitigate the effect of missing information in Earth observation data
are very promising (e.g., [17, 21]).

The presence of gaps in EO data limits their applicability in a number of appli-
cations. In contrast with the standard temporal interpolation techniques, the
LMCmulti-output GP-based gap-filling regression allows taking into account
information from other collocated sensors measuring the exact same variable.
The method learns the relationships among the different sensors and builds
a cross-domain kernel function able to transfer information across the time
series and do predictions and associated confidence intervals on regions where
no data are available.

In this section, a subset of 6 years of SMOS L-band passive, ASCAT C-band
active, and AMSR2 C-band passive soil moisture measurements, starting in June
2010, have been used. SMOS and ASCAT estimates are available for the whole
period, whereas AMSR2 estimates start on May 18, 2012 (its launch date). Each
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product presents different observational gaps due to the presence of RFI at their
operating frequency or a too high uncertainty in their inversion algorithm (e.g., due
to the presence of snow masking observations, dense vegetation, or high topogra-
phy). The problem we face here is that we need a gap-filling methodology able to
handle several outputs together and force a “sharp” reconstruction of the time series
so that fast dry-down and wetting-up dynamics are preserved (avoid smoothing). We
show how we can efficiently deal with our problem by employing a multi-output
Gaussian Process model based on the Linear Model of Corregionalization (LMC)
[28]. This model implicitly exploits the relationships among the three microwave
sensors and predicts an output for each of them. The reconstructed time series
are provided with an estimate of its uncertainty and are shown to preserve the
statistics from comparison to in situ data over a selection of catchments from the
International Soil Moisture Network.

2.2.1 Proposed Approach

The presence of temporal data gaps in satellite-based estimates of soil moisture limits
their applicability in a number of applications that need continuous estimates. Stan-
dard techniques for gap-filling temporal series such as linear or cubic interpolation,
or auto-regressive functions fail to reconstruct sharp transitions or long data gaps
and do not take into account information from other collocated sensors measuring
exactly the same biophysical variable. Given that we have three different soil mois-
ture products presenting no data in different time and space locations, we employ
here an LMC multi-output GP regression (LMC-GP) to maximize the spatiotempo-
ral coverage of the datasets. We illustrate the procedure at three in situ soil moisture
networks where the SMOS satellite presents good, average, and poor temporal cov-
erage, see Fig. 2.2. We will show how LMC-GP exploits the relationships among
SMOS, ASCAT, and AMSR2 soil moisture time series to do inferences on regions
where no data (gaps) are available, and provides a reconstructed prediction with and
associated uncertainty for each dataset. Statistical scores from comparison with in
situ data at the selected sites of the original and reconstructed time series will be
shown.

2.2.2 LMC-GP

First, we will start introducing the formulation of standard GPmodels. Then, we will
extend it to the LMC-GP model.

https://ismn.geo.tuwien.ac.at
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Fig. 2.2 Location and land use map of the three International Soil Moisture Network (ISMN)
validation sites used in the study: a HOBE in Denmark (31 stations), b REMEDHUS in Spain (17
stations), and C DAHRA in Senegal (1 station)

2.2.2.1 Gaussian Processes

GPs [15] are state-of-the-art statistical methods for regression and function approx-
imation, and have been used with great success in biophysical variable retrieval by
following statistical and hybrid approaches [29]. We start assuming that we are given
a set of n pairs of measurements, {xi , yi }ni=1, where xi is the feature/measurement
space and yi is the biophysical parameter from field data or other sources, perturbed
by an additive independent noise ei . We consider the following model:

yi = f (xi ) + ei , ei ∼ N(0, σ 2
n ), (2.1)

where f (x) is an unknown latent function, x ∈ R
d , and σ 2

n represents the noise
variance. Defining y = [y1, . . . , yn]ᵀ and f = [ f (x1), . . . , f (xn)]ᵀ, the conditional
distribution of y given f becomes p(y|f) = N(f, σ 2

n In), where In is the n × n
identity matrix. It is assumed that f follows a n-dimensional Gaussian distribu-
tion f ∼ N(0,K). The covariance matrix K of this distribution is determined by a
squared exponential (SE) kernel functionwith entriesKi j = k(xi , x j ) = exp(−‖xi −
x j‖2/(2σ 2)), encoding the similarity between input points. In order to make a new
prediction y∗ given an input x∗, we obtain the joint distribution over the training and
test points, [

y
y∗

]
∼ N

(
0,

[
Cn kᵀ∗
k∗ c∗

])
,

where Cn = K + σ 2
n In , k∗ = [k(x∗, x1), . . . , k(x∗, xn)]ᵀ is an n × 1 vector and c∗ =

k(x∗, x∗) + σ 2
n . Using the standard Bayesian framework, we obtain the distribution
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over y∗ conditioned on the training data,which is a normal distributionwith predictive
mean and variance given by

μGP(x∗) = kᵀ
∗ (K + σ 2

n In)
−1y,

σ 2
GP(x∗) = c∗ − kᵀ

∗ (K + σ 2
n In)

−1k∗.
(2.2)

One of the most interesting things about GPs is that they yield not only predictions
μGP∗ for test data, but also the uncertainty of themean prediction, σGP∗. Model hyper-
parameters θ = (σ, σn) determine, respectively, the width of the SE kernel function
and the noise on the observations, and they are usually obtained by maximizing the
log-marginal likelihood.

2.2.2.2 Linear Model of Corregionalization for GPs

LMC-GPs [28] extend standard GPs so it is possible to both handle several outputs
at the same time (i.e., it is a multi-output model) and to deal with missing data in
the considered outputs. This model is well known in the field of geostatistics as
co-kriging [30].

In the LMC-GP model, we have a vector function, f : X → R
D , where D is

the number of outputs. Given a reproducing kernel, defined as a positive definite
symmetric function K : X × X → R

n×n , where n is the number of samples of each
output, we can express f(x) as

f(x) =
n∑

i=1

K(xi , x)ci , (2.3)

for some coefficients ci ∈ R
n . The coefficients ci can be obtained by solving the

linear system, obtaining
c̄ = (K(X,X) + λnI)−1ȳ, (2.4)

where c̄, ȳ are nD vectors obtained by concatenating the coefficients and outputs,
respectively, and K(X,X) is an nD × nD matrix with entries (K(xi , x j ))d,d ′ for
i, j = 1, . . . , n and d, d ′ = 1, . . . , D. The blocks of this matrix are (K(Xi ,X j ))i, j
n × n matrices. Predictions are given by

f(x∗) = K�
x∗ c̄, (2.5)

with K x∗ ∈ R
D×nD composed of blocks (K(x∗, x j ))d,d ′ . When the training kernel

matrixK(X,X) is block diagonal, that is, (K(Xi ,X j ))i, j = 0 for all i 	= j , then each
output is considered to be independent of the others, and we thus have individual GP
models. The non-diagonal matrices establish the relationships between the outputs.

In the LMC-GP model, each output is expressed as a linear combination of inde-
pendent latent functions,
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fd(x) =
Q∑

q=1

ad,quq(x), (2.6)

where ad,q are scalar coefficients, and uq(x) are latent functions with zero mean
and covariance kq(x, x′). It can be shown [28] that the full covariance matrix of this
model can be expressed as

K(X,X) =
Q∑

q=1

Bq ⊗ kq(X,X), (2.7)

where⊗ is theKronecker product.Here, eachBq ∈ RD×D is a positive definitematrix
known as a co-regionalization matrix, and it encodes the relationships between the
outputs.

2.2.3 Data and Setup

The temporal period of study is 6 years, starting in June 2010. Three global satellite
soil moisture products have been extracted for the study period: SMOS BEC L3
(1.4 GHz, L3 SM v3.0), Metop A/B ASCAT (5.3 GHz, Eumetsat H-SAF), and
GCOMW1 AMSR2 L3 (6.9 GHz, LPRM v05 retrieval algorithm, NASA). ASCAT
andAMSR2products have been resampled from their 0.25◦ grid to the SMOSEASE2
25-km grid using bilinear interpolation. These products have been widely validated
under different biomes and climate conditions by comparison with ground-based
observations (e.g., [26, 31, 32]) and outputs of land surface models (e.g., [33–35]).

We show the robustness of themulti-sensor gap-filling approach at three in situ soil
moisture networks: REMEDHUS in Spain (17 stations [36]), HOBE in Denmark (31
stations [37]), andDAHRA in Senegal (1 station [38]). In terms of temporal coverage,
they are representative of best-case (REMEDHUS), average-case (HOBE), andwort-
case (DAHRA) scenarios, with SMOS providing a coverage during the study period
of 96, 65, and 45%, respectively. The locations and land use maps of the in situ
networks used for this study are presented in Fig. 2.2.

2.2.4 Results

Let us start with an illustrative example of method’s performance. Figure2.3 shows
with a real example how the LMC-GP transfers information across SMOS, ASCAT,
and AMSR2 satellite time series for the predictions when no data is available and
provides associated confidence intervals.

http://bec.icm.csic.es/
http://hsaf.meteoam.it/soil-moisture.php
https://disc.gsfc.nasa.gov/datasets/LPRM_AMSR2_A_SOILM3_V001
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Fig. 2.3 Time series of original (orange dots) and reconstructed (blue lines) SMOS, ASCAT, and
AMSR2 time series using the LMC-GP gap-filling technique. The uncertainty on the predictions
is shown in shaded gray. The orange square points out a specific rainfall event that was captured
only by SMOS and is accounted for in the reconstruction of ASCAT and AMSR2 time series. The
green square exemplifies how the method reconstructs long data gaps in AMSR2 based on no-rain
information from the other two sensors, assigning a higher uncertainty when no original data is
available

A more thorough experimental analysis follows. Results of the application of the
proposed LMC-GP over REMEDHUS, HOBE, and DAHRA networks are shown
in Fig. 2.4, together with the original satellite time series and the in situ data as
a benchmark. It can be seen that the reconstructed soil moisture time series follow
closely the original time series, capturing the wetting-up and drying-down events and
filling the missing information (e.g., see in HOBE the dry-down in February 2014
which was captured only by AMSR2 during consecutive days and is reproduced
by the three reconstructed time series). In DAHRA, the limited temporal coverage
of AMSR2 in the dry seasons is completed in the reconstructed time series using
information from the other two sensors. It is worth to remark that for AMSR2 the
reconstructed time series back-propagate to dates where the satellite was not yet
launched (shown here for illustration purposes), yet they look very consistent with
the real satellite data. Also importantly, we fixed the kernel lengthscale parameter
in LMC-GP model to force a sharp reconstruction, to prevent the predictions being
smoothed with respect to the original time series.
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Fig. 2.4 Time series of in
situ (black lines) and
satellite-based soil moisture
estimates from SMOS,
ASCAT, and AMSR2
(orange dots denote the
original time series and blue
lines the predicted using the
LMC-GP gap-filling
technique) over a
REMEDHUS, b HOBE, and
c DAHRA networks

(a) REMEDHUS

(b) HOBE

(c) DAHRA
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A statistical analysis of the original and reconstructed satellite time series has been
undertaken following the recommended performancemetrics in [39]. Table2.1 shows
that Pearson’s correlation coefficient R, bias (as estimated by themean error,ME) and
root-mean-squared error (RMSE) with respect to in situ data in the three networks
are not affected to a high degree by the reconstruction, and they remain within
reasonable bounds. For SMOS, the reconstructed time series preserve the statistical
scores of original time series in REMEDHUS and DAHRA and improve the R in
HOBE from 0.62 to 0.68 (note the other sensors in HOBE have higher correlations of
0.66 and 0.73). The increase in coverage is notable, with an improvement of 37% for
HOBE and of 54% for DAHRA. SMOS has the largest coverage over REMEDHUS,
and the improvement of coverage is therefore limited (of 8%). For ASCAT, the
statistical scores are preserved in the reconstructed time series, and the increase
in coverage is also remarkable: 23% for REMEHDUS, 31% for HOBE, and 36%
for DAHRA. For AMSR2, the validation is limited to four annual cycles (from its
launch date in May 18, 2012, onward). Over REMEDHUS, AMSR2 presents a wet
bias with respect to the in situ data that is reduced in the reconstructed time series;
its correlation is reduced from 0.86 to 0.81, probably due to the lower correlations
of the other two sensors, and the increase in coverage is of 27%. Similar results
are obtained for reconstructed AMSR2 over HOBE, but with a lower number of
collocated observations due to the lack of in situ data in early January 2014. Over
DAHRA, correlation is improved from 0.73 to 0.79, with a 66% improvement of
coverage. These results provide confidence in the proposed technique and show
how it exploits the complementary spatiotemporal coverage of the three microwave
sensors.

2.3 Distribution Regression for Multiscale Estimation

Non-uniform spatial sampling is a common problem in geostatistics and spatializa-
tion problems. When the variable of interest is available at the same resolution that
the remote sensing observations, standard algorithms such as random forests, Gaus-
sian processes, or neural networks are available to establish the relationship between
the two. Nevertheless, we often deal with situations where the target variable is
only available at the group level, collectively associated to a number of remotely
sensed observations. This kind of problem is known in statistics and machine learn-
ing as multiple instance learning (MIL) or distribution regression (DR). Chapter 6
introduces the MIL framework and methodology, and reviews different approaches
to address the particular issue of imprecision in hyperspectral images analysis. We
here present a nonlinear method based on kernels for distribution regression that
solves the previous problems without making any assumption on the statistics of
the grouped data. The presented formulation considers distribution embeddings in
reproducing kernel Hilbert spaces and performs standard least squares regression
with the empirical means therein. A flexible version to deal with multisource data
of different dimensionality and sample sizes is also introduced. The potential of the

http://dx.doi.org/10.1007/978-3-030-38617-7_6
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presented approach is illustrated by using SMAP VOD time series for the estimation
of crop production in the US Corn Belt.

2.3.1 Kernel Distribution Regression

In distribution regression problems, we are given several sets of observations each
of them with a single output target variable to be estimated. The training dataset
D is formed by a collection of B bags (or sets) D = {(Xb ∈ R

nb×d , yb ∈ R)|b =
1, . . . , B}. A training set from a particular bag b is formed by nb examples, here
denoted as Xb = [x1, . . . , xnb ]ᵀ ∈ R

nb×d , where xi ∈ R
d×1. Let us denote all the

available data collectively grouped inmatrixX ∈ R
n×d ,wheren = ∑B

b=1 nb, andy =
[y1, . . . , yB]ᵀ ∈ R

B×1. In this setting, the direct application of regression algorithms
is not possible because not just a single input point xb but a set of pointsXb is available
for each target output, and latter for prediction we may have test points or sets from
each bag, x∗

b ∈ R
d×1 or X∗

b ∈ R
mb×d , which we denote with a star superscript. The

problem boils down to finding a function f that learns the mapping from x to y
exploiting the many-to-one dataset. To solve the problem, two main approaches
are typically followed: (1) output expansion, that is, replicating the label yb for
all points in bag b; or (2) input summary most notably with the empirical average
x̄b = 1

nb

∑
i xi , or a set of centroids cb, b = 1, . . . , B. What makes DR distinctive

is that it instead exploits the rich structure in D by performing regression with
the group distributions directly. Statistically, this consists of considering all higher
order statistical relationships between the groups, not just the first- or second-order
moments. The method we are going to introduce here works by embedding the bag
distribution in aHilbert space andperforming linear regression therein.Weessentially
need the definition of a mean embedding, its induced kernel function, and how the
regression is done with it.

Distribution regression problems rely very often on using non-uniformly spa-
tial sampled datasets, where the variables of interest are associated with sets
of observations instead of single observations. While some approaches sum-
marize the sets of observations using some kind of aggregation, such as the
mean of the standard deviation, kernel distribution regression uses all higher
moments by computing mean map embeddings in high-dimensional Hilbert
spaces, and hence improved ability for function approximation.
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2.3.1.1 Mean Map Embeddings

We frame the problem in the theory of mean map embeddings of distributions [40–
42]. The kernel mean map from the set of all probability distributions BX into H is
defined as

μ : BX → H, P →
∫
X
k(·, x)dP(x) ∈ H .

Assuming that k(·, x) is bounded for any x ∈ X, it can be shown that for any P,
letting μP = μ(P), the EP [ f ] = 〈μP, f 〉H , for all f ∈ H . Here μ represents the
expectation function onH . Every probability measure has a unique embedding and
the μ fully determines the corresponding probability measure [41]. Here, we show
how to estimate themeanmapembeddings fromempirical samples. For oneparticular
bag, Xb, drawn i.i.d. from a particular Pb, the empirical mean estimator of μb can be
computed as

μ̂b = μPb
=

∫
k(·, x)P̂(dx) ≈ 1

nb

nb∑
i=1

k(·, xi ). (2.8)

This is an empirical mean map estimator whose dot product can be computed via
kernels:

〈μ̂Pb
, μ̂Pb′ 〉H = 1

nbnb′

nb∑
i=1

nb′∑
j=1

k(xbi , x
b′
j ), (2.9)

which is the base of a useful kernel algorithm for hypothesis testing namedmaximum
mean discrepancy (MMD) [41, 42] and estimates the distance between two sample
means in a reproducing kernel Hilbert space H where data are embedded

MMD(Pb,Pb′) := ‖μPb
− μPb′ ‖2H .

This can be computed using kernel functions in Eq. (2.9). Figure2.5 shows how
MMD and mean map embeddings can detect differences between distributions in
higher order moments.

2.3.1.2 Distribution Regression with Kernels

The distribution regression task is carried out by standard least squares regression
using the mean embedded data in Hilbert spaces. The solution leads to the kernel
ridge regression (KRR) algorithm [43] working with mean map embeddings. We
need to minimize a loss function composed of two terms: the least square errors of
the approximation of the mean embedding, and a regularization term that acts over
the class of functions to be learned in Hilbert space f ∈ H :
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Fig. 2.5 The two-sample problem consists of detecting whether two distributions Px and Py are
different or not. When they have different means (a), a simple t-test can differentiate them. When
they have the same first moments (mean in b, mean and variance in c) but different higher order
moments, mapping the data to higher dimensional spaces allows to distinguish them (d). Kernel
mean embeddings are able to do so without having to map the data explicitly

f ∗ = arg min
f ∈H

{
1

n

n∑
i=1

‖yi − f (μi )‖2 + λ‖ f ‖2H
}
,

whereλ > 0 is the regularization term. The ridge regression has an analytical solution
for a test set given a set of training examples:

f̂μt
= k(K + nλI)−1y, (2.10)

whereμt is themeanembeddingof the test setXt ,k = [k(μ1,μt ), . . . , k(μn,μt )]ᵀ ∈
R

n×1, K = [k(μi ,μ j )] ∈ R
n×n and y = [y1, . . . , yn]ᵀ represents all outputs. Now,

for a set of B bags each one containing nb samples, and exploiting (2.9), one can
readily compute the kernel entries of K as follows:

[K]b,b′ = μ
ᵀ
bμb′ = 1

nbnb′
1ᵀ
nbKbb′1nb′ ,

where the matrix Kbb′ ∈ R
nb×nb′ . Therefore, we have an analytic solution of the

problem in (2.10):

ŷ∗
b = 1

mbn
1ᵀ
mb
Kbb′1nb′ α, (2.11)

where Kbb′ ∈ R
mb×nb′ which is computed given a valid Mercer kernel function k.

Kernel methods also allow to combine multisource (also known as multimodal)
information in each bag, as was previously done with standard paired settings in
either remote sensing or signal processing applications [42, 44, 45]. This is the
case when bags have different numbers of both features and sizes, e.g., we aim
to combine different spatial, spectral, or temporal resolutions. Notationally, now we
have access to differentmatricesXb

f ∈ R
n f
b × f , f = 1, . . . , F . Themultimodal kernel

distribution method summarizes each dataset into a mean and then exploits the direct
sum of Hilbert spaces in the mean embedding space. Therefore, we define F Hilbert
spaces H f , f = 1, . . . , F , and the direct sum of all of them, H = ⊕F

f =1H f . We
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(a) (b) (c)

Fig. 2.6 Distribution regression approaches presented in this chapter. TheDR problem is illustrated
in a for B = 3 bags different numbers of samples per bag (n1 = 3, n2 = 4, n3 = 3), three corre-
sponding target labels, yb, b = 1, 2, 3, and columns represent different features (sources, sensors)
Si , i = 1, 2, 3, 4. The standard approach b summarizes the distributions Pb with the mean vectors
μb and then applies standard regression methods. Alternatively, this can be done in Hilbert spaces
too with the advantage of considering all moments of the distributions. In c, we show the case of
multisource distribution regression (MDR) in which some features are missing for particular bags
and samples, which is often the case when different sensors are combined

summarize the bag feature vectors with a set of mean map embeddings of samples
in bag b, which we denoted as μ

f
b . The collection of all mean embeddings in H is

defined asμb = [μ1
b, . . . ,μ

F
b ] ∈ H, and then we define the meanmap embedding as

M = [μ1| · · · |μB]ᵀ ∈ R
B×H . Themultimodal kernel matrix is computed as follows:

[K̃]b,b′ = μ
ᵀ
bμb′ = ∑F

f =1

1

n f
b n

f
b′
1 f ᵀ
nb Kbb′1n f

b′
, (2.12)

Fig. 2.6 graphically illustrates the DR approaches used in this chapter. The algo-
rithm reduces to the application of a standard kernel ridge regression with the kernel
function Eq. (2.11) for the standard case or Eq. (2.12) for the multisource case. We
provide source code of our methods in http://isp.uv.es/code/dr.html.

2.3.2 Data and Setup

We show results for crop yield estimation, which is a particular problem of distribu-
tion regression in the context of remote sensing.We show results for our KDR (kernel
distribution regression) and several baseline standard approaches like least squares
regularized linear regression model (RLR) and its nonlinear (kernel) counterpart, the
kernel ridge regression (KRR) method, both working on the empirical means of each
bag as input feature vectors. We use as evaluation criteria the standard mean error
(ME) to account for bias, the root-mean-square-error (RMSE) to assess accuracy,
and the coefficient of determination or explained variance (R2) to account for the
goodness-of-fit.

Specifically, for the crop yield estimation, satellite-based retrievals of vegetation
optical depth (VOD) from SMAP [46] is related to crop production data from the

http://isp.uv.es/code/dr.html
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Fig. 2.7 Area of study. It includes both the eight states and the croplandmask following theMODIS
IGBP land cover classification

2015 US agricultural survey (total yield and yield per crop type), and then the pro-
posed methods are evaluated. VOD is a measure of the attenuation of soil microwave
emissions when they pass through the vegetation canopy, being sensitive not only to
the amount of living biomass, but also to the amount of water stress experienced by
the vegetation [47]. SMAP VOD has been shown to carry information about crop
growth and yield in a variety of agro-ecosystems [48, 49].

We focus on eight states within the so-called Corn Belt of the Midwestern United
States: Illinois, Indiana, Iowa, Minnesota, Nebraska, North Dakota, Ohio, and South
Dakota (Fig. 2.7).Also, theUnitedStatesDepartment ofAgriculture, in particular, the
National Agricultural Statistics Service (USDA-NASS), publish reports and survey
of agricultural information every year at the country, state and county levels. There
is a total of 385 counties with yield and satellite data for prediction of total yield. We
also predict per crop type. In particular, the three main crops in the region, i.e., corn,
soybean, and wheat, are predicted. All the 363, 361, and 204 counties reporting corn,
soybean, and wheat yields, independent of their relative importance at the county
level, are included in the corresponding crop-specific experiments.
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2.3.3 Results

The methodology for evaluating the algorithms is as follows. A 66% of the counties
(bags) are used to train/validate and the remaining 33% are used for testing. With
the first ones, we perform a fivefold cross-validation also at a bag level, i.e., we split
the data into five subsets, one reserved for validation and the rest used for training
the regression model. After this, we only apply the best model found to the test data.
Finally, all this process is repeated ten times, and the average over all test results is
computed. Only test errors are reported.

Table2.2 shows the crop yield predictions for all the approaches. Notably, these
results outperform those obtained in previous literature for corn–soy croplands ([48]
and references therein), even with the simplest models like RLR and KRR. Results
of the best regressionmodel between VOD and official corn yields at county level are
illustrated in Fig. 2.8. Except in few counties, corn predictions are reasonably good,
with relative errors below 3%. The proposed DR approaches will be particularly use-
ful for regional crop forecasting in areas covering different agro-climatic conditions
and fragmented agricultural landscapes (e.g., Europe), where scale effects need to
be properly addressed for adequate analysis and predictions [50].

Table 2.2 Results for prediction of total yield and crop yield prediction using VOD (Kg m−2)

Total crop yield ME×1000 RMSE ×100 R2

RLR 1.19 ± 7.36 9.67 ± 0.74 0.80 ± 0.02

KRR 2.22 ± 10.77 9.34 ± 0.73 0.81 ± 0.02

KDR 2.27 ± 10.95 9.35 ± 0.71 0.81 ± 0.02

Corn yield ME×1000 RMSE ×100 R2

RLR −1.20 ± 5.89 7.54 ± 0.50 0.85 ± 0.02

KRR 1.68 ± 8.52 6.54 ± 0.72 0.88 ± 0.02

KDR 1.59 ± 7.88 6.47 ± 0.74 0.89 ± 0.02

Soybean yield ME×1000 RMSE ×100 R2

RLR -1.99 ± 1.85 2.45 ± 0.13 0.85 ± 0.03

KRR -0.70 ± 2.92 2.47 ± 0.21 0.85 ± 0.04

KDR -0.64 ± 2.43 2.40 ± 0.21 0.86 ± 0.03

Wheat yield ME×1000 RMSE ×100 R2

RLR 2.72 ± 6.65 5.46 ± 0.48 0.64 ± 0.08

KRR 2.42 ± 8.47 5.07 ± 0.38 0.69 ± 0.05

KDR 2.91 ± 7.31 5.10 ± 0.40 0.69 ± 0.05



2 Machine Learning Methods for Spatial and Temporal Parameter Estimation 25

Fig. 2.8 aMap of official corn yield for year 2015 from USDA-NASS survey given in (Kg/m2). b
KDR predicted corn yield and c KDR relative error prediction per county (%)

2.4 Global Parameter Estimation in the Cloud

From an operational point of view, the implementation of biophysical parameter
retrieval chains on ongoing basis demands high storage capability and efficient com-
putational power, mainly when dealing with long time series of remote sensing data
at global scales. There exist a wide variety of free available remote sensing data
which could be potentially ingested in these processing chains. Among them, one
canfind remote sensing data disseminated byNASA (e.g.,MODIS), theUnited States
Geological Survey (USGS) (e.g., Landsat), and ESA (e.g., data from the Sentinel
constellation). To deal with this huge amount of data, Google developed the Google
Earth Engine [51], a cloud computing platform specifically designed for geospatial
analysis at the petabyte scale. Due to its unique features, GEE is the state of the art
in remote sensing big data processing. The GEE data catalog is composed by widely
used geospatial datasets. The catalog is continuously updated and data are ingested
from different government-supported archives such as the Land Process Distributed
ActiveArchiveCenter (LPDAAC), theUSGS, and theESACopernicusOpenAccess
Hub. The GEE data repository embrace a wide variety of remote sensing datasets
including meteorological records, atmospheric estimates, vegetation, and land prop-
erties and also surface reflectance data. Data processing is performed in parallel
on Google’s computational infrastructure, dramatically improving processing effi-
ciency and speed. These features, among others, make GEE an extremely valuable
tool for multitemporal and global studies which include vegetation, temperature,
carbon exchange, and hydrological processes [24, 52, 53].

Here,wepresent an example of biophysical parameter estimation in theGEEcloud
computing platform. The developed processing chain includes the joint estimation
of LAI, FAPAR, FVC, and CWC parameters at global scale from long-term time
series (15 years) of MODIS data exploiting the GEE cloud processing capabilities.
The retrieval approach is based on a hybrid method, which combines the physically
based PROSAIL radiative transfer model with random forests (RFs) regression. The
implementation on GEE platform allowed us to use global and climate data records
(CDR) of bothMODIS surface reflectance and LAI/FAPAR datasets which provided
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Fig. 2.9 Schema of the developed biophysical retrieval chain in the cloud

us with global biophysical variable maps at unprecedented timeliness. Figure2.9
shows an schema summarizing the developed retrieval chain.

Cloud-based geospatial computing platforms such as Google Earth Engine
offer opportunities to create a broad range of applications with precision and
accuracy over unprecedented large areas with medium and high spatial reso-
lutions. In this section, we illustrate the advantages of using algorithms imple-
mented in a cloud computing infrastructure dealing with a common problem
in remote sensing science, the retrieval of land biophysical parameters.

2.4.1 Data and Setup

As shown in Fig. 2.9, to model the spectral response of the vegetation we chose the
PROSAIL radiative transfer model. This model results from the PROSPECT leaf
optical reflectance model [54] coupled with the SAIL canopy model [55]. PRO-
SAIL has been widely used in many remote sensing studies [56] and successfully
applied for local and global parameter estimation [24, 57–59]. PROSAIL assumes
the canopy as a turbid medium and simulates vegetation reflectance along the optical
spectrum (from 400 to 2500 nm) depending on the leaf biochemistry, structure of
the canopy, as well as the background soil reflectance and the sun–satellite geome-
try. At leaf level, the parametrization was based on the distributions derived from a
massive global leaf trait measurements (TRY) [60] in order to account for a realistic
representation of global leaf trait variability to optimize PROSAIL at global scale,
whereas distributions of the canopy variables were similar to those adopted in other
global studies [59]. The TRY database embrace 6.9 million trait records for 148,000
plant taxa at unprecedented spatial and climatological coverage [60]. Although the
database is recent, due to the TRY unique properties, these data have been widely
used and hundreds of top publications (TRY database) have been presented cover-
ing topics ranging from ecology and plant geography to vegetation modeling and

https://www.try-db.org/
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Table 2.3 General information about leaf traits measurements used in this work

Trait No. samples No. of species

Cab 19,222 941

Cdm 69,783 11,908

Cw 32,020 4802

Table 2.4 Spectral specifications of the MODIS MCD43A4 product

MODIS band Wavelength (nm)

Band 1 (red) 620–670

Band 2 (NIR) 841–876

Band 3 (blue) 459–479

Band 4 (green) 545–565

Band 5 (SWIR-1) 1230–1250

Band 6 (SWIR-2) 1628–1652

Band 7 (MWIR) 2105–2155

remote sensing [25, 61]. In this section, instead of using the usual lookup tables
available in the literature, we use the TRY to parametrize PROSAIL. Our objective
is to exploit the TRY database to infer more realistic distributions and correlations
among some key leaf traits such as leaf chlorophyll (Cab), leaf dry matter (Cdm), and
water (Cw) contents. Table2.3 shows some basic information about the considered
traits extracted from the TRY.

The reflectance simulations obtained with PROSAIL were set up to mimic the
MCD43A4product bandswhich are available inGEE. TheMCD43A4MODIS prod-
uct is generated combining data fromTerra andAqua spacecrafts, being disseminated
as a level-3 gridded dataset. This product provides a bidirectional reflectance dis-
tribution function (BRDF) from a nadir view in the seven land MODIS bands (see
Table 2.4 for more details), thus offering global surface reflectance data at 500m
spatial resolution with 8-day temporal frequency.

PROSAIL’s forward mode provides a reflectance spectrum given a set of input
parameters (leaf chemical components/traits, structural parameters of the vegetation
canopy, etc.). After running PROSAIL in forwardmode, its inversionwas undertaken
using RFs. This inversion allows, in turn, to retrieve the selected biophysical param-
eters (LAI, FAPAR, FVC, and CWC). RFs have been applied both for classification
and regression in multitude of remote sensing studies [62] including forest ecology
[63, 64], land cover classification [65], and feature selection [66]. We chose RFs
to invert the PROSAIL model mainly because they can cope with high-dimensional
problems due to their optimal pruning strategy and efficiency. RF is an ensemble
method that builds up a stack of decision trees. This approach has been proven to be
very beneficial to alleviate over-fitting problems in single decision tree models. On
the ensemble, every tree is trained with different subsets of features and examples
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(selected randomly) yielding an individual prediction. The combined prediction (usu-
ally the mean value) of the considered trees composing the RFs is the final prediction
of themodel [67]. The computed simulations obtained with PROSAILwere split into
two groups: (1) a training dataset to optimize the models, and (2) an independent test
set which was only used to assess the models (RFs). After our models were trained
and validated, we predicted the chosen biophysical variables using real MODIS
spectral information (land bands, see Table2.4). In addition, RFs, once trained, are
easily parallelized to cope with large-scale problems routinely encountered in global
remote sensing applications. This is specifically the case of the problem described
here, where we exploit large datasets and run predictions covering many years within
the Google Earth Engine platform. A toy example of the code is available at https://
code.earthengine.google.com/e3a2d589395e4118d97bae3e85d09106.

2.4.2 Results

The PROSAIL simulations were uploaded to GEE and randomly split into train (2/3
of the simulations) and test (the remaining 1/3 of the samples never used in the RFs
training) datasets. The RFs theoretical performance evaluated in the GEE platform
(assessed over the test dataset) revealed high correlations (R2 = 0.84, 0.89, 0.88,
and 0.80 for LAI, FAPAR, FVC, and CWC, respectively), low errors (RMSE = 0.91
m2/m2, 0.08, 0.06, and 0.27 kg/m2 for LAI, FAPAR, FVC, and CWC, respectively),
and practically no biases in all cases. Subsequently, the RFs retrieval model was exe-
cuted over the computing cloud to obtain 15 years of global biophysical parameters
from the MCD43A4 product available on GEE. Figure2.10 shows the global mean
values of LAI, FAPAR, FVC, and CWCderived from 2010 to 2015. The computation
of the mean biophysical maps implied processing 230 (46 yearly images × 5 years)
FAPAR images at 500m spatial resolution (∼440 million cells), and compute their
annual mean, which took around 6 h.

Validation of the estimates was achieved by means of intercomparison over a
network of sites named BELMANIP-2.1 (Benchmark Land Multisite Analysis and
Intercomparison of Products) especially selected for representing the global vari-
ability of Earth vegetation. Over this network, we compared the LAI and FAPAR
estimates against the official LAI/FAPAR MODIS product (MCD15A3H) on GEE.
We selected the MODIS pixels for every BELMANIP-2.1 location, and then we
computed the mean value of theMODIS valid pixels within a 1km surrounding area.
In addition, since theMCD15A3H andMCD43A4 differ in temporal frequency, only
the coincident dates between them were selected for comparison. For validation, we
selected only high-qualityMODIS pixels which resulted in∼60000 valid pixels from
2002–2017 accounting for vegetation biomes: evergreen broadleaf forests (EBF),
broadleaf deciduous forest (BDF), needle leaf forest (NLF), cultivated (C), shrub-
lands (SH), herbaceous (H), and bare areas (BA). For FAPAR, very good agreement
(R2 ranging from0.89 to 0.92) and low errors (RMSE ranging from0.06 to 0.08)were
found between retrievals and the MODIS FAPAR product over bare areas, shrub-

https://code.earthengine.google.com/e3a2d589395e4118d97bae3e85d09106
https://code.earthengine.google.com/e3a2d589395e4118d97bae3e85d09106
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Fig. 2.10 LAI, FAPAR, FVC, CWC global maps corresponding to the mean values estimated by
the proposed retrieval chain for the period 2010–2015

lands, herbaceous, cultivated, and broadleaf deciduous forest biomes. For needle-leaf
and evergreen broadleaf forests, lower correlations (R2 = 0.57 and 0.41) and higher
errors (RMSE = 0.18 and 0.09) were obtained. It is worth mentioning that over bare
areas, the MODIS FAPAR presents an unrealistic minimum value (∼0.05) through
the entire period. In the case of LAI, goodness-of-fit ranging from 0.70 to 0.86 and
low errors (RMSE ranging from 0.23 to 0.57 m2/m2) were found between estimates
in all biomes except for evergreen broadleaf forest, where R2 = 0.42 and RMSE =
1.13 m2/m2 are reported.

Figure2.11 shows the LAI and FAPAR differencemaps calculated using themean
outcomes (2010–2015) of our processing chain and the mean reference MODIS
LAI/FAPAR product for the same period. The mean difference LAI map shows that
the discrepancies amongboth products rangewithin the±0.5m2/m2 range, indicating
that both products are consistent. However, our high LAI values present a significant
underestimation over heavily vegetated areas (dense canopies) that reaches values
up to 1.4 m2/m2. When comparing both FAPAR products, a constant negative bias
of ≈0.05 m2/m2 our estimates is observed. These differences could be related with a
documented systematic overestimation of operationalMODISFAPAR [68],meaning
that our approach is partly correcting someof theflaws of the officialMODISproduct.

State-of-the-art cloud computing platforms like GEE provides routinely time
series of global land surface variables related with vegetation status and an unprece-
dented computational power. Despite the variety of regression and classification
methods implemented in GEE, the user could be limited by the number of state-of-
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Fig. 2.11 LAI and FAPAR global maps corresponding to the difference of mean values between
derived estimates by the proposed retrieval chain and the GEE MODIS reference product for the
period 2010–2015

the-art algorithms which are currently implemented. However, GEE is being updated
at a fast pace due to an increasing number of users developing new approaches and
methods that may be potentially implemented in GEE for a wide range of geoscience
applications. Here, we have illustrated an application that takes advantage of GEE
capabilities to retrieve standard biophysical variables at a global scale. The validation
of our estimates revealed, in general, good spatial consistency. However, differences
in mean LAI values over dense forests are still noticeable and could be attributed
mostly to differences in retrieval approaches. Other possible source for discrepancies
shown could be associated to (i) product definition, such as those related with consid-
ering or not vegetation clumping [69], (ii) embedded algorithm assumptions (RTM,
optical properties, canopy architecture), and (iii) satellite input data and processing.
In relation with the FAPAR, as mentioned above, an overall negative bias is found for
all biomes, which is not an issue since different studies have pointed out a systematic
overestimation ofMODIS retrievals in both C5 and C6 at low FAPAR values. Finally,
it is worth mentioning that neither the FVC nor the CWC products are available on
GEE. Moreover, there is no global and reliable CWC product with which compare
the CWC estimates derived by the proposed retrieval chain. Regarding FVC, there
are only a few global products that differ in retrieval approaches and spatiotemporal
features.

2.5 Conclusions

This chapter focused on the problem of parameter estimation from remotely sensed
optical sensor data. We identified two main challenges related to the data and the
used models. To satisfy the urgent needs of fast and accurate data processing and
product generation,we relied on threemain building blocks: advancedmachine learn-
ing, big and heterogeneous EO data, and large-scale processing platforms. In this
scenario, machine learning has to be redesigned to accommodate data characteris-
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tics (spatiotemporal and multi-sensor structures, higher order, and nonlinear feature
relations), to be accurate and flexible, and to scale well to millions of observations.

To deal with these challenges, we introduced three machine learning approaches
to exploit different spatial, multi-sensor, temporal, and large-scale data characteris-
tics. In particular, we exploited multi-output Gaussian processes for gap-filling time
series, kernel distribution regression models that exploits multiple observations and
avoid working with arbitrary summarizing statistics, and random forests trained on
RTM simulations and implemented in the GEE computation cloud. The approaches
allow us to estimate key land parameters from optical and microwave EO data syn-
ergistically: SM, LAI, FAPAR, FVC, CWC, and crop yield.

Synergistic benefits of machine learning, big data, and scalable cloud computing
are here to stay, and we envision many exciting developments in the near future. EO
data allows to monitor continuously in space and time the Earth and can be used to
“spatialize” almost any arbitrary quantity measured on the ground or simulated with
appropriate transfer codes. Plant, vegetation, and land parameters will readily benefit
from ML-based approaches in the cloud to make reliable and accurate products
accessible to everyone.
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Chapter 3
Deep Learning for Hyperspectral Image
Analysis, Part I: Theory and Algorithms

Sebastian Berisha, Farideh Foroozandeh Shahraki, David Mayerich
and Saurabh Prasad

Abstract Deep neural networks have emerged as a set of robust machine learning
tools for computer vision. The suitability of convolutional and recurrent neural net-
works, along with their variants, is well documented for color image analysis. How-
ever, remote sensing and biomedical imaging often rely on hyperspectral images
containing more than three channels for pixel-level characterization. Deep learning
can facilitate image analysis in multi-channel images; however, network architec-
ture and design choices must be tailored to the unique characteristics of this data. In
this two-part series, we review convolution and recurrent neural networks as applied
to hyperspectral imagery. Part I focuses on the algorithms and techniques, while
Part II focuses on application-specific design choices and real-world remote sensing
and biomedical test cases. These chapters also survey recent advances and future
directions for deep learning with hyperspectral images.

3.1 Introduction

Hyperspectral imaging (HSI) combines spectroscopic instrumentation with imaging
systems to provide spatially resolved spectroscopic data. HSI instrumentation can
acquire hundreds or thousands of spectra in a X × Y × Z data cube, where X and
Y are spatial dimensions and Z describes spectral content (Fig. 3.1). Information
encoded along the spectral dimension depends on modality, with the most common
approaches being ultraviolet [1], visible [2], near-infrared [3], and vibrational [4]
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Fig. 3.1 Structure of an HSI data cube. The measured data in HSI can be visualized as a data cube.
Each slice of the data cube contains an image of the scene at a particular wavelength. Each pixel is
associated with a vector of spectral responses otherwise known as a spectral signature

spectroscopy. Non-optical methods includemass [5] and nuclear magnetic resonance
(NMR) spectroscopy [6]. The encoded spectral signature provides insight into the
material composition at each [x, y]T spatial location, where x ∈ X and y ∈ Y . This
spectral signature provides a fingerprint for material identification and quantifiable
properties such as density, absorbance, and emission. HSI approaches have seen
broad use in remote sensing [3], biomedicine [4], astronomy [7], agriculture and
food quality [8, 9], and pharmaceuticals [10].

Interpreting spectra requires some form of analysis that can, at its most basic,
include searches within a dictionary of known materials. Classification, regres-
sion, and object detection are becoming more common practices. Popular methods
include unsupervised clustering usingK-means [11–13] or hierarchical cluster analy-
sis (HCA) [14, 15]. Supervised techniques are becoming more common for complex
spectra composed of many molecular components. These include Bayesian classi-
fication [16, 17], random forests [18, 19], kernel classifiers such as support vector
machines (SVMs) [20, 21], and linear discriminant analysis [22, 23]. SVMs are a
particularly popular choice due to their simplicity, accuracy, and ability to classify
high-dimensional data.

The emergence of deep learning has lead to more advanced feature extraction
by combining both spatial and spectral information. Before we discuss the techni-
cal details of some popular deep learning architectures, we briefly summarize the
history of deep learning in the context of computer vision, remote sensing, and
biomedicine. We then describe the basic building blocks used to apply deep learn-
ing to HSI. Section 3.2 presents feed-forward neural network models. Popular deep
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neural network architectures are introduced in Sect. 3.3. Section3.4 introduces con-
volutional neural networks (CNNs) and describes common CNN flavors used in
HSI. In Sect. 3.5, we discuss some of the existing open-source software tools for
deep learning. Section3.6 concludes this chapter.

Mathematical notation—Throughout this chapter, we denote matrices and vec-
tors as boldface uppercase and boldface lowercase letters (i.e., Ax = b) and scalars
are denoted using a normal typeface (i.e., ax = b). All vectors are assumed to
be column vectors, and the transpose operator is denoted by a superscript �:
x = [x1, x2, x3, . . . , xn]�.

3.1.1 History of Deep Learning in Computer Vision

Artificial neural networks (ANNs) were inspired by human brain architecture. A
1943 paper by the neuroscientist McCulloch and logician Pitts [24] studied the
brain’s ability to produce complex patterns using basic connected elements, called
neurons. The authors presented a highly simplified model of a neuron, now known
as a McCulloch–Pitts (MCP) neuron. A network of MCP neurons is the ancestor
of the ANN. The neuropsychologist Donald Hebb introduced the Hebbian Learn-
ing Rule [25] in 1949, which postulates how biological neurons learn. According to
Hebb, the synaptic connection between two neurons will strengthen if the linked cells
are activated simultaneously. This work has immortalized Hebb a the father of mod-
ern ANNs. Based on Hebb’s findings, Frank Rosenblatt modified the MCP neuron
to create the first perceptron in 1958 [26]. Rosenblatt’s perceptron was able to learn
by modifying input weights and was instrumental to the later development of more
complex networks. In 1974, Paul Werbos introduced the process of training neural
networks through back-propagation of errors [27], which provided a deterministic
approach for optimized learning.

In 1980, Kunihiko Fukushima introduced the neocognitron [28], which later
inspired convolutional neural networks (CNNs). Fukushima’s neocognitron is an
ANN that consists of a feature extraction layer, S-layer, and a C-layer, which
represent structured connections that organize extracted features. In 1985, Ackley
et al. [29] invented the Boltzmann machine, which is a stochastic version of the Hop-
field network, consisting of hidden and visible nodes. Boltzmann machines were the
first networks capable of learning internal representations to solve difficult combina-
torial problems. Smolensky invented the restricted Boltzmann machine (RBM) [30],
originally known as the Harmonium, in 1986. The RBM is a version of the
Boltzmann machine that eliminates connections between visible or hidden units to
simplify training and implementation. Jordan introduced the modern definition of a
recurrent neural network [31] (RNN) in 1985, referred to as a Jordan neural network,
which contains one or more cycles (or loops).

That same year Rumelhart et al. [32] introduced autoencoders as a form of unsu-
pervised learning. LeCun, inspired by the neocognitron, introduced LeNet [33] in
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1990, which is thought of as the first CNN model and demonstrated the practical
potential for deep neural networks. Hochreiter and Schmidhuber [34] introduced
long short-term memory (LSTM) in 1997, which allowed RNNs to learn long-term
dependencies. Specifically, LSTMs were designed to solve the problem of vanishing
gradients. The current deep learning era started to flourish with the introduction of
deep belief networks by Hinton et al. [35] in 2006, which consisted of multi-layered
RBMs combined with a layer-wise pretraining algorithm. This pretraining strategy
inspired the introduction of deep Boltzmann machines in 2009 [36]. The era of
CNNs began with the AlexNet model [37], which demonstrated the effectiveness of
CNNs on the challenging ImageNet dataset. AlexNet also spurred the development
of numerous deep learning models to achieving even better performances.

3.1.2 History of Deep Learning for HSI Tasks

Various remote sensing applications are carried out by deep learning, including land
use classification, target detection, change detection, and semantic segmentation.
HSI classification is one of the most active research areas in remote sensing. Deep
learning algorithms have demonstrated strong performance in these tasks because
deep learning architectureswith high-level features are highly robust to nonlinearities
in HSI data.

The first deep learning architectures used for remote sensing HSI classification
were multi-layer neural networks. In particular, feed-forward neural networks were
proposed data by Subramanian et al. [38] in 1998 and Jimenez et al. [39] in 1999.
Neural network models were used in 2009 for HSI spectral mixture analysis [40].
In 2010, Ratle et al. [41] proposed a semisupervised method for HSI classification
based on neural networks. Licciardi et al. [42], in 2011, applied neural networks for
the task of unmixing.

The first modern deep learning approaches were introduced by Lin et al. [43]
in 2013 and extended by Chen et al. [44] in 2014. In both cases, the authors used
autoencoders and stacked autoencoders (SAE) [45, 46] to extract deep features from
hyperspectral data. In 2015, Tao et al. [47] used stacked sparse autoencoders for
spectral–spatial feature learning. In the same year, a 1D CNN architecture was pro-
posed for pixel-level classification of HSI data [48]. 2D CNNs were then exploited
for the task of HSI classification by Makantasis et al. [49] and Yue et al. [50]. Con-
textual deep learning was also proposed [51] in 2015, which uses the SAE family to
extract spectral–spatial features.

Another class of deep neural networks, deep belief networks (DBNs), was used for
HSI classification [52] to extract spectral–spatial features. In 2016, Chen et al. [53]
proposed a 3D CNN-based feature extraction framework combined with regulariza-
tion to mitigate overfitting. DBNs were later used also by Zhou et al. [54] for feature
extraction.

Li et al. [55] proposed a pixel-pair method to deal with a limited number of train-
ing samples, which is a common challenge in HSI. The authors used a deep CNN
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to learn pixel-pair features. The center and surrounding pixels are used to construct
pixel pairs, which are then classified by the CNN. In 2018, Shu et al. [56] proposed
another framework which the spectral cuboid is first preprocessed by PCA whiten-
ing, and then all the spectral patches are stacked to form a spectral quilt which is
input to the two shallow CNNs for classification. Recurrent neural networks (RNNs)
have also been recently used for HSI remote sensing data classification [57–59].
In [60], the authors demonstrate a framework that can use graph-based convolu-
tional neural networks (GCNs) to effectively represent data residing on smooth
manifolds, such as reflectance spectra of hyperspectral image pixels. In GCNs, a
convolution operator is defined based on the graph Fourier transform to perform
convolution/aggregation operations on feature vectors of its neighbors on the graph.
In [61], the authors proposed a class of convolutional neural networks where con-
volutional filters are expressed as linear combinations from a predefined discrete
directional filters inspired by the theory of shearlets and only the coefficients of the
linear combination are learned during training.

In the context of biomedical applications, Goodacre et al. [62], in 1998, utilized
pyrolysis mass spectrometry (PyMS), FTIR, and dispersive Raman microscopy data
in combinationwith an artificial neural network (ANN) to discriminate clinically sig-
nificant intact bacterial species. Modern deep learning methods have only appeared
in biomedical HSI applications. In 2017, Halicek et al. [63] proposed a CNN clas-
sifier for detecting head and neck cancer from HSI data. Berisha et al. [64] utilized
CNNs for cell identification in breast tissue biopsies. It was shown that CNNs outper-
form traditional spectral-based classifiers for FTIR image classification. Lotfollahi
et al. [65] used deep learning to map infrared spectra to chemical stains to duplicate
traditional histological images from label-free HSI data.

3.1.3 Challenges

Hyperspectral images containmore per-pixel data than traditional color imagery. This
results in larger input vectors, producing networks with significantly more trainable
parameters. A larger parameter space makes optimization muchmore memory inten-
sive and increases the need for training examples to mitigate overfitting. Dimension
reduction (DF) is a popular approach for reducing feature vector size (DR) [66–69].
DR methods reduce redundancy across spectral bands by mapping the input spectra
to a lower dimensional subspace. Principal component analysis (PCA) is a common
unsupervised DR method [44, 52, 53, 70, 71] and identifies input components by
optimizing spectral variance.Most of the referenced research in this chapter leverages
a combination of PCA, hierarchical feature learning, and linear regression.



42 S. Berisha et al.

3.2 Feed-Forward Neural Networks

Feed-forward neural networks form the basis for modern artificial neural networks
[24, 72–74]. A feed-forward network approximates an activation function f ∗(·) by
optimizing based on a set of training samples. For example, a feed-forward network
can capture the function y = f ∗(x), which maps an input x to an output value (or
vector). Specifically, the feed-forward network defines amapping y = f (x;Θ)where
Θ is a vector of learned parameters that provide the best approximation to f ∗(x).

Feed-forward networks are so named because information flows in one direction
through the network, from x to the output y, forming a directed acyclic graph. In its
general form, a feed-forward network consists of an input layer, one or more hidden
layers, and an output layer. Each node in a layer is an artificial neuron, where input
is modified by a weight and summed across all other inputs. The resulting value is
passed through a transfer function to one or more neurons in the next layer.

The feed-forward multi-layer perceptron (MLPs) [72, 74] is the most popular
architecture for HSI applications and is commonly used as the final step in new
deep neural networks. Applications leveragingMLPs include distinguishing between
normal and injured fruit [75], classification of land and clouds in remote sensing [76],
assessment of meat quality [77], microbial characterization [62], and identification
of bacteria using Fourier transform infrared (FTIR) spectroscopy [78]. The input
layer generally consists of a vector representing a spectrum, often after some data
pre-processing, such as noise removal or dimension reduction.

3.2.1 Perceptron

A perceptron [26] or artificial neuron (Fig. 3.2) is the most basic processing unit of
feed-forward neural networks. A perceptron can be modeled as a single-layer neural
network with an input vector x ∈ R

n, a bias b, a vector of trainable weights w ∈ R
n,

and an output unit y. Given the input x, the output y is computed by an activation
function f (·) as follows:

y(x;Θ) = f

(
n∑

i=1

xiwi + b

)
= f (w�x + b) , (3.1)

where Θ = {w, b} represents the trainable parameter set. A perceptron in this form
is a binary linear classifier. A logistic sigmoid function is commonly used for binary
classification tasks.

The single output perceptron model can have multiple outputs (shown in Fig. 3.3)
given an input x ∈ R

n by using an activation function f (·):



3 Deep Learning for Hyperspectral Image … 43

Fig. 3.2 A schematic view
of a single output perceptron.
Each input value xi is
multiplied by a weight factor
wi . The weighted sum added
to the bias is then passed
through an activation
function to obtain the
output y

Fig. 3.3 A schematic view
of a multiple output
feed-forward neural network.
Each input value xi is
multiplied by a weight factor
Wij , where Wij denotes a
connection weight between
the input node xi and the
output node yj . The weighted
sum is added to the bias and
then passed through an
activation function to obtain
the output yj

yj(x;Θ) = f

(
n∑

i=1

xiWij + bj

)
= f (w

�
j x + bj) , (3.2)

where the parameter set here is Θ = {W ∈ R
n×m, b ∈ R

m} and wj denotes the jth
column of W .
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A common activation function is used for multi-class applications softmax, which
takes an input vector and produces an output vector of the same size containing scalar
values between 0 and 1 that sum to 1. The output can therefore be interpreted as
probability distribution.

3.2.2 Multi-layer Neural Networks

A single-layer perceptron network still represents a linear classifier, despite using
nonlinear transfer functions. This limitation can be overcome by multi-layer neu-
ral networks (Fig. 3.4), which introduce one or more “hidden” layers between the
input and output layers. Multi-layer neural networks are composed of several simple
artificial neurons such that the output of one acts as the input of another. A multi-
layer neural network can be represented by a composition function. For a two-layer
network, the composition function can be written as

yj(x;Θ) = f (2)

(
h∑

k=1

W (2)
jk ∗ f (1)

(
n∑

i=1

W (1)
ki ∗ xi + b(1)

k

)
+ b(2)

j

)
, (3.3)

where h is the number of units in the hidden layer and the set of unknown param-
eters is Θ = {W (1) ∈ Rh×n,W (2) ∈ R1×h}. In general, for L − 1 hidden layers the
composition function, omitting the bias terms, can be written as

Fig. 3.4 Illustration of a
feed-forward neural network
composed of an input layer, a
hidden layer, and an output
layer. In this illustration, the
multi-layer neural network
has one input layer and one
output unit. In most models,
the number of hidden layers
and output units is more than
one

Input layer Hidden layer Output layer
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yj(x; Θ) = f (L)

⎛
⎝∑

k

WL
jk ∗ f L−1

⎛
⎝∑

l

WL−1
kl ∗ f L−2

(
· · · f 1

(∑
i

W 1
zi ∗ xi

))⎞
⎠

⎞
⎠ .

(3.4)

Note that linear activation functions would result in a composite linear system.
Nonlinear activation functions are generally chosen, with the same function used for
each layer.

3.2.2.1 Activation Functions

The output of the perceptron, before applying an activation function, is an unbounded
value summation. The activation function determines the (usually bounded) output
interval. While both linear and nonlinear activation functions are used, nonlinear
functions are the most practical for neural network applications. Several activation
functions have been selected based on distinct advantages and disadvantages. In this
section, we will discuss the most common activation functions for hyperspectral
imaging tasks.

Binary step function—A simple threshold function can be used for binary acti-
vation of the neuron. The binary step function and its derivative are defined as

f (x) =
{
1, if x ≥ 0,

0, otherwise,
f ′(x) = 0, ∀ x. (3.5)

The constant gradient makes this function difficult to optimize during back-
propagation. Furthermore, the binary step function cannot be used for multi-class
output tasks.

Linear function—A linear function is defined as

f (x) = ax, f ′(x) = a, (3.6)

which can be applied to multiple neurons and thus used for multi-class applications.
A linear transfer function reduces the network to a linear system, simplifying training.
However, the result will always produce a linear transformation and therefore is not
suitable for nonlinear classification or regression tasks.

Sigmoid—The sigmoid function

sigmoid(x) = 1

(1 + e−x)
, sigmoid′(x) = f (x) ∗ (1 − f (x)) (3.7)

is smooth, continuously differentiable, and nonlinear. It ranges from 0 to 1 with an S
shape. The gradient is higher between x values of−3 and 3 but flattens out for higher
magnitude values. This implies that small changes in the input of range [−3, 3]
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introduce large changes in output. This property is desirable for classification by
providing a differential alternative to the binary step function. The dependence of
the gradient on x allows back-propagation of errors so that weights can be updated
during training. One disadvantage of the sigmoid function is that it is not symmetric
around the origin and maps all input to positive values. This is undesirable since all
inputs to downstream layers in multi-layer networks will have the same sign.

Hyperbolic tangent—The asymmetry of the sigmoid function is addressed with
tanh, which is a scaled version of the sigmoid:

tanh(x) = 2 · sigmoid(2x) − 1, tanh′(x) = 1 − tanh2(x). (3.8)

The hyperbolic tangent (tanh) has the same properties as the sigmoid function and is
symmetric over the origin with ranges from−1 to 1. The tanh function has a steeper
gradient than a sigmoid; however, the tanh are still very low for high-magnitude
inputs resulting in a vanishing gradient.

Rectified linear unit (ReLU)—The ReLU activation function is widely used
due to its computational simplicity and ability to facilitate fast training. The ReLU
function and its gradient are given by

f (x) = max(0, x), f ′(x) =
{
1, if x ≥ 0,

0, otherwise.
(3.9)

ReLU enforces nonnegativity on the input, and thus only a few artificial neurons are
activated during training, making the neural network sparse and more computation-
ally efficient.However, since the gradient is zero for negative input, the corresponding
weights are not updated during back-propagation. The neural network will therefore
have dead neurons that are never activated after some training iteration.

Leaky ReLU—Leaky ReLU [79] addresses the issue of 0 gradients for negative
inputs by mapping the negative input to a small linear component:

f (x) =
{
x, if x ≥ 0,

ax, otherwise,
f ′(x) =

{
1, if x ≥ 0,

a, otherwise,
(3.10)

thereby alleviating the issue of zero gradients leading to dead artificial neurons.

Parametric ReLU—The parametric ReLU [80] is identical to Eq. 3.10 with the
exception that the a parameter is learned during training. This function is used when
leaky ReLU fails to overcome the problem of dead neurons.

Softmax—The softmax function is extremely useful for classification functions.
Unlike the sigmoid, which can only handle two-class problems, the softmax function
handles multi-class classification by mapping the input to a range between 0 and 1
and dividing by the total sum, outputting a probability vector representing posteriors
for each class:
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binary step linearsigmoid

tanh relu leaky relu

Fig. 3.5 Illustration of various types of activation functions (in−) and their corresponding gradients
(in−−). There is a lack of precise rules/heuristics on how to choose an activation function. However,
each activation function has certain properties that can help when deciding to make better choices
for quicker convergence of a neural network

softmax(xj) = exj∑C
i=1 e

xi
, j = 1, . . . ,C , (3.11)

where for classification problems C is the number of classes. The softmax function
is usually used in the output layer of the classifier.

Several common activation functions are shown in Fig. 3.5. Many other variations
have been explored to improve accuracy and provide faster convergence rates. We do
not discuss them here, but the interested reader should explore the exponential linear
unit (elu) [81], scaled exponential linear unit (SELU) [82], thresholded ReLU [83],
concatenated ReLU [84], and rectified linear 6 [85].

3.2.3 Learning and Gradient Computation

The goal of training is to identifyweights and biases thatminimize some cost function
based on a set of provided training data. The choice of cost function depends on the
task at hand. Classification tasks commonly minimize classification error of the
predicted labels using cross entropy (Eqs. 3.15 and 3.16). In regression problems,
MSE (Eq. 3.12) is commonly used to minimize the difference between the ground
truth and predicted value. In any case, the training goal is optimization of a cost
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function of many variables. A common technique used to solve such problems is the
gradient descent algorithm.

Weights and the biases adjusted iteratively by applying some flavor of gradient
descent, commonly known as back-propagation [86]. Partial derivatives of the cost
function are calculated at each iteration with respect to weights and biases, and the
parameters are correspondingly updated. Back-propagation provides insights into
the overall behavior of the network and is crucial to learning in neural networks.

3.2.3.1 Loss Functions

Selection of a loss function is a crucial aspect of designing a neural network. The
loss function, otherwise known as a cost or error function, measures the deviation
of the neural network output ŷ from expected values y. The loss function provides
a nonnegative scalar value that decreases as prediction quality increases. Here, we
discuss some of the most popular loss functions in deep learning applications.

Mean Squared Error (MSE), otherwise known as quadratic error, is a common
performance measure in linear regression problems. This cost function is defined as
a sum of squared differences across all N training samples:

L = 1

N

N∑
i=1

(
y(i) − ŷ(i)

)2
, (3.12)

where
(
y(i) − ŷ(i)

)
is the residual. Minimizing the MSE amounts to minimizing the

sum of the squared residuals, which is intuitive and easy to optimize. However,
MSE applies more weight to larger differences, which may be undesirable in many
applications.

MeanAbsolute Error (MAE)measures the average absolute difference between
predicted labels and observations:

L = 1

N

N∑
i=1

∣∣y(i) − ŷ(i)
∣∣ . (3.13)

MAE residuals are given equal weight, making it more robust to outliers. Unfortu-
nately, the MAE gradient is significantly more difficult to compute.

Mean Squared Logarithmic Error (MSLE) is a variation of MSE defined as
the mean of the squared residuals of log-transformed true and predicted labels:

L = 1

N

N∑
i=1

(
log(y(i) + 1) − log(ŷ(i) + 1)

)2
, (3.14)
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where 1 is added as a regularization term to avoid log(0). MSLE can be used when
it is not desirable to penalize large errors but penalizes underestimates more than
overestimates. Given these properties, it has been used in regression problems for
predicting future house pricing.

Binary Cross Entropy is a common loss function in classification tasks that
measures the performance of a classification model whose output is a probability
between 0 and 1. In binary classification, where the number of classes is 2, the
binary cross entropy is defined as

L = − 1

N

N∑
i=1

[
y(i) log(ŷ(i)) + (1 − y(i)) log(1 − ŷ(i))

]
. (3.15)

The value of cross entropy loss increases as the predicted probability diverges from
the actual label. Thus, cross entropy is a measurement of the divergence between
two probability distributions.

Categorical Cross Entropy provides a multi-class variant computed by calcu-
lating a separate cross entropy loss for each class:

L = − 1

N

N∑
i=1

C∑
c=1

yi,c log(ŷi,c) , (3.16)

where C is the number of classes, yi,c is 1 if class label c is the correct classification
for the ith sample and 0 otherwise, and ŷi,c is the predicted probability that the ith
sample is of class c.

Kullback Leibler (KL) Divergence, otherwise known as relative entropy, mea-
sures the difference—or divergence—between two probability distributions:

L = 1

N

N∑
i=1

DKL
(
y(i)||ŷ(i)

)

= 1

N

N∑
i=1

[
y(i) log

(
y(i)

ŷ(i)

)]

= 1

N

N∑
i=1

(
y(i) log(y(i))

)
︸ ︷︷ ︸

entropy

− 1

N

N∑
i=1

(
y(i) log(ŷ(i))

)
︸ ︷︷ ︸

crossentropy

,

(3.17)

where DKL denotes the KL divergence from ŷi to y(i). The KL divergence is not
commutative and thus it cannot be used as a distance metric.

We have provided a variety of Refs. [87–89] that the interested reader should be
encouraged to explore formore exhaustivework on loss functions in neural networks.
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3.2.3.2 Back-Propagation

Multi-layer networks are commonly trained by minimizing a loss function through
back-propagation. Back-propagation is a powerful but simple method for training
models which have a large number of trainable parameters.

The basic approach to learn an untrained network is to present a training pattern
to the input layer, pass the signal through the network, and determine the predicted
output at the output layer. The predicted outputs are compared to the actual output
values, and any difference corresponds to an error which is a function of the network
weights/parameters. When the back-propagation is based on gradient descent (c.f.
Fig. 3.6), the weights (which are often initialized with random values) are changed in
a direction that reduces the error. In multi-layer networks, back-propagating errors
through the network allow computations of gradients of the loss functionwith respect
to network weights to be computed in an efficient way. Given a training dataset, the
standard gradient descent estimates the expectation value of the gradient of the loss
function with respect to the network parameters by evaluating the loss and gradient
over all available training samples. Stochastic gradient descent (SGD) eliminates
the computation of an expectation of the gradient and utilizes a few samples that
are randomly drawn from the training pool, thereby resulting in reduced variability
during learning, and hence a more stable convergence.

Learning Rate—This is a hyperparameter in back-propagation which indicates
the relative size of the change in weights, when they are being updated using gra-
dient descent. Using too large or too small, a learning rate can cause the model to
diverge or converge too slowly, respectively. Also, note that the loss function may
not be convex with respect to the network weights, and we can end up in a “local
minimum” especially when the learning rate is small. The learning rate hence must
be appropriately chosen for a given learning task carefully.

Fig. 3.6 Forward-
propagation and
back-propagation flows in a
four-layer network; Red
arrows indicate the
forward-propagation and
activation value computation,
and green arrows show
back-propagation and error
computation

Layer 1 Layer 2 Layer 3 Layer 4
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Vanishing gradient problem—During back-propagation, as the gradients prop-
agate backward from the later layers in a chain, and as they approach the earlier
layers, there is a possibility that the gradients eventually shrink exponentially until
they vanish. This is called “vanishing gradient problem” and causes the nodes of
earlier layer to learn very slowly as compared to the nodes in the later layers in the
network. The earlier layers in the deep network are responsible for learning low-level
features and can be thought of as building blocks of the deep networks. Thus, it is
important that the early layers in the deep network be trained properly to lead to more
accurate higher level features in later layers. This problem is particularly relevant
when dealing with deep networks. Recent works with residual networks (ResNet)
seek to address this problem [90, 91].

Exploding gradient problem—On the flip side, it may so happen that when
the gradients reach the earlier layers, they get larger and larger to a point where
they “explode”—a point at which the network would become unstable. This can
also be avoided by carefully determining the network architecture and associate
hyperparameters. It can also be kept in check by either clipping the gradient (not
allowing the magnitude of the gradient to exceed a pre-determined threshold) or
scaling it (rescaling the gradient such that it maintains a fixed norm).

3.3 Deep Neural Networks

Multi-layer feed-forward neural networks can approximate any multivariate con-
tinuous function with arbitrary accuracy [92–95]. It is also possible to approximate
complex functions using deep architectures. In fact, it has been shown that deepmod-
els are required to learn highly varying functions representing high-level abstractions
in applications vision, language, and other artificial intelligence tasks [96]. Shallow
architectures can potentially require exponentially more hidden units with respect to
the size of training data. Thus, the insufficient depth of a model can be detrimental
for learning [96]. Deep architectures offer the possibility of having fewer hidden
units per layer, which in turn can reduce the total number of model parameters. Most
importantly, deep computational models learn representations of data automatically
in a hierarchical manner with multiple levels of abstraction, from low-level/fine to
high-level/abstract [97]. In this section, we introduce the basics of some deep neural
network architectures that have been commonly investigated for HSI analysis tasks.

3.3.1 Autoencoders

An autoencoder (AE) [46, 86, 98–100] is an unsupervised artificial neural network
that applies back-propagation to approximate the identity function, thereby learning
an approximation x̂ of the original input x. A general AE architecture (Fig. 3.7) con-
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Fig. 3.7 Schematic diagramof anAE. The input x and the output y are of the same size. The network
learns a representation of the input in the hidden layer. The network then tries to reconstruct the
original input from the vector of hidden unit activations. If the number of hidden units is less than
the size of the original input, then the network learns a compressed representation of the input. Even
if the number of hidden units is larger than the input size, it is still possible to extract interesting
features by imposing constraints on the network (such as sparsity on the hidden units)

sists of the input (x) layer, one or more hidden (h) layers, and an output (y) layer.
The units between layers are connected via weighted connections. Figure 3.7 shows
a sample AE architecture with only one hidden layer. This network consists of two
parts: (1) an encoder that transforms the input into lower dimensional representation,
and (2) a decoder that reconstructs the original vector. The architecture of the hidden
layers applies constraints on the network that encourage learning useful features.
In traditional applications, AEs have been used for dimensionality reduction, fea-
ture extraction, transfer learning [46], as well as numerous computer vision, image
processing, and natural language processing tasks [101]. In HSI, autoencoders have
been used for both classification [43, 102] and unmixing [103].

During the training of anAE, the input data are encoded using theweights between
the input and the hidden layer, a bias, and an activation function:

hi = f (W hxi + bh) , (3.18)

where xi is the ith input vector, W h is the matrix of weights between the input and
hidden layer, bh is the bias vector of the hidden layer, f is a nonlinear activation
function, and hi is the feature vector extracted from the input vector xi. In the case
of an AE with one hidden layer, the input data are reconstructed in the output layer
using the extracted features in the hidden layer:

yi = f (W ohi + bo) , (3.19)

where yi is the ith reconstructed vector,W o denotes thematrix ofweights between the
hidden and output layers, and bo is the bias vector of the output layer. The training
of an AE then becomes an optimization problem, which aims to find the optimal
weights and biases that minimize the reconstruction error:
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Θ = argmin
W ,b

(
1

N

N∑
i=1

‖xi − yi‖22
)

, (3.20)

where Θ denotes the optimum parameters that minimize the reconstruction error of
N input vectors.

3.3.2 Stacked Autoencoders

Astacked autoencoder (SAE) [99, 104] is anANNconsisting ofmultiple autoencoder
layers. The features extracted after each encoding and decoding phase are then sent
to a softmax classifier. SAEs have been extensively applied to hyperspectral imaging
in remote sensing [105] for dimension reduction and feature extraction.

SAE training is of unsupervised pretraining and supervised fine-tuning. During
pretraining each AE is trained individually as described in the previous section. This
is an unsupervised procedure since in this step the input labels are not used. After the
training of each AE, the weights between the input and hidden layers are stored to
be further used as initial values for the fine-tuning phase. In this step, multiple AEs
are connected together in such a way that the hidden layer of AE in layer � becomes
the input of the AE in layer � + 1. In other words, the extracted features are passed
to the next AE as input. This further implies that the output layer with its weights
and biases is discarded. The fine-tuning step is supervised by attaching a classifier
to the network. The whole network is trained using the input labels, and the weights
obtained during the fine-tuning step are used as initial values in the optimization
process. Figure 3.8 shows a diagram of a sample SAE.

3.3.3 Recurrent Neural Networks

Previously described models consider hyperspectral data as a collection of indepen-
dent spectra, where each pixel is a point in an orderless three-dimensional feature
space. These vector-based approaches lead to a loss of information in the spatial
domain, since the spatial relationship between pixels is not considered. This has
motivated the development and use of methods that leverage the spatial component
of HSI data.

A recurrent neural network (RNN) [106] extends conventional feed-forward net-
works by introducing loops. RNNs process sequential inputs by utilizing recurrent
hidden states, or memory cells, whose activations depend on previous steps. The
retained states can represent information from arbitrarily long context windows,
allowing the network to exhibit dynamic temporal behavior. This can lead to learn-
ing the dynamics of sequential input vectors over time.
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Fig. 3.8 Schematic diagram of a general SAE architecture for classification. The SAE network
consists of multiple layers of AEs. The first layer is an AE, which is trained on raw inputs to learn
primary features. The learned primary features are then fed to another AE layer that learns the
secondary features. At the last AE layer, the extracted features are then given as input to a softmax
classifier, which maps the features to class labels

By viewing the variability of a spectrum in the same way as a temporal signal,
RNNs can characterize spectral correlation and band-to-band variability for a variety
of applications, including multi-class classification [57–59].

To define an RNN, let {x1, x2, . . . , xT } be a sequence of data, where xi is the
vector data at the ith time step. An RNN updates the recurrent hidden state, ht , by

ht =
{
0, if t = 0,

f (ht−1, xt) , otherwise ,
(3.21)

where f (·) is a nonlinear activation function. In the standard RNNmodel, the update
rule for the hidden state is implemented as

ht = f (Wxt + Uht−1 + b) , (3.22)

where W is the weight matrix for the input at the current step and U is the weight
matrix for hidden units at the previous step, and b is the bias. The output can be a
sequence of vectors {y1, y2, . . . , yT } computed as

oi = Vhi + c,

yi = softmax(oi) ,
(3.23)

where V is a weight matrix shared across all steps, c is the bias, and softmax is an
activation function computed as
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Fig. 3.9 The basic structure of a recurrent layer of an RNN. The recurrent layer takes as input one
vector at the tth time step, xt , and the previous hidden state ht−1, and it returns a new hidden state
ht , which is computed by applying a nonlinear function to the linear operation of matrix-vector
multiplication of xt and ht−1 with their respective weight matrices. The output is then computed
by applying the softmax function to the result of multiplication of ht with a weight matrix

softmax(oi) = 1

Z

[
eoi(1) eoi(2) · · · eoi(n)] ,

Z =
n∑

j=1

eoi(j) ,
(3.24)

where oij is the jth component of oi.
RNNs can model a probability distribution over the next element of the sequence

data given its present state ht . The sequence probability is

p(x1, x2, . . . , xT ) = p(x1) · · · p(xT |x1, . . . , xT−1). (3.25)

Each conditional probability distribution is modeled as

p(xT |x1, . . . , xT−1) = f (ht). (3.26)

Recurrent networks are typically trained using the back-propagation through time
(BPTT) [107] algorithm—an approach that adapts the back-propagation idea to a
sequentialmodel. BPTTworks by unfolding the recurrent network in time—it creates
replicas of the network such that each temporal sample gets a copy of the network
wherein all network copies have shared parameters. This then becomes a traditional
network where back-propagation can be applied. Figure 3.9 shows an RNNwith one
recurrent layer, while a sample RNN architecture based on this basic building block
that can be used for HSI data classification is shown in Fig. 3.10.

3.3.4 Long Short-Term Memory

RNNs have been successful in many machine learning and computer vision tasks;
however, they introduce several training challenges. In particular, long-term
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Fig. 3.10 An example of an RNN architecture for HSI classification (fig. adapted from [108]).
Each layer has the architecture described in Fig. 3.9. The network when trained models the spectral
envelope that contains potentially discriminative information about the classes of interest

sequences pose training difficulty due to vanishing or exploding gradients [109].
More sophisticated recurrent units have been developed to overcome this issue,
including a recurrent hidden unit called long short-term memory (LSTM). LSTM is
capable of learning long-term dependencies [34], replacing a recurrent hidden node
with a memory cell containing a self-connected recurrent edge with fixed weight that
ensures gradients can pass across several time steps without vanishing or exploding.
LSTM networks have been applied for hyperspectral image classification using only
pixel spectra vectors [57, 110].

An LSTM recurrent layer creates a memory cell ct at step t consisting of an input
gate, output gate, forget gate, and a new memory cell. LSTM activation is computed
by
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ht = ot 	 tanh(ct) , (3.27)

where ot is the output gate that determines the exposed memory content, 	 is an
element-wise multiplication, and tanh(·) is the hyperbolic tangent function. The
output gate is updated by

ot = σ
(
W (o)xt + U (o)ht−1 + bo

)
, (3.28)

where σ(·) is a logistic sigmoid function, W (o) and U (o) represent weight matrices
of the output gate, and bo is a bias. The memory cell ct is updated by adding new
content c̃t and discarding part of the present memory content:

ct = it 	 c̃t + f t 	 ct−1 , (3.29)

where it modulates the extent to which new information is added, and f t determines
the degree to which the current contents are forgotten. The memory cell c̃t contents
are updated using

c̃t = tanh
(
W (c)xt + U (c)ht−1 + bc

)
, (3.30)

where W (c) and U (c) are weight matrices and bc is a bias term. The input and the
forget gates are computed as

it = σ
(
W (i)xt + U (i)ht−1 + bi

)
f t = σ

(
W (f )xt + U (f )ht−1 + bf

)
,

(3.31)

where W (i),U (i),W (f ),U (f ) are gate weight matrices and bi, bf are respective gate
terms. Figure 3.11 shows a graphical illustration of an LSTM memory cell.

3.4 Convolutional Neural Networks

Convolutional neural networks (CNNs) are specialized feed-forward neural networks
for processing data sampled on a uniform grid, such as an image. In the case of
HSI, this can include 1D spectral sampling, 2D spatial sampling, or 3D sampling
of the entire image tensor. Each CNN layer generates a higher level abstraction
of the input data, generally called a “feature map”, that preserves essential and
unique information. CNNs are able to achieve superior performance by employing a
deep hierarchy of layers and have recently become a popular deep learning method
achieving significant success in hyperspectral pixel classification [48, 50, 70], scene
understanding [111], target detection [112, 113], and anomaly detection [114].
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Fig. 3.11 Illustration of an
LSTM memory cell. i, f , and
o are the input, forget, and
output gates, respectively. c̃
denotes the new memory cell
content
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Fig. 3.12 An architecture of a convolutional neural network(CNN). Each convolution layer consists
of convolution, nonlinearity, and pooling operations, which generates higher level feature of the
input. The first few layers generate low-level features, middle layers generate mid-level features,
and the last few layers generate high-level features which are fed into fully connected layer

3.4.1 Building Blocks of CNNs

CNNs are trainablemulti-layer architectures composed ofmultiple feature extraction
stages. Each stage consists of three layers: (1) a convolutional, (2) nonlinearity, and
(3) pooling. A typical CNN is composed of some feature extraction stages followed
by one or more fully connected layers and final classifier layer as shown in Fig. 3.12.
Each part of a typical CNN is described in the following sections.

3.4.1.1 Convolutions

A CNN layer performs several convolutions in parallel to produce a set of linear
activations. Convolutional layers are responsible for extracting local features at dif-
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Fig. 3.13 Various types of pooling operations. The max pooling function computes the maximum
in the neighborhood of the window patches of size 2 × 2 with stride of 2. The average pooling takes
average of the input elements in the window patch of size 2 × 2 with stride of 2

ferent positions using trainable kernels W (l)
i,j that act as connection weights between

feature map i of layer l − 1 and feature map j of layer l. The units at convolution
layer l compute activations Xl

j based on spatially contiguous units in the feature map

Xl−1
i of layer l − 1 by convolving the kernels W l

i,j:

X(l)
j = f

⎛
⎝M (l−1)∑

i=1

X(l−1)
i ∗ W (l)

i,j + b(l)
j

⎞
⎠ , (3.32)

where M (l−1) denotes the number of feature maps in the layer of l − 1, ∗ is con-
volution operator, b(l)

j is a bias parameter, and f (·) represents a nonlinear activation
function.

3.4.1.2 Pooling

A pooling function reduces the dimensionality of a feature map and is applied to
each data channel (or band) to reduce sensitivity to rotation, translation, and scaling
(Fig. 3.13). Pooling functions also aggregate responses within and across feature
maps. The pooling function combines a set of values within a receptive field (that
defines a spatially local neighborhood, as set by the filter size) into fewer values and
can be configured based on the size of the receptive field (e.g., 2 × 2) and selected
pooling operation (e.g., max or average). Themax pooling function applies a window
function to the input patch and computes the maximum within the neighborhood to
preserve texture information. The average pooling function calculates the mean of
the input elements within a patch to preserve background information. Pooling is
typically performed on non-overlapping blocks, however, some methods; however,
this is not required [115]. In general, non-overlapping pooling is used for dimension
reduction of the resulting feature map.
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3.4.1.3 Fully Connected Layers

Fully connected ANN layers are typically used in the final stages of a CNN for
classification or regression based on featuremaps obtained through the convolutional
filters. The output vector is then passed to a softmax function to obtain classification
scores.

3.4.2 CNN Flavors for HSI

Hyperspectral image can be visually described as a three-dimensional data cube with
spectral sampling along the z-axis. CNN can then be categorized into three groups:
(a) 1D CNNs extracting spectral features, (b) 2D CNNs extracting spatial features,
and (c) 3D CNNs extracting combined spectral–spatial features.

3.4.2.1 1D CNNs

A1DCNN is responsible for pixel-level extraction of spectral features. As it is shown
in Fig. 3.14, a hyperspectral vector is sent to the input layer and propagates through
successive convolutional and pooling layers for feature extraction. Each convolu-
tional layer has multiple convolutional filters, with sizes set using a hyperparameter.
The output feature map of each convolutional layer is a 1D vector. 1D CNNs have
been applied for multi-class pixel-level classification of HSI data [48]. We note that
although such 1-D CNNs can be applied to pixel-level spectral reflectance data, they
are not expected to be nearly as powerful in extracting abstract deep features as CNNs
that operate on spatial information. This is because the one of the key drivers in the
successful application of CNNs to imagery data stems from the multi-layer spa-
tial convolutions that result in abstract deep spatial features representing the object
morphology. Along a single dimension (a spectral reflectance profile of a pixel, for
example), there are no such features of interest to learn (e.g., features representing
edges or texture). At best, such 1-D CNNs can then better condition (e.g., through
the series of filtering layers) the spectral reflectance data to make it more robust to
variations before it is classified.

3.4.2.2 2D CNNs

Initial work on 2DCNNs (Fig. 3.15)made use of 2DCNNnetworks for classification
ofHSI data by taking aneighborhoodwindowof sizew × w around each labeledpixel
and treat the whole window as a training sample [50, 70] to extract spatial features.
Applying 2D CNN naively to HSI produces a feature map for each band. Since HSI
data is often composed of several bands, this produces a large number of parameters
that increase overfitting and computational requirements. Subspace learningmethods
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Fig. 3.14 An architecture of 1D convolutional neural network for hyperspectral images; A typical
1D CNN consist of 1D convolutional layers, pooling layers, and fully connected layers. In 1D
CNNs, filter kernel is 1D which convolve the hyperspectral cube in spectral dimension
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Fig. 3.15 An architecture of 2D convolutional neural network for hyperspectral images; A typical
2D CNN consist of 2D convolutional layers, pooling layers, and fully connected layers. In 2D
CNNs, filter kernel is 2D which convolve the hyperspectral cube in spatial dimension

are employed to reduce the spectral dimensionality prior to 2D feature extraction.
Unsupervised methods such as principal component analysis (PCA) [49, 50, 70]
have been exploited to reduce spectral dimensionality a practicable scale before 2D
CNN training. However, the separate extraction of spectral and spatial features does
not completely utilize spectral–spatial correlations within the data.

3.4.2.3 3D CNNs

After 1D CNN and 2DCNNwhich extract spectral features and local spatial features
of each pixel, respectively, 3D CNN (Fig. 3.16) was introduced to learn the local
signal changes in both the spatial and the spectral dimensions of the HSI data, and
exploit important discrimination information. 3D CNNmodel takes advantage of the
structural characteristics of the 3D HSI data and can exploit the joint spectral–spatial
correlations information because the 3D convolution operation convolves the input
data in both the spatial dimension and the spectral dimension simultaneously, while
the 2D convolution operation convolves the input data in the spatial dimension. For
the 2D convolution operation, regardless of whether it is applied to 2D data or 3D
data, its output is 2D, while for 3D convolution operation, its output is also a cube.
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C P C P F

C: 3D Convolution 
P: Pooling  
F: Fully Connected Layer 

Filter Kernel

Multi-channel 
Input

Output 
Featuremap

3D CNN Architecture 3D CNN filtering Operation

Fig. 3.16 An architecture of 3D convolutional neural network for hyperspectral images; A typical
3DCNNconsist of 3D convolutional layers, pooling layers, and fully connected layers. In 3DCNNs,
filter kernel is 3D which convolve the hyperspectral cube in both spatial and spectral dimensions

3D CNN network has been investigated to learn rich spectral–spatial information for
hyperspectral data classification [116].

3.4.2.4 CNNs with RNNs (CRNNs)

A hybrid of convolutional and recurrent neural networks so-called CRNN (Convolu-
tional recurrent neural network) [117, 118] is composed of several 1D convolutional
and pooling layers followed by a few recurrent layers, as it is shown in Fig. 3.17.
CRNN has the advantages of both convolutional and recurrent networks. First, the
1D convolutional layers are exploit to extract middle-level locally invariant features
from the spectral sequence of the input. Second, the recurrent layers are used to
obtain contextual information from the feature sequence obtained by the previous
1DCNN. Contextual information captures the dependencies between different bands
in the hyperspectral sequence, which is useful for classification task. For the recur-
rent layers, the regular recurrent function or LSTM, which can capture very long
dependencies, can be used. For cases with long length hyperspectral sequence which
have long-term dependency, LSTM can be applied. At the end of this model, as in
RNN, the last hidden state of the last recurrent layer will be fully connected to the
classification layer. For training, as in CNN and RNN, the loss function is chosen as
cross entropy, and mini-batch gradient descent is used to find the best parameters of
the network. The gradients in the CNN part are calculated by the back-propagation
algorithm, and gradients in the RNN part are calculated by the back-propagation
through time (BPTT) algorithm [107]. CRNN have been used to learn discriminative
features for hyperspectral data classification [108].

We note that an interesting variation of this idea would be a hybrid model where
the first part of the network extracts spatial features from the data through per-
channel (spatial) convolutional layers, and the latter part of the network models
the evolution of the spectral envelope through a recurrent network. Although we
study pixel-level use of recurrent networks to hyperspectral data (modeling spectral
reflectance/absorbance evolution) in these chapters, modeling both spatial and spec-
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C: 1D Convolution 
P: Pooling      
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Fig. 3.17 An architecture of convolutional recurrent neural network for hyperspectral images; First
part: 1D CNN is exploit to extract middle-level locally invariant features from the spectral sequence
of the input. Second part: The recurrent layers are used to obtain contextual information from the
feature sequence obtained by the previous 1D CNN

tral information will enhance this idea significantly by jointly leveraging spatial and
spectral information.

3.5 Software Tools for Deep Learning

The ubiquitous applications of deep learning in a wide variety of domains have
resulted in the development of many deep learning software frameworks. Most of the
existing frameworks are open source, and this fact has facilitated the implementation
and sharing ofmodels among the research community. Here, we describe some of the
existing open-source deep learning frameworks categorized on languages supported,
CNN and RNNmodeling capability, ease of use in terms of architecture, and support
for multiple GPUs. Note that this list is not meant to be exhaustive and only the most
popular frameworks at the time of writing of this chapter are discussed.

TensorFlow [119] is a Python library which uses data flow graphs for numeri-
cal computation. TensorFlow provides utilities for efficient data pipelining and has
built-in modules for the inspection, visualization, and serialization of models. It pro-
vides support for CNNs, RNNs, restricted Boltzmann machines, deep autoencoders,
long short-term memory models, has multiple GPU support, and is considered to be
the best documented open-source framework currently available. TensorFlow also
provides visualization tools such as TensorBoard to facilitate understanding and
debugging of TensorFlow implementations. However, TensorFlow implementations
involve more low-level coding.

Theano [120] is a Python library for defining andmanagingmathematical expres-
sions, which enables developers to perform numerical operations involving multi-
dimensional arrays for large computationally intensive calculations. Theano provides
support for CNNs and RNNs, and has multiple GPU support.
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Caffe [121] is a C++ library with a Python interface that provides GPU support.
Facebook has recently introduced the successor of Caffe, named Caffe2, which is
designed formobile and large-scale deployments in production environments. Caffe2
makes it easier to build demo apps by offering many pretrained models. It was built
to be fast, scalable, and lightweight.

Keras [122] is a Python library that serves as a higher level interface to Tensor-
flow, Theano, Microsoft Cognitive Toolkit, and PlaidML. It has a large user base.
Prototyping using Keras is simple and fast. It supports training on multiple GPUs,
and it can be used for both CNN and RNN model implementations. Keras is exten-
sible, i.e., it provides the option of adding user-defined functions such as layers, loss
functions, or regularizers.

MXNet [123] supports various programming languages including R, Python,
Julia, C++, JavaScript, and Scala. It also has advanced GPU support compared to the
other frameworks. MXNet is characterized as relatively fast in terms of training and
testing computational time for deep learning algorithms. MXNet supports CNN and
RNN modeling and is also the framework of choice for the Amazon Web Services.

3.6 Conclusion

In this chapter, we reviewed the foundations of deep learning architectures that can
benefit hyperspectral image analysis tasks, including variants of recurrent and con-
volutional neural networks. We note that many advanced variations of these flavors
are emerging in the community, and hence the purpose of this chapter was to describe
how basic elements of deep learning architectures can be deployed for multi-channel
optical data—these are often the stepping stones to more advanced variants. Within
the context of hyperspectral images, accounting for spectral and spatial information
simultaneously and effectively is a key factor that differentiates the way in which
such networks should be applied for this task, compared to how they are applied
for color imagery. Sensor- and data-specific constraints must be kept in mind when
designing the deep learning “recipes” around these networks. In Chap. 4, we will
apply these networks to real-world hyperspectral data representing remote sensing
and biomedical image analysis tasks. With the use of representative data in these
applications, we show deep learning configurations that learn the underlying spa-
tial and spectral properties effectively and discuss the nuances and challenges when
applying such models to hyperspectral images.
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Chapter 4
Deep Learning for Hyperspectral Image
Analysis, Part II: Applications to Remote
Sensing and Biomedicine

Farideh Foroozandeh Shahraki, Leila Saadatifard, Sebastian Berisha,
Mahsa Lotfollahi, David Mayerich and Saurabh Prasad

Abstract Deep neural networks are emerging as a popular choice for hyperspec-
tral image analysis—compared with other machine learning approaches, they are
more effective for a variety of applications in hyperspectral imaging. Part I (Chap. 3)
introduces the fundamentals of deep learning algorithms and techniques deployed
with hyperspectral images. In this chapter (Part II), we focus on application-specific
nuances and design choices with respect to deploying such networks for robust anal-
ysis of hyperspectral images. We provide quantitative and qualitative results with
a variety of deep learning architectures, and compare their performance to base-
line state-of-the-art methods for both remote sensing and biomedical image analysis
tasks. In addition to surveying recent developments in these areas, our goal in these
two chapters is to provide guidance on how to utilize such algorithms for multichan-
nel optical imagery. With that goal, we also provide code and example datasets used
in this chapter.
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4.1 Introduction

In part I, we reviewedHyperspectral Imaging (HSI) and the emergence of deep learn-
ingmodels increasingly used in remote sensing and biomedical HSI applications.We
also reviewed the foundations for deep learning as applied to multichannel optical
data, including autoencoders, recurrent neural networks (RNNs), convolutional neu-
ral networks (CNNs), and convolutional recurrent neural networks (CRNNs). This
chapter focuses on practical applications of deep learning in both remote sensing
and biomedical HSI. We will cover data collection and preprocessing, parameter
tuning, and practical considerations for selecting appropriate deep learning architec-
tures. This chapter aims to guide future research in deep learning models for remote
sensing and biomedical hyperspectral image analysis.

Significant improvement in HSI sensors (miniaturization, lower costs, etc.) have
increased their effectiveness in a variety of applications including food quality and
safety assessment [1], crime scene analysis [2], archaeology and art conservation [3],
medical applications such as medical diagnosis [4] and image guided surgery [5],
remote sensing applications such aswater resourcemanagement [6, 7], space surveil-
lance [8], material identification, land cover/use classification [9–11], target detec-
tion [12, 13], and change detection [6, 14, 15].

Before the emergence of deep learning, computer vision relied heavily on hand-
crafted features to capture image texture,morphology, spatial, and spectral properties.
These features were then paired with a standard classifier, such as a support vec-
tor machine (SVM), random forest (RF), decision tree (DT), clustering, AdaBoost,
logistic regression or other traditional approaches. These algorithms, which can pro-
vide multivariate, nonlinear, nonparametric regression or classification have been
extensively studied for remote sensing and biomedical HSI data analysis [6, 16–23].
However, such machine learning approaches that depend on complex hand-crafted
features need a high level of domain knowledge to be extracted properly, and for com-
plicated and irregular domains, extracting such robust features if often a challenging
task. Deep learning methods on the other hand have been shown to be very effective
for such tasks—one reason for this is such models often automatically extract high-
level abstract yet discriminative features from the data. They automatically learn
and construct a unique set of hierarchical high-level features optimized for a given
task. For example, the use of local connectivity patterns between neurons of adjacent
layers and weight sharing schemes make CNNs very effective. Deep learning algo-
rithms have now emerged as a popular choice in HSI data analysis and compared
to conventional machine learning methods that are based on hand-crafted features
extracted from hypercubes, they have been shown to be very effective.

Deep learning is now being deployed for a variety of remotely sensed image
analysis tasks. In [24], the authors introduced deep learning based unsupervised
feature extraction for hyperspectral data classificationusing autoencoders. They show
that autoencoder extracted features increase accuracy of SVM and logistic regression
backend classifiers and obtain better accuracy than conventional feature extraction
such as PCA. 1D CNNs have been used to leverage spectral features in remote
sensing data [25]. In this method, due to a limited number of training samples,



4 Deep Learning for Hyperspectral Image Analysis … 71

a network with only one convolutional layer and one fully connected layer was
used. 2D CNNs were applied to the first 10 to 30 principal components (applied
on the per-pixel spectral reflectance features) of the hypercube to learn spectral and
spatial properties of theHSI data for classification [26]. Recent studies have extracted
spatial–spectral features using 3D CNNs, such as [27] to analyze HSI data, where
the authors proposed a dense convolutional network that uses dilated convolutions
[28] instead of scaling operations to learn features at different scales. Recurrent
neural networks (RNNs) which are designed to handle sequential data have also been
investigated as a tool for pixel-level analysis of spectral reflectance features [29–31].
Hyperspectral data are treated as spectral sequences, and an RNN is used to model
the dependencies between different spectral bands. Sometimes, RNNs and CNNS
are used together to make a robust pixel-level classification [31]. First, convolutional
layers can extract middle-level, locally invariant features from the input sequence,
and the following recurrent layers extract spectral-context. There is an alternate
convolutional processing for data that resides on manifolds and graphs, and the
resulting convolutional neural networks are referred to as graph-based convolutional
neural networks (GCNs). In [9], the authors demonstrate a framework that can use
GCNs to effectively represent data residing on smooth manifolds, such as reflectance
spectra of hyperspectral image pixels. In GCNs, a convolution operator is defined
based on the graph Fourier transform to perform convolution/aggregation operations
on feature vectors of its neighbors on the graph. A key element to successfully deploy
graph-based networks is construction of an effective affinity matrix. In this work,
the authors proposed a semi-supervised affinity matrix construction that was able to
leverage a few labeled samples along with a large quantity of unlabeled pixels.

For biomedical applications, many traditional artificial neural network (ANN)
architectures have been used for classification and regression problems. However,
they exhibit poor performance on independent testing data [32] due to overfitting
from a large number of available parameters in a hyperspectral image. CNNs have
become an effective deep learning technique for image analysis tasks [33, 34]. They
are the current methods of choice for image classification [35, 36] because they are
effective in exploiting spatial features by enforcing local patterns within the HSI
image. Also, CNNs can extract correlations across the entire spectrum for a given
pixel [37, 38].

Chapter outline—To successfully deploy deep learning architectures for hyperspec-
tral image classification tasks, various domain-specific nuances must be
considered—in this chapter, we seek to provide a comprehensive discussion of prac-
tical applications of deep learning to hyperspectral imaging. Sections4.2 and 4.3
introduce the nature of remote sensing and biomedical HSI data and describe com-
mon data preprocessing strategies. Section4.4 summarizes practical considerations
relative to preparing data and deploying deep learning models such as CNNs, RNNs,
and CRNN for HSI analysis. It also reviews other related works in the remote sensing
and biomedical communities, where such models have been successfully deployed
for HSI analysis. In Sect. 4.5, the general architecture and network parameters for
deep learning models are discussed in the context of remote sensing and biomedical
HSI classification tasks. Section4.6 provides concluding remarks for the chapter.
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4.2 Applications of Hyperspectral Imaging

4.2.1 Remote Sensing Case Study: Urban Land Cover
Classification

Hyperspectral imagery is a popular imaging modality for remote sensing applica-
tions, such as for environmental and ecological monitoring, urban land cover clas-
sification and scene understanding, and defense applications. Over the years, sev-
eral annotated datasets have been released within the remote sensing community to
benchmark image analysis algorithms. Table4.1 summarizes the properties of these
datasets, and underscores a key problem one may encounter when applying deep
learning approaches to HSI data—a limited number of annotated samples compared
to that in optical imagery datasets, in addition to other issues such as variations in
spectral content due to atmospheric conditions, sun-sensor-object geometry, varia-
tions in topography, etc. In this chapter, as a use-case, we will use an urban land
cover classification task involving aerial hyperspectral imagery—the University of
Houston 2013 dataset.

University of Houston 2013 dataset (UH 2013)—The 2013 University of Hous-
ton hyperspectral image was acquired over the University of Houston campus and
the neighboring urban area—it was released as part of the 2013 IEEE GRSS Data
Fusion Contest, and is now a well-known dataset in the community (details about
this dataset are available here: http://hyperspectral.ee.uh.edu). The image contains 15
urban land-cover classes and has 144 spectral channels (bands) representing reflected
at-sensor radiance over the 380–1050nm wavelength range. It has a spatial dimen-
sion of 1905 × 349 pixels with a spatial resolution of 2.5m. The data were acquired
over the University of Houston campus and the surrounding urban area on June 23,
2012 from an aerial sensor (at an average height of 5500 ft above ground), and rep-
resents a land-cover classification task. Figure4.1 shows the true color image of the
UH dataset with the ground truth of the 15 urban land cover classes, and Fig. 4.2
represents the corresponding mean spectral reflectance signature of each class. As

Table 4.1 The main available HSI datasets used in remote sensing research community

Dataset #Classes #Pixels #Labeled
samples

#Bands Spectral
range (µm)

Spatial
resolution (m)

UH 2013 (Aerial) [39] 15 664845 15029 144 0.36 − 1.05 2.5

UH 2018 (Aerial) [40] 20 5014744 547807 48 0.36 − 1.05 1

Indian Pines (Aerial) [41] 16 21025 10249 224 0.4 − 2.5 20

Salinas (Aerial) [42] 16 111104 54129 227 0.4 − 2.5 3.7

Pavia (Aerial) [43] 9 991040 50232 103 0.43 − 0.85 1.3

Kennedy SC (Aerial) [44] 13 314368 5211 176 0.4 − 2.5 18

Botswana (Satellite) [45] 14 377856 3248 145 0.4 − 2.5 30

http://hyperspectral.ee.uh.edu
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Fig. 4.1 The color image of the University of Houston (UH) 2013 dataset with the ground truth
for 15 classes in different colors

Fig. 4.2 Mean spectral signatures of 15 classes from the University of Houston (UH) 2013 dataset

can be seen from these spectral reflectance signatures, classes that represent different
material properties often exhibit a distinct spectral reflectance response. Deep learn-
ing approaches that leverage spectral information in addition to spatial information
would hence result in superior classification performance.

4.2.2 Biomedical Application: Tissue Histology

The current standard for cancer diagnosis is histopathology [46]. A diagnostic deci-
sion is made after several standardized steps which include (1) biopsy collection, (2)
preprocessing, including fixation, embedding, and sectioning, (3) chemical staining,
and finally (4) expert histological examination under a microscope. Common stains
include hematoxylin and eosin (H&E), Masson’s trichrome, and immunohistochem-
ical stains that label specific proteins such as cytokeratin (Fig. 4.3). Pathologists
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Fig. 4.3 Chemically stained images of patient breast biopsy cores from the BRC961 tissue array
(US Biomax, Inc.). Tissue cores are shown stained with H & E (a), Masson’s trichrome (b) and
using immunohistochemistry to identify cytokeratin expression (c) [47]

leverage morphological details highlighted by these labels to make diagnostic and
prognostic decisions. Since these datasets are relatively new to the community, we
will describe them further and will also provide the typical data processing steps that
are undertaken before analysis.

Histological labels are destructive and non-quantitative, and manual examination
is time consuming, expensive, and prone to error. These challenges limit accuracy and
scalability, making histological testing expensive and prolonging diagnosis. While
computer vision in histopathology is an active area of research [48–50], chemical
labeling is non-quantitative and inconsistent, placing a fundamental limit on cross-
clinical accuracy.

Mid-infrared (IR) spectroscopic imaging is a quantitative alternative to
histopathology, with the ability to extract molecular and morphological information
without chemical stains [51]. The measured spectra represent molecular fingerprints
tied to distinct biomolecules, such as proteins, lipids, DNA, collagen, glycogen, and
carbohydrates. Images of individual bands, given in units of wavenumber (cm−1)
provide the spatial distribution of these molecules (Fig. 4.4).

Machine learning is frequently applied to spectroscopy and spectroscopic imaging
to differentiate distinct tissue types [52–69], while recent methods attempt to map
molecular spectra to conventional stains [70, 71] to produce images that can be
interpreted by pathologists without additional training.
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500μm
(a) 1mm diameter biopsy cores (1650cm-1)

(b) cellular-level biopsy insets

1 2

1 2

40μm

(c) class spectra

Fig. 4.4 a Mid-infrared images at band at 1650cm−1 of four breast biopsy cores from different
patients with b high-resolution insets. The false color indicates the magnitude of the absorbance
spectrum in arbitrary units. cMean spectral signatures of 6 cancer-relevant cell types for a SD data
and b HD data

4.2.2.1 Data Description

Tissue samples in this study were collected using Fourier-transform infrared (FTIR)
spectroscopic imaging. Tissue samples are formalin fixed, paraffin embedded, and
cut into 5µm sections following normal histological guidelines. Tissue sections were
then placed on IR-transparent barium fluoride (BaF2) substrates for imaging. This
differs from traditional glass slides used in standardhistopathology.Adjacent sections
were identically cut and placed on standard glass slides for traditional histological
staining. These adjacent sections facilitate annotation of the infrared images by expert
histologists. Chemical stains used in this study include hematoxylin and eosin (H&E),
Masson’s trichrome, and a variety of immunohistochemical stains for cancer-relevant
proteins such as cytokeratin and vimentin.

Two datasets were used in this study. The first dataset is the BRC961 high-
definition breast cancer tissue microarray (TMA) purchased from Biomax US [72].
Images and annotations were provided by the Chemical Imaging and Structures Lab-
oratory [47] and data are available online [73]. The second dataset consists of mouse
kidney (MUSKIDNEY) collected and annotated by the authors using identical imag-
ing methods [71].

4.2.2.2 Data Preprocessing

Both datasets were processed using standardized algorithms [74] for baseline cor-
rection and normalization to the Amide I (1650cm−1) band. The following pre-
processing steps were applied using the open-source SIproc software package [75]:

• Baseline correction: Scattering effects during FTIR imaging distort the acquired
spectra [74]. Common techniques to resolve spectral distortions include
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(1) baseline correction, (2) numerical differentiation to calculate first- or second-
order derivatives, and (3) physically basedmodeling [76].We use piecewise-linear
“rubber band” baseline correction, which is among the simplest and most popular
methods [77].

• Normalization: Infrared absorbance spectra scale linearly with concentration and
path length. Therefore, molecular signatures must be based on the shape of the
spectrum and independent of scale. Spectra are, therefore, normalized to minimize
the effect of linear scaling between pixels. Common methods include vector nor-
malization, where the spectrum is divided by the square root of its inner product,
and band normalization, where the spectrum is divided by a common band. Nor-
malization to a global protein bad, such as Amide I (∼ 1650 cm−1) or Amide II
(∼ 1550 cm−1), is common [74, 78] when classifying baseline-corrected spectra.
Vector normalization is more common when classifying spectral derivatives.

• Dimensionality reduction: Dimensionality reduction is applied to reduce the total
number of parameters optimized during training,mitigating limitations inmemory,
processing time, and available training data. Common techniques include principal
component analysis (PCA), linear discriminant analysis (LDA), manifold learning
and their variants [79]. We use PCA for dimensionality reduction, which relies on
the underlying assumption that important features exhibit high variance in the
training data.

4.3 Practical Considerations and Related Work

4.3.1 Practical Considerations

Hyperspectral data are often large images (both due to their spatial dimensions and
the number of spectral channels per pixel). For supervised learning, it is essential to
acquire labeled training data (pixels or frames) to learn the classification model, and
labeled test data (pixels or frames) to validate the classification models before they
are deployed. When constructing such libraries of labeled samples, attention must be
paid to the correlation within and between training and testing samples, the size of
the labeled data pool and the mechanism through which labeled frames are extracted
from large images.

• Creation of training and testing datasets—Ideal training and test sets are com-
pletely disjoint to ensure that there is no bias in reported accuracy. In many remote
sensing tasks, a common approaches extract patches from a single large image—if
training and test patches overlap, results may not be representative. Consequently,
one may get an incomplete picture of the classifier’s ability to generalize to new
data. This may be unavoidable for some applications, but efforts should be made
to minimize overlap between frames. In many works in the remote sensing com-
munity, it is customary to draw training and test samples (e.g., frames) randomly
from the imagery/scene—in this setup, caremust be taken tominimize or eliminate
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overlap between training and test frames that result. Remote sensing HSI data are
also affected by clouds and other factors, such as sun-sensor-object geometry, vari-
ations in illumination, atmospheric conditions, and viewpoints.When constructing
labeled libraries, efforts should be made to ensure this variability is represented in
the training pool.

• Extracting window patches/frames from HSI data for image-based classifi-
cation—When selecting spatial patch size, it is critical to account for the image
resolution with respect to object sizes. If the spatial resolution is coarse, individual
frames may contain multiple classes. If a large part of the resulting frame con-
tains class information other than the class of the center pixel, it may not result
in features that represent that class, but instead represent the background. When
utilizing frames with 3D filters (such as in 3D CNNs), care should be chosen when
setting the frame size—too large a frame size relative to the size of objects will
result in the spectral direction of the spatial–spectral filters learn from heavily
mixed spectra in the frame. Once a frame size is fixed, one way to further mitigate
this issue is to apply a threshold on the window patch based on occupation (i.e.,
based on the dominant class in that frame). For example, at a threshold of 50%,
we require that at least 50% of pixels in the frame are from the class belonging to
the central pixel, otherwise, we do not include that frame in the dataset. The size
of window patches is related to the resolution of the HSI image, and the size of
convolutional filter should be chosen based on the size of the window patches.

• Size of labeled samples—Sample size plays a key role in deep learning appli-
cations. Deep learning networks such as CNNs often require a large number of
labeled samples to ensure effective learning (and convergence) of the network
parameters. Remote sensing data processing has been challenging because ground
truth is often limited, often difficult and expensive to acquire. However, there exists
abundant unlabeled data that can be leveraged as part of the training. Addressing
this problem is an area of active research exploration within the areas of data
augmentation [80], semi-supervised data analysis [81], and domain adaption [82].
These are discussed in Chap.5.

• Disjoint correlations across bands in absorbance spectra—Chemical com-
pounds are composedofmolecular bonds represented atwidelyvarying absorbance
bands. Correlations between peaks in the spectral signature are, therefore, min-
imally dependent on distance in the spectrum. As a result, convolutional filters
trained in the spectral dimension are of limited use in infrared spectroscopy. How-
ever, dimensionality reduction can be useful for capturing these correlations.

4.3.2 Related Developments in the Community

The low spatial resolution provided by commercial FTIR imaging systems has gen-
erally limited the application of deep learning approaches, which often rely on spatial
filters for learning. Consequently, most IR classification approaches have leveraged
spectral-level algorithms such asNaiveBayes classification [53] andRandomForests

http://dx.doi.org/10.1007/978-3-030-38617-7_5
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[63, 67]. However 1D CNNs have been tested for spectral classification [83], and
more recently 2D CNNs have demonstrated significant performance improvements
for data collected using new high-definition imaging systems [69].

Deep learning has been more routinely applied in the remote sensing community
using a variety of newer architectures:

• CNNs: Various CNNmodels have been designed for remote sensingHSI data clas-
sification and regression. In [84, 85], the authors investigate classification from
pixel-level fusion [86] of HSI and Light Detection and Ranging (LiDAR) data
using CNNs. They extracted material information from HSI data and information
about the topography of objects in the scene from LiDAR data, and improved
the accuracy of the CNN model by 10% compared to classification using only
HSI data. In [87], the authors fuse both HSI and LiDAR data features at the level
of image patches by introducing a two-stream densely connected convolutional
neural network (DenseNet) architecture, which connects all preceding layers to a
subsequent layer in a feed-forward manner. The first CNN stream exploits spatial
and spectral features of HSI data using a 3D CNNmodel, and the second stream is
responsible for extracting spatial information from LiDAR data using a 2D CNN.
Following this, a fully connected network with two layers is employed to fuse
high-level output feature maps of the two streams and achieve the complemen-
tary feature which is used for scene classification. In [88], the authors proposed a
two-branch network to fuse Lidar and HSI information for classification. In this
research work, the first branch which is responsible for extracting features from
HSI data is a dual-tunnel CNN comprised of (1) 2DCNN tunnel which is responsi-
ble for extracting spatial features of HSI, and a (2) 1D CNN tunnel which extracts
spectral features from the HSI pixels. The second branch is a CNN architecture
which uses the LiDAR data to extract spatial features. The output featuremaps
of each branch are combined to generate fused features which are then fed into
a fully connected layer for classification. In [89], the authors propose a cascade
network inspired by ‘densenet’ which is designed to combine features from dif-
ferent layers with a shortcut path. Furthermore, an asynchronous training strategy
and a fine-tuning technique are adapted in the training phase. A deformable CNN
approach—deformable HSI classification networks (DHCNet) is proposed in [90].
In regular CNNs, the sampling locations of the convolutions are fixed grids. DHC-
Net introduces a deformable convolutional sampling location inspired by [91] to
adaptively adjust the convolution kernel and pooling operators of CNNs based on
object properties in the data. Compared to regular 2D CNNs, DHCNet improved
the overall accuracy ofUH2013 andPavia datasets by approximately 1%. In [92], a
convolutional neural network is proposedwhere convolutional filters are expressed
as linear combinations from a predefined library of sparse “basis” filters that are
inspired by shearlets [93]. The motivation behind this design strategy is to impose
a geometric sparsity constraint on the convolutional filters, enabling efficient and
effective feature learning.

• RNNs: RNNs process HSI data at a pixel level to exploit the intrinsic sequen-
tial properties encoded in spectral reflectance signatures of hyperspectral pixels,
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including spectral correlation and band to band variability [29]. In [29], the authors
classify HSI datasets by introducing a novel RNNwith a specially designed activa-
tion function and amodified gated recurrent unit (GRU) [94]. The newly introduced
activation function in this paper is called “parametric rectified tanh (PRetanh)”
which generalizes the rectified unit for the deep RNN and for this activation func-
tion higher learning rates (without the risk of divergence) were observed. GRU
is similar to a long short-term memory (LSTM) with forget gates but has fewer
parameters than LSTM, as it lacks an output gate [94]. Their methods exhib-
ited a 10% improvement in classification accuracy compared to regular RNN and
LSTM-based networks which use regular activation functions. A cascade RNN
using GRUs was proposed in [30] to learn features of HSI images. In their model,
they divide each pixel into different spectral sections, then consider each section
as a sequence and feed it into an RNN layer for feature learning. Then, the learned
features from all the sections are concatenated and the entire sequence is fed
into another RNN layer for complementary feature learning. At the end of the
network, the output of the second stage RNN is connected to a softmax layer
for classification. The initial RNN layers aim to remove redundant information
between adjacent spectral bands, and the subsequent RNN layer is applied to learn
complementary information from nonadjacent spectral bands.

• CRNNs: In [31], the authors take advantage of both convolutional and recurrent
networks together to classify remote sensing HSI data. This method is composed
of a few convolutional layers followed by a few recurrent layers. The convolutional
layers extract middle-level, locally invariant features from the input sequence, and
pooling layers make the sequence shorter by downsampling. Depending on the
data properties, e.g., number of spectral channels, RNNs can be replaced by other
variants such as LSTM or GRU which result in “CLSTM” and “CGRU” models,
respectively. In [30], the authors designed a Cascade RNN for HSI classification,
they also proposed a CRNN-based model based on 2D CNN and RNN named
“spectral–spatial cascaded RNN” model. They first split the small cube of the
HSI data across the spectral domains, and then feed spatial properties of each
band into several convolutional layers to learn spatial features which result in a
feature sequence. Then, this sequence is divided into some subsequences, which
are subsequently fed into the first-layer RNNs, respectively, to reduce redundancy
of subsequences. Then, the outputs from the first-layer RNNs are combined to
generate the sequence fed into the second-layer RNN to learn complementary
information. Because it is deep and difficult to train, they used a transfer learning
method to train convolutional layers separately and after fixing theweights of CNN
part, they train the two-layer RNNs. At the end, the whole network is fine-tuned
based on the learned parameters.
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4.4 Experimental Setup

In this section, we present the deep learning architectures used for HSI classification
in this chapter. Our objective of the following discussion is to present configurations
that lead to discriminativemodels for HSI classification. The design choices wemake
for both the remote sensing and tissue histology datasets are empirically determined
and will need to be adjusted when such models are applied to a different dataset,
if the data properties change, but our goal here is to demonstrate the application of
these models to two different use-cases for HSI analysis.

Notations used to describe deep learning models:

• “conv (receptive field size)—(number of filters)” denotes convolutional layers.
• “recu (feature dimension)” denotes recurrent layers.
• “max (pool size)” denotes pooling operation.

4.4.1 CNNs

CNNs for HSI Analysis in Remote Sensing—In this chapter, we study 1D, 2D,
and 3D CNNs for multi-class hyperspectral image classification. In our experimen-
tal setup, 1D CNN has four convolutional layers (with pooling layers), 2D CNN has
three convolutional layers (with pooling layers), and 3D CNN contains two convo-
lutional layers (with pooling layers)—these parameters were experimentally deter-
mined. Table4.2 represents the summary of network configurations of 1D, 2D, and
3D CNNs, respectively. We employ principal component analysis (PCA) applied on
the spectral reflectance features to reduce the spectral dimensionality as a preprocess-
ing for 2DCNNs. For pixel-based classification (1DCNNs) and 3DCNNmodels, the
entire spectral reflectance signature is needed and hence PCA is not deployed with
these. We implemented all CNN models using the Keras framework [95]. Experi-
ments are carried out on aworkstationwith anNVIDIA(R)GeForce TitanXGPU and
3.0GHz Intel(R) Core-i7-5960X CPU. For all CNN architectures, a Xavier uniform
weight initializer [96] is used. For mini-batch gradient-based learning, the batch size
is 128 for all the models, and the learning rate is set to 10−4 for 1D CNN and 2D
CNNs, and for 3D CNNs, it is set to 10−5. Based on the spatial resolution of the UH
2013 dataset, a window patch size of 5 × 5 is used for 2D and 3D CNN.

CNNs for HSI Analysis in Tissue Histology—Three different structures of the
CNN network (1D, 2D, and 3D CNN) are used to classify the hyperspectral biomed-
ical dataset. We used the first 372 bands of the dataset to feed to 1D and 3D
CNN models. In 2D implementation, we first applied PCA to extract spectral
information to 16 bands and then fed them to the 2D CNN model. All CNNs
are implemented using stochastic gradient descent (SGD) on Keras. We ran these
experiments on a workstation equipped with NVIDIA Tesla P100 GPU and Intel
Xeon E5-2680v4 CPU. The input sample size rises significantly in 3D structure
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Table 4.2 Summary of network configurations for 1D, 2D, and 3D CNN architectures used for
classification of the UH 2013 dataset. The output of all the networks are fed into a fully connected
layer followed by a softmax function. conv(x)-X: convolutional layer; x: receptive field size; X:
number of filters; max(p): maxpooling layer; p:pool size

CNN 1D CNN 2D CNN 3D

conv(3) − 32 conv(3 × 3) − 32 conv(3 × 3 × 3) − 32

max(2) conv(3 × 3) − 32 conv(3 × 3 × 3) − 64

conv(3) − 32 max(2,2) max(2,2,2)

max(2) conv(3 × 3) − 64

conv(3) − 64 max(2,2)

max(2)

conv(3) − 64

max(2)

Table 4.3 1, 2, and 3D CNN structures that are implemented to classify the hyperspectral biomedi-
cal dataset. The output of all networks are flattened to feed to a fully connected layer and then another
fully connected layer followed by a softmax layer predicts the classification results. conv(x)-X: con-
volutional layer; x: receptive field size; X: number of filters; max(p): maxpooling layer; p:pool size

CNN 1D CNN 2D CNN 3D

conv(13) − 16 conv(3 × 3) − 32 conv(3 × 3 × 7) − 16

max(2) max(2,2) conv(3 × 3 × 7) − 32

conv(11) − 32 conv(3 × 3) − 64 max(1,1,2)

max(2) max(1,1) conv(3 × 3 × 5) − 64

conv(9) − 64 conv(3 × 3) − 64 max(2,2,2)

max(2) max(2,2) conv(3 × 3 × 5) − 64

conv(7) − 128 max(2,2,2)

max(2)

conv(5) − 256

max(2)

conv(3) − 512

max(2)

(1D : (1 × 1 × 372) − 2D : (33 × 33 × 16) − 3D : (33 × 33 × 372)) and together
with the 3D network structure causes memory limitation. The batch size for 1D and
2D models set to 512 while the 3D batch size is 8. Table4.3 defines CNN networks
for implementing 1D, 2D and 3D CNNs.
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4.4.2 RNNs

RNNs for HSI Analysis in Remote Sensing—Table4.4 depicts the RNN architec-
ture studied here for the UH 2013 dataset. The model is implemented in Keras and
Xavier uniform weight initializer is used. The batch size is 128, and the learning rate
is 10−4. Experiments are carried out on a workstation with an NVIDIA(R) GeForce
TitanX GPU and 3.0GHz Intel(R) Core-i7-5960X CPU.

RNNs for HSI Analysis in Tissue HistologyWe implemented a 1D recurrent neural
network to study the sequential correlations in hyperspectral pixels of the biomedical
dataset. The RNN is implemented using stochastic gradient descent (SGD) on Keras.
We ran this experiment on aworkstation equippedwithNVIDIATesla P100GPUand
Intel Xeon E5-2680v4 CPU. The input sample size is (1 × 1 × 372) and the batch
size is 512. Table4.5 illustrates the architecture of the RNN network implemented
for classification.

RNNs often have a smaller number of parameters than CNNs, but they are
designed for very different types of analysis tasks. Where they can be successfully
applied, in the case of limited number of samples, they will be less prone to conver-
gence issues during training compared to CNNs [30]. Modern recurrent networks,
suchLSTMandGRUare designed to capture very long-termdependencies embedded
in sequence data. In long-term sequences, the training procedure may face difficulty
since the gradients tend to either vanish or explode [97]. By using gates in GRU and
LSTM, the errors which are backpropagated through the sequence and layers can
be preserved, enabling the recurrent network to learn the sequential information in
spectral data without the risk of vanishing gradient.

Table 4.4 Summary of network configuration for RNN architecture used for UH 2013 dataset
classification. The output of the network is followed by a softmax function. recu-D:recurrent layer;
D:feature dimension

RNN

recu-128 recu-256 recu-512

Table 4.5 The RNN network architecture for the tissue histology application. The output of the
network is followedby a fully connected layerwith the softmax activation function. recu-D:recurrent
layer; D:feature dimension

RNN

recu-1024 recu-1024 recu-1024
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4.4.3 CRNNs

CRNNs for HSI Analysis in Remote Sensing—Convolutional and recurrent lay-
ers can be combined in a “Convolutional Recurrent Neural Network (CRNN)” [31].
The motivation behind deploying 1D CNN filtering layers prior to RNN layers is
for the CNN layers to better condition the spectral reflectance signature, alleviating
spectral variability and noise before the backend RNN learns the sequence infor-
mation. Table4.6 represents the summary of network configurations of CRNN used
for the classification of the UH 2013 dataset. The model is implemented in Keras.
Experiments are carried out on a workstation with an NVIDIA(R) GeForce TitanX
GPU, and 3.0GHz Intel(R) Core-i7-5960X CPU. The weights are initialized Xaviar
unifrom, the batch size is 128, and the learning rate is 10−4.

CRNNs for HSI Analysis in Tissue Histology—We implemented a 1D CRNN
model (1D CNN followed by recurrent layers) to study the spectral dependencies in
the tissue histology dataset. CRNN is implemented using stochastic gradient descent
(SGD) on Keras. We ran this experiment on a workstation equipped with NVIDIA
Tesla P100 GPU and Intel Xeon E5-2680v4 CPU. The input sample size is (1 × 1 ×
372) and the batch size is 512. Table4.7 illustrates the CRNN architecture used for
this task.

Denoising and subsampling the HSI sequence via a 1DCNNbefore feeding it into
recurrent can potentially accelerate the backpropagation through the recurrent layer
and reduce the problem of vanishing gradients in gradient-based learning methods.
Although not studied in this chapter, one can also combine 2D CNNs with RNNs
where the 2D CNNs apply spatial filters on the images per channel, following which
an RNN layer learns the underlying spectral information. In [30], the authors pro-

Table 4.6 Summary of network configurations for CRNN architecture used for UH 2013 dataset
classification. The output of the network is followed by a softmax function. conv(x)-X: convolutional
layer; max(p): maxpooling layer; recu-D: recurrent layer; x: receptive field; X: number of filters;
D: feature dimension; p:pool size

CRNN

conv(6)-32 max(2) conv(6)-32 max(2) recu-256 recu-512

Table 4.7 The CRNN architecture used for the tissue histology task. The output layer is a fully
connected layer with the softmax activation function. Right arrows indicate the flow of the network.
conv(x)-X: convolutional layer; max(p): maxpooling layer; recu-D: recurrent layer; x: receptive
field; X: number of filters; D: feature dimension; p: pool size

CRNN

conv(13)-16
→

max(2) → conv(11)-32
→

max(2) → conv(9)-64 → max(2) →

conv(7)-128
→

max(2) → conv(5)-256
→

max(2) → recu-256 → recu-512
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posed a spectral–spatial cascaded RNN model that significantly reduced the noise
and outliers, and retained more boundary details of objects compared to a 2D CNN.
Since a 2D CNN does not exploit spectral information, its performance is not as it
could be were spectral information leveraged as well—the spectral–spatial cascaded
RNN addressed this by combining spatial CNNs with spectral RNNs.

4.5 Quantitative and Qualitative Results

4.5.1 Remote Sensing Results

Data Setup—Several existing works that deal with hyperspectral image classifica-
tion validate classification performance by randomly drawing training and testing
samples from the available pool of labeled samples. We contend that this may not
provide rigorous insights on the discriminative potential of amachine learningmodel,
because often with hyperspectral imagery, when training and test pixels are drawn at
random, one has highly correlated frames in both the training and testing pools (e.g.,
frames that are very close to each other in space). This can lead to an unintentional
bias in the classification performance that is reported which does not highlight the
underlying generalization ability of the machine. To depict the sensitivity of models
to the manner in which training and testing data are created, in this chapter, we sys-
tematically present remote sensing results with two variants of the UH 2013 dataset.
In one variant, training and test data are drawn at random from the available pool of
labeled samples, as is commonly done in the community, and in another variant, we
prepare a disjoint dataset. Although this dataset is also drawn at random, we impose
constraints ensuring that the training and testing frames do not impart a bias in the
analysis.

RandomDataset—For image-level data analysis, randomly selecting samples from
a single scene (e.g., a remotely sensed hyperspectral image) can result in high overlap
and correlations between the extracted window patches. In this work, the samples
are selected from the labeled pixels shown in Fig. 4.5b, and Table4.8 represents the
number of labeled samples extracted from the whole hyperspectral image per class.
For preparing this “random dataset”, first all the labeled pixels and their neighbor-
hood pixels are extracted as window patches with a specific size (5 × 5 in this book
chapter). Following this, patches are randomly split into training and test sets.

DisjointDataset—Toprepare our “disjoint dataset”, we seek to collect samples from
different labeled regions of the hyperspectral image to minimize or in the best sce-
nario avoid overlaps between test and train patches. We also consider window patch
occupation of each sample by defining a threshold value depicting the percentage
of a certain class that is occupied in the patch. If a large part of the window patch
contains class information other than the class of central pixel (the pixel to be classi-
fied), it may not carry valuable information from a training and testing perspective,
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(a) labeled pixels selected for disjoint datasets with test data (blue) and train data (red)

(b) all labeled pixels

Fig. 4.5 Labeled pixels extracted from UH 2013 dataset

especially for 3D filters like 3D CNNwhich analyze spatial and spectral information
simultaneously. In this work, the window patch size for the UH dataset is set to 5 × 5
and the threshold is 50% which means 50% of the window patch pixels should have
the same class label as that of the center pixel (and hence the label of the patch). After
applying this constraint on window patch occupation and considering the minimum
overlap between train and test samples, the pixels which are selected for the disjoint
dataset are shown in Fig. 4.5a. To prepare our disjoint dataset, we seek to eliminate
the overlap, but in some classes where we have a very small number of labeled
samples, particularly classes that are sparse and only exist in one or a few regions
in the scene (e.g., the grass-synthetic class), there may be a small overlap between
window patches at the margins. All the pixels which are used for disjoint dataset are
shown in Fig. 4.5a. Compared to the size of the original labeled samples, the sample
size for the disjoint dataset decreases significantly because of the constraints that
are imposed. Table4.8 shows the number of samples per each class in the disjoint
dataset.

We compare the performance of the deep learning models discussed above and
compare it to that of several alternate machine learning techniques that have been
commonly deployed for such tasks.

Experiment 1—Choosing the minimum training sample size which is required to
train a model properly is difficult because it depends on various aspects of the exper-
iment such as the complexity of the classification task, complexity of the learning
algorithm, number of classes, number of input features, number of model parame-
ters, use of batch normalization, pretrained weights in transfer learning, and so on.
Often, a reasonable strategy is hence to determine this via empirical studies. In this
experiment, we study the effect of training size on the classification performance. To
show how training size can affect the accuracy, we run the experiments on disjoint
dataset for training size ranging from 1 sample per class (an extreme case) to 100
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Table 4.8 Disjoint and random datasets extracted from UH 2013 dataset. (left) Disjoint—5 × 5
window patch size—50% occupation. (right) Random—all labeled pixels for each class

Size
Class Train Test

1-Grass-healthy 417 609
2-Grass-stressed 171 575
3-Grass-synthetic 176 489
4-Tree 155 311
5-Soil 565 298
6-Water 111 90
7-Residential              209        266
8-Commercial 239 379
9-Road 234 292
10-Highway 355 517
11-Railway 393 472
12-Parking 317 548
13-Parking 113 142
14-Tennis 164 222
15-Running 154 411

overall 3773 5621

Class Size

1-Grass-healthy 1251
2-Grass-stressed 1254
3-Grass-synthetic 697
4-Tree 1244
5-Soil 1242
6-Water 325
7-Residential              1268
8-Commercial 1244
9-Road 1252
10-Highway 1227
11-Railway 1235
12-Parking 1233
13-Parking 469
14-Tennis 428
15-Running 660

overall 15029

samples per class, and fixed number of 80 samples per class for testing and compare
the performance. We have 15 classes, hence the total number of training samples
varies from 15 to 1500 samples, and the test dataset contains 1200 samples. For the
random dataset, due to availability of more samples, the number of training samples
are varied from 1 to 200 per class.

As can be seen in Fig. 4.6a, in general, increasing the sample size increases the
performance of all methods, and most methods converge at or over 100 training
samples per class. Among the CNNs, 2D CNN performs the best. Further, note the
significant drop in performance of all methods when we switch from the random to
disjoint dataset, highlighting bias embedded in the classification performance that
is reported with the randomly sampled dataset without any constraints to minimize
overlap. The randomly sampled results, although high, do not represent the true
generalization ability of the learned models.

Experiment 2—Next, we study the effect of the depth of the network (number of
convolutional and/or recurrent layers) on the classification accuracy. There is no
deterministic way to ascertain the network depth/complexity—this must be deter-
mined empirically for the datasets at hand. The depth of the networkwill be a function
of the available quality and quantity of the labeled training data, and the complexity
of the underlying deep features that need to be extracted to result in a discriminative
feature space.
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Fig. 4.6 Effect of training size on the deep learning networks accuracy for both random and disjoint
datasets extracted from UH 2013

Table4.9(top) and Table4.9(bottom) show the effect of depth of the network on
the classification accuracy for deep learning models for both the disjoint and random
datasets, respectively. To have a fair comparison, we fixed the training and testing
sizes for all the models. The training sizes are 100 samples per class and 200 samples
per class for disjoint and random datasets, respectively. The testing size is also fixed
to 80 samples per class. Based on these tables, we can conclude that increasing
the number of layers does not improve the classification performance all the time.
For example, in the 2D CNNmodel for disjoint dataset, by increasing the number of
convolutional layers, the classification performance drops. It indicates that due to the
small number of training samples (which is a common occurrence in remote sensing
tasks) and classes that may not be very spatially complex, we do not need a deep
network and the number of learnable parameters in themodel (which is determined by
the number of layers and the number of units per layer) should be decreased to prevent
overfitting. Table4.10 represents the number of trainable parameters for models as a
function of depth. We notice a correlation between the number of parameters to the
performance of the network. For example in Table4.9(top), 2D CNN model with 1
convolutional layer works the best for disjoint dataset because it has the least number
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Table 4.9 Effect of the depth (number of convolutional layers) of the deep learning networks on
classification accuracy % (std) for both disjoint and random datasets extracted from UH 2013.(top)
Disjoint datasets—100 samples per class for train and 80 samples per class for validation. (bottom)
Random datasets—200 samples per class for train and 80 samples per class for validation

Layer

Method 1-conv 2-conv 3-conv 4-conv

1D CNN 70.34(1) 71.39(1) 69.55(1) 65.23(0.5)

2D CNN 78.86(0.8) 78.22(0.4) 77.61(0.4) 74.97(0.3)

3D CNN 72.11(0.7) 73.86(1) 72.77(0.2) 72.25(0.5)

1-recu 2-recu 3-recu

RNN 51.96(4) 66(2) 67.36(1)

1-conv 1-recu 2-conv 1-recu 1-conv 2-recu 2-conv 2-recu

CRNN 65.99(0.2) 67.33(1) 69(2) 69(0.3)

Layer

Method 1-conv 2-conv 3-conv 4-conv

1D CNN 91.01(0.2) 92.76(0.6) 91.74(0.9) 90.53(1.5)

2D CNN 98.33(0.3) 99.41(0.4) 99(0.3) 97.75(0.7)

3D CNN 91.8(0.1) 94.91(0.5) 95.19(0.1) 95(0.5)

1-recu 2-recu 3-recu

RNN 69.49(5) 85.61(3) 91.80(0.6)

1-conv 1-recu 2-conv 1-recu 1-conv 2-recu 2-conv 2-recu

CRNN 83.42(1.2) 87.58(0.5) 91.96(0.4) 92.66(0.4)

of trainable parameters among all the network depths. Thus, 100 training samples per
class which are not strongly correlated to the test data can show the best performance
in a model with the smallest number of parameters. Also, we can see in Table4.10
and Table4.9(bottom) that the model with depth of 2 convolutional layers has more
number of parameters than that with 1 convolutional layer, but the accuracy improves
in depth 2 for the random dataset. This indicates that the more number of training
samples which are highly correlated a deeper network may appear to work better.
We note that in the extreme case, accuracies from a randomly drawn training and
test dataset would be similar to training accuracies due to the high overlap between
the training and test patches, and hence caution must be exercised when drawing
conclusions from such a dataset— although it may seem based on the results with
the random dataset that a deeper network is preferred, we can see that does not hold
true when the training and test data are more carefully crafted to minimize biases.

Figure4.7 represents the validation and training loss for 2D CNN models as a
function of different network depths for the disjoint dataset. We can see that by
increasing the depth of the network, the validation loss is increasing which shows the
models tend to overfit, and the fluctuation in the deeper network with 4 convolutional
layer shows the model is not suitable for this amount and complexity of training
samples.
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Table 4.10 Number of trainable parameters in the deep learning models with various depths

Layer

Method 1-conv 2-conv 3-conv 4-conv

1D CNN 148,687 78,127 84,335 59,823

2D CNN 38,511 47,823 70,543 59,375

3D CNN 7,374,799 9,429,135 5,402,959 2,589,199

1-recu 2-recu 3-recu

RNN 18,575 119,055 516,623

1-conv 1-recu 2-conv 1-recu 1-conv 2-recu 2-conv 2-recu

CRNN 78,063 84,239 475,631 481,807

(a) Loss of 1-convolutional layer model (b) Loss of 2-convolutional layer model

(c) Loss of 3-convolutional layer model (d) Loss of 4-convolutional layer model

Fig. 4.7 Loss and accuracy for the training and validation sets during the training of 2D-CNNwith
different depths (number of convolutional layers) on the disjoint dataset



90 F. F. Shahraki et al.

Experiment 3—Since the dataset is highly unbalanced (as our several datasets in
remote sensing applications), to compare the classification performance of deep
learning architectures for each class of the dataset, we run our experiments with
the same number of training samples for each class. The results are shown in
Table4.11(top) andTable4.11(bottom) for disjoint and randomdatasets, respectively.
As can be seen Table4.11(top), spatial properties of the commercial class helps in
classification and improves the accuracy significantly. From Table4.11(bottom), in
some classes such as residential, railway, and parking lot 2, spatial proprieties provide
discriminative information, hence favoring 2D and 3DCNNs. Compared to 1DCNN
and 2D CNNwhich exploit spectral and spatial information of HSI data respectively,
applying 3D CNN results in improved accuracy for grass-synthetic and commercial.
This shows that exploiting both spatial and spectral information simultaneously can
be helpful for classes that have distinct spectral and spatial properties. For most of
the classes, CRNN achieved the better performance compared to 1D CNN which
indicates that by combining convolutional and recurrent layers, CRNNmodel is able
to extract more discriminative feature representations by exploiting dependencies
between different spectral bands. From the CRNN performance, it can also be seen
that the recurrent layers can extract the spectral dependencies more effectively from
the middle-level features provided by convolutional layers.

Experiment 4—Window patch size for patch-based classification For patch
(frame) -based classification methods like 2D and 3D CNNs, the size of window
patches extracted from the hyperspectral image depends on the spatial resolution of
the image and the size of the classes being analyzed. For high-resolution images, one
can extract large patches to extract spatial contextual information as long as there are
enough pixels of the class of interest (the center pixel, if patches are extracted around
a center pixel) in each patch. In this experiment, we show the effect of varying win-
dow patch size on the classification performance for the 2D CNNmodel. Number of
training samples for random and disjoint datasets are 200 samples per class and 100
samples per class, respectively. The number of test samples is 80 samples per class.
As can be seen in Fig. 4.8, increasing only the window patch size while keeping the
rest of configuration unchanged results in an improvement of classification accuracy
for the random dataset, and 9 × 9 window patches result in the best classification
result for this model. This can be misleading, because as the patch size is increased,
there is, in fact, more overlap between test and train samples, particularly when the
data are randomly drawn from the scene, which results in a biased estimate. As is
observed from Fig. 4.8, for the disjoint dataset, there is a significant drop in per-
formance compared to the random dataset. This underscores the need for a careful
selection of training and test data when determining hyperparameters such as patch
size.

Experiment 5—classification map—The classification maps when using the dif-
ferent classification approaches discussed in this chapter are shown in Fig. 4.9 and
Fig. 4.10 for disjoint and random datasets respectively. The models used to generate
these maps were trained using 200 samples per class and 100 samples per class for
the random and disjoint datasets, respectively. It can be seen in Fig. 4.9 that when
disjoint training and test data are used, the models struggle to generalize, particu-
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Table 4.11 Per class classification accuracy % on deep learning models for disjoint and random
dataset extracted from UH 2013 dataset. (top) Disjoint dataset—100 sample per class for train and
80 samples per class for test. (bottom) Random dataset—200 sample per class for train and 80
samples per class for test

Class Method

1D CNN 2D CNN 3D CNN CRNN RNN

1-Grass-healthy 81.42 70.25 73.75 74.28 75.71

2-Grass-stressed 74.28 80 73.75 81.42 75.71

3-Grass-synthetic 100 99.25 97.5 100 100

4-Tree 57.14 90.5 90 88.57 90

5-Soil 82.85 99.5 73.75 87.14 58.57

6-Water 94.28 90.75 87.5 98.57 87.14

7-Residential 45.71 70.25 62.5 38.57 44.28

8-Commercial 2.85 59.75 58.75 4.28 10

9-Road 61.42 32 57.5 52.87 50

10-Highway 44.28 52.75 61.25 50 51.42

11-Railway 57.14 70.5 51.25 72.85 64.28

12-Parking Lot 1 1.42 50.1 15 18.57 21.42

13-Parking Lot 2 71.42 90 93.75 77.14 72.85

14-Tennis court 98.57 100 98.75 100 100

15-Running track 94.28 90.75 98.75 95.71 90

Average accuracy of all classes 64.47 76.42 72.91 69.33 66.1

Class Method

1D CNN 2D CNN 3D CNN CRNN RNN

1-Grass-healthy 91.42 100 100 98.57 97.14

2-Grass-stressed 98.57 100 98.75 97.14 92.85

3-Grass-synthetic 100 99.5 100 98.57 100

4-Tree 95.71 99.75 98.75 97.14 100

5-Soil 95.71 100 100 98.57 97.14

6-Water 97.14 100 93.75 95.71 94.28

7-Residential 78.57 98.75 95 90 78.57

8-Commercial 92.85 90.5 92.5 95.71 92.85

9-Road 85.71 96.75 96.25 88.57 84.28

10-Highway 77.14 99.75 86.25 90 92.85

11-Railway 77.14 100 90 87.14 87.14

12-Parking Lot 1 84.28 99.5 87.5 88.57 97.14

13-Parking Lot 2 55.71 100 92.5 70 77.14

14-Tennis court 100 100 100 98.57 98.57

15-Running track 95.71 100 100 98.57 97.14

Average accuracy of all classes 88.37 98.96 95.41 92.85 92.47
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Fig. 4.8 Effect of the size of
window patches extracted
from UH 2013 hyperspectral
image on classification
accuracy for both disjoint
and random datasets

Table 4.12 Experimental classification results for various traditional machine learning models on
random dataset extracted from UH 2013 dataset

Method

Class SVM Decision
tree

Random forest Naive bayes kNN

1-Grass-healthy 94.28 94.28 95.71 84.28 100

2-Grass-stressed 88.57 91.42 95.71 74.28 98.57

3-Grass-synthetic 95.71 94.28 97.14 95.71 98.57

4-Tree 91.42 88.57 90 84.28 91.42

5-Soil 91.42 95.71 97.14 84.28 97.14

6-Water 81.42 85.71 90 80 88.57

7-Residual 50 70 75.71 32.85 68.57

8-Commercial 67.14 74.28 88.57 30 82.85

9-Road 35.71 58.57 70 78.57 67.14

10-Highway 47.14 75.71 88.57 1 87.14

11-Railway 37.14 60 78.57 40 77.14

12-Parking Lot 1 47.14 74.28 77.14 20 77.14

13-Parking Lot 2 57.14 57.14 41.42 4.28 40

14-Tennis court 97.14 98.57 97.14 92.85 100

15-Running track 98.57 97.14 94.28 91.42 95.71

Average 71.99 81.04 85.14 59.52 84.66

larly because there are no representative training samples in the shadow region (c.f.
Fig. 4.9). Black rectangles in these maps highlight the classification performance in
specific areas for different models where we want to highlight specific trends with
respect to improved classification with CNN/CRNN and their variants.

Experiment 6—Baselines Table4.12 represents experimental results for random
dataset computed based on some traditional machine learning methods. As it is
clear, compared to traditional machine learning methods listed in the Table4.12,
deep learning approaches show better performance.



4 Deep Learning for Hyperspectral Image Analysis … 93

(a) 1D-CNN

(b) RNN

(c) CRNN

(d) 3D-CNN

(e) 2D-CNN

(f) Linear SVM

(g) Labeled pixels - colormap

Fig. 4.9 Classificationmaps ofUH2013 hyperspectral image computed fromdeep learningmodels
trained by disjoint dataset extracted from UH 2013; All the models are trained using 100 samples
per class
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(a) 1D-CNN

(b) RNN

(c) CRNN

(d) 3D-CNN

(e) 2D-CNN

(f) Linear SVM

(g) Labeled pixels - colormap

Fig. 4.10 Classification maps of UH 2013 hyperspectral image computed from deep learning
models trained by random dataset extracted from UH 2013; All the models are trained using 200
samples per class
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Fig. 4.11 The effect of the number of training samples on the test accuracy is indicated. The mean
accuracy of three trained networks for each experiment is reported

4.5.2 Biomedical Results

4.5.2.1 Tissue-Type Classification

Most methods of FTIR classification leverage only individual pixels (spectra). Many
traditional unsupervised and supervised approaches have been applied to FTIR
data, including as k-means clustering [98], hierarchical cluster analysis (HCA) [99],
Bayesian classifiers [55, 66, 100], random forest classifiers [63, 66, 67], support vec-
tor machines (SVMs) [66] and linear discriminant analysis [101], and ANNs [32, 66,
102]. Deep learning has not been fully explored due to the lack of spatial detail intro-
duced by most FTIR imaging instruments, however recent advances in instrument
resolution allows the application of CNNs [69, 71].

Experiment 1—The effect of the number of training samples on accuracy is stud-
ied in this experiment. CNN, RNN, and CRNN models are trained to identify five
different cell types (adipocytes, collagen, epithelium, myofibroblasts, necrosis) from
the BRC961 dataset. The training set consists of 100000 samples per class and the
disjoint test set includes 30000 samples per class. We trained 1D and 2D CNNs,
RNN, and CRNN on the range of 2–100000 samples per class, while the memory
limited 3D CNN training to the range of 2–4096 samples per class. Test accuracy
significantly increases with growing training size in 2D and 3D CNNs (Fig. 4.11).
We ran each experiment three times to compute the average accuracy and standard
deviation (Fig. 4.12).

Experiment 2—The effect of network depth is studied in this experiment. We
increased the number of layers to extract deep features and investigate their per-
formance for classifying BRC961. The number of trainable parameters increases for
deeper models and affects convergence time and memory (Table4.13). High num-
bers of trainable parameters in the 2D CNN, 3D CNN, and RNN makes them prone
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Fig. 4.12 The test accuracy variance from average for three runs of 2D and 3D convolutional neural
networks is shown

Table 4.13 Classification networks were built with different number of layers for comparing their
performance on predicting different cell types. The number of trainable parameters indicated in this
table represents the depth and complexity of the network

Method Layer

1-conv 2-conv 3-conv 4-conv 6-conv

1D CNN 387k 460k 970k

2D CNN 3.7M 5.9M 5.2M

3D CNN 15.4M 14M 15.9M

1-recu 2-recu 3-recu

RNN 1M 3M 5.2M

3-conv & 1-recu 5-conv & 2-recu

CRNN 108k 775k

k: kilo, M: million

to overfitting, so we introduced dropout to mitigate this issue. The average accuracy
on test data is computed for all trained classification networks (Table 4.14). Deeper
models improve the network performance, except in the case of the RNN, which
confirms limited correlation between spectra in BRC961.

2D and 3D CNNs demonstrate more accurate classification results on this dataset.
The high number of trainable parameters allows the 2D implementation to be well
trained and generalizes to the test dataset. We randomly selected 10% of the test
dataset as the valid set. The accuracy and cost on the train set and valid set during the
training procedure are used to visualize the effect of deeper networks on extracting
feature for 2D CNN (Fig. 4.13).

Experiment 3—The classification performance of each network for different classes
is studied in this experiment. The same number of training samples for each class is
used to train different architectures. Threemodels per network are trained to compute
the average accuracy for each class (Table4.15).

Experiment 4—The hyperspectral biomedical dataset is classified using traditional
models to compare with the machine learning results (Table4.16).
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Table 4.14 Classification networks with different numbers of layers are trained to study the effec-
tiveness of the network depth on the test accuracy. The average accuracy and standard deviation are
reported. x-conv/recu: x number of convolutional/recurrent layers

Method Layer

1-conv 2-conv 3-conv 4-conv 6-conv

1D CNN 57.25 ± 0.7 65.09 ± 3.9 67.13 ± 1.1

2D CNN 84.19 ± 3.3 84.73 ± 1 89.17 ± 2

3D CNN 74.59 ± 1.4 80.51 ± 3.7 82.27 ± 0.6

1-recu 2-recu 3-recu

RNN 71.75 ± 0.8 68.94 ± 0.7 65.66 ± 0.6

3-conv & 1-recu 5-conv & 2-recu

CRNN 61.29 ± 1.4 63.57 ± 1.5

Table 4.15 The average and standard deviation for per class accuracy for classification networks
on the hyperspectral biomedical dataset are presented. The same number of training samples for all
classes are used to train machine learning models and test their performances

Class Method

1D CNN 2D CNN 3D CNN CRNN RNN

Adipocytes 42.6 89.9 85.2 7.88 15.5

Collagen 96.6 97.7 96.4 95.5 98.7

Epithelium 88.5 89 85.6 90 91.2

Myofibroblasts 64 90.9 74.5 64.2 62.4

Necrosis 44 84.1 72.8 78.8 94.1

Average accuracy 67.1 90.3 82.9 66.4 72.4

Table 4.16 The traditional classification methods are used to classify hyperspectral biomedical
dataset. Per class accuracy and average accuracy are reported for different methods

Class Method

SVM Decision tree Random
forest

Naive Bayes kNN

Adipocytes 12.64 8.93 27 5.55 20.13

Collagen 94.07 89.99 96.56 97.88 96.98

Epithelium 84.44 80.36 89.62 87.81 84.62

Myofibroblasts 96.14 69.4 60.1 55.84 60.78

Necrosis 82.99 66.47 38.8 26.02 49.39

Average accuracy 74.05 63.03 62.41 54.62 62.38



98 F. F. Shahraki et al.

2D CNN (1-convolutional layer)

2D CNN (2-convolutional layer)

2D CNN (3-convolutional layer)

Fig. 4.13 Deeper models of the 2D CNN have more trainable parameters and it helps the network
to minimize loss and increase the accuracy on valid and test dataset
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1D CNN

2D CNN

adipocytes collagen epithelium myofibroblasts necrosis

RNN

CRNN

Fig. 4.14 Different classes of the biomedical dataset are identified from the hyperspectral data by
neural networks

Experiment 5—The classification maps for biomedical dataset are generated by
trained models. The required memory limited us to compute the classification map
for 3D CNN model. 5 classes are distinguished in 4 cores of the hyperspectral data
using neural network (Fig. 4.14).

4.5.2.2 Digital Staining

In this section, we demonstrate a different direction for applying CNNs to map
infrared spectra to traditional histological stains. The proposed CNN framework is
described in Table4.17. The input (IR spectra image) and target values (brightfield
image) are first aligned to allow mapping between spectra and color value in the
stained image. This requires the use of the same tissue sample for both IR spec-
troscopy and staining. The pixel-level alignments were performed manually using
the GIMP open-source editing software [103] to apply affine transformations to sub-
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Table 4.17 Summary of CNN configurations for digital staining. conv(x)-X: convolutional layer;
max(p): maxpooling layer; FC(n): fully connected layer; x: receptive field; X: number of filters;
p:pool size; n: number of nodes. The three neurons at the output layer provide the color channels
for the output color image

CNN

conv(3 × 3) − 32 → conv(3 × 3) − 32 → max(2 × 2) → conv(3 × 3) − 32 →
conv(3 × 3) − 32 → max(2 × 2) → FC(128) → FC(3)

regions. Random samples from aligned subregions are used for training to avoid
overfitting.

Weights were initialized with random values from a normal distribution with a 0
mean and standard deviation of 0.02. Training is carried out using batch optimization
with a batch size of 128 and Adam optimizer with a learning rate of 0.01 to minimize
the mean squared error (MSE) performance metric. L2 regularization is also applied
to reduce generalization error. We used softplus as a nonlinear activation function for
each layer except the output layer which passes through a linear function to return
the incoming tensor without changes.

The networkwas trained and tested on independent images from the same imaging
system (Fig. 4.15).We used 16000 data points and extract a cropping window around
them with the tensor size of 9 × 9 × 60 pixels. Training and testing were performed
using a Tesla k40M GPU. Training the network requires 33 s in average for 7 epochs
and digital staining of a 512 × 512 × 60 pixels hyperspectral image takes 20 s.

The proposed CNN reproduced high-resolution digital stains (Fig. 4.15c) and pro-
vide a great cellular-level detail when compared to the ground truth (Fig. 4.15d).

We compared our CNN with previously published pixel-level ANN (1 hidden
layer with 7 nodes) [70]. The results (Fig. 4.15b) illustrate that applying the ANN to
the same high-resolution data doesn’t provide high-resolution results. Once the ANN
framework maps only a single spectrum to corresponding digital color and the most
chemical information of biological samples lies in the diffraction-limited region of
spectrum (900–1500cm−1), the low resolution of this region limits the resolution of
output image. We overcome this problem by leveraging the spatial features available
at higher wavenumbers using CNN. CNN integrates non-diffraction-limited features
from high-frequency region and chemical information from fingerprint region to
produce more accurate staining patterns.

To evaluate the potential capability of the proposed CNN on different staining
and spectroscopic imaging systems, some other experiments have been done. The
proposed CNN was trained and tested on FTIR data from pig kidney to replicate
DAPI staining (Fig. 4.16) and on prostate tissue imaged by Spero-QT (range 900–
1800cm−1, pixel size 1.4µm and FPA 480 ∗ 480) to resemble immunohistochemi-
cally staining (IHC) using Cytokeratin as a primary antibody (Fig. 4.17).

Experiment 1: Quantitative comparison—The results of digital staining are pre-
sented quantitatively. Figures4.15, 4.16 and 4.17 illustrate that the generated images
simply resemble the ground truth images visually. The synthesized images cannot
be fully overlapped with the ground truths because first, the tissue sections undergo
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FTIR,
(a)

Computed H&E, CNN
(c)

Ground truth (H&E)
(d)

Computed H&E, ANN
(b)

(i)

(ii)

Fig. 4.15 Molecular imaging reproduced by chemical imaging from FTIR on high magnification
mode. a A single band of FTIR images. b Computed H&E from the CNN framework. c The
physically stained H&E images as the ground truth

FTIR,
(a)

Computed DAPI, CNN
(b)

Ground truth (DAPI)
(c)

Fig. 4.16 Digital DAPI staining of pig kidney. a A single band of FTIR image. b Computed DAPI
from CNN framework. c The physically- stained DAPI image under fluorescence microscope

staining process for generating the ground truth which causes local deformations on
the tissues and also manual staining procedure can produce color variations which
make the quantitative evaluations quite challenging.

We quantify the visibility of the digital H&E staining images generated by pro-
posed CNN, ANN, and the ground truths using structural similarity (SSIM) index
(Table4.18). The SSIM index measures the similarity in case of luminance, contrast,
and structure [104, 105].
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FTIR,
(a)

Computed IHC, CNN
(b)

Ground truth (IHC)
(c)

200

Fig. 4.17 IHC imaging reproduced by chemical imaging from SPERO. a A single band of SPERO
images. b Computed Cytokeratin staining from the CNN framework. c The images of Cytokeratin-
stained tissues

Table 4.18 SSIM index for the ANN and CNN digital staining outputs shown in Fig. 4.15

SSMI High mag. ANN High mag. CNN

Test image (i) 0.61 0.72

Test image (ii) 0.61 0.70

4.5.3 Source Code and Data

All the datasets and codes in both biomedical and remote sensing hyperspectral area
provided for this book chapter can be found in detail as a Github project [106].

4.6 Design Choices and Hyperparameters

Acritical part of designing deep learningmodels is the optimization over the hyperpa-
rameter space. The choice of hyperparameters significantly affects accuracy, speed of
convergence, underfitting, and overfitting.Hyperparameters for deep learningmodels
are often chosen by hand after iterative experimentations or are selected by a search
algorithm. The choice of hyperparameters influences the structure of the model and
heavily depends on the application and available data. Here, we discuss some of the
most important hyperparameters that need to be fine-tuned when designing a deep
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learning architecture, and we provide a summary of design choices we have made
for the remote sensing and tissue histology applications in the chapter.

4.6.1 Convolutional Layer Hyperparameters

Convolutional layers apply a filter kernel with a small receptive field [107–109]
to extract spatial features. Required hyperparameters for optimization include filter
size, padding, and stride.

The filter size is equivalent to the spatial region considered to contain a viable
image feature. The size of the output of a convolutional layer can change compared to
the original input image depending on the choice of boundary conditions or padding.
Commonchoices for padding in deep learningmodels include valid and zero padding.
In valid padding, the input is not padded and thus this results in a smaller output
image size compared to the size of the input image. In zero padding, the input image
is padded with zeros such that the input and output image will have the same size
after convolution. The default choice for padding in most of deep learning software
packages is valid padding. In general, there aremany options for boundary conditions
in the convolution operation and the choice usually depends on the application [110,
111].

The stride hyperparameter controls the shifting step size for the convolution filters.
A shifting step size of one unit is generally the default. A stride of one means that
the filter shifts by one each time as it convolves around the input volume. A higher
stride number results in higher shifting of the receptive field and also in the shrinking
of the output volume. The increase in the stride number can be used to reduce the
overlapping of the receptive fields and also to decrease the output dimensions. This
can be very useful in 3D CNN architectures to reduce the size of the third dimension
throughout the convolutional layers.

4.6.2 Pooling Layer Hyperparameters

The normalized output of each convolution layer is passed through a pooling layer
to summarize local features [112]. By using a stride size greater than 1, the pooling
layer sub-samples the feature maps to merge semantically similar features to provide
invariant representation [113, 114]. This further improves the computational time
and mitigates overfitting by reducing the number of unknown parameters.

The pooling layer operates independently on every depth slice of the input and
resizes it spatially. The depth dimension remains unchanged. If the feature map
volume size is m × n × d, the pooling layer with filter dimension or pooling size of
q and stride s produces an output with a volume size of m ′ × n′ × d, where
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m ′ = 1

s
(m − q) + 1

n′ = 1

s
(n − q) + 1

Common pooling operations are max and average pooling. In max and average
pooling, a local window of pixels is replaced by the maximum pixel in the window
or an average of the pixels in that window, respectively. In most software packages
the default hyperparameters for pooling are a pooling size or filters of size 2 × 2 and
a stride of 2, which halves the size of the input in both width and height.

4.6.3 Training Hyperparameters

The training of deep learningmodels is essentially a large-scale complex optimization
problem. Neural networks and their flavors are complicated functions that consist of
millions of unknown parameters, which are optimized and learned during training.
Common hyperparameters of any optimization method include the choice of a loss
function, the learning rate at step t, the mini-batch size, and the number of iterations.
Here, we describe some of these hyperparameters that have to be chosen when
training neural networks.

Optimizers—Optimization algorithms for training neural networks aim to find the
best network parameters, which minimize a loss or a cost function by computing
its gradient [115]. There are many choices available for optimizers and all of them
are essentially flavors of gradient descent. Popular optimizers that have been used in
many deep learning models include stochastic gradient descent (SGD), Adam [116],
Adagrad [117], and Adadelta [118].

SGD—Traditional gradient descent calculates the gradient of the entire dataset to
update the parameters. However, in the case of large data sizes, it can be very slow
and memory inefficient. SGD updates the network parameters using a single or a
few (mini-batch) training samples. SGD training with the proper mini-batch size is
faster and more memory efficient. In addition, the batches are periodically shuffled
to avoid gradient bias.

Adam—The Adam optimizer computes the adaptive individual learning rates for
each parameter using the estimations of first and second moments of the gradient.

Adagrad—The Adagrad optimizer also provides an adaptive learning rate for each
feature. Adagrad introduces a decay factor based on the inverse square root of the
cached value at each time step, which is well-suited for dealing with sparse data
while not desirable on highly non-convex loss functions [119].

Adadelta—The Adadelta optimizer improves Adagrad by restricting the sum of
gradients within a certain window. In addition, it reduces the aggressive decrease in
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the learning rate, which is a characteristic of Adagrad. Adadelta adapts the learning
rate over time, removing the need for manual tuning.

Learning rate—The learning rate determines the size of the step toward to gradient
direction. Very small learning rates lead to slow convergence of the network while
a very large choice can lead to network divergence. In most of the optimizers, an
initial learning rate needs to be chosen.

The initial learning rate is typically set in the range [10−6, 1]. The default values
are different depending on the software package used. However, for most optimizers,
a good start value to try is 0.01 or 0.001.Nevertheless, the learning rate has to be tuned
as it is critical to the convergence of the optimization method. In most optimizers,
the learning rate is updated (most often decreased) throughout the iterations.

Loss functions—Loss functions are mathematical functions which evaluate the net-
work performance with the current set of parameters by measuring the difference
between network predictions and target values through a training set. An optimiza-
tion method seeks to minimize the loss function by taking its derivative with respect
to the unknown parameters. There exist a variety of loss functions (see Chap.3).
However, the most popular loss function used for classification tasks is categorical
cross entropy while mean squared error is very commonly used for regression tasks.

Batch size—Using a mini-batch training strategy helps to reduce loss fluctuation,
which occurs if a single sample is used during each training iteration. The choice
of the batch size is mostly computational and it depends on the available system
memory. Hence, systems with higher memory can potentially benefit from larger
batch sizes. Parallelism can also be exploited for more efficient computation of the
updates in the case of large batch sizes. Even though in general the choice of the batch
size should not affect generalization capabilities of the network, a popular batch size
for training is 128.

Training iterations—The number of training iterations or training epochs is gen-
erally chosen as a form of early stopping in order to avoid the semi-convergence
behavior of iterative methods. The training is usually stopped when the performance
of the network stops increasing on the validation set. One way to check the per-
formance of the network on the validation set is by monitoring the validation loss
throughout the iterations. Early stopping is a powerful way to prevent overfitting.

Data shuffling—It is very important to shuffle the training data. The purpose of
data shuffling is to avoid feeding the network with mini-batches of highly correlated
examples. The gradient of a mini-batch with highly correlated samples can lead to
the estimation of the biased gradient. Shuffling of the data helps to get a more accu-
rate estimation of the gradient and hence better updates of unknown parameters. In
addition, it has been observed that the convergence speed of the network is improved
when the data is shuffled.

http://dx.doi.org/10.1007/978-3-030-38617-7_3
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4.6.4 General Model Hyperparameters

The architecture of deep learning models involves additional hyperparameters that
need to be chosen for each layer, such as the number of hidden units per layer, the
activation function, and the initialization of the weights and biases. The choice of
each of these parameters can strongly affect model performance.

Weight initialization—The initialization of the weights is very important in the
training of deep learning models. Proper initialization of the weights can help mit-
igate the local minimum trap problem. Popular initialization schemes that are pro-
vided in most deep learning software packages include initialization with a normal
distribution, uniform distribution, truncated normal distribution, random orthogonal
matrix, identity matrix, LeCun uniform or normal initializer, Xavier normal or uni-
form initializer, zeros initializer, ones initializer, constant initializer, and He normal
or uniform initializer. Each one of these initializers have additional arguments that
need to be chosen or default values provided by the software packages can be used.
In general, biases are initialized to 0.

Activation functions—Activation functions apply a nonlinear transformation on
the input and add more complexity to the network to improve the capability of the
network for solving complex problems. Commonly used activation functions include
the sigmoid, tanh, ReLU, leaky ReLU, and softplus. The sigmoid function limits the
output to be between 0 and 1. However, it is not zero-centered and vanishes very
low or very high gradient values. Tanh is very similar to sigmoid but is symmetric
over the origin with range [−1, 1]. It still exhibits the problem of vanishing the
gradient. ReLU has shown remarkable performance on deep networks [120]. ReLU
is computationally efficient and has faster convergence. However, ReLU “kills” the
neurons with negative values and thus the network can result in having units that are
not activated anymore after some training iterations. LeakyReLUassigns small linear
values to the negative part to avoid zero gradients and enables updating parameters
for negative input values. Softplus is the smooth version of ReLU with more stable
estimations from both positive and negative inputs [121]. Amore detailed discussion
of activation functions is given in Chap.1, Sect. 4.2.2.1.

Number of hidden units—The number of hidden units is a common hyperparameter
that has to be chosen for each layer. This hyperparameter varies with the model and
it mostly depends on the application, size of available training data, and system
memory limitations. There are some general heuristics on choosing the number of
hidden layers, such as usually the first hidden layer should be larger than the input
layer. Some deep learning architectures tend to use increasing sizes for the number
of hidden units in each layer and some use decreasing sizes (a 3D CNN could, for
example, decrease the number of hidden units for data dimensionality reduction).
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4.6.5 Regularization Hyperparameters

One of the major causes that delayed the application of deep learning algorithms is
the problem of overfitting or the inability of the network to generalize well to unseen
data. Over the years many regularization techniques have been developed to mitigate
the problem of overfitting. Here, we discuss some common regularization methods,
which can dramatically improve the performance of a deep learning model.

Dropout—Dropout is one of the most frequently used regularization techniques
in deep learning. Throughout each training iteration, dropout randomly removes
nodes from the network together with their incoming and outgoing connections.
The probability threshold for choosing which nodes to keep drop is the dropout
hyperparameter. A threshold of 0.5 is very common. Dropout increases the sparsity
of the network and also makes the model have a different set of nodes throughout
each training iteration. Dropout can also be applied to the input layer but it is usually
mostly applied to the hidden layers.

Batch normalization—During training, as the weights are updated, the distribu-
tion of the inputs to the hidden layers change or shift around. The changes in the
distribution of hidden unit values (known as internal covariate shift) make training
challenging. This problem can be addressed by normalizing layer inputs using batch
normalization [122]. Batch normalization reduces the covariate shift by normaliz-
ing the mean and variance of features across the examples in each mini-batch. It
is similar to standard normalization applied to the input data. Batch normalization
improves the stability of the network, reduces generalization error, avoids exploding
or vanishing gradients, allows higher learning rates, and enables accelerated training.

Regularization of the weights—Another technique to reduce overfitting is to apply
regularization on the network weights. The most popular types of weight regular-
ization are �1 and �2 regularization. �2 regularization, otherwise known as weight
decay, is used to penalized large weight values while �1 acts as a form of feature
selection. �2 regularization forces the weights to decay toward zero but not exactly
zero while �1 regularization can reduce the weights to become completely zero and
thus result in a sparser network. The combination of �1 and �2 can be used for reg-
ularization as well. In both �1 and �2 regularization, a parameter has to be chosen.
The regularization parameter determines the tradeoff between the original fit term of
the loss function and the amount of regularization to be imposed. A regularization
parameter close to zero yields the original loss function while a very large regu-
larization parameter pushes more weights close to zero and can potentially lead to
underfitting [123, 124].

Local response normalization—A layer that has been used in many deep learning
architectures is local response normalization (LRN). This layer was introduced in
order to provide an inhibition scheme aimed to be similar to the concept of later inhi-
bition in neurobiology, which represents the capacity of an excited neuron to subdue
its neighbors. The goal is to detect high-frequency features with a large response,
which helps to create more contrast in a local area and subsequently increase the
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Table 4.19 Summary of parameter and hyperparameter values used to train various deep learning
models for UH 2013 dataset classification task

Parameters 1D CNN RNN CRNN 2D CNN 3D CNN

Optimizer adam adam adam adam adam

Learning rate 1e-4 1e-4 1e-4 1e-4 1e-5

Loss function Cross Cross Cross Cross Cross

entropy entropy entropy entropy entropy

Weight initializer Xavier Xavier Xavier Xavier Xavier

uniform uniform uniform uniform uniform

Activation function ReLU tanh ReLU-tanh ReLU ReLU

Batch size 128 128 128 128 128

Number of epochs 512 128 256 200 128

Drop out 20% – – 50% –

Batch normalization Yes No No Yes Yes

sensory perception. LRN normalizes the unbounded activations that can result after
the application of some activation functions, such as ReLU [33]. The normaliza-
tion around a local neighborhood of an excited artificial neuron makes it even more
sensitive as compared to its neighbors. LRN also dampens the responses that are
uniformly large in a local neighborhood. In general, it boosts artificial neurons with
relatively larger activations. The normalization response, bix,y , of an artificial neuron
activity at location (x, y) after applying kernel i and activation function g(·), denoted
as aix,y is computed as [33]

bix,y = aix,y

/⎛
⎝k + α

min(N−1,i+n/2)∑
j=max(0,i−n/2)

(a j
x,y)

2

⎞
⎠

β

,

where n is the number of adjacent feature maps around that kernel i . k, n, α, and
β are constant hyperparameters. They are usually chosen to be k = 1, n = 5, α = 1
and β = 0.5.

Data augmentation—A very simple way to attempt to make the model generalize
better is to increase the size of the training data. This is especially useful in the case
of image data. Common transformations that are applied for increasing the size of the
training data include rotation, flipping, scaling, and shifting.Most of the existing deep
learning software packages provide built-in implementations for data augmentation.

Remote Sensing dataset—We summarize the hyperparameters and parameters
selected for remote sensing experiments of UH 2013 dataset in Table4.19.

Biomedical dataset—Deep learning networks are trained and tested using different
combinations of hyperparameters. The list of hyperparameters is summarized in
Table4.20.
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Table 4.20 Different neural networks require different set of hyperparameters to be trained well.
This table summarized best combinations that are used in this work

Parameters 1D CNN RNN CRNN 2D CNN 3D CNN

Optimizer adam adam adam adadelta adam

Learning rate 1e-5 1e-4 1e-4 0.1 1e-5

Decay rate rho/epsilon 5e-3 0.1 0.5 0.95/1e-7 5e-3

Loss function Cross Cross Cross Cross Cross

entropy entropy entropy entropy entropy

Weight initializer Xavier Xavier Xavier Normal Normal

Activation function ReLU tanh ReLU SoftPlus ReLU

Drop out – 35% 50% 50% 25%

4.7 Concluding Remarks

In this chapter, we applied foundational deep neural networks to two real-world
hyperspectral image analysis tasks, representing remote sensing and tissue histology
applications. We compare the performance of 1D, 2D, and 3D Convolutional Neural
Networks, Recurrent Neural Networks and their variants for these applications, and
discuss practical considerations and design choices for effective classification. For
anyone looking to apply these to other datasets (e.g,. derived from different sensors),
the hyperparameter choice may differ, but the approach presented in this chapter
to study the performance of deep learning for multichannel optical imagery can be
applied to other applications, sensors, and modalities. We note that our objective
here was to review and study the fundamentals (building blocks) of deep learning
models—in recent years, many advanced variants of these approaches are emerging,
but they are all often building upon these building blocks. To conclude, we would
like to highlight the following observations. The code and a sampling of data used
in this chapter is available online.

• One must carefully approach the process of acquiring training and testing libraries
for training and validating algorithms, to get an unbiased estimate with regards
to generalization capacity and discriminative nature of features. This is particu-
larly important with hyperspectral images, where training data are often manually
labeled individually for every classification task. In particular, caution must be
exercised to ensure the training and test frames do not overlap (when drawing
these patches from a large scene over a wide geographical stretch, for example),
and that the training and testing frames are representative of the sources of spectral
variability commonly encountered in the application.

• Although recurrent networks have promise in modeling the spectral information,
when comparing 1D (per-pixel spectral classification), recurrent networks per-
formed better with the remote sensing tasks (where spectral reflectance properties
encoded in the spectral envelope are being modeled) than with the tissue histol-
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ogy task (where the spectral features of interests are localized absorption patterns
instead of the shape of the spectral absorbance envelope).

• A crucial part of successfully deploying these networks for hyperspectral clas-
sification is the choice of the hyperparameters associated with the models—this
choice will depend on the data characteristics and must be determined empirically
for different applications/sensors/sensing platforms.
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Chapter 5
Advances in Deep Learning
for Hyperspectral Image
Analysis—Addressing Challenges
Arising in Practical Imaging Scenarios

Xiong Zhou and Saurabh Prasad

Abstract Deep neural networks have proven to be very effective for computer vision
tasks, such as image classification, object detection, and semantic segmentation—
these are primarily applied to color imagery and video. In recent years, there has been
an emergence of deep learning algorithms being applied to hyperspectral and mul-
tispectral imagery for remote sensing and biomedicine tasks. These multi-channel
images comewith their own unique set of challenges thatmust be addressed for effec-
tive image analysis. Challenges include limited ground truth (annotation is expen-
sive and extensive labeling is often not feasible), and high dimensional nature of
the data (each pixel is represented by hundreds of spectral bands), despite being
presented by a large amount of unlabeled data and the potential to leverage multiple
sensors/sources that observe the same scene. In this chapter, we will review recent
advances in the community that leverage deep learning for robust hyperspectral image
analysis despite these unique challenges—specifically, we will review unsupervised,
semi-supervised, and active learning approaches to image analysis, as well as trans-
fer learning approaches formulti-source (e.g., multi-sensor ormulti-temporal) image
analysis.

5.1 Deep Learning—Challenges presented
by Hyperspectral Imagery

Since AlexNet [1] won the ImageNet challenge in 2012, deep learning approaches
have gradually replaced traditionalmethods becoming a predominant tool in a variety
of computer vision applications. Researchers have reported remarkable results with
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deep neural networks in visual analysis tasks such as image classification, object
detection, and semantic segmentation. A major differentiating factor that separates
deep learning from conventional neural network based learning is the amount of
parameters in a model. With hundreds of thousands even millions or billions of
parameters, deep neural networks use techniques such as error backpropagation [2],
weight decay [3], pretraining [4], dropout [5], and batch normalization [6] to pre-
vent the model from overfitting or simply memorizing the data. Combined with
the increased computing power and specially designed hardware such as Graphics
Processing Units (GPU), deep neural networks are able to learn from and process
unprecedented large-scale data to generate abstract yet discriminative features and
classify them.

Although there is a significant potential to leverage from deep learning advances
for hyperspectral image analysis, such data comewith unique challenges which must
be addressed in the context of deep neural networks for effective analysis. It is well
understood that deep neural networks are notoriously data hungry insofar as training
themodels is concerned. This is attributed to themanner inwhich neural networks are
trained. A typical training of a network comprises two steps: (1) pass data through the
network and compute a task-dependent loss and (2) minimize the loss by adjusting
the network weights by backpropagating the error [2]. During such a process, a
model could easily end up overfitting [7], particularly if we do not provide sufficient
training data. Data annotation has always been a major obstacle in machine learning
research—and this requirement is amplified with deep neural networks. Acquiring
extensive libraries such as ImageNet [8] for various applications may be very costly
and time-consuming. This problem becomes even more acute when working with
hyperspectral imagery for applications to remote sensing and biomedicine. Not only
does one need specific domain expertise to label the imagery, annotation itself is
challenging due to the resolution, scale, and interpretability of the imagery even
by domain experts. For example, it can be argued that it is much more difficult
to tell the different types of soil tillage apart by looking at a hyperspectral image
than discerning everyday objects in color imagery. Further, the “gold-standard” in
annotating remotely sensed imagerywould be throughfield campaignswhere domain
experts verify the objects at exact geolocations corresponding to the pixels in the
image. This can be very time-consuming and for many applications unfeasible. It
is hence common in hyperspectral image analysis tasks to have a very small set of
labeled ground truth data to train models from.

In addition to the label scarcity, the large inter-class variance of hyperspectral
data also increases the complexity of the underlying classification task. Given the
same material or object, the spectral reflectance (or absorbance) profiles from two
hyperspectral sensors could be dramatically different because of the differences in
wavelength range and spectral resolution. Even when the same sensor is used to
collect images, one can get significant spectral variability due to the variation of
view angle, atmospheric conditions, sensor altitude, geometric distortions, etc. [9].
Another reason for high spectral variability is mixed pixels arising from imaging
platforms that result in low spatial resolution—as a result, the spectra of one pixel
corresponds to more than one object on the ground [10].
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For robust machine learning and image analysis, there are two essential
components—deploying an appropriate machine learning model and leveraging a
library of training data that is representative of the underlying inter-class and intra-
class variability. For image analysis, specifically for classification tasks, deep learning
models are variations of Convolution Neural Networks (CNNs) [11], which conduct
a series of 2D convolutions between input images and (spatial) filters in a hierar-
chical fashion. It has been shown that such hierarchical representations are very
efficient in recognizing objects in natural images [12]. When working with hyper-
spectral images, however, CNN-based features [13] such as color blobs, edges,
shapes, etc. may not be the only features of interest for the underlying analysis.
There is important information encoded in the spectral profile which can be very
helpful for analysis. Unfortunately, in traditional applications of CNNs to hyper-
spectral imagery, modeling of spectral content in conjunction with spatial content
is ignored. Although one can argue that spectral information could still be picked
up when 2D convolutions are applied channel by channel or features from different
channels are stacked together, such approaches would not constitute optimal mod-
eling of spectral reflectance/absorbance characteristics. It is well understood that
when the spectral correlations are explicitly exploited, spectral–spatial features are
more discriminative—from traditional-wavelet-based feature extraction [14, 15] to
modern CNNs [16–19]. In Chaps. 3 and 4, we have reviewed variations of convo-
lutional and recurrent neural networks that model the spatial and spectral properties
of hyperspectral data. In this chapter, we review recent works that specific address
issues arising from deploying deep learning neural networks in challenging scenar-
ios. In particular, our emphasis is on challenges presented by (1) limited labeled
data, wherein one must leverage the vast amount of available unlabeled data in
conjunction with limited data for robust learning and (2) multi-source optical data,
wherein it is important to transfer models learned from one source (e.g., a specific
sensor/platform/viewpoint/timepoint), and transfer the learned model to a different
source (a different sensor/platform/viewpoint/timepoint), with the assumption that
one source is rich in the quality and/or quantity of labeled training data while the
other source is not.

5.2 Robust Learning with Limited Labeled Data

To address the labeled data scarcity, one strategy is to recruit resources (time and
money, for example) with the goal of expanding the training library by annotating
more data. However, for many applications, human annotation is neither scalable nor
sustainable. An alternate (and more practical) strategy to address this problem is to
design algorithms that do not require a large library of training data, but can instead
learn from the extensive unlabeled data in conjunction with the limited amount of
labeled data. Within this broad theme, we will review unsupervised feature learning,
semi-supervised and active learning strategies. We will present results of several
methods discussed in this chapter with three hyperspectral datasets—two of these

http://dx.doi.org/10.1007/978-3-030-38617-7_3
http://dx.doi.org/10.1007/978-3-030-38617-7_4
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are benchmark hyperspectral datasets, University of Pavia [20] and University of
Houston [21], and represent urban land cover classification tasks. The University of
Pavia dataset is a hyperspectral scene representing 9 urban land cover classes, with
103 spectral channels spanning the visible through near-infrared region. The 2013
University of Houston dataset is a hyperspectral scene acquired over the University
of Houston campus and is representing 15 urban land cover classes. It has 144
spectral channels in the visible through near-infrared region. The third dataset is a
challenging multi-source (multi-sensor/multi-viewpoint) hyperspectral dataset [22]
that is particularly relevant in a transfer learning context—details of this dataset are
presented later in Sect. 5.3.1.

5.2.1 Unsupervised Feature Learning

In contrast to the labeled data, unlabeled data are often easy and cheap to acquire
for many applications, including remotely sensed hyperspectral imagery. Unsuper-
vised learning techniques do not rely on labels and that makes this class of methods
very appealing. Compared to supervised learning where labeled data are used as
a “teacher” for guidance, models trained with unsupervised learning tend to learn
relationships between data samples and estimate the data properties class-specific
labelings of samples. In the sense that most deep networks can be comprised of two
components—a feature extraction frontend and an analysis backend (e.g., under-
taking tasks such as classification, regression, etc.), an approach can be completely
unsupervised relative to the training labels (e.g., a neural network tasked with fus-
ing sensors for super-resolution), or completely supervised (e.g., a neural network
wherein both the features and the backend classifiers are learned with the end goal of
maximizing inter-class discrimination). There are also scenarios wherein the feature
extraction part of the network is unsupervised (where the labeled data are not used to
train model parameters), but the backend (e.g., classification) component of the net-
work is supervised. In this chapter, whenever the feature extraction component of a
network is unsupervised (whether the backendmodel is supervised or unsupervised),
we refer to this class of methods as carrying out “unsupervised feature learning”.

The benefit of unsupervised feature learning is that we can learn useful features
(in an unsupervised fashion) from a large amount of unlabeled data (e.g., spatial
features representing the natural characteristics of a scene) despite not having suf-
ficient labeled data to learn object-specific features, with the assumption that the
features learned in an unsupervised manner can still positively impact a downstream
supervised learning task.

In traditional feature learning (e.g., dimensionality reduction, subspace learning,
or spatial feature extraction), the processing operators are often based on assumptions
or prior knowledge about data characteristics. Optimization of feature learning to a
task at hand is hence non-trivial. Deep learning-based methods address this problem
in a data-adaptive manner, where the feature learning is undertaken in the context of
the overall analysis task in the same network.
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Deep learning-based strategies, such as autoencoders [23] and their variants,
restrictedBoltzmannmachines (RBM) [24, 25], anddeepbelief networks (DBN) [26]
have exhibited a potential to effectively characterize hyperspectral data. For classifi-
cation tasks, the most common way to use unsupervised feature learning is to extract
(learn) features from the raw data that can then be used to train classifiers down-
stream. Section 3.1 in Chap. 3 describes such a use of autoencoders for extracting
features for tasks such as classification.

In Chen et al. [27], the effectiveness of autoencoder-derived features was demon-
strated for hyperspectral image analysis. Although they attempted to incorporate
spatial information by feeding the autoencoder with image patches, a significant
amount of information is potentially lost due to the flattening process. To capture
the multi-scale nature of objects in remotely sensed images, image patches with dif-
ferent sizes were used as inputs for a stacked sparse autoencoder in [28]. To extract
similar multi-scale spatial–spectral information, Zhao et al. [29] applied a scale
transformation by upsampling the input images before sending them to the stacked
sparse autoencoder. Instead of manipulating the spatial size of inputs, Ma et al.
[30] proposed to enforce the local constraint as a regularization term in the energy
function of the autoencoder. By using a stacked denoising autoencoder, Xing et al.
[31] sought to improve the feature stability and robustness with partially corrupted
inputs. Although these approaches have been effective, they still require input sig-
nals (frames/patches) to be reshaped as one-dimensional vectors, which inevitably
results in a loss of spatial information. To better leverage the spatial correlations
between adjacent pixels, several works have been proposed to use the convolutional
autoencoder to extract features from hyperspectral data [32–34].

Stacking layers have been shown to be an effective way to increase the repre-
sentation power of an autoencoder model. The same principle applies to deep belief
networks [35], where each layer is represented by a restricted Boltzmann machine.
With the ability to extract a hierarchical representation from the training data, promis-
ing results have been shown forDBN/RBMfor hyperspectral image analysis [36–42].
In recent works, some alternate strategies to unsupervised feature learning for hyper-
spectral image analysis have also emerged. In [43], a convolutional neural network
was trained in a greedy layer-wise unsupervised fashion. A special learning crite-
ria called Enforcing Population and Lifetime Sparsity (EPLS) [44] was utilized to
ensure that the generated features are unique, sparse, and robust at the same time.
In [45], the hourglass network [46], which shares a similar network architecture as an
autoencoder, was trained for super-resolution using unlabeled samples in conjunc-
tion with noise. The reconstructed image was downsampled and compared with the
real low-resolution image. The offset between these twowas used as the loss function
that was minimized to train the entire network. A minimized loss (offset) indicates
the reconstruction from the network would be a good super-resolved estimate of the
original image.

http://dx.doi.org/10.1007/978-3-030-38617-7_3
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5.2.2 Semi-supervised learning

Although the feature learning strategy allows us to extract informative features from
unlabeled data, the classification part of the network still requires labeled training
samples.Methods that rely completely on unsupervised learningmay not provide dis-
criminative features from unlabeled data entirely for challenging classification tasks.
Semi-supervised deep learning is an alternate approach where unlabeled data are
used in conjunction with a small amount of labeled data to train deep networks (both
the feature extraction and classification components). It falls between supervised
learning and unsupervised learning and leverages benefits of both approaches. In the
context of classification, semi-supervised learning often provides better performance
compared to unsupervised feature learning, but without the annotation/labeling cost
needed for fully supervised learning [47].

Semi-supervised learning has been shown to be beneficial for hyperspectral image
classification in various scenarios [48–53]. Recent research [50] has shown that the
classification performance of a Multilayer Perceptron (MLP) can be improved by
adding an unsupervised loss. In addition to the categorical cross-entropy loss, a
symmetric decoder branch was added to theMLP andmultiple reconstruction losses,
measured by the mean squared error of the encoder and decoder, were enforced to
help the network generate effective features. The reconstruction loss, in fact, served
as a regularizer to prevent the model from overfitting. A similar strategy has been
used with convolutional neural networks in [48].

A variant of semi-supervised deep learning, proposed by Wu and Prasad in [52],
entails learning a deep network that extracts features that are discriminative from the
perspective of the intrinsic clustering structure of data (i.e., these deep features can
discriminate between cluster labels—also referred to as pseudo-labels in thiswork)—
in short, the cluster labels generated from clustering of unlabeled data can be used
to boost the classification performance. To this end, a constrained Dirichlet Process
MixtureModel (DPMM)was used, and a variational inference schemewas proposed
to learn the underlying clustering from data. The clustering labels of the data were
used as pseudo-labels for training a convolutional recurrent neural network, where
a CNN was followed by a few recurrent layers (akin to a pretraining with pseudo-
labels). Figure 5.1 depicts the architecture of network. The network configuration is
specified in Table 5.1, where convolutional layers are denoted as “conv <filter size>-
<number of filters> and recurrent layers are denoted as “recur-<feature dimension>.”

After pretraining with unlabeled data and associated pseudo-labels, the network
was fine-tuned with labeled data. This entails adding a few more layers to the previ-
ously trained network and learning only these layers from the labeled data. Compared
to traditional semi-supervised methods, the pseudo-label-based network, PL-SSDL,
achieved higher accuracy on the wetland data (a detailed description of this dataset
is provided in Sect. 3) as shown in Table 5.2. The effect of varying depth of the
pretrained network on the classification performance is shown in Fig. 5.2. Accuracy
increases as the model goes deeper, i.e., more layers. In addition to the environ-
mental monitoring application represented by the wetland dataset, the efficacy of

http://dx.doi.org/10.1007/978-3-030-38617-7_3
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Fig. 5.1 Architecture of the
convolutional recurrent
neural network. Cluster
labels are used for
pretraining the network.
(Source adapted from [52])
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Table 5.1 Network configuration summary for the Aerial view wetland hyperspectral dataset.
Every convolutional layer is followed by a max pooling layer, which is omitted for the sake of
simplicity. (Source adapted from [52])

input-103 → conv3-32 → conv3-32 → conv3-64 → conv3-64

→ recur-256 → recur-512 → fc-64 → fc-64 → softmax-9

Table 5.2 Overall classification accuracies of different methods on the aerial view wetland dataset.
(Source adapted from [52])

Methods Label
propagation

TSVM SS-LapSVM Ladder
Networks

PL-SSDL

Accuracy 89.28 ± 1.04 92.24 ± 0.81 95.17 ± 0.85 93.17 ± 1.49 97.33 ± 0.48

PL-SSDL was also verified for urban land cover classification tasks using the Uni-
versity of Pavia [20] and the University of Houston [21] datasets, having 9 and 15
land cover classes, and representing spectra 103 and 144 spectral channels spanning
the visible through near-infrared regions, respectively. As we can see from Fig. 5.3,
features extracted with pseudo-label (middle column) are separated better than the
raw hyperspectral data (left column), which implies pretraining with unlabeled data
makes the features more discriminative. Compared to a network that is trained solely
using labeled data, the semi-supervised method requires much less labeled samples
due to the pretrained model. With only a few labeled samples per class, features
are further improved by fine-tuning (right column) the network. Similar to this idea,
Kang [53] later trained a CNN with pseudo-labels to extract spatial deep features
through pretraining.

5.2.3 Active learning

Leveraging unlabeled data is the underlying principle of unsupervised and semi-
supervised learning.Active learning, on the other hand, aims to improve the efficiency
of acquiring labeling data as much as possible. Figure 5.4 shows a typical active
learning flow, which contains four components: a labeled training set, a machine
learning model, an unlabeled pool of data, and an oracle (a human annotator/domain
expert). The labeled set is initially used for training the model. Based on the model’s
prediction, queries are then selected from the unlabeled pool and sent to the oracle
for labeling. The loop is iterated until a pre-determined convergence criterion is
met. The criteria used for selecting samples to query determines the efficiency of
model training—efficiency here refers to the machine learning model reaching its
full discriminative potential using as few queried labeled samples as possible. If
every queried sample provides significant information to the model when labeled
and incorporated into training, the annotation requirement will be small. A large part
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Fig. 5.2 Classification accuracy as a function of the depth of the pretrainedmodel. (Source adapted
from [52])

Fig. 5.3 t-SNE visualization of features at different training stages on the University of Pavia [20]
(top row) and University of Houston [21] (bottom row) datasets. Left column represents raw image
features, middle column represents features after unlabeled data pretraining, and right column
represents feature after labeled data fine-tuning. (Source adapted from [52])
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Fig. 5.4 Illustration of an
active learning system

of active learning research is focused on designing suitable metrics to quantify the
information contained in an unlabeled sample that can be used for querying samples
from the data pool. A common thread in these works is the notion that choosing
samples that confuse the machine the most would result in a better (efficient) active
learning performance.

Active learningwith deepneural networks has obtained increasing attentionwithin
the remote sensing community in recent years [54–58]. Liu et al. [55] used features
produced by a DBN to estimate the representativeness and uncertainty of samples.
Both [56] and [57] explored using an active learning strategy to facilitate transferring
knowledge from one dataset to another. In [56], a stacked sparse autoencoder was
initially trained in the source domain and then fine-tuned in the target domain. To
overcome the labeled data bottleneck, an uncertainty-based metric was used to select
the most informative samples from the source domain for active learning. Similarly,
Lin et al. [57] trained two separate autoencoders from the source and target domains.
Representative samples were selected based on the density in the neighborhood of
the samples in the feature space. This allowed autoencoders to be effectively trained
using limited data. In order to transfer the supervision from source to target domain,
features in both domains were aligned by maximizing their correlation in a latent
space.

Unlike autoencoders and DBN, Convolution Neural Networks (CNNs) provide
an effective framework to exploit the spatial correlation between pixels in a hyper-
spectral image. However, when it comes to training with small data, CNNs tends
to overfit due to the large number of trainable network parameters. To solve this
problem, Haut [58] present an active learning algorithm that uses a special network
called Bayesian CNN [59]. Gal and Ghahramani [59] have shown that dropout in
neural network can be considered as an approximation to theGaussian process, which
offers nice properties such as uncertainty estimation and robustness to overfitting. By
performing dropout after each convolution layer, the training of Bayesian CNN can
be cast as approximate Bernoulli variational inference. During evaluation, outputs
of a Bayesian CNN are averaged over several passes, which allows us to estimate
the model prediction uncertainty and the model suffers less from overfitting. Multi-
ple uncertainty-based query criteria were then deployed to select samples for active
learning.
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5.3 Knowledge Transfer Between Sources

Another common image analysis scenario entails learning with multiple sources, in
particular, where one source is label “rich” (in the quantity and/or quality of labeled
data) and the other source is label “starved”. Sources in this scenario could imply
different sensors, different sensing platforms (e.g., ground-based imagers, drones, or
satellites), different time points, and different imaging viewpoints. In this situation,
when it is desired to undertake analysis in the label-starved domain (often referred to
as the target domain), a common strategy is to transfer knowledge from the label-rich
domain (often referred to as the source domain).

5.3.1 Transfer Learning and Domain Adaptation

Effective training has always been a challenge with deep learning models. Besides
requiring large amounts of data, the training itself is time-consuming and often comes
with convergence and generalization problems. One major breakthrough of effective
training of deep networks is the pretraining technique introduced by Hinton et al.
[4], where a DBN was pretrained with unlabeled labeled data in a greedy layer-wise
fashion, followed by a supervised fine-tuning. In particular, the DBNwas trained one
layer at a time by reconstructing outputs from the previous layer for the unsupervised
pretraining. At the last training stage, all parameters were fine-tuned together by opti-
mizing a supervised training criterion. In Erhan et al. in [60], the authors suggested
that unsupervised pretraining works as a form of regularization. It not only provides
a good initialization but also helps the generalization performance of the network.
Similar to unsupervised pretraining, networks pretrained with supervision have also
achieved huge success. In fact, using pretrained models as a starting point for new
training has become a common practice for many analysis tasks [61, 62].

The main idea behind transfer learning is that knowledge gained from related
tasks or a related data source can be transferred to a new task by fine-tuning on the
new data. This is particularly useful when there is a data shortage in the new domain.
In the computer vision community, a common approach to transfer learning is to
initialize the network with weights that are pretrained for image classification on the
ImageNet dataset [8]. The rationale for this is that ImageNet contains millions of
natural images that are manually annotated andmodels trained with it tend to provide
a “baseline performance” with generic and basic features commonly seen in natural
images. Researchers have shown that features from lower layers of deep networks are
color blobs, edges, shapes [13]. These basic features are usually readily transferable
across datasets (e.g., data from different sources) [63].

In [64], Penatti et al. discussed the feature generalization in the remote sensing
domain. Empirical results suggested that transferred features are not always better
than hand-crafted features, especially when dealing with unique scenes in remote
sensing images.Windrim et al. [65] unveiled valuable insights on transfer learning in
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the context of hyperspectral image classification. In order to test the effect of filter size
andwavelength interval, multiple hyperspectral datasets were acquiredwith different
sensors. The performance of transfer learning was examined through a comparison
with training the network from scratch, i.e., randomly initializing network weights.
Extensive experimentswere carried out to investigate the impact of data size, network
architecture, and so on. The authors also discussed the training convergence time and
feature transferability under various conditions.

Despite the open questions which require more investigations, extensive stud-
ies have empirically shown the effectiveness of transfer learning on hyperspectral
image analysis [39, 51, 66–76].Marmanis et al. [66] introduced the pretrainedmodel
idea [1] for hyperspectral image classification. A pretrained AlexNet [1] was used as
a fixed feature extractor and a two-layer CNNwas attached for the final classification.
Yang et al. [68] proposed a two-branch CNN for extracting spectral–spatial features.
To solve the data scarcity problem, weights of lower layers were pretrained from
another dataset and the entire network was then fine-tuned on the source dataset.
Similar strategies have also been followed in [69, 74, 77].

Along with pretraining and fine-tuning, domain adaptation is another mechanism
to transfer knowledge from one domain to another. Domain adaptation algorithms
aim at learning a model from source data that can perform well on the target data. It
can be considered as a sub-category of transfer learning, where the input distribution
p(X) changes while the label distribution p(Y |X) remains the same across the two
domains.Unlike the pretraining andfine-tuningmethod,which canbeusedwhenboth
distributions change, domain adaptation usually assumes the class-specific properties
of the features within the two domains are correlated. This allows us to enforce
stronger connections while transferring knowledge.

Othman et al. [70] proposed a domain adaptation network that can handle cross-
scene classification when there is no labeled data in the target domain. Specifically,
the network used three loss components for training: a classification loss (cross-
entropy) in the source domain, a domain matching loss based on Maximum Mean
Discrepancy (MMD) [78], and a graph regularization loss that aims to retain the
geometrical structure of the unlabeled data in the target domain. The cross-entropy
loss ensures that features produced by the network are discriminative. Having dis-
criminative features in the original domain has also been found to be beneficial
for the domain matching process [22]. In order to undertake domain adaptation,
features from the two domains were aligned by minimizing the distribution differ-
ence. Zhou and Prasad [76] proposed to align domains (more specifically, features
in these domains) based on Domain Adaptation Transformation Learning (DATL)
[22]—DATL aligns class-specific features in the two domains by projecting the two
domains onto a common latent subspace such that the ratio of within-class distance
to between-class distance is minimized in that latent space.

Next, we briefly review how a projection such as DATL can be used to align
deep networks for domain adaptation and present some results with multi-source
hyperspectral data. Consider the distance between a source sample xsi and a target
sample xtj in the latent space,
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d(xsi , x
t
j ) = ‖ fs(x

s
i ) − ft (x

t
j )‖2, (5.1)

where fs and ft are feature extractors, e.g., CNNs that transform samples from both
domains to a common feature space. To make the feature space robust to small
perturbations in original source and target domains, the stochastic neighborhood
embedding is used to measure classification performance [79]. In particular, the
probability pi j of the target sample xtj being the neighbor of the source sample xsi is
given as

pi j = exp(−‖ fs(xsi ) − ft (xtj )‖2)
∑

xsk∈DS exp(−‖ fs(xsk ) − ft (xtj )‖2)
, (5.2)

whereDS is the source domain. Given a target sample with its label (xtj , y
t
j = c), the

source domainDs can be split into a same-class setDs
c = {xsk |yk = c} and a different-

class setDs
�c = {xsk |yk �= c}. In the classification setting, one wants to maximize the

probability of making the correct prediction for x j .

p j =
∑

xsi ∈Ds
c
exp(−‖ fs(xsi ) − ft (xtj )‖2)

∑
xsk∈Ds

�c
exp(−‖ fs(xsk ) − ft (xtj )‖2)

. (5.3)

Maximizing the probability p j is equivalent to minimizing the ratio of intra-class
distances to inter-class distances in the latent space. This ensures that classes from
the target domain and the source domain are aligned in the latent space. Note that
the labeled data from the target domain (albeit limited) can be further used to make
the feature more discriminative. The final objective function of DATL can then be
written as

L = β

∑
xsi ∈Ds

c
exp(−‖ fs(xsi ) − ft (xtj )‖2)

∑
xsk∈Ds

�c
exp(−‖ fs(xsk ) − ft (xtj )‖2)

(5.4)

+(1 − β)

∑
xti ∈Dt

c
exp(−‖ ft (xsi ) − ft (xtj )‖2)

∑
xtk∈Dt

�c
exp(−‖ ft (xsk ) − ft (xtj )‖2)

.

The first term can be domain alignment term and the second term can be seen as a
class separation term. β is the trade-off parameter that is data dependent. The greater
the difference between source and target data, the larger value of β should be used
to put more emphasis on domain alignment.

Depending on the feature extractors, Eq. 5.3 can be either solved using conjugate
gradient-based optimization [22] or treated as a loss and solved using stochastic
gradient descent [80]. DATL has been shown to be effective for addressing large
domain shifts such as between street view and satellite hyperspectral images [22]
acquired with different sensors and imaged with different viewpoints.

Figure 5.5 shows the architecture of Feature Alignment Neural Network (FANN)
that leverages DATL. Two Convolutional Recurrent Neural Networks (CRNN) were
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Fig. 5.5 The architecture of feature alignment neural network. (Source adapted from [76])

trained separately for the source and target domains. Features from corresponding
layers were connected through an adaptation module, which is composed of a DATL
term and a trade-off parameter that balances the domain alignment and the class
separation. Specifically, the trade-off parameter β is automatically estimated by a
proxy A-distance (PAD) [81].

β = PAD/2 = 1 − 2ε, (5.5)

where PAD is defined as PAD = 2(1 − 2ε) and ε ∈ [0, 2] is the generalization error
of a linear SVM trained to discriminate between two domains. Aligned features were
then concatenated and fed to a final softmax layer for classification (Table 5.3).

The performance of FANN was evaluated on a challenging domain adaptation
dataset introduced in [22]. See Fig. 5.6 for the true color images for the source and
target domains. The dataset consists of hyperspectral images of ecologically sensitive
wetland vegetation that were collected by different sensors from two viewpoints—
“Aerial” and “Street view” (and using sensors with different spectral characteristics)
in Galveston, TX. Specifically, the aerial data were acquired using the ProSpecTIR
VS sensor aboard an aircraft and has 360 spectral bands ranging from 400 nm to
2450 mm with a 5 nm spectral resolution. The aerial view data were radiometrically
calibrated and corrected. The resulting reflectance data has a spatial coverage of
3462 × 5037 pixels at a 1 m spatial resolution. On the other hand, the Street view
data were acquired through the Headwall Nano-Hyperspec sensor on a different date
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Table 5.3 Network configuration summary for the Aerial and Street view wetland hyperspectral
dataset (A-S view wetland). (Source adapted from [76])

FANN (A-S view wetland)

CRNN (Street) → DATL ← CRNN (Aerial)

(conv4-128 + maxpooling) → DATL ← (conv5-512 + maxpooling)

(conv4-128 + maxpooling) → DATL ← (conv5-512 + maxpooling)

(conv4-128 + maxpooling) → DATL ← (conv5-512 + maxpooling)

(conv4-128 + maxpooling) → DATL ← (conv5-512 + maxpooling)

(conv4-128 + maxpooling) → DATL ← (conv5-512 + maxpooling)

recur-64 → DATL ← recur-128

Fully connected-12

Fig. 5.6 Aerial and Street view wetland hyperspectral dataset. Left: Aerial view of the wetland
data (target domain). Right: Street view of wetland data (source domain). (Source adapted from
[76])

and represents images acquired by operating the sensor on a tripod and imaging the
vegetation in the field during ground-reference campaigns. Unlike the Aerial view
data, the street view data represent at-sensor radiance data with 274 bands spanning
400 nm and 1000 nm at 3 nm spectral resolution. As can be seen from Fig. 5.7,
spectral signatures for the same class are very different between the source and
target domains. With very limited labeled data in the aerial view, FANN achieved
significant classification improvement compared to traditional domain adaptation
methods (see Table 5.4).

As can be seen from Fig. 5.8, raw hyperspectral features from source and target
domains are not aligned with each other. Due to the limited labeled data in Aerial
view data, the mixture of classes happens in a certain level. The cluster structures are
improved slightly by CRNN, see Fig. 5.8c, d for comparison. On the contrary, the
source data, i.e., Street view data, have well-separated cluster structure. However, the
classes are not aligned between the two domains; therefore, labels from the source
domain cannot be used to directly train a classifier for the target domain. After
passing all samples through the FANN, the two domains are aligned class by class
in the latent space, as shown in Fig. 5.8e.
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Fig. 5.7 Mean spectral signature of the Aerial view (target domain) wetland data (a) and the Street
view (source domain) wetland data (b). Different wetland vegetation species (classes) are indicated
by colors. (Source adapted from [76])

Table 5.4 Overall classification accuracies of different domain adaptation methods on the Aerial
and Street view wetland dataset. (Source adapted from [76])

Methods SSTCA KEMA D-CORAL FANN

Accuracy 85.3 ± 5.6 87.3 ± 1.7 92.5 ± 1.9 95.8 ± 1.1

Fig. 5.8 t-SNE feature visualization of the Aerial and Street view wetland hyperspectral data at
different stages of FANN. a Raw spectral features of Street view data in source domain. b CRNN
features of Street view data in source domain. c Raw spectral features of Aerial view data in source
domain. d CRNN features of Aerial view data in source domain. e FANN features for both domains
in the latent space. (Source adapted from [76])
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Table 5.5 Overall accuracy of the features of alignment layers and concatenated features for the
Aerial and Street view wetland dataset. (Source adapted from [76])

Layer FA-1 FA-2 FA-3 FA-4 FA-5 FA-6 FANN

OA 88.1 86.2 83.9 75.7 72.0 86.4 95.8

To better understand the feature adaptation process, features from all layers were
investigated individually and compared to the concatenated features. Performance
of each alignment layer is shown in Table 5.5. Consistent with observations in [63],
accuracies drop from the first layer to the fifth layer as features become more and
more specialized toward the training data. Therefore, the larger domain gap makes
domain adaptation challenging. Although the last layer (FA-6) was able to mitigate
this problem, this is because the recurrent layer has the ability to capture contextual
information along the spectral direction of the hyperspectral data. Features from
the last layer are the most discriminative ones, which allow the aligning module
(DATL) to put more weight on the domain alignment (c.f. β in Eqs. 5.4 and 5.5). The
concatenated features obtained the highest accuracy compared to individual layers.
As mentioned in [76], an improvement of this idea would be to learn a combination
weights for different layers instead of a simple concatenation.

5.3.2 Transferring Knowledge—Beyond Classification

In addition to image classification/semantic segmentation tasks, the notion of trans-
ferring knowledge between sources and datasets has also been used for many other
tasks, such as object detection [67], image super-resolution [71], and image caption-
ing [72].

Compared to image-level labels, training an object detection model requires
object-level labels and corresponding annotations (e.g., through bounding boxes).
This increases the labeling requirement/costs for efficient model training. Effective
feature representation is hence crucial to the success of these methods. As an exam-
ple, in order to detect aircraft from remote sensing images, Zhang et al. [67] proposed
to use the UC Merced land use dataset [82] as a background class to pretrain Faster
RCNN [83]. By doing this, the model gained an understanding of remote sensing
scenes which facilitated robust object detection. The underlying assumption in such
an approach is that even though the foreground objectsmay not be the same, the back-
ground information remains largely unchanged across the sources (e.g., datasets) and
can, hence, be transferred to a new domain.

Another important application of remote sensed images is pansharpening, where
a panchromatic image (which has a coarse/broad spectral resolution, but very high
spatial resolution) is used to improve the spatial resolution of multi/hyperspectral
image. However, a high-resolution panchromatic image is not always available for
the same area that is covered by the hyperspectral images. To solve this problem,
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Yuan et al. [71] pretrained a super-resolution network with natural images and
applied the model to the target hyperspectral image band by band. The underlying
assumption in thiswork is that the spatial features in both the high- and low-resolution
images are the same in both domains irrespective of the spectral content.

Traditional visual tasks like classification, object detection, and segmentation
interpret an image at either pixel or object level. Image captioning takes this notion a
step further and aims to summarize a scene in a language that can be interpreted easily.
Although many image captioning methods have been proposed for natural images,
this topic has not been rigorously developed in the remote sensing domain. Shi et al.
[72] proposed satellite image captioning by using a pretrained Fully Convolutional
Network (FCN) [84]. The base network was pretrained for image classification on
ImageNet. To understand the images, three losses were defined at the object, environ-
ment, and landscape scale, respectively. Predicted labels at different levels were then
sent to a language generation model for captioning. In this work, the task in target
domain is very different from the one in the source domain. Despite that, pretrained
model still provides features that are generic enough to help understanding the target
domain images.

5.4 Data Augmentation

Flipping and rotating images usually do not affect the class labels of objectswithin the
image. Amachine learningmodel can benefit if the training library is augmentedwith
samples with these simple manipulations. By changing the input training images in
a way that does not affect the class, it allows algorithms to train from more examples
of the object, and the models hence generalize better to test data. Data generation
and augmentation share the same philosophy—to generate synthetic or transformed
data that is representative of real-world data and can be used to boost the training.

Data augmentation such as flipping, rotation, cropping, and color jittering have
been shown to be very helpful for training deep neural networks [1, 85, 86]. These
operations, in fact, have become common practice when training models for natu-
ral image analysis tasks. Despite the differences between hyperspectral and natural
images, standard augmentation methods like rotation, translation, and flipping have
been proven to be useful in boosting the classification accuracy of hyperspectral
image analysis tasks [87] and [88]. To simulate the variance in the at-sensor radiance
andmixed pixels during the imaging process, Chen et al. [16] created virtual samples
by multiplying random factors to existing samples and linearly combining samples
with randomweights, respectively. Li et al. [89] showed the performance can be fur-
ther improved by integrating spatial similarity through pixel block pairs, in which a
3 × 3 window around the labeled pixel was used as a block and different blocks were
paired together based on their labels to augment the training set. A similar spatial
constraint was also used by Feng et al. [90], where unlabeled pixels were assigned
labels for training if their k-nearest neighbors (in both spatial and spectral domains)
belong to the same class. Haut et al. [91] used a random occlusion idea to augment
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data in the spatial domain. It randomly erases regions from the hyperspectral images
during the training. As a consequence, the variance in the spatial domain increased
and led to a model that generalized better.

Some flavors of data fusion algorithms can be thought of as playing the role of
data augmentation, wherein supplemental data sources are helping the training of
the models. For instance, a building roof and a paved road both can be made from
similar materials—in such a case, it may be difficult for a model to tell differential
these classes from the reflectance spectra alone. However, this distinction can be
easily made by comparing their topographic information (e.g., using LiDAR data).
A straightforward approach to fuse hyperspectral and LiDAR data would be training
separate networks—one for each source/sensor and combining their features either
through concatenation [92, 93] or some other schemes such as a composite ker-
nel [94]. Zhao et al. [95] presented data fusion of multispectral and panchromatic
images. Instead of applying CNN to the entire image, features were extracted for
superpixels that were generated from the multispectral image. Particularly, a fixed
size window around each superpixel was split into multiple regions and the image
patch in each region was feed into a CNN for extracting local features. These local
features were sent to an autoencoder for fusion and a softmax layer was added at
the end for prediction. Due to its relatively high spatial resolution, the panchromatic
image can produce spatial segments at a finer scale than the multispectral image.
This was leveraged to refine the predictions by further segmenting each superpixel
based on panchromatic image.

Aside from augmenting the input data, generating synthetic data that resembles
real-life data is another approach to increase training samples. Generative adversarial
network (GAN) [96] introduced a trainable approach to generate new synthetic
samples. GAN consists of two sub-networks, a generator and a discriminator. During
the training, two components play a game with each other. The generator is trying
to fool the discriminator by producing samples that are as realistic as possible, and
the discriminator is trying to discern whether a sample is synthetically generated
or belongs to the training data. After the training process converges, the generator
will be able to produce samples that look similar to the training data. Since it does
not require any labeled data, there has been an increasing interest in using GAN
for data augmentation in many applications. This has been applied to hyperspectral
image analysis in recent years [49, 73, 97, 98]. Both [49] and [98] used GAN
for hyperspectral image classification, where a softmax layer was attached to the
discriminator. Fake data were treated as an additional class in the training set. Since a
large amount of unlabeled was used for training the GAN, the discriminator became
good at classifying all samples. A transfer learning idea was proposed for super-
resolution in [73], where a GAN is pretrained on a relatively large dataset and
fine-tuned on the UC Merced land use dataset [82].
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5.5 Future Directions

In this chapter, we reviewed recent advances in deep learning for hyperspectral image
analysis. Although a lot of progress has been made in recent years, there is still a lot
of open problems and related research opportunities. In addition to making advances
in algorithms and network architectures (e.g., networks for multi-scale, multi-sensor
data analysis, data fusion, image super-resolution, etc.), there is a need for addressing
fundamental issues that arise from insufficient data and the fundamental nature of
the data being acquired. Toward this end, the following directions are suggested:

• Hyperspectral ImageNet:Wehavewitnessed the immense success brought about in
part by the ImageNet dataset for traditional image analysis. The benefit of building
a similar dataset for hyperspectral image is compelling. If such libraries can be
created for various image analysis tasks (e.g., urban land cover classification,
ecosystem monitoring, material characterization, etc.), they will enable learning
truly deep networks that learn highly discriminative spatial–spectral features.

• Interdisciplinary collaboration: Developing an effective model for analyzing
hyperspectral data requires a deep understanding of both the properties of the data
itself and machine learning techniques. With this in mind, networks that reflect the
optical characteristics of the sensing modalities (e.g., inter-channel correlations)
and variability caused in acquisition (e.g., varying atmospheric conditions) should
add more information for the underlying analysis tasks compared to “black-box”
networks.
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Chapter 6
Addressing the Inevitable Imprecision:
Multiple Instance Learning
for Hyperspectral Image Analysis

Changzhe Jiao, Xiaoxiao Du and Alina Zare

Abstract In many remote sensing and hyperspectral image analysis applications,
precise ground truth information is unavailable or impossible to obtain. Impreci-
sion in ground truth often results from highly mixed or sub-pixel spectral responses
over classes of interest, a mismatch between the precision of global positioning
system (GPS) units and the spatial resolution of collected imagery, and misalign-
ment between multiple sources of data. Given these sorts of imprecision, training
of traditional supervised machine learning models which rely on the assumption of
accurate and precise ground truth becomes intractable. Multiple instance learning
(MIL) is a methodology that can be used to address these challenging problems.
This chapter investigates the topic of hyperspectral image analysis given imprecisely
labeled data and reviews MIL methods for hyperspectral target detection, classifica-
tion, data fusion, and regression.

6.1 Motivating Examples for Multiple Instance Learning
in Hyperspectral Analysis

In standard supervised machine learning, each training sample is assumed to be cou-
pledwith the desired classification label.However, acquiring accurately labeled train-
ing data can be time consuming, expensive, or at times infeasible. Challenges with
obtaining precise training labels and location information are pervasive throughout
many remote sensing and hyperspectral image analysis tasks. A learning methodol-
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Multiple Instance Learning:

Negative Bags
Label = 0

Positive Bags
Label = +1

Fig. 6.1 In multiple instance learning, data is labeled at the bag level. A bag is labeled as a positive
bag if it contains at least one target instance. The number of target versus nontarget instances in each
positive bag is unknown. A bag is labeled as a negative bag if it contains only nontarget instances.
In this figure, blue points correspond to nontarget instances where red points correspond to target
instances. Source: c© [2019] IEEE. Reprinted, with permission, from [62]

ogy to address imprecisely labeled training data is multiple instance learning (MIL).
In MIL, data is labeled at the bag level where a bag is a multi-set of data points as
illustrated in Fig. 6.1. In standard MIL, bags are labeled as “positive” if they contain
any instances representing a target class whereas bags are labeled as “negative” if
they contain only nontarget instances. Generating labels for a bag of points is often
much less time consuming and aligns with the realistic scenarios encountered in
remote sensing applications as outlined in the following motivating examples.

• Hyperspectral Classification: Training a supervised classifier requires accurately
labeled spectra for the classes of interest. In practice, this is often accomplished
by creating a ground truth map of a hyperspectral scene (scenes which frequently
contain hundreds of thousands of pixels or more). Generation of ground truthmaps
is challenging due to labeling ambiguity that naturally arises due to relatively
coarse resolution and compound diversity of the remotely sensed hyperspectral
scene. For example, an area that is labeled as vegetationmaycontain bothplants and
bare soil, making the training label inherently ambiguous. Furthermore, labeling
each pixel of the hyperspectral scene is tedious and annotator performance is
generally inconsistent from person to person or over time. Due to these challenges,
“ground-rumor” may be a more appropriate term than “ground-truth” for the maps
that are generated. These ambiguities naturally map to the MIL framework by
allowing an annotator to label spatial regions if it contains a class of interest
(corresponding to positive bags) and negative bags for spatial regions known to
exclude those classes. For instance, an annotator can easily mark (e.g., circle on a
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Fig. 6.2 Illustration of inaccurate coordinates from GPS: one target denoted as brown by GPS has
one pixel drift. Source: c© [2018] Elsevier Reprinted, with permission, from [45]

map) positive bag regions that contain vegetation and then mark regions of only
bare soil and building/man-made materials for negative bags when vegetation is
the class of interest.

• Sub-pixel Target Detection: Consider the hyperspectral target detection problem
illustrated in Fig. 6.2. This hyperspectral scenewas collected over theUniversity of
Southern Mississippi-Gulfpark Campus [1] and includes many emplaced targets.
These targets are cloth panels of four colors (Brown, Dark Green, Faux Vineyard
Green, and Pea Green) varying from 0.5m × 0.5m, 1m × 1m, and 3m × 3m in
size. The ground sample distance of this hyperspectral data set is 1m. Thus, the
0.5m × 0.5m targets are, at best, a quarter of a pixel in size; the 1m × 1m targets
are, at best, exactly one pixel in size; and the 3m × 3m targets cover multiple
pixels. However, the targets are rarely aligned with the pixel grid, resulting in the
0.5m × 0.5m and 1m × 1m target responses often straddling multiple pixels and
being sub-pixel. The scene also had heavy tree coverage and resulted in targets
being heavily occluded by the tree canopy. The sub-pixel nature of the targets
and occlusion by the tree canopy causes this to be a challenging target detection
problem and one in which manual labeling of target location by visual inspection
is impractical. Ground truth locations of the targets in this scene were collected by
a GPS unit with 2–5m accuracy. Thus, the ground truth is only accurate up to some
spatial region (as opposed to the pixel level). For example, the region highlighted
in Fig. 6.2 contains one brown target. From this highlighted region, one can clearly
see that the GPS coordinate of this brown target (denoted by the red dot) is shifted
one pixel from the actual brown target location (denoted by the yellow rectangle).
This is a rare example where we can visually see the brown target. Most of the
targets are difficult to distinguish visibly. Developing a classifier or extracting a
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Fig. 6.3 An example of 3D scatterplot of LiDAR data over the University of Southern Mississippi-
Gulfpark campus. The LiDAR points were colored by the RGB imagery provided by HSI sensors
over the scene. Source: c© [2020] IEEE. Reprinted, with permission, from [86]

pure prototype for the target class given incomplete knowledge of the training data
is intractable using standard supervised learning methods. This also directly maps
to the MIL framework since each positive bag can correspond to the spatial region
associated with each ground truth point and its corresponding range of imprecision
and negative bags can correspond to spatial regions that do not overlap with any
ground truth point or its associated halo of uncertainty.

• Multi-sensor Fusion: When fusing information obtained by multiple sensors, each
sensor may provide complementary information that can aid scene understand-
ing and analysis. Figure6.3 shows a three-dimensional scatter plot of the LiDAR
(Light Detection And Ranging) point cloud data over the University of South-
ern Mississippi-Gulfpark Campus collected simultaneously with the hyperspec-
tral imagery (HSI) described above. In this data set, the hyperspectral and LiDAR
data can be leveraged jointly for scene segmentation, ground cover classification,
and target detection. However, there are challenges that arise during fusion. The
HSI and LiDAR data are of drastically different modalities and resolutions. HSI is
collected natively on a pixel grid with a 1m ground sample distance whereas the
raw LiDAR data is a point cloud with a higher resolution of 0.60m cross track and
0.78m along track spot spacing. Commonly, before fusion, data is co-registered
onto a shared pixel grid. However, image co-registration and rasterization may
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introduce inaccuracies [2, 3]. In this example, consider the edges of the build-
ings with gray roofs in Fig. 6.3. Some of the hyperspectral pixels of the buildings
have been inaccurately mapped to LiDAR points corresponding to the neighboring
grass pixels on the ground. Similarly, some hyperspectral points corresponding to
sidewalk and dirt roads have been inaccurately mapped to high elevation values
similar to nearby trees and buildings. Directly using such inaccurate measure-
ments for fusion can cause further inaccuracy or error in classification, detection,
or prediction. Therefore, it is beneficial to develop a fusion algorithm that is able
to handle such inaccurate/imprecise measurements. Imprecise co-registration can
also be mapped to the MIL framework by considering a bag of points from a local
region in one sensor (e.g., LiDAR) to be candidates for fusion in each pixel in the
other sensors (e.g., hyperspectral).

These examples illustrate that remote-sensing data and applications are often
plagued with inherent spatial imprecision in ground truth information. Multiple
instance learning is a framework that can alleviate the issues that arise due to
this imprecision. Therefore, although imprecise ground truth plagues instance-level
labels, bags (i.e., spatial regions) can be labeled readily and analyzed using MIL
approaches.

6.2 Introduction to Multiple Instance Classification

MIL was first proposed by Dietterich et al. [4] for the prediction of drug activity.
The effectiveness of a drug is determined by how tightly the drug molecule binds to
a larger protein molecule. Although a molecule may be determined to be effective,
it can have variants called “conformations” of which only one (or a few) actually
binds to the desired target binding site. In this task, the learning objective is to
infer the correct shape of the molecule that actually has tight binding capacity. In
order to solve this problem, Dietterich et al. introduced the definition of “bags.”
Each molecule was treated as a bag and each possible conformation of the molecule
was treated as an instance in that bag. This directly induces the definition of multiple
instance learning. A positively labeled bag contains at least one positive instance (but,
also, some number of negative instances) and negatively labeled bags are composed
of entirely negative instances. The goal is to uncover the true positive instances in
each positive bag and what characterizes positive instances.

Although initially proposed for this drug activity application, the multiple
instance learning framework is extremely relevant and applicable to a number
of remote-sensing problems arising from imprecision in ground truth informa-
tion. By labeling data and operating at the bag level, ground truth imprecision
inherent in remote sensing problems are addressed and accounted for within
a multiple instance learning framework.
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6.2.1 Multiple Instance Learning Formulation

The multiple instance learning framework can be formally described as follows.
Let X = [x1, . . . , xN ] ∈ R

n×N be training data instances where n is the dimension-
ality of an instance and N is the total number of training instances. The data are
grouped into K bags, B = {B1, . . . ,BK }, with associated binary bag-level labels,
L = {L1, . . . , LK }where Li ∈ {0, 1} for two-class classification.Abag,Bi , is termed
positive with Li=1 if it contains at least one positive instance. The exact number or
identification of positive and negative instances in each positive bag is unknown.
A bag is termed negative with Li=0 when it contains only negative instances. The
instancexi j ∈ Bi denotes the j th instance in bagBi with the (unknown) instance-level
label li j ∈ {0, 1}.

In standard supervised machine learning methods, all instance level labels are
known for the training data. However, in multiple instance learning, only the bag-
level labels are known. Given this formulation, the fundamental goal of an MIL
method is to determine what instance-level characteristics are common across all
positive bags and cannot be found in any instance in any negative bag.

6.2.2 Axis-Parallel Rectangles, Diverse Density, and Other
General MIL Approaches

Many general MIL approaches have been developed in the literature. Axis-parallel
rectangles (APR) [4] algorithms were the first set of MIL algorithms proposed by
Dietterich et al. for drug activity prediction in the 1990s. An axis-parallel rectangle
can be viewed as a region of true positive instances in the feature space. In APR
algorithms, a lower and upper bound encapsulating the positive class is estimated in
each feature dimension. Three APR algorithms, greedy feature selection elimination
count (GFS elim-count), greedy feature selection kernel density estimation (GFS
kde), and iterated discrimination (iterated-discrim) algorithms were investigated and
compared in [4]. As an illustration,GFS elim-countAPR refers to finding anAPR in a
greedy manner starting from a region that exactly covers all of the positive instances.
Figure6.4 shows the “all-positive APR” as a solid line bounding box of the instances,
where the unfilled markers represent positive instances and filled markers represent
negative instances. As shown in the figure, the all-positive APR may contain sev-
eral negative examples. The algorithm proceeds by greedily eliminating all negative
instances within the APR while maintaining as many positive instances as possible.
The dashed box in Fig. 6.4 indicates the final APR identified by the GFS elim-count
algorithm by iteratively excluding the “cheapest” negative instance, determined by
requiring the minimum number of positive instances that need to be removed from
the APR to exclude that negative instance.

Diverse density (DD) [5, 6] was one of the first multiple instance learning algo-
rithms that estimated a positive concept. The positive concept is a representative of
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Fig. 6.4 Illustration of the GFS elim-count procedure for excluding negative instances. The “all-
positive APR” is indicated by a solid box. The unfilled markers represent positive instances and
filled markers represent negative instances. The final APR is indicated by the dashed box [4]

the positive class. This representative is estimated in DD by identifying a represen-
tative feature vector that is close to the intersection of all positive bags and far from
every negative instance. In other words, the target concept represents an area that
preserves both a high density of target points and a low density of nontarget points,
called diverse density. This is accomplished in DD by maximizing the likelihood
function in Eq. (6.1),

argmax
d

K+∏

i=1

Pr(d = s|B+
i )

K++K−∏

i=K++1

Pr(d = s|B−
i ), (6.1)

where s is the assumed true positive concept, d is the concept representative to be
estimated, K+ is the number of positive bags and K− is the number of negative
bags. The first term in Eq. (6.1), which is used for all positive bags, is defined by the
noisy-or model,

Pr(d = s|B+
i ) = Pr(d = s|xi1, xi2, . . . , xi Ni ) = 1 −

Ni∏

j=1

(1 − Pr(d = s|xi j ∈ B+
i )),

(6.2)
where Pr(d = s|xi j ) = exp(−‖xi j − d‖2). The term in (6.2) can be interpreted as
requiring there be at least one instance in positive bag B+

i that is close to the positive
representative d. This can be understood by noticing that (6.2) evaluates to 1 if



148 C. Jiao et al.

there is at least one instance in the positive bag that is close to the representative
(i.e., exp(−‖xi j − d‖2) → 1 which implies 1 − Pr(d = s|xi j ∈ B+

i ) → 0, resulting
in 1 − ∏Ni

j=1(1 − Pr(d = s|xi j ∈ B+
i )) → 1). In contrast, (6.2) evaluates to 0 if all

points in a positive bag are far from the positive concept.
The second term is defined by

Pr(d = s|B−
i ) =

Ni∏

j=1

(1 − Pr(d = s|xi j ∈ B−
i )). (6.3)

which encourages positive concepts to be far from all negative points. The noisy-or
model, however, is highly non-smooth and there are several local maxima in the solu-
tion space. This is alleviated in practice by performing gradient ascent repeatedlywith
starting points from every positive instance to maximize the proposed log-likelihood
function. Alternatively, an expectation maximization version of diversity density
(EM-DD) [7] was proposed by Zhang et al. in order to improve the computation time
of DD [5, 6]. EM-DD assumes there exists only one instance per bag corresponding
to the bag-level label and treats the knowledge of the key-point instance correspond-
ing to the bag-level label as a hidden latent variable. EM-DD starts with an initial
estimate of the positive concept d and iterates between an expectation step (E-step)
that selects one point per bag as the representative point of that bag and then per-
forms a quasi-newton optimization (M-step) [8] on the single-instance DD problem.
In practice, EM-DD is much more computationally efficient than DD. However, the
computational benefits are traded-off with potential inferior performance accuracy
to DD [9].

Since the development of the APR and DD, many MIL approaches have been
developed and published in the literature. These include prototype-based meth-
ods such as the dictionary-based multiple instance learning (DMIL) algorithm
[10] and its generalization, generalized dictionaries for multiple instance Learn-
ing (GDMIL) [11] which propose to optimize the noisy-or model using dictionary
learning approaches by learning a set of discriminative positive dictionary atoms to
describe the positive class [12–14]. The Max-Margin Multiple-Instance Dictionary
Learning (MMDL) methods [15] adopts the bag of words concept [16] and trains a
set of linear SVMs as a codebook. The novel assumption of MMDL is that the pos-
itive instances could belong to many different categories. For example, the positive
class “computer room” may have image patches containing a desk, a screen, and a
keyboard. The MILIS algorithm [17] alternates between the selection of an instance
per bag as a prototype that represents its bag and training a linear SVM on these
prototypes.

Additional support vector machine-based methods include the MILES (Multiple-
Instance Learning via Embedded Instance Selection) approach [18] which embeds
each training and testing bag into a high-dimensional space and then performs clas-
sification in the mapping space using a one-norm support vector machine (SVM)
[19]. Furthermore, the mi-SVM and MI-SVMmethods model the MIL problem as a
generalizedmixed integer formulation of the support vector machine [20].MissSVM
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algorithm [21] solves the MIL problem using a semi-supervised SVM with the con-
straint that at least one point from each positive bag must be classified as positive.
Hoffman et al. [22] jointly exploit the image-level and bounding box labels and
achieve state-of-the-art results in object detection. Li and Vasconcelos [23] further
investigateMIL problemwith labeling noise in negative bags and use “top instances”
as the representatives of “soft bags”, then proceed with bag-level classification via
latent-SVM [24].

Meng et al. [25] integrate the self-paced learning (SPL) [26] into MIL and pro-
pose SP-MIL for co-saliency detection. The Citation-kNN [27] algorithm adapts the
k nearest neighbor (kNN) method [28] to MIL problems by using the Hausdorff
distance [29] to compute distance between two bags and assigns bag-level labels
based on the nearest neighbor rules. Extensions of Citation-kNN include Bayesian
Citation-kNN [30] and Fuzzy-Citation-kNN [31, 32]. Furthermore, a large number
of MIL neural network methods such as [33] (often called “weak” learning methods)
have also been developed. Among the vast literature ofMIL research, very fewmeth-
ods focus on remote sensing and hyperspectral analysis. These methods are reviewed
in the following sections.

6.3 Multiple Instance Learning Approaches for
Hyperspectral Target Characterization and Sub-pixel
Target Detection

Hyperspectral target detection refers to the task of locating all instances of a target
given a known spectral signaturewithin a hyperspectral scene [34–36].Hyperspectral
target detection is challenging for a number of reasons: (1) Class Imbalance: The
number of training instances from the positive target class is small compared to
that of the negative training data such that training a standard classifier is difficult;
(2) Sub-pixel Targets: Due to the relatively low spatial resolution of hyperspectral
imagery and the diversity of natural scenes, one single pixelmay also contain different
ground materials, resulting in sub-pixel targets of interest; and (3) Imprecise Labels:
As outlined in Sect. 6.1, precise training labels are often difficult to obtain. For these
reasons, signature-based hyperspectral target detection [34] is commonly used as
opposed to a two-class classifier. However, the performance of a signature-based
detector depends on the target signature and obtaining an effective target signature
is challenging. In the past, this was commonly accomplished by measuring target
signatures for materials of interest in the lab or using point-spectrometers in the
field. However, this approach may introduce error due to changing environmental
and atmospheric conditions that impact spectral responses.

In this section, algorithms for multiple instance target characterization (i.e., esti-
mation of target concepts) from training data with label ambiguity are presented.
The aim is to estimate the target concepts from highly mixed training data that are
effective for target detection. Since these algorithms extract target concepts from
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training data assumed to have the same environmental context, influence from back-
ground materials, environmental and atmospheric conditions are addressed during
target concept estimation.

6.3.1 Extended Function of Multiple Instances

The extendedFunction ofMultiple Instances (eFUMI) approach [37, 38] ismotivated
by the linear mixing model in hyperspectral analysis. eFUMI assumes each data
point is a convex combination of target and/or nontarget concepts (i.e., endmembers)
and performs linear unmixing (i.e., decomposing spectra into endmembers and the
proportion of each endmember found in the associated pixel spectra) to estimate
positive and negative concepts. The approach also addresses label ambiguity by
incorporating a latent variable which indicates whether each instance of a positively
labeled bags is a true target.

More formally, the goal of eFUMI is to estimate a target concept, dT , nontarget
concepts, dk, ∀k = 1, . . . M , the number of needed nontarget concepts, M , and the
abundances, a j , which define the convex combination of the concepts for each data
point x j from labeled bags of hyperspectral data. If a bag Bi is positive, there is at
least one data point in Bi containing target,

if Li = 1, ∃x j ∈ Bi s.t. x j = α jTdT +
M∑

k=1

α jkdk + ε j , α jT > 0. (6.4)

However, the exact number of data points in a positive bag with a target contribution
(i.e., α jT > 0) and target proportions are unknown. Furthermore, if Bi is a negative
bag, this indicates that none of the data in this bag contains target,

if Li = 0,∀x j ∈ Bi , x j =
M∑

k=1

α jkdk + ε j . (6.5)

Given this framework, the eFUMI objective function is shown in (6.7). The three
terms in this objective function were motivated by the sparsity promoting iterated
constrained endmember (SPICE) algorithm [39]. The first term computes the squared
error between the input data and its estimate found using the current target and
nontarget signatures and proportions. The parameter u is a constant controlling the
relative importance of various terms. The scaling value w, which aids in the data
imbalance issue by weighting the influence of positive and negative data, is shown
in (6.6),

wl(x j ) =
{

1, if l(x j ) = 0;
αN−
N+ , if l(x j ) = 1.

, (6.6)
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where N+ is the total number of points in positive bags and N− is the total number
of points in negative bags.

The second term of the objective encourages target and nontarget signatures to
provide a tight fit around the data by minimizing the squared difference between
each signature and the global data mean, µ0. The third term is a sparsity promoting
term used to determine M , the number of nontarget signatures needed to describe the
input datawhere γk = �∑N

j=1 a
(t−1)
jk

and� is a constant parameter that controls the degree

sparsity is promoted. Higher values of � generally result in a smaller estimate M
value. The a(t−1)

jk values are the proportion values estimated in the previous iteration
of the algorithm. Thus, as the proportions for a particular endmember decrease, the
weight of its associated sparsity promoting term increases.

F = 1

2
(1 − u)

N∑

j=1

wj

∥∥∥∥(x j − z j a jT dT −
M∑

k=1

a jkdk)

∥∥∥∥
2

2
+ u

2

M∑

k=T,1

∥∥∥∥dk − µ0

∥∥∥∥
2

2
+

M∑

k=1

γk

N∑

j=1

a jk

(6.7)

E[F] =
∑

z j∈{0,1}

⎡

⎣1

2
(1 − u)

N∑

j=1

wj P(z j |x j , θ
(t−1))

∥∥∥∥∥x j − z ja jTdT −
M∑

k=1

a jkdk

∥∥∥∥∥

2

2

⎤

⎦

+u

2

M∑

k=T,1

‖dk − µ0‖22 +
M∑

k=1

γk

N∑

j=1

a jk (6.8)

The difference between (6.7) and the SPICE objective is the inclusion of a set
of hidden, latent variables, z j , j = 1, . . . , N , accounting for the unknown instance-
level labels l(x j ). To address the fact that the z j values are unknown, the expected
values of the log likelihood with respect to z j is taken as shown in (6.8). In (6.8), θ t

is the set of parameters estimated at iteration t and P(z j |x j , θ
(t−1)) is the probability

of individual points containing any proportion of target or not. The value of the
term P(z j |x j , θ

(t−1)) is determined given the parameter set estimated in the previous
iteration and the constraints of the bag-level labels, Li , as shown in (6.9),

P(z j |x j , θ
(t−1)) =

⎧
⎪⎪⎨

⎪⎪⎩

e−βr j , if z j = 0, Li = 1;
1 − e−βr j , if z j = 1, Li = 1;
0, if z j = 1, Li = 0;
1, if z j = 0, Li = 0;

(6.9)

where β is a scaling parameter and r j =
∥∥∥x j − ∑M

k=1 a jkdk
∥∥∥
2

2
is the approximation

residual between x j and its representation using only background endmembers. The
definition of P(z j |x j , θ

(t−1)) in (6.9) indicates that if a point x j is a nontarget point, it
should be fully represented by the background endmembers with very small residual
r j ; thus, P(z j = 0|x j , θ

(t−1)) = e−βr j → 1. Otherwise, if x j is a target point, it may
not be well represented by only the background endmembers, so the residual r j must
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be large and P(z j = 1|x j , θ
(t−1)) = 1 − e−βr j → 1. Note, z j is unknown only for

the positive bags; in the negative bags, z j is fixed to 0. This constitutes the E-step of
the EM algorithm.

The M-step is performed by optimizing (6.8) for each of the desired parame-
ters. The method is summarized in Algorithm 6.1.1 Please refer to [37] for detailed
discussion of the optimization approach and derivation.

Algorithm 6.1 eFUMI EM algorithm

1: Initialize θ0 = {dT ,D,A}, t = 1
2: repeat
3: E-step: Compute P(z j |x j , θ

(t−1)) given θ t−1

4: M-step:
5: Update dT and D by maximizing (6.8) wrt. dT , D
6: Update A by maximizing (6.8) wrt. A s.t. the sum-to-one and non-negative constraints
7: Prune each dk , k = 1, . . . , M if max j (a jk) ≤ τ where τ is a fixed threshold (e.g. τ =

10−6)
8: t ← t + 1
9: until Convergence
10: return dT ,D,A

6.3.2 Multiple Instance Spectral Matched Filter and Multiple
Instance Adaptive Coherence/Cosine Detector

The eFUMI algorithm described above can be viewed as a semi-supervised hyper-
spectral unmixing algorithm, where the endmembers of the target and nontarget
materials are estimated. Since eFUMIminimizes the reconstruction error of the data,
it is a representative algorithm that learns target concepts that are representatives for
(and have similar shape to) the target class. Significant challenges in applying the
eFUMI algorithm in practice are the large number of parameters that need to be set
and the fact that all positive bags are combined in the algorithm, neglecting the MIL
concept that each positive bag contains at least one target instance.

In contrast, the multiple instance spectral matched filter (MI-SMF) and multiple
instance adaptive coherence/cosine detector (MI-ACE) [41] learn discriminative tar-
get concepts that maximize the SMF or ACE detection statistics, which preserves
bag structure and does not require tuning parameter settings. These goals are accom-
plished by optimizing the following objective function,

argmax
s

1

K+
∑

i :Li=1

�(x∗
i , s) − 1

K−
∑

i :Li=0

1

N−
i

∑

xi j∈B−
i

�(xi j , s), (6.10)

1The eFUMI implementation is available at: https://github.com/GatorSense/FUMI [40].

https://github.com/GatorSense/FUMI
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where s is the target signatures,�(x, s) is the detection statistics of data point x given
target signature s, and x∗

i is the selected representative instance from the positive bag
B+
i , K

+ is the number of positive bags and K− is the number of negative bags.

x∗
i = arg max

xi j∈B+
i

�(xi j , s). (6.11)

This general objective can be applied to any target detection statistics. However,

consider the ACE detector, �ACE (x, s) = sT �−1
b (x−µb)√

sT �−1
b s

√
(x−µb)

T �−1
b (x−µb)

, where µb is

the mean of the background and �b is the background covariance. This detection
statistic can be viewed as an inner product in a whitened coordinate space

�ACE (x, s) = sT�−1
b (x − µb)√

sT�−1
b s

√
(x − µb)

T�−1
b (x − µb)

= sTUV− 1
2V− 1

2UT (x − µb)√
sTUV− 1

2 V− 1
2UT s

√
(x − µb)

TUV− 1
2V− 1

2UT (x − µb)

=
(

ŝ∥∥ŝ
∥∥

)T (
x̂∥∥x̂
∥∥

)

= ˆ̂sT ˆ̂x, (6.12)

where x̂ = V− 1
2UT (x − µb), ŝ = V− 1

2UT s, U and V are the eigenvectors and eigen-
values of the background covariance matrix�b, respectively, ˆ̂s = ŝ‖ŝ‖ , and ˆ̂x = x̂‖x̂‖ .
It is clear from Eq. (6.12) that the ACE detector response is the cosine value between
a test data point, x, and a target signature, s, after whitening. Thus, the objective
function (6.10) for MI-ACE can be rewritten as

argmax
ˆ̂s

1

K+
∑

i :Li=1

ˆ̂sT ˆ̂x∗
i − 1

K−
∑

i :Li=0

1

N−
i

∑

xi j∈B−
i

ˆ̂sT ˆ̂xi j , such that ˆ̂sT ˆ̂s = 1. (6.13)

The l2 norm constraint, ˆ̂sT ˆ̂s = 1, is resulted from the normalization term in Eq. (6.12).
The optimum for (6.13) can be derived by solving the Lagrangian optimization
problem for the target signature

ˆ̂s = t
‖t‖ , where t = 1

K+
∑

i :Li=1

ˆ̂x∗
i − 1

K−
∑

i :Li=0

1

N−
i

∑

xi j∈B−
i

ˆ̂xi j . (6.14)
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A similar approach can be applied for the spectral matched filter detector,

�SMF (x, s) = sT�−1
b (x − µb)√
sT�−1

b s
, (6.15)

resulting in the following update equation for MI-SMF:

ˆ̂s = t
‖t‖ , where t = 1

K+
∑

i :Li=1

x̂∗
i − 1

K−
∑

i :Li=0

1

N−
i

∑

xi j∈B−
i

x̂i j . (6.16)

Algorithm 6.2MI-SMF/MI-ACE
1: Compute µb and �b as the mean and covariance of all instances in the negative bags

2: Subtract the background mean and whiten all instances, x̂ = V− 1
2 UT (x − µb)

3: If MI-ACE, normalize: ˆ̂x = x̂‖x̂‖
4: Initialize ˆ̂s using the instance in a positive bag resulting in largest objective function value
5: repeat
6: Update the selected instances, x∗

i , for each positive bag, B
+
i using (6.11)

7: Update ˆ̂s using (6.14) for MI-ACE or (6.16) for MI-SMF
8: until Stopping Criterion Reached

9: return s = t
‖t‖ , where t = UV

1
2 ˆ̂s

TheMI-SMF andMI-ACE algorithms alternate between the two steps: (1) select-
ing representative instances fromeachpositive bag and (2) updating the target concept
s. TheMI-SMF andMI-ACEmethods stopwhen there is no change in the selection of
instances from positive bags across subsequent iterations. Similar to [7], since there
exists a finite set of possible selection of positive instances given a finite training
bags, the convergence of MI-SMF and MI-ACE is guaranteed. In the experiments
shown in [41], MI-SMF and MI-ACE generally converged with less than seven iter-
ations. The MI-SMF/MI-ACE algorithm is summarized in Algorithm 6.2.2 Please
refer to [41] for a detailed derivation of the algorithm.

6.3.3 Multiple Instance Hybrid Estimator

Both eFUMI and theMI-ACE/MI-SMFmethods are limited in that they only estimate
a single target concept. However, in many problems, the target class has significant
spectral variability [43]. The Multiple Instance Hybrid Estimator (MI-HE) [44, 45]
was developed to fill this gap and estimate multiple target concepts simultaneously.

2The MI-SMF and MI-ACE implementations are available at: https://github.com/GatorSense/
MIACE [42].

https://github.com/GatorSense/MIACE
https://github.com/GatorSense/MIACE
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The proposed MI-HE algorithm maximizes the responses of the hybrid sub-pixel
detector [46] within the MIL framework. This is accomplished by maximizing the
following objective function:

J = ln
K+∏

i=1

⎛

⎝ 1

Ni

Ni∑

j=1

Pr(li j = 1|Bi )
b

⎞

⎠

1
b K∏

i=K++1

Ni∏

j=1

Pr(li j = 0|Bi )

= −
K+∑

i=1

1

b
ln

⎛

⎝ 1

Ni

Ni∑

j=1

exp

(
−β

‖xi j − Dai j‖2
‖xi j − D−pi j‖2

)b
⎞

⎠

+ρ

K∑

i=K++1

Ni∑

j=1

‖xi j − D−pi j‖2

+α

2

K∑

i=K++1

Ni∑

j=1

(
(D+a+

i j )
T xi j

)2
, (6.17)

where the first term corresponds to a generalized mean (GM) term [47], which
can approximate the max operation as b approaches +∞. This term can be inter-
preted as determining a representative positive instance in each positive bag by
identifying the instance that maximizes the hybrid sub-pixel detector (HSD) [46]

statistic, exp
(
−β

‖xi j−Dai j‖2
‖xi j−D−pi j‖2

)
. In the HSD, each instance is modeled as a sparse

linear combination of target and/or background concepts D, x ≈ Da, where D =[
D+ D−] ∈ R

d×(T+M), D+ = [d1, . . . ,dT ] is the set of T target concepts and
D− = [

dT+1, . . . ,dT+M
]
is the set of M background concepts, β is a scaling param-

eter, and ai j and pi j are the sparse representation of xi j given the entire concept
set D and background concept set D−, respectively. The second term in the objec-
tive function is viewed as the background data fidelity term, which is based on the
assumption that minimizing the least squares of all negative points provides a good
description of the background. The scaling factor ρ is usually set to be smaller than
one to control the influence of negative bags. The third term is the cross incoherence
term (motivated by theDictionary Learningwith Structured Incoherence [48] and the
Fisher discrimination dictionary learning (FDDL) algorithm [49, 50]) that encour-
ages positive concepts to have distinct spectral signatures from negative points.

The initialization of target concepts in D is conducted by computing the mean
of T random subsets drawn from the union of all positive training bags. The vertex
component analysis (VCA) [53] method was applied to the union of all negative bags
and the M cluster centers (or vertices) were set as the initial background concepts.
The pseudocode of the MI-HE algorithm is presented in Algorithm 6.3.3 Please refer
to [44] for a detailed optimization derivation.

3The MI-HE implementation is available at: https://github.com/GatorSense/MIHE [54].

https://github.com/GatorSense/MIHE
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Algorithm 6.3MI-HE algorithm
Input: MIL training bags B = {B1, . . . ,BK }, MI-HE parameters
1: Initialize D0, i ter = 0
2: repeat
3: for t = 1, . . . , T do
4: Solve ai j , pi j , ∀i ∈ {1, . . . , K }, j ∈ {1, . . . , Ni } using the iterative shrinkage-

thresholding algorithm [51, 52]
5: Update dt using gradient descent
6: dt ← 1

‖dt‖2 dt
7: end for
8: for k = T + 1, . . . , T + M do
9: Solve ai j , pi j , ∀i ∈ {1, . . . , K }, j ∈ {1, . . . , Ni } using the iterative shrinkage-

thresholding algorithm [51, 52]
10: Update dk using gradient descent
11: dk ← 1

‖dk‖2 dk
12: end for
13: i ter ← i ter + 1
14: until Stopping criterion reached
15: return D

6.3.4 Multiple Instance Learning for Multiple Diverse
Hyperspectral Target Characterizations

The multiple instance learning of multiple diverse characterizations for SMF
(MILMD-SMF) and ACE detector (MILMD-ACE) [55] is an extension of MI-ACE
and MI-SMF that learns multiple target signatures for characterization of the vari-
ability in hyperspectral target concepts. Different from theMI-HEmethod explained
above, the MILMD-SMF and MILMD-ACE methods do not model target and back-
ground signatures explicitly. Instead, the MILMD-SMF and MILMD-ACE methods
focus on maximizing the detection statistics of the positive bags and capturing the
characteristics of the training data using a set of diverse target signatures, as shown
below:

S∗ = argmax
S

∏

i

P(S|Bi , Li = 1)
∏

i

P(S|Bi , Li = 0), (6.18)

where S = {
s(1), s(2), . . . s(K)

}
is the K assumed target signatures and P(S|Bi , Li =

1) and P(S|Bi , Li = 0) denote the probabilities given the positive and negative
bags, respectively. The authors consider the following equivalent form of (6.18) for
multiple target characterization can be shown as

S∗ = argmax
S

{C1(S) + C2(S)} , (6.19)

C1(S) = 1

N+
∑

i :Li=1

	(D, X∗
i ,S), (6.20)
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C1(S) = − 1

N−
∑

i :Li=0

ϒ(D, Xi ,S), (6.21)

where	(·) andϒ(·) are defined to capture the detection statistics of the positive and
negative bags, D(·) is detection response of the given ACE or SMF detectors and
X∗

i = {x(1)∗
i , x(2)∗

i , . . . , x(K )∗
i } is the subset of the i th positive bag of selected instances

with maximum detection responses corresponding to one of the target signatures sk

such that
x (k)∗
i = argmax

xn∈Bi ,Li=1
D(xn, s(k)). (6.22)

The term 	(D, X∗
i ,S) is the global detection statistics term for the positive bags

whose ACE form is shown in

	ACE (D, X∗
i ,S) = 1

K

∑

k

ˆ̂s(k)T ˆ̂x(k)∗
i . (6.23)

Similar to [41], ˆ̂s(k) and ˆ̂x(k)
are the transformed kth target signature and correspond

instance after whitening using the background information and normalization. The
global detection term 	ACE (D, X∗

i ,S) provides an average detection statistics over
the positive bags given a set of learned target signatures. Of particular note for this
method, in contrast with MI-HE, is the approach assumes that each positive bag
contains a representative for each variation of the positive concept.

On the other hand, the global detection term ϒACE (D, Xi ,S) for negative
instances should be small and thus suppresses the background as shown in Eq. (6.24).
This definition means if the maximum responses of target signature set S over the
negative instances are minimized, the estimated target concepts can effectively dis-
criminate nontarget training instances

ϒACE (D, Xi ,S) = 1

Ni,Li=0

∑

xn∈Bi ,Li=0

max
k

ˆ̂s(k)T ˆ̂xn. (6.24)

In order to explicitly apply the normalization constraint and encourage diversity in
the estimated multiple target concepts, [55] also includes two terms, a normalization
term by pushing the inner product of the estimated signatures to 1 and a diversity
promoting term by maximizing the difference between estimated target concepts as
shown in (6.25), and (6.26), respectively.

Cdiv(S) = − 2

K (K − 1)

∑

k,l,k �=l

ˆ̂s(k)T ˆ̂s(l), (6.25)

Ccon(S) = − 1

K

∑

k

∣∣∣∣ˆ̂s
(k)T ˆ̂s(k) − 1

∣∣∣∣. (6.26)
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Combining the global detection statistics, the diversity promoting and normaliza-
tion constraint terms, the final cost function is shown as (6.27).

CACE = 1

N+
∑

i :Li=1

∑

k

1

K
ˆ̂s(k)T ˆ̂x(k)∗

i − 1

N−
∑

i :Li=0

1

Ni,Li=0

∑

xn∈Bi ,Li=0

max
k

ˆ̂s(k)T ˆ̂xn

− 2α

K (K − 1)

∑

k,l,k �=l

ˆ̂s(k)T ˆ̂s(l) − λ

K

∑

k

∣∣∣∣ˆ̂s
(k)T ˆ̂s(k) − 1

∣∣∣∣. (6.27)

The objective for SMF can be similarly derived, where the only difference is
the use of training data without normalization. For the optimization of Eq. (6.27),
gradient descent is applied. Since themax(·) and | · | operators are not differentiable
at zero, the noisy-or function is adopted as an approximation for max(·) and a sub-
gradient method is performed to compute the gradient of | · |. Please refer to [55] for
a detailed optimization derivation.

6.3.5 Experimental Results for MIL in Hyperspectral Target
Detection

In this section, several MIL learning methods on both simulated and real hyperspec-
tral detection tasks are evaluated to illustrate the properties of these algorithms and
provide insight into how and when these methods are effective.

For the experiments conducted in this paper, the parameter settings of the compari-
son algorithmswere optimized using a grid search on the first task of each experiment
and then applied to the remaining tasks. For example, for mi-SVM classifier on the
Gulfport Brown target task, the γ value of the RBF kernel was firstly varied from 0.5
to 5 at a step size of 0.5, and then a finer search around the current best value (with the
highest AUC) at a step of 0.1 was performed. For algorithms with stochastic result,
e.g., EM-DD, eFUMI, each parameter setting was run five times and the median
performance was selected. Finally the optimal parameters that achieve the highest
AUC for the brown target were selected and used for the other three target types.

6.3.5.1 Simulated Data

As discussed in Sect. 6.3.1, the eFUMI algorithm combines all positive bags as one
big positive bag and all negative bags as one big negative bag and learns target concept
from the big positive bag that is different from the negative bag. Thus, if the negative
bags contain incomplete knowledge of the background, e.g., some nontarget concept
appears only in the subset of positive bags, eFUMI will perform poorly. However,
the discriminative MIL algorithms, e.g., MI-HE, MI-ACE, and MI-SMF, maintain
bag structure and can distinguish the target.
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Fig. 6.5 Signatures from ASTER library used to generate simulated data

Given this hypothesis, simulated data was generated from four spectra selected
from the ASTER spectral library [56]. Specifically, the Red Slate, Verde Antique,
Phyllite, and Pyroxenite spectra from the rock class with 211 bands and wavelengths
ranging from 0.4 to 2.5µm (as shown in Fig. 6.5 in solid lines) were used as endmem-
bers to generate hyperspectral data. Red Slate was labeled as the target endmember.

Four sets of highly mixed noisy data with varied mean target proportion value
(αt_mean) were generated, a detailed generation process can be found in [37]. Specif-
ically, this synthetic data has 15 positive and 5 negative bags with each bag having
500 points. If it is a positively labeled bag, there are 200 highly mixed target points
containing mean target (Red Slate) proportion from 0.1 to 0.7, respectively, to vary
the level of target presence from weak to high. Gaussian white noise was added so
that signal-to-noise ratio of the data was set to 20dB. To highlight the ability of MI-
HE, MI-ACE and MI-SMF to leverage individual bag-level labels, we use different
subsets of background endmembers to build synthetic data as shown in Table6.1.

Table 6.1 List of constituent endmembers for synthetic data with incomplete background Knowl-
edge

Bag no. Bag label Target endmember Background endmember

1–5 + Red slate Verde Antique, Phyllite,
Pyroxenite

6–10 + Red slate Phyllite, Pyroxenite

11–15 + Red slate Pyroxenite

16–20 − N/A Phyllite, Pyroxenite
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Table6.1 shows that the negatively labeled bags only contain two negative endmem-
bers and there exists one confusing background endmember in the first 5 positive
bags which is Verde Antique. It is expected that the discriminative MIL algorithms,
MI-HE, MI-ACE, and MI-SMF, should be able to perform well in this experiment
configuration.

The aforementioned MI-HE [44, 45], eFUMI [37, 38], MI-SMF and MI-ACE
[41], DMIL [10, 11] and mi-SVM [9] are multiple instance target concept learning
methods. The mi-SVM algorithm performs a comparison of MIL approach that does
not rely on estimating a target signature. Figure6.6a shows the estimated target
signature from data with 0.3 mean target proportion value. It clearly shows that
eFUMI is always confused with another nontarget endmember, Verde Antique, that
exists in some positive bags but is excluded from the background bags. It also shows
the other comparison algorithms can estimate a target concept close to the ground
truth Red Slate spectrum. One thing need to be explained here is since MI-ACE
and MI-SMF are discriminative concept learning methods that try to minimize the
detection response of negative bags, they are not expected to recover the true target
signature.

For simulated detection analysis, estimated target concepts from the training data
were then applied to the test data generated separately following the same generating
procedure. The detection was performed using the HSD [46] or ACE [57] detection
statistic. For MI-HE and eFUMI, both methods were applied since those two algo-
rithms can come out as a set of background concept from training simultaneously;
for MI-SMF, both SMF and ACE were applied since MI-SMF’s objective is max-
imizing the multiple instance spectral matched filter; for the rest multiple instance
target concept learning algorithms, MI-ACE, DMIL, only ACE was applied. For the
testing procedure of mi-SVM, a regular SVM testing process was performed using
LIBSVM [58], and the decision values (signed distances to hyperplane) of test data
determined from trained SVM model were taken as the confidence values. For the
signature-based detectors, the background data mean and covariance were estimated
from the negative instances of the training data.

For quantitative evaluation, Fig. 6.6b shows the receiver operating characteristic
(ROC) curves using estimated target signature, where it can be seen that the eFUMI
is confused with the testing Verde Antique data at very low PFA (probability of false
alarms) rate. Table6.2 shows the area under the curve (AUC) of proposedMI-HE and
comparison algorithms. The results reported are the median results over five runs of
the algorithm on the same data. From Table6.2, it can be seen that for MI-HE and
MI-ACE, the best performance on detectionwas achieved usingACE detector, which
is quite close to the performance of using the ground truth target signature (denoted
as values with stars). The reason thatMI-HE’s detection using HSD detector is a little
worse is that HSD relies on knowing the complete background concept to properly
represent each nontarget testing data, the missing nontarget concept (Verde Antique)
makes the nontarget testing data containing Verde Antiquemaintain a relatively large
reconstruction error, and thus large detection statistic.
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Fig. 6.6 MI-HE and comparisons on synthetic data with incomplete background knowledge,
αt_mean = 0.3. MI-SMF and MI-ACE are not expected to recover the true signature. a Estimated
target signatures for Red Slate and comparison with ground. b ROC curves cross validated on test
data
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Table 6.2 Area under the ROC curves for MI-HE and comparison algorithms on simulated hyper-
spectral datawith incomplete background knowledge. Best results shown in bold, second best results
underlined, and ground truth shown with an asterisk

Algorithm αt_mean

0.1 0.3 0.5 0.7

MI-HE (HSD) 0.743 0.931 0.975 0.995

MI-HE (ACE) 0.763 0.952 0.992 0.999

eFUMI [37] (ACE) 0.675 0.845 0.978 0.998

eFUMI [37] (HSD) 0.671 0.564 0.978 0.998

MI-SMF [41] (SMF) 0.719 0.923 0.972 0.993

MI-SMF [41] (ACE) 0.735 0.952 0.992 0.999

MI-ACE [41] (ACE) 0.764 0.952 0.992 0.999

mi-SVM [9] 0.715 0.815 0.866 0.900

DMIL [10, 11] (ACE) 0.687 0.865 0.971 0.996

Ground Truth (ACE) 0.765* 0.953* 0.992* 0.999*

6.3.5.2 MUUFL Gulfport Hyperspectral Data

The MUUFL Gulfport hyperspectral data set collected over the University of South-
ern Mississippi-Gulfpark Campus was used to evaluate the target detection perfor-
mance across various MIL classification methods. This data set contains 325 × 337
pixels with 72 spectral bands corresponding to wavelengths from 367.7 to 1043.4nm
at a 9.5−9.6nm spectral sampling interval. The ground sample distance of this hyper-
spectral data set is 1m [1]. The first four and last four bands were removed due to
sensor noise. Two sets of this data (Gulfport Campus Flight 1 and Gulfport Campus
Flight 3) were selected as cross-validated training and testing data for these two data
sets have the same altitude and spatial resolution. Throughout the scene, there are 64
man-made targets in which 57 were considered in this experiment which are cloth
panels of four different colors: Brown (15 examples), Dark Green (15 examples),
Faux Vineyard Green (FVGr) (12 examples), and Pea Green (15 examples). The spa-
tial location of the targets are shown as scattered points over an RGB image of the
scene in Fig. 6.7. Some of the targets are in the open ground and some are occluded
by the live oak trees. Moreover, the targets also vary in size, for each target type,
there are targets that are 0.25m2, 1m2, and 9m2 in area, respectively, resulting a
very challenging, highly mixed sub-pixel target detection problem.

MUUFL Gulfport Hyperspectral Data, Individual Target Type Detection
For this part of the experiments, each individual target type was treated as a target
class, respectively. For example, when “Brown” is selected as target class, a 5 × 5
rectangular region corresponding to each of the 15 ground truth locations denoted
by GPS was grouped into a positive bag to account for the drift coming from GPS.
This size was chosen based on the accuracy of the GPS device used to record the
ground truth locations. The remaining area that does not contain a brown target was
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Brown
Dark Green
FVG
Pea Green

Fig. 6.7 MUUFL Gulfport data set RGB image and the 57 target locations

grouped into a big negative bag. This constructs the detection problem for “Brown”
target. Similarly, there are 15, 12, and15 positive labeled bags for Dark Green, Faux
Vineyard Green, and Pea Green, respectively.

The comparison algorithms were evaluated on this data using the Normalized
AreaUnder the receiver operating characteristic curve (NAUC) inwhich the area was
normalized out to a false alarm rate (FAR) of 1 × 10−3 false alarms/m2 [59]. During
detection on the test data, the background mean and covariance were estimated from
the negative instances of the training data. The results reported are the median results
over five runs of the algorithm on the same data.

Figure6.8a shows the estimated target concept by all comparisons for Dark Green
target type training on flight 3. We can see that the eFUMI and MI-HE are able to
recover the target concept quite close to ground truth spectra manually selected from
the scene. Figure6.8b shows the detection ROCs given target spectra estimated on
flight 3 and cross validated on flight 1. Table6.3 shows theNAUCs for all comparison
algorithms cross validated on all four types of target, where it can be seen that MI-
HE generally outperforms the comparisons for most of the target types and achieves
close to the performance of using ground truth target signatures. Since MI-HE is a
discriminative target concept learning framework that aims to distinguish one target
instance from each positively labeled bag, MI-HE had a lower performance for the
pea green target because of the relatively large occlusion of those targets causing
difficulty in distinguishing pea green signature from each of the positive bag.
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Fig. 6.8 MI-HE and comparisons on Gulfport Data Dark Green, training flight 3 testing flight 1.
a Estimated target signatures from flight 3 for Brown and comparison with ground truth. b ROC
curves cross validated on flight 1
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Table 6.3 Area under the ROC curves for MI-HE and comparison algorithms on Gulfport data
with individual target type. Best results shown in bold, second best results underlined, and ground
truth shown with an asterisk

Alg. Train on Flight 1; Test on Flight 3 Train on Flight 3; Test on Flight 1

Brown Dark Gr. Faux
Vine Gr.

Pea Gr. Brown Dark Gr. Faux
Vine Gr.

Pea Gr.

MI-HE
(HSD)

0.499 0.453 0.655 0.267 0.781 0.532 0.655 0.350

MI-HE
(ACE)

0.433 0.379 0.104 0.267 0.710 0.360 0.111 0.266

eFUMI
[37]
(ACE)

0.423 0.377 0.654 0.267 0.754 0.491 0.605 0.393

eFUMI
[37]
(HSD)

0.444 0.436 0.653 0.267 0.727 0.509 0.500 0.333

MI-SMF
[41]
(SMF)

0.419 0.354 0.533 0.266 0.657 0.405 0.650 0.384

MI-SMF
[41]
(ACE)

0.448 0.382 0.579 0.316 0.760 0.501 0.613 0.388

MI-ACE
[41]
(ACE)

0.474 0.390 0.485 0.333 0.760 0.483 0.593 0.380

mi-svm
[9]

0.206 0.195 0.412 0.265 0.333 0.319 0.245 0.274

EM-DD
[7]
(ACE)

0.411 0.381 0.486 0.279 0.760 0.503 0.541 0.416

DMIL
[10, 11]
(ACE)

0.419 0.383 0.191 0.009 0.743 0.310 0.081 0.083

Ground
Truth
(ACE)

0.528* 0.429* 0.656* 0.267* 0.778* 0.521* 0.663* 0.399*

MUUFL Gulfport Hyperspectral Data, All Four Target Types Detection
For training and detection for the four target types together, the positive bags were
generated by grouping each of the 5 × 5 regions denoted by the ground truth that
it contains any of the four types of target. Thus, for each flight there are 57 target
points and 57 positive bags were generated. The remaining area that does not contain
any target was grouped into a big negative bag. Table6.4 summarizes the NAUCs as
a quantitative comparison, which shows that the detection statistic by the proposed
MI-HE using HSD is significantly better than the comparison algorithms.
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Table 6.4 Area under the ROC curves for MI-HE and comparison algorithms on Gulfport data
with all four target types. Best results shown in bold, second best results underlined, and ground
truth shown with an asterisk

Alg. Test Flight 3 Test Flight 1 Alg. Test Flight 3 Test Flight 1

MI-HE (HSD) 0.304 0.449 MI-SMF [41]
(ACE)

0.219 0.327

MI-HE (ACE) 0.257 0.254 MI-SMF [41]
(SMF)

0.198 0.277

eFUMI [37]
(ACE)

0.214 0.325 mi-SVM [9] 0.235 0.269

eFUMI [37]
(HSD)

0.256 0.331 EM-DD [7]
(ACE)

0.211 0.310

MI-ACE [41]
(ACE)

0.226 0.340 DMIL [10,
11] (ACE)

0.198 0.225

Ground Truth
(ACE)

0.330* 0.490*

6.4 Multiple Instance Learning Approaches for Classifier
Fusion and Regression

Although more extensively studied for the case of sub-pixel hyperspectral target
detection, theMultiple InstanceLearning approach can be used in other hyperspectral
applications including fusion with other sensors and regression, in addition to two-
class classification and detection problems discussed in previous sections. In this
section, algorithms formultiple instance classifier fusion and regression are presented
and their applications to hyperspectral and remote sensing data analysis are discussed.

6.4.1 Multiple Instance Choquet Integral Classifier Fusion

The multiple instance Choquet integral (MICI) algorithm4 [61, 62] is a multiple
instance classifier fusion method to integrate different classifier outputs with impre-
cise labels under the MIL framework. In MICI, the Choquet integral [63, 64] was
used under the MIL framework to fuse outputs from multiple classifiers or sensors
for improving the accuracy and accounting for imprecise labels for hyperspectral
classification and target detection.

The Choquet integral (CI) is an effective nonlinear information aggregation
method based on the fuzzymeasure.Assume there existsm sources,C = {c1, c2, . . . ,
cm}, for fusion. These “sources” can be the decision outputs by different classifiers
or data collected by different sensors. The power set of C is denoted as 2C , which

4The MICI implementation is available at: https://github.com/GatorSense/MICI [60].

https://github.com/GatorSense/MICI
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contains all possible (crisp) subsets of C . A monotonic and normalized fuzzy mea-
sure, g, is a real valued function that maps 2C → [0, 1]. It satisfies the following
properties:

1. g(∅) = 0; empty set
2. g(C) = 1; normalization property
3. g(A) ≤ g(B) if A ⊆ B and A, B ⊆ C. monotonicity property.

Let h(ck; xn) denote the output of the kth classifier, ck , on the nth instance, xn .
The discrete Choquet integral of instance xn given C (m sources) is computed using

Cg(xn) =
m∑

k=1

[
h(ck; xn) − h(ck+1; xn)

]
g(Ak), (6.28)

where the sources are sorted so that h(c1; xn) ≥ h(c2; xn) ≥ · · · ≥ h(cm; xn) and
h(cm+1; xn) is defined to be zero. The fuzzy measure element value g(Ak) corre-
sponds to the subset Ak = {c1, c2, . . . , ck}.

In a classifier fusion problem, given training data and fusion sources, h(cm; xn)
∀m, n are known. The desired bag-level labels for sets of Cg(xn) values are also
known (positive label “+1”, negative label “0”). Then, the goal of theMICI algorithm
is to learn all the element values of the unknown fuzzy measure g from the training
data and bag-level (imprecise) labels. The MICI method includes three variations to
formulate the fusion problem under theMIL framework to address label imprecision.
The variations include the noisy-or model, the min-max model, and the generalized-
mean model.

TheMICInoisy-ormodel follows theDiverseDensity formulation (seeSect. 6.2.2)
and uses a noisy-or objective function

JN =
K−∑

a=1

N−
b∑

i=1

ln
(
1 − N

(
Cg(x−

ai )|µ, σ 2))

+
K+∑

b=1

ln

⎛

⎝1 −
N+
b∏

j=1

1 − N
(
Cg(x+

bj )|µ, σ 2
)
⎞

⎠ ,

(6.29)

where K+ denotes the total number of positive bags, K− denotes the total number
of negative bags, N+

b is the total number of instances in positive bag b, and N−
a is the

total number of instances in negative bag a. Each data point/instance is either positive
or negative, as indicated by the following notation: x−

ai is the i th instance in the ath
negative bag and x+

bj is the j th instance in the bth positive bag. TheCg is the Choquet
integral output given measure g computed using (6.28). The µ and σ 2 are the mean
and variance of the Gaussian functionN (·), respectively. In practice, the parameter
µ can be set to 1 or a value close to 1 for two-class classifier fusion problems, in
order to encourage the CI values of positive instances to be 1 and the CI values of
negative instances to be far from 1. The variance of the Gaussian σ 2 controls how
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sharply the CI values are pushed to 0 and 1, and thus controls the weighting of the
two terms in the objective function. By maximizing the objective function (6.29), the
CI values of all the points in the negative bag are encouraged to be zero (first term)
and the CI values of at least one instance in the positive bag are encouraged to be
one (second term), which follows the MIL assumption.

The MICI min-max model applies the min and max operators to the negative
and positive bags, respectively. The min-max model follows the MIL formulation
without the need to manually set parameters such as the Gaussian variance in the
noisy-or model. The objective function of the MICI min-max model is

JM =
K−∑

a=1

max
∀x−

ai∈B−
a

(
Cg(x−

ai ) − 0
)2 +

K+∑

b=1

min
∀x+

bj∈B+
b

(
Cg(x+

bj ) − 1
)2

, (6.30)

where B−
a denotes the ath negative bag, and B+

b denotes the bth positive bag. The
remaining terms follow the same notation as in (6.29). The first term of the objective
function encourages the CI values of all instances in the negative bag to be zero, and
the second term encourages the CI values of at least one instance in the positive bag
to be one. By minimizing the objective function in (6.30), the MIL assumption is
satisfied.

Instead of selecting only one instance from each bag as a “prime instance” that
determines the bag-level label as does the min-max model, the MICI generalized-
mean model allows more instances to contribute toward the classification of bags.
The MICI generalized-mean objective function is written as

JG =
K−∑

a=1

⎡

⎣ 1

N−
a

N−
a∑

i=1

(
Cg(x−

ai ) − 0
)2p1

⎤

⎦

1
p1

+
K+∑

b=1

⎡

⎣ 1

N+
b

N+
b∑

j=1

(
Cg(x+

bj ) − 1
)2p2

⎤

⎦

1
p2

,

(6.31)
where p1 and p2 are the exponential factors controlling the generalized-mean opera-
tion. When p1 → +∞ and p2 → −∞, the generalized-mean terms becomes equiv-
alent to the min and max operators, making the generalized-mean model equivalent
to the min-max model. By adjusting the p value, the generalized-mean term can act
as varying other aggregating operators, such as arithmetic mean (p = 1) or quadratic
mean (p = 2). For another interpretation, when p ≥ 1, the generalized-mean can be
rewritten as the l p norm [65].

The MICI models can be optimized by sampling-based evolutionary algorithms,
where the element values of fuzzy measure g are sampled and selected through a
truncated Gaussian distribution either based on valid interval (howmuch the element
value can change without violating the monotonicity property of the fuzzy measure),
or based on the counts of times a measure element is used in all training instances.
A more detailed optimization process and psuedocode of the MICI models can be
seen in [62, 66]. The MICI models have been used for hyperspectral sub-pixel target
detection [61, 62] andwere effective in fusingmultiple detector inputs (e.g., the ACE
detector) and can yield competitive classification results.
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6.4.2 Multiple Instance Regression

Multiple instance regression (MIR) handles multiple instance problems where the
prediction values are real-valued, instead of binary class labels. The MIR methods
have been used in remote sensing literature for applications such as aerosol optical
depth retrieval [67, 68] and crop yield prediction [62, 68–70].

Prime-MIR was one of the earliest MIR algorithms, proposed by Ray and Page in
2001 [71]. Prime-MIR is based on the “primary instance” assumption,which assumes
there is only one primary instance per bag that contributes to the real-valued bag-
level label. Prime-MIR assumes a linear regression hypothesis and the goal is to find
a hyperplane Y = Xb such that

b = argmin
b

n∑

i=1

L
(
yi , Xip,b

)
, (6.32)

where Xip is the primary instance in bag i , and L is some error function, such as the
squared error. An expectation–maximization (EM) algorithm was used to iteratively
solve for the ideal hyperplane. First, a random hyperplane was initialized. For each
instance j in each bag i , the error L of the instance Xi j to the hyperplane Y = Xb
was computed. In the E-step, the instance with the lowest error L was selected as the
“primary instance.” In the M-step, a new hyperplane was constructed by performing
a multiple regression over all the primary instances selected in the E-step. The two
steps were repeated until the algorithm converges and the best hyperplane solution
was returned. In [71], Prime-MIR showed the benefits of using multiple instance
regression over ordinary regression, especially when the non-primary instances in
the bag were not correlated with the primary instances.

The MI k-NN approach and its variations [72] extends the Diverse Density, kNN,
and Citation-kNN for real-valuedmultiple instance learning. Theminimal Hausdorff
distance from [27] was used to measure the distance between two bags. Given two
sets of points A = a1, . . . am and B = b1, . . . , bn , the Hausdorff distance is defined
as

H(A, B) = max{h(A, B), h(B, A)}, (6.33)

where h(A, B) = maxa∈A minb∈B ‖a − b‖, ‖a − b‖ is the Euclidean distance
between points a and b. In the MI k-NN algorithm, the prediction made for a bag B
is the average label of the k closest bags, measured in Hausdorff metric. In the MI
citation-kNN algorithm, the prediction made for a bag B is the average label of the
R closest bag neighbors of B measured in Hausdorff metric and C-nearest citers,
where the “citers” include the bags where B is a one of their C-nearest neighbors. It
is generally recommended that C = R + 2 [72]. The third variant, a diverse density
approach for the real-valued setting, maximizes
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K∏

i=1

Pr(r |Bi ) (6.34)

where Pr(t |Bi ) = (1 − |li − Label(Bi |t)|)/Z , K is the total number of bags, t is
the target point, li is the label for the i th bag, and Z is a normalization constant.
The results in [72] showed good prediction performance of all three variants on a
benchmark Musk Molecules data set [4], but the performance of both the nearest
neighbor and diverse density algorithms were sensitive to the number of relevant
features, as expected based on the sensitivity of the Hausdorff distance to outliers.

A real-valued multiple instance on-line model proposed by Goldman and Scott
[73] uses MIR for learning real-valued geometric patterns, motivated by landmark
matching problem in robot navigation and vision applications. This algorithm asso-
ciates a real-valued label with each point and uses the Hausdorff metric to help
classify a bag as positive, if the points in the bag are within some Hausdorff distance
from target concept points. This algorithm differs from the supervised MIR in that
the standard supervised MIR learns from a given set of training bags and bag-level
training labels, while [73] applies an online agnostic model [74–76] where the learn-
ers make predictions as the bag Bt is presented at iteration t . Wang et al. [77] also
used the idea of online MIR, i.e., to use the latest arrived bag with its training label
to update the current predictive model. This work was also extended in [78].

A regularization framework for MIR proposed by Cheung and Kwok [79] defines
a loss function that takes into consideration both training bags and training instances.
The first part of the loss function computes the error (loss) between training bags
label and its predictions and the second part considers the loss between the bag label
prediction and all the instances in the bag. This work still adopted the “primary
instance” assumption but simplified to assume the primary instance was the instance
with the highest prediction output value. This model provided comparable or better
performance on the synthetic MuskMolecules data set [72] as citation-kNN [27] and
Multiple Instance kernel-based SVM [79, 80].

Most MIR methods discussed above only provided theoretical discussions or
results on synthetic regression data sets. More recently, MIR methods have been
applied to real-world hyperspectral and remote sensing data analysis. Wagstaff
et al. in [69, 70] investigated using MIR to predict crop yield from remotely sensed
data collected over California and Kansas. In [69], a novel method for inferring the
“salience” of each instance was proposed with regard to the real-valued bag label.
The salience of each instance, i.e., its “relevance” with respect to all other instances
in the bag to predict the bag label, is the weight associated with each instance. The
salience values were defined to be nonnegative and sum to one for all instances in
each bag. Like Ray and Page [71], Wagstaff et al. followed the “primary-instance”
assumption but their primary instance, or “exemplar” of a bag, is the weighted aver-
age of all the points in the bag instead of one single instance from the bag. Given
training bags and instances, a set of salience values are solved based on a fixed linear
regression model and given the estimated salience, the regressor is updated and the
algorithm reiterates until convergence. This work did not intend to provide predic-
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tions over new data, but instead focused on understanding the contents (the salience)
of each training instance.

Wagstaff et al. then made use of the salience learned to provide predictions for
new, unlabeled bags by proposing an MI-ClusterRegress algorithm (or sometimes
referred to as the Cluster-MIR algorithm) [70] that mapped instances onto (hidden)
cluster labels. The main assumption of MI-ClusterRegress is that the instances from
a bag are drawn (with noise) from a set of underlying clusters and one of the clusters
is “relevant” to the bag-level labels. After obtaining k clusters for each bag by EM-
based Gaussian mixture models (or any other clustering method), a local regression
model is constructed for each cluster. MI-ClusterRegress then selects the best-fit
model and use it to predict labels for test bags. A support vector regression learner
[81] is used for regression prediction. Results on simulated and predicting crop yield
data sets show that modeling the bag structure when the structure (cluster) is present
is effective for regression prediction, especially when the cluster number k is equal
to or larger than what is actually present in the bags.

In Chap.2, Moreno-Martínez et al. proposed a kernel distribution regression
(KDR) model for MIR by embedding the bag distribution in a high-dimensional
Hilbert space and performing standard least squares regression on the mean embed-
ded data. This kernel method exploits the rich structure in bags by considering all
higher order moments of the bag distributions and performing regression with the
bag distributions directly. This kernel method also allows to combine bags with dif-
ferent number of instances per bag by summarizing the bag feature vectors with a
set of mean map embeddings of instances in the bag. The KRD model was shown to
outperform standard regression models such as the least squares regularized linear
regression model (RLR) and the (nonlinear) kernel ridge regression (KRR) method
for crop yield applications.

Wang et al. [67, 68] proposed a probabilistic and generalized mixture model for
MIR based on the primary-instance assumption (sometimes referred to as the EM-
MIR algorithm). It is assumed that the bag label is a noisy function of the primary
instance, and the conditional probability p(yi |Bi ) for predicting label yi for the i th
bag is dependent entirely on the primary instance. A binary random variable zi j is
defined such that zi j = 1 if the j th instance in the i th bag is the primary instance and
zi j = 0 if otherwise. The mixture model for each bag i is written as

p(yi |Bi ) =
Ni∑

j=1

p(zi j = 1|Bi )p(yi |xi j ) (6.35)

=
Ni∑

j=1

πi j p(yi |xi j ), (6.36)

where πi j is the (pior) probability that the j th instance in the i th bag is the primary
instance, p(yi |xi j ) is the label probability given the primary instance xi j and Ni is
the total number of instances in the i th bag Bi . Therefore, the learning problem is
transformed to learning the mixture weights πi j and p(yi |xi j ) from training data and

http://dx.doi.org/10.1007/978-3-030-38617-7_2
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an EM algorithm is used to optimize the parameters. This work discussed several
methods to set the prior πi j , including using deterministic function, or as a Gaussian
function of prediction deviation, or as a parametric function (in this case a feed-
forward neural network). It was discussed in [68] that several algorithms discussed
above, including Prime-MIR [71] and Pruning-MIR [67], are in fact the special
case of the mixture model. The mixture model MIR shows better performance on
simulated data as well as for predicting aerosol optical depth (AOD) from remote
sensing data and predicting crop yield applications, compared with the Cluster-MIR
[70] and Prime-MIR [71] algorithms described above.

Two baseline methods for MIR have also been described in [68], Aggregate-MIR,
and Instance-MIR. In Aggregate-MIR, a “meta-instance” is obtained for each bag
by averaging all the instances in that bag, and a regression model can be trained
using the bag-level labels and the meta-instances. In Instance-MIR, all instances in
a bag are assumed to have the same label as the bag-level label, and a regression
model can be trained by combining all instances from all bags. Then, in testing, the
label for a test bag is the average of all the instance-level labels in that test bag.
The Aggregate-MIR and Instance-MIR methods belong to the “input summary”
and “output expansion” approaches as described in Chap.2, Sect. 2.3.1. These two
methods are straightforward and easy to implement, and have been used as basic
comparison methods for a variety of MIR applications.

The robust fuzzy clustering for MIR (RFC-MIR) algorithm was proposed by
Trabelsi and Frigui [82] to incorporate data structure in MIR. The RFC-MIR algo-
rithm uses fuzzy clusteringmethods such as the fuzzy c-means (FCM) and possibilis-
tic c-means (PCM) [83] to cluster the instances and fit multiple local linear regres-
sion models to the clusters. Similar to Cluster-MIR, the RFC-MIRmethod combines
all instances from all training bags for clustering. However, Cluster-MIR performs
clustering in an unsupervised manner without considering bag-level labels, while
RFC-MIR uses instance features as well as labels in clustering. Validation results
of RFC-MIR show improved accuracy on crop yield prediction and drug activity
prediction applications [84], and the possibilistic memberships obtained from the
RFC-MIR algorithm can be used to identify the primary and irrelevant instances in
each bag.

In parallel with the multiple instance classifier fusion models described in
Sect. 6.4.1, a Multiple Instance Choquet Integral Regression (MICIR) model5 has
been proposed to accommodate real-valued predictions for remote sensing applica-
tions [62]. The objective function of the MICIR model is written as

min
K∑

i=1

[
min

∀ j,xi j∈Bi

(Cg(xi j ) − oi )
2

]
, (6.37)

where oi is the desired training labels for bag Bi . Note that MICIR is able to fuse
real-valued outputs from regression models as well as from classifiers. When oi is

5The MICIR implementation is available at: https://github.com/GatorSense/MICI [60].

http://dx.doi.org/10.1007/978-3-030-38617-7_2
https://github.com/GatorSense/MICI
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binary, MICIR reduces to the MICI min-max model for two-class classifier fusion.
The MICIR algorithm also follows the primary instance assumption by minimizing
the error between the CI value of one primary instance and the given bag-level
labels, while allowing imprecision in other instances. Similar to MICI classifier
fusion models, an evolutionary algorithm can be used to sample the fuzzy measure
g from the training data.

Overall, Multiple Instance Regression methods have been studied in the literature
for nearly twodecades andmost studies are based on the primary-instance assumption
proposed by Ray and Page in 2001. Linear regression models were used in mostMIR
methods if a regressorwas used and experiments have shown effective results of using
MIR on crop yield prediction and aerosol optical depth retrieval applications given
remote sensing data.

6.4.3 Multiple Instance Multi-resolution and Multi-modal
Fusion

Previous MIL classifier fusion and regression methods, such as the MICI and the
MICIR models, can only be applied if the fusion sources have the same number of
data points and the same resolution acrossmultiple sensors. Asmotivated in Sect. 6.1,
in remote sensing applications, sensor outputs often have different resolutions and
modalities, such as rasterized hyperspectral imagery versus LiDAR point cloud data.
To address multi-resolution and multi-modal fusion under imprecision, the multi-
ple instance multi-resolution fusion (MIMRF) algorithm6 was developed to fuse
multi-resolution and multi-modal sensor outputs while learning from automatically
generated, imprecisely labeled data [66, 86].

In multi-resolution and multi-modal fusion, there can be a set of candidate points
froma local region fromone sensor that corresponds to one point fromanother sensor,
due to sensor measurement inaccuracy and different data resolutions and modalities.
Take hyperspectral imagery and LIDAR point cloud data fusion, for example, for
each pixel Hi in the HSI imagery, there may exist a set of {Li1, Li2, . . . , Lil} points
from the LiDAR point cloud that corresponds to the area covered by the pixel Hi . The
MIMRF algorithm first constructs such correspondences by writing the collection of
the sensor outputs for pixel i as

Si =

⎡

⎢⎢⎢⎣

Hi Li1

Hi Li2
...

...

Hi Lil

⎤

⎥⎥⎥⎦ . (6.38)

6The MIMRF implementation is available at: https://github.com/GatorSense/MIMRF [85].

https://github.com/GatorSense/MIMRF
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This notation can extend to any number of correspondences l by row, and multiple
sensors by column. The MIMRF assumes that, at least one point in all candidate
LiDAR points is accurate, but it is unknown which one. One of the goals of the
MIMRF algorithm is to automatically select the correct points with accurate mea-
surement and correspondence information. To achieve this goal, the CI fusion for
the collection of the sensor outputs of the i th negative data point is written as

Cg(S−
i ) = min

∀x−
k ∈S−

i

Cg(x−
k ), (6.39)

and the CI fusion for the collection of the sensor outputs values of the j th positive
data point is written as

Cg(S+
j ) = max

∀x+
l ∈S+

j

Cg(x+
l ), (6.40)

where S−
i is the collection of sensor outputs for the i th negative data point and S+

j is
the collection of sensor outputs for the j th positive data point;Cg(S−

i ) is the Choquet
integral output for S−

i and Cg(S+
j ) is the Choquet integral output for S

+
j . In this way,

the min and max operators automatically select one data point (which is assumed to
be the data point with correct information) from each negative and positive bag to
be used for fusion, respectively.

Moreover, the MIMRF is designed to handle bag-level imprecise labels. Recall
that the MIL framework assumes a bag is labeled positive if at least one instance in
the bag is positive and a bag is labeled negative if all the instances in the bag are
negative. Thus, the objective function for MIMRF algorithm is proposed as

J =
K−∑

a=1

max
∀S−

ai∈B−
a

(
Cg(S−

ai ) − 0
)2 +

K+∑

b=1

min
∀S+

bj∈B+
b

(
Cg(S+

bj ) − 1
)2

=
K−∑

a=1

max
∀S−

ai∈B−
a

(
min

∀x−
k ∈S−

ai

Cg(x−
k ) − 0

)2

+
K+∑

b=1

min
∀S+

bj∈B+
b

(
max

∀x+
l ∈S+

bj

Cg(x+
l ) − 1

)2

,

(6.41)
where K+ is the total number of positive bags, K− is the total number of negative
bags, S−

ai is the collection of i th instance set in the ath negative bag and similar for
S+
bj . Cg is the Choquet integral given fuzzy measure g, B−

a is the ath negative bag,
and B+

b is the bth positive bag. The term S−
ai is the collection of input sources for the

i th pixel in the ath negative bag and S+
bj is the collection of input sources for the j th

pixel in the bth positive bag.
In (6.41), the min and max operators outside the squared errors (the boxed terms)

are comparable to the MICI min-max model. The max operator encourages the
Choquet integral of all the points in the negative bag to be 0 and the min operator
encourages theChoquet integral of at least one point in the positive bag to be 1 (second
term), which satisfies the MIL assumption. The min and max operators inside the
squared error terms come from (6.39) and (6.40), which selects one correspondence
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for each collection of candidates. By minimizing the objective function in (6.41),
the first term encourages the fusion output of all the points in the negative bag to the
desired negative label 0, and the second term encourages the fusion output of at least
one of the points in the positive bag to the desired positive label+1. This satisfies the
MIL assumption while addressing label imprecision for multi-resolution and multi-
modal data. The MIMRF algorithm has been used to fuse rasterized hyperspectral
imagery and un-rasterized LiDARpoint cloud data over urban scenes and have shown
effective fusion results for land cover classification [66, 86].

Here is a small example to illustrate the performance of the MIMRF algorithm
using the MUUFL Gulfport hyperspectral and LiDAR data set collected over the
University of Southern Mississippi-Gulfpark Campus [1]. An illustration of the ras-
terized hyperspectral imagery and the LiDAR data over the complete scene can be
seen in Figs. 6.2 and 6.3 in Sect. 6.1. The task here is to fuse hyperspectral and LiDAR
data to perform building detection and classification. The simple linear iterative clus-
tering (SLIC) algorithm [87, 88] was used to segment the hyperspectral imagery. The
SLIC algorithm is a widely used, unsupervised superpixel segmentation algorithm
that can produce spatially coherent regions. Each superpixel from the segmentation
is treated as a “bag” in our learning process and all pixels in each superpixel are
all the instances in the bag. The bag-level labels in this data set were generated
from OpenStreetMap (OSM), a third-party, crowd-sourced online map [89]. OSM
provides map information for urban regions around the world. Figure6.9c shows
the map extracted from Open Street Map (OSM) over the study area based on the
ground cover tags available, such as “highway”, “footway”, “building”, etc. Informa-
tion from Google Earth [90], Google Maps [91], and geo-tagged photographs from
a digital camera taken at the scene were also be used as auxiliary data to assist the
labeling process. This way, reliable bag-level labels can be automatically generated
with minimal human intervention. These bag-level labels will then be used in the
MIMRF objective function (6.41) to learn the unknown fuzzy measure g for HSI-
LiDAR fusion. Figure6.9 shows the RGB imagery, the SLIC segmentation, and the
OSM map labels for the MUUFL Gulfport hyperspectral imagery.

Three multi-resolution and multi-modal sensor outputs were used as fusion
sources, one generated from HSI imagery and two from raw LiDAR point cloud
data. The first fusion source is the ACE detection map on buildings based on the
mean spectral signature of randomly sampled building points from the scene. The
ACE detection map for buildings is shown in Fig. 6.10a. As shown, the ACE con-
fidence map highlights most buildings, but also highlights some roads which have
similar spectral signature (similar construction material, such as asphalt). The ACE
detector also failed to detect the top right building due to the darkness of the roof.
Two other fusion sources were generated from LiDAR point cloud data according to
the building height profile, with the rasterized confidence maps shown in Fig. 6.10b
and Fig. 6.10c. Note that in MIMRF fusion, the LiDAR sources will be point clouds
and Figs. 6.10b and c are provided for visualization and comparison purposes only.

As shown in Fig. 6.10, each HSI and LiDAR sensor output contains certain build-
ing information. The goal is to use MIMRF to fuse all three sensor outputs and
perform accurate building classification. We randomly sampled 50% the bags (the
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Fig. 6.9 The RGB image (a), SLIC segmentation (b), and the OSMmap for the MUUFL Gulfport
hyperspectral imagery (c). In the OSM map, the blue lines correspond to road and highway. The
magenta lines correspond to sidewalk/footway.Thegreen linesmarks buildings.Here, the “building”
tag is specific to the buildings with a grey (asphalt) roof. The black lines correspond to “other” tags.
Source: c© [2020] IEEE. Reprinted, with permission, from [86]

Fig. 6.10 The fusion sources generated from HSI and LiDAR data for building detection. a ACE
detection map from HSI data. b, c LiDAR building detection map from two LiDAR flights. The
colorbar can be seen in d. Source: c© [2020] IEEE. Reprinted, with permission, from [86]
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Fig. 6.11 An example of
ROC curve results for
building detection across all
methods
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superpixels) and use these to learn a set of fuzzy measures for theMIMRF algorithm.
We conducted such random sampling three times by using theMATLAB randperm()
function and call these the three random runs. The sampled bags are different at each
random run. In each random run, the MIMRF algorithm is applied to learn a fuzzy
measure from the randomly sampled 50% bags, and fusion results are evaluated on
the remaining 50% data on a pixel level. Note that there will be two sets of results
in each run—learn from the first sampled 50% bags (denoted “Half1”) and perform
fusion on the second half of data (denoted “Half2”), and vice versa. The fusion results
of MIMRF were compared with previously discussed MIL algorithms such as MICI
and mi-SVM and the CI-QP approach. The CI-QP (Choquet integral-quadratic pro-
gramming) approach [64] is a CI fusion method that learns a fuzzy measure for the
Choquet integral by optimizing a least squares error objective using quadratic pro-
gramming. Note that these comparison methods only work with rasterized LiDAR
imagery, while the MIMRF algorithm can directly handle raw LiDAR point cloud
data. The fusion results of MIMRF were also compared with commonly used fusion
methods, such as min, max, and mean operators and a support vector machine, as
well as the ACE and LiDAR sensor sources before fusion.

Figure6.11 shows an example of the receiver operating characteristic (ROC) curve
results for building detection across all comparisonmethods. Table6.5 shows the area
under curve (AUC) results across all methods in all random runs. Table6.6 shows
the root mean square error (RMSE) results across all methods in all random runs.
The AUC evaluates how well the method detects the buildings (the higher AUC the
better) and the RMSE shows how the detection results on both the building and
nonbuilding points differ from the ground truth (the lower the RMSE the better). We
observed from the tables that the MIMRF method was able to achieve high AUC
detection results and low RMSE compared to other methods, and the MIMRF is
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stable across different randomizations. The MICI classifier fusion method also did
well in detection (high AUC), but has higher RMSE compared to MIMRF, possibly
due to MICI’s inability to handle multi-resolution data. The min operator did well
in RMSE due to the fact that it places low confidence everywhere, but was unable
to have high detection results. The ACE detector did well in detection, which shows
that the hyperspectral signature is effective at distinguishing building roof materials.
However, it also places high confidence on other asphalt materials such as road, and
thus yields a high RMSE value.

Figures6.12 and 6.13 shows a qualitative comparison of our fusion perfor-
mance. Figure6.12 shows an example of our randomly sampled bags. All the semi-
transparent bags marked by the red lines in Fig. 6.12a were used to learn a fuzzy
measure in our method, and we evaluate pixel-level fusion results against the “test”
ground truth shown in Fig. 6.12b. Note that the MIMRF is a self-supervised method
that learns a fuzzy measure from bag-level labels and produces pixel-level fusion
results. Although standard training and testing scheme does not apply here, this
experiment is set up using cross validation to show that the MIMRF algorithm is
able to utilize the fuzzy measure learned from one part of the data and apply that
fuzzy measure to perform fusion on new test data, even when the learned bags were
excluded from testing.

Table 6.5 The AUC results of building detection using MUUFL Gulfport HSI and LiDAR data
across three random runs. (The higher the AUC the better.) The best two results with the highest
AUC were bolded and underlined, respectively. “Half1” refers to the results of learning a fuzzy
measure from the first 50% of the bag-level labels from campus 1 data and perform pixel-level
fusion on the second half. “Half2” refers to the results of learning a fuzzy measure from the second
50% of the bag-level labels from campus 1 data and perform pixel-level fusion on the first half. The
ACE, Lidar1, and Lidar2 rows show results from the individual HSI and LiDAR sources before
fusion; the methods below the dotted line show fusion results for all comparison methods. The
standard deviations of MICI and MIMRF methods are computed across three runs (three random
fuzzy measure initializations) and are shown in parentheses. Same notation is applied for the RMSE
table below as well

First Random run Second Random run Third Random run

Half1 Half2 Half1 Half2 Half1 Half2

ACE 0.954 0.961 0.938 0.967 0.963 0.947

Lidar1 0.874 0.914 0.879 0.904 0.920 0.874

Lidar2 0.855 0.813 0.879 0.796 0.830 0.848

SVM 0.670 0.854 0.791 0.918 0.928 0.823

min 0.872 0.863 0.890 0.849 0.870 0.872

max 0.946 0.945 0.953 0.939 0.948 0.945

mean 0.963 0.952 0.969 0.947 0.959 0.960

mi-SVM 0.752 0.886 0.795 0.942 0.930 0.923

CI-QP 0.955 0.959 0.959 0.939 0.962 0.964

MICI 0.972(0.001) 0.963(0.000) 0.976(0.000) 0.960(0.000) 0.968(0.000) 0.971(0.000)

MIMRF 0.978(0.003) 0.963(0.002) 0.972(0.000) 0.971(0.001) 0.973(0.000) 0.971(0.002)
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Table 6.6 The RMSE results of building detection using MUUFL Gulfport HSI and LiDAR data
across three random runs. (The lower the RMSE the better.) The best two results with the highest
AUC were bolded and underlined, respectively. “Half1” refers to the results of learning a fuzzy
measure from the first 50% of the bag-level labels from campus 1 data and perform pixel-level
fusion on the second half. “Half2” refers to the results of learning a fuzzy measure from the second
50% of the bag-level labels from campus 1 data and perform pixel-level fusion on the first half. The
ACE, Lidar1, and Lidar2 rows show results from the individual HSI and LiDAR sources before
fusion; the methods below the dotted line show fusion results for all comparison methods. The
standard deviations of MICI and MIMRF methods are computed across three runs (three random
fuzzy measure initializations) and are shown in parentheses

First Random run Second Random run Third Random run

Half1 Half2 Half1 Half2 Half1 Half2

ACE 0.345 0.339 0.348 0.307 0.334 0.350

Lidar1 0.291 0.255 0.278 0.268 0.266 0.280

Lidar2 0.294 0.270 0.267 0.297 0.269 0.295

SVM 0.348 0.332 0.437 0.250 0.409 0.284

min 0.265 0.235 0.248 0.255 0.240 0.263

max 0.417 0.417 0.419 0.413 0.423 0.420

mean 0.307 0.291 0.296 0.298 0.298 0.302

mi-SVM 0.425 0.459 0.432 0.253 0.406 0.232

CI-QP 0.403 0.377 0.405 0.413 0.388 0.397

MICI 0.356(0.002) 0.348(0.002) 0.374(0.001) 0.336(0.001) 0.356(0.000) 0.350(0.000)

MIMRF 0.238(0.024) 0.192(0.025) 0.244(0.002) 0.208(0.011) 0.255(0.002) 0.177(0.001)
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Fig. 6.12 a An illustration for the 50% randomly sampled bags from one of our random runs. The
MIMRF algorithm learns a fuzzy measure from the red-labeled, transparent bags. b The ground
truth for the the other 50% data [92]. The yellow and green regions are building and nonbuilding
ground truth locations in the “test” data. The dark blue (labeled “–1”) regions denote the 50% of
the bags that were used in MIMRF learning and therefore not included in the testing process
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Fig. 6.13 The fusion results for building detection in the MUUFL Gulfport data set, learned from
the randomly drawn bags shown in Fig. 6.12a and evaluated on the remaining regions against the
ground truth shown in Fig. 6.12b. Note that the MIMRFmethod learns a set of fuzzy measures from
bag-level data and produced per-pixel fusion results on the fusion regions. The subplots show fusion
results by a SVM; bmin operator; c max operator; d mean operator; e mi-SVM; f CI-QP; gMICI;
hMIMRF. The yellow highlights where the fusion algorithm places high detection confidence and
green indicates low confidence, and the dark blue indicates the regions not used in the evaluation.
This plot uses the same color bar as in Fig. 6.10d. It is desirable that high confidence (yellow color)
was placed on buildings for building detection. As shown, the MIMRF algorithm in h was able
to detect all buildings (yellow color) in the regions that were evaluated and have low confidence
(green color) on nonbuilding areas. The other comparison methods either missed some buildings,
or have many more false positives in non-building regions, such as tree canopy

Figure6.13 shows all fusion results on the test regions across all methods. As
shown, the MIMRF algorithm in Fig. 6.13h was able to detect all buildings (yellow)
in the evaluation regions well while having low confidence (green) on nonbuilding
areas. The other comparison methods either missed some buildings, or have many
more false positives in non-building regions. Other randomizations yielded similar
effects.

To summarize, the above experimental results show that the MIMRF method was
able to successfully perform detection and fusion with high detection accuracy and
low rootmean square error formulti-resolution andmulti-modal data sets. This exper-
iment further demonstrated the effectiveness of the self-supervised learning approach
used by the MIMRF method at learning a fuzzy measure from one part of the data
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(using only bag-level labels) and perform pixel-level fusion on other regions. Guided
by publicly available crowd-sourced data such as the OpenStreetMap, the MIMRF
algorithm is able to automatically generate imprecise bag-level labels instead of the
traditional manual labeling process. Moreover, [86] has shown effective results of
MIMRF fusion on agricultural applications as well, in addition to hyperspectral and
LiDAR analysis. We envision the MIMRF as an effective fusion method to perform
pixel-level classification and produce fusion maps with minimal human intervention
for a variety of multi-resolution and multi-modal fusion applications.

6.5 Summary

This chapter introduced the Multiple Instance Learning framework and reviewed
MIL methods for hyperspectral classification, sub-pixel target detection, classifier
fusion, regression, and multi-resolution multi-modal fusion. Given imprecise (bag-
level) ground truth information in the training data, the MIL methods are effective
in addressing the inevitable imprecision observed in remote-sensing data and appli-
cations.

• Imprecise training labels are omnipresent in hyperspectral image analysis,
due to unreliable ground truth information, sub-pixel targets, and occlusion,
and heterogeneous sensor outputs.MILmethods can handle bag-level labels
instead of requiring pixel-perfect labels in training, which enables easier
annotation and more accurate data analysis.

• Multiple instance target characterization algorithms were presented, includ-
ing eFUMI, MI-ACE/MI-SMF, and MI-HE algorithms. These algorithms
can estimate target concepts from the data given imprecise labels, without
obtaining target signature a priori.

• Multiple instance classifier fusion and regression algorithmswere presented.
In particular, the MICI method is versatile in that it can perform classifier
fusion and regression with minor adjustments in the objective function.

• The MIMRF algorithm extends upon MICI to multi-resolution and multi-
modal sensor fusion on remote sensing data with label uncertainty. To our
knowledge, this is the first algorithm that can handle HSI imagery and
LiDAR point cloud fusion without co-registration or rasterization, consid-
ering imprecise labels.

• Various optimization strategies exist to optimize an MIL problem, such
as expectation maximization, sampling-based evolutionary algorithm, and
gradient descent.

The algorithms discussed in this chapter covers the state-of-the-art MIL
approaches and provides an effective solution to address the imprecision challenges
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in hyperspectral image analysis and remote-sensing applications. There are several
challenges in these current approaches that warrant future work. For example, cur-
rent MI regression methods often rely on the “primary instance” assumption, which
may not hold in all applications; or that MIL assumes no contamination (of positive
points) in negative bags, but in practice this is often not the case. Future study inmore
flexible MIL frameworks (such as using kernel embedding as described in Chap. 2)
can be conducted in relaxing these assumptions.
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Chapter 7
Supervised, Semi-supervised,
and Unsupervised Learning
for Hyperspectral Regression

Felix M. Riese and Sina Keller

Abstract In this chapter, we present an entire workflow for hyperspectral regres-
sion based on supervised, semi-supervised, and unsupervised learning.Hyperspectral
regression is defined as the estimation of continuous parameters like chlorophyll a,
soil moisture, or soil texture based on hyperspectral input data. The main challenges
in hyperspectral regression are the high dimensionality and strong correlation of the
input data combined with small ground truth datasets as well as dataset shift. The
presented workflow is divided into three levels. (1) At the data level, the data is
pre-processed, dataset shift is addressed, and the dataset is split reasonably. (2) The
feature level considers unsupervised dimensionality reduction, unsupervised cluster-
ing as well as manual feature engineering and feature selection. These unsupervised
approaches include autoencoder (AE), t-distributed stochastic neighbor embedding
(t-SNE) as well as uniform manifold approximation and projection (UMAP). (3) At
the model level, the most commonly used supervised and semi-supervised machine
learning models are presented. These models include random forests (RF), convo-
lutional neural networks (CNN), and supervised self-organizing maps (SOM). We
address the process of model selection, hyperparameter optimization, and model
evaluation. Finally, we give an overview of upcoming trends in hyperspectral regres-
sion. Additionally, we provide comprehensive code examples and accompanying
materials in the form of a hyperspectral dataset and Python notebooks via GitHub
[98, 100].
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7.1 Introduction to Hyperspectral Regression

Precise information about the spatial and temporal distribution of continuous physical
parameters is of great importance in many scopes of environmental applications. A
physical parameter, herein, describes the characteristics and conditions of a physical
object, state, or process. One example of such a physical parameter is soil moisture.

When monitoring such continuous physical parameters directly on site, conven-
tional point-wise measurement techniques are most widely used. These techniques
measure continuous values of the respective parameter by analyzing in situ probes.
Such in situ measurements are precise at a specific location but are often inefficient
for covering a large area.

Formonitoring physical parameters over large areas, hyperspectral remote sensing
techniques are applied as complementary solutions (see, e.g., [29]). Hyperspectral
sensorsmounted on satellites, unmanned aerial vehicles (UAVs), or handhelds record
this kind of data with different spectral, temporal, and spatial resolutions depending
on the applied platform. In general, the recorded hyperspectral data contains, to a
certain extent, spectral information related to the physical parameter to be considered.
Hyperspectral remote sensing aims to retrieve this spectral information out of the
recorded hyperspectral data. To estimate physical parameters with hyperspectral
data, a model is required to link the hyperspectral data and the information about
the physical parameter. Such a model can be obtained based on a training dataset
containing hyperspectral data and reference data of the respective physical parameter.
The reference data or ground truth is measured in situ. Hyperspectral and in situ
measured data both characterize the physical parameter. However, they differ, for
example, in terms of sampling time and spatial coverage which poses a challenge
when combining such data in one dataset.

As an example, we consider the estimation of soil moisture over a large area
with hyperspectral data (e.g., [62]). Soil moisture is a physical parameter which is
relevant, for example, in hydrological modeling of river catchments. Hyperspectral
data may be available from field campaigns. As a reference, in situ measurement
data of soil moisture at specific points of the same area is needed. The underlying
task, now, is to estimate soil moisture by linking soil moisture reference data to the
hyperspectral data.

By definition, hyperspectral data is high-dimensional. The linkage of such high-
dimensional input data with 1-dimensional (1D) soil moisture data represents a non-
linear regression problem. In this chapter, we focus on data-driven machine learn-
ing (ML) models since they are capable of dealing with these kinds of regression
tasks [62]. We introduce the term hyperspectral regression which refers to ML
regression solely based on hyperspectral data. Note that some studies use the term
parameter estimation as a synonym for hyperspectral regression. However, in the
broad field of ML, the definition of the term parameter estimation varies depending
on the applied context.

There is no single MLmodel which is equally suited on all regression tasks [108].
Instead, a framework of different approaches is used which can adapt to various
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regression tasks. In this chapter, we demonstrate all aspects of a typical hyperspec-
tral regression workflow on a soil moisture dataset [99]. The dataset is introduced
in [99] and can be downloaded from [98]. Note that this is a 1D dataset with single
pixels instead of 2-dimensional (2D) images. It consists of 679 datapoints with one
soil moisture value and 125 hyperspectral bands per datapoint. The presented mod-
els can also be combined with other types of datasets. First regression results [99]
demonstrate very precise estimations and imply a very low Bayes error, which is
the lowest possible estimation error of the given ML task. In summary, the dataset
represents an optimal benchmark dataset for applying ML models in hyperspectral
regression.

Figure7.1 illustrates the structure of this chapter. The structure is based on a
typical hyperspectral regression workflow and is divided into three levels, data level,
feature level, andmodel level. At first, we give an overview of different learning tech-
niques and definitions of technical terms which we rely on later (see Sect. 7.2). Sub-
sequently, we introduce the concept of pre-processing, the challenge of dataset shift,
and dataset splitting in Sect. 7.3. Section7.4 deals with any kind of pre-processing
aspects. Finally, we have a detailed look at the different ML models in Sect. 7.5.
Additionally, we provide comprehensive code examples and accompanying materi-
als in the form of data and Python notebooks online on GitHub (→ Notebooks 1 to
7 (https://github.com/felixriese/hyperspectral-regression)) [100].

In this chapter, we present the essential steps of a hyperspectral regression work-
flow in detail and in an application-oriented way. Further exemplary applications of
hyperspectral regression are also presented in Chap.2. In summary, the objectives
of this chapter are

• to understand the possibilities and challenges in hyperspectral regression,
• to gain an overview of a typical hyperspectral regression workflow,
• to analyze and pre-process the used dataset,
• to understand the challenge of dataset shift,
• to understand and to apply different dataset splitting approaches,
• to generate new features with unsupervised dimensionality reduction, unsuper-
vised clustering, and manual feature engineering,

• to select the most important input features for a hyperspectral regression task,
• to understand the different strengths and weaknesses of the most relevant ML
models for hyperspectral regression,

• to select the most appropriate supervised or semi-supervised ML model for a
given hyperspectral regression task,

• to understand the possible applications of active learningmodels for hyperspectral
regression,

• to optimize and finally to evaluate a selected ML model based on the given
regression task,

• to apply Python packages in the context of hyperspectral regression with our best
practices and implementation examples [100], and

• to gain an overview of the upcoming trends in hyperspectral regression.

https://github.com/felixriese/hyperspectral-regression
http://dx.doi.org/10.1007/978-3-030-38617-7_2
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Fig. 7.1 Typical hyperspectral regression workflow on three levels: model level, feature level, and
data level
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7.2 Fundamentals of Hyperspectral Regression

In recent years, the hyperspectral remote sensing community mainly focused on
classification tasks. Classification refers to the estimation of discrete classes, for
example, to distinguish between land cover classes like water, vegetation, road, and
building. Both classification and regression are about building predictive models.
The difference is that, in classification, the target space is discrete (e.g., land cover
classes), whereas in regression, the targets are continuous (e.g., soil moisture).

In the context of ML regression, different approaches can be applied depending
on the objective and the availability of reference data. In Fig. 7.2, these different
approaches are visualized schematically. We can distinguish four cases. In case (a),
reference data, meaning labels containing the ground truth, is available for all (hyper-
spectral) input datapoints. In this context, supervised learning models are suitable.
A supervised model is able to learn from all available input–output data pairs. In
case (b), we have an incompletely labeled dataset. That is, some of the samples
are missing the correct ground truth labels. In this context, we can rely on semi-
supervised learning models. They learn from the complete input–output pairs as
well as from the datapoints without labels. One extension of semi-supervised learn-
ing is active learning. In this case, case (c), the active learning model is able to
suggest the user, for example, a human, which missing labels would increase the
estimation performance the most. Active learning is of use when collecting refer-
ence data (labels) is expensive and time-consuming. Finally, in the case (d) when no
labels are available, unsupervised learning can be applied. Unsupervised learning
is useful, for example, for dimensionality reduction and clustering.
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Yl

Xu

(a)
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learning

(d)
Unsupervised

learning

(b)
Semi-supervised
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(c)
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learning
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Fig. 7.2 Depending on the availability of labels for our training data, we can distinguish four types
of learning algorithms: Overview of the availability of labels in four ML approaches: a supervised
learning, b semi-supervised learning, c active learning, and d unsupervised learning
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The mathematical notation conventions used in this chapter are consistent
with [25]: X = (x1, . . . xn) is a set of n input datapoints xi ∈ X for all
i ∈ [n] := {1, . . . n}. Every datapoint xi consists of m input features. In hyper-
spectral regression, the input features represent the m hyperspectral bands and it
is X ⊂ R

m . In supervised learning, case (a), yi ∈ Y with Y = (y1, . . . , yn) are the
labels of the datapoints xi and the training set is given as pairs (xi , yi ). In semi-
supervised and active learning, cases (b) and (c), the dataset X is divided into two
parts. The first part consists of the datapoints Xl := (x1, . . . , xl) with the corre-
sponding labels Yl := (y1, . . . , yl) and the second part consists of the datapoints
Xu := (xl+1, . . . , xl+u) without any labels. It is l + u = n. Again, we have yi ∈ Y
for i = 1, . . . , l. For regression, the labels are continuous in the cases (a) to (c) which
meansY ⊂ R. Note that also more-dimensional labels can be used in regression. In
the d-dimensional case, it isY ⊂ R

d . Within the scope of this chapter, we will stick
to 1D labels, meaning d = 1. We refer to this combination of hyperspectral input
data and desired output data as datapoint. In the unsupervised case (d), the dataset
only consists of input datapoints X without any labels.

In the field of hyperspectral remote sensing and in the analysis of hyperspec-
tral data, there are many applications for ML. Relevant examples of hyperspectral
regression with ML are clustered according to their respective target variables in
Table7.1. A general overview of remote sensing image processing with a focus on
traditional ML models and physical models is given in [23]. Most current studies
address ML classification with hyperspectral data (e.g., overview in [45]), whereas
only few studies focus on hyperspectral regression (e.g., [3, 119]). The ML models
used for the respective regression tasks are described in Sect. 7.5.

Depending on the hyperspectral regression task, we need to select an appropri-
ate ML model [108]. At best, the selected ML model is able to learn all relevant
nuances of the training dataset (low bias) and is able to generalize well on unknown
datasets (low variance). Accomplishing low bias and low variance at the same time
is impossible. Thus, a trade-off between bias and variance [41, 43, 81] has to be
addressed while selecting an appropriate model (see Sect. 7.5.3).When anMLmodel
is characterized by a low bias (high variance), it is able to adapt well to the training
dataset which also includes noise. Such an ML model tends toward overfitting. An
ML model with low variance is more robust against noise and outliers. Such an ML
model is not able to adapt well to the nuances of the training dataset which is called
underfitting.

When focusing on hyperspectral regression, several challenges need to be handled
(e.g., [14]). For instance, hyperspectral data is characterized by high dimensional-
ity and narrow bandwidths. As a result, hyperspectral bands are highly correlated.
The intrinsic, virtual dimensionality of the hyperspectral data, therefore, is much
smaller. Determining the virtual dimensionality is a difficult challenge [24]. Most
approaches suggest dimensionality reduction of the data which often is performed
in an unsupervised fashion (see Sect. 7.4.1).

With the high dimensionality of the hyperspectral input data, ML models suffer
from the curse of dimensionality [10]. The increasing number of input dimen-
sions leads to an exponential growth of the feature-space volume. Therefore, more
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Table 7.1 Examples for hyperspectral regression with ML

Target variable References

Background estimation [118]

Biomass [3, 27, 84]

CDOM, diatoms, green algae, turbidity [61, 75]

Chlorophyll a concentration [22, 61, 75–77]

Nitrogen content [2, 69, 70, 82, 133]

Soil moisture [3, 62, 82, 97, 99, 113]

Soil organic/inorganic content [19, 70, 82, 92]

Soil texture: sand, silt, clay content [19, 70, 71]

Vegetation pigment content [26]

training data is needed to cover this volumewith the same density. Increasing the size
of the training dataset is one possible and often applied solution to handle this chal-
lenge. Since new developments in optical remote sensing have emerged over the last
decades, the technical possibility exists to record large hyperspectral datasets. For
instance, satellites and UAVs are capable of recording hyperspectral data on a large
scale. Additionally, the processing of large datasets is computationally expensive.

Another important challenge is themeasurement of reference data over large areas.
Continuous physical parameters (see Table7.1) like soil moisture and soil texture
need to bemeasuredmanually. This is time-consuming and expensive. It is, therefore,
important to be able to work with small datasets or with incompletely labeled
datasets (see Sect. 7.5.2). In addition, the dataset shift poses a further challenge in
the context of hyperspectral regression.Dataset shift is caused by differences between
the training dataset and new, for the ML model unknown, datasets. Accompanying
issues and possible solutions are pointed out in Sect. 7.3.2.

7.3 Hyperspectral Regression at the Data Level

The data level is the first level of the presented hyperspectral regression workflow.
At the data level, pre-processing as the first part focuses on collecting, validating,
and preparing data (see Sect. 7.3.1). The second part addresses the challenges of
dataset shift and provides possible approaches to cope with it (see Sect. 7.3.2). We
conclude by introducing several approaches of dataset splitting for the evaluation of
ML models in Sect. 7.3.3.
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7.3.1 Pre-processing

The first part of the presented hyperspectral regression workflow is pre-processing
[23, 124]. We divide the pre-processing into three steps: reading in data, preparing
data, and validating data. First, we need to read in the data. In Python, datasets can
be conveniently read in using existing and established software packages such as
Pandas [80] or TensorFlow [1].

The second step of pre-processing is the validation of the data.We highly recom-
mend to explore the dataset before further processing (see → Notebook 1.1 (https://
github.com/felixriese/hyperspectral-regression)). The exploration procedure could
include a check of the value range of the input features and the target variable. The
data validation can be achieved by an analysis of the datasets statistics and by a
visualization of the dataset. Thus, we obtain an overview of the used dataset. Addi-
tionally, we recognize possible challenges in the dataset such as outliers, missing
values or labels as well as dataset shift at an early stage. The latter is addressed in
detail in Sect. 7.3.2. A useful example to motivate the investigation of the dataset
with statistical methods and visualizations is given in [78].

The last step of pre-processing is the preparation of the data. Depending on the
results of the data validation and the applied ML models (see Sect. 7.5), the dataset
might need to be normalized or transformed. The data normalization makes the train-
ing less dependent on the scale of the input data. Typical normalization techniques
scale the numerical data, for example, linearly between 0 and 1, or around 0 with a
standard deviation of 1. Additionally, it might be necessary to transform categorical
data to numerical values since someMLmodels like artificial neural networks (ANN,
see Sect. 7.5.1.5) only work with numerical data. A common way to achieve this is
one hot encoding. Each categorical feature is represented by one entry in a binary
vector.

Exemplary implementations of pre-processing and resulting plots can be found
in → Notebook 1.1 (https://github.com/felixriese/hyperspectral-regression). In the
following, we summarize three best practices:

• Read in data with existing packages like the Python package Pandas [80] or pre-
existing functions in TensorFlow [1] which support many common file formats.

• Visualize the dataset and generate statistics about it. Use perceptually uniform
colormaps, for example, viridis [72]. Understand your data!

• Use data normalization or transformation if the applied ML model requires it.

7.3.2 Dataset Shift

Most MLmodels rely on the independent and identically distributed (i.i.d.) assump-
tion. The i.i.d. assumption refers to the independent collection of the training dataset
and new, unknown datasets (see Sect. 7.3.3) which are identically distributed.

https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
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In this context, the term training dataset refers to the dataset that is available
during the training of the ML model. For example, in hyperspectral regression of
soil moisture, the hyperspectral data as well as the ground truth labels of soil moisture
should cover all (in reality) possible values. Otherwise, dataset shift occurs and the
estimation performance might suffer [83, 94]. In general, three main types of dataset
shift exist:

• Covariate shift [109, 115] is defined as a change of the input feature distribution
P(X). It is the best studied type of dataset shift in the literature. For example, in
hyperspectral regressionof soilmoisture, rainfall events between twomeasurement
days affect the input feature distribution of this two-day dataset.

• Prior probability shift [36, 94] is defined as a change of the target variable distri-
bution P(Y ) without a change in X . This change mostly occurs in the application
of generative models. For example, in the hyperspectral regression of soil mois-
ture, the distribution of soil moisture can vary due to the underlying soil structure
while the soil surface remains unchanged.

• Concept shift [127] or concept drift is a change in the relationship between the
input data and the target variable. The concept shift is the most challenging type of
dataset shift to handle. For example, in hyperspectral regression of chlorophyll a
concentration, the relationship between hyperspectral input data and chlorophyll a
concentration as target variable can change due to undetectable hydrochemical
processes.

In the following,wepresent an example of covariate shift in hyperspectral regres-
sion of soil moisture which is the most relevant type of dataset shift for this appli-
cation. The distributions of hyperspectral and reference data are shifted between
the training dataset and an unknown dataset. The distribution of the exemplary soil
moisture reference data is presented in Fig. 7.3. After training on the training dataset,
the ML model should be able to estimate soil moisture on a new, unknown dataset.
However, as a result of the covariate shift, the ML model is not able to estimate soil
moisture reasonably on the given, unknown dataset (R2 ≈ 0, see → Notebook 1.2
(https://github.com/felixriese/hyperspectral-regression) and Sect. 7.5.3.2).

Several causes of dataset shift exist. One cause is the sample selection bias.
Sample selection bias can occur in the scope of different data measurements. In
hyperspectral regression, it often occurs as a result of the parallel use of different
hyperspectral sensors and changes of the measuring site. Another cause for dataset
shift is non-stationary environments. Non-stationary environments appear when
the training environment differs from the test environment. This distinction can be
temporal or spatial. Since hyperspectral satellites record data at different locations
and during different seasons, dataset shift commonly occurs.

Various ways exist to deal with the challenges of dataset shift. In most ML studies
for hyperspectral regression, dataset shift is simply ignored. In this case, the applied
model is static with regard to the dataset shift. Such models can be used further as a
baseline model allowing the detection of dataset shift and enabling the evaluation of
approaches aiming at the reduction of the effects of dataset shift.

https://github.com/felixriese/hyperspectral-regression
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Fig. 7.3 Target variable distribution of the presented soil moisture dataset [99] with exemplary
dataset shift from training subset to prediction subset

A first approach to reduce the effects of dataset shift is to re-fit or update the
ML model to new data. In the case of time series, this means re-fitting or updating
the ML model on more recent data. In the case of 2D areal data, this means re-fitting
on more training areas. Another approach is to re-weight the training dataset based
on temporal (time series) or spatial (2D data) features. For example, training data of
time series can be re-weighted so that newer datapoints are more important in the
training than preceding ones. Further, the MLmodel can be set up to inherently learn
temporal changes to reduce the bias of seasonality and timing. In the following, we
summarize our best practices on how to deal with dataset shift:

• Visualize your data and use simple baseline models to detect dataset shift.
• If possible, update (otherwise re-fit) your ML model regularly using new data.

7.3.3 Dataset Splitting

To evaluate the generalization abilities of an ML model, the full available dataset
needs to be split into smaller datasets. In general, dataset splitting should meet the
i.i.d. assumption (see Sect. 7.3.2). In Fig. 7.4, the two most commonly applied split
types are illustrated. In the first type, the full dataset is split into two subsets: training
and test. In the second type, the three subsets training, validation, and test are
generated. In both split types, the training dataset is used repeatedly to train the ML
model. The test dataset is used only once to evaluate the final ML model. The split
types differ with respect to the way the ML models are optimized (see Sect. 7.5.3.1).
In the 3-subset split, the validation dataset is repeatedly used for the evaluation of the
generalization abilities of the ML model in the optimization process. In the 2-subset
split, the training dataset is used for both training and evaluation in the optimization
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Fig. 7.4 a Dataset splitting into the two subsets: training and test. For the model optimization, a
k-fold cross-validation is applied. b Dataset splitting into three subsets: training, validation, and
test. The model optimization is performed on the training and validation dataset

process by applying a k-fold cross-validation. Within the k-fold cross-validation,
the training dataset is randomly partitioned into k subsets of similar size. One of
the k subsets is then used for the evaluation of the ML model, while the remaining
k − 1 subsets are used for the training of the MLmodel. This selection is repeated so
that every subset is used once as validation subset. Note that it is not trivial to apply
k-fold cross-validation on time series due to possible casual relationships.

After deciding on the number of dataset subsets, the splitting approach needs to
be defined. In the following, we present several dataset splitting approaches which
are illustrated in Fig. 7.5. They are described in detail in [114] with their respective
strengths and weaknesses. The most commonly applied splitting approach is a ran-
dom split or random sampling (e.g., [39]). The subsets are randomly sampled which
leads to subsets with relatively similar target variable distributions. However, for spa-
tially or temporarily correlated data like 2D hyperspectral image data or time series,
a pixel-wise random split can lead to biased subsets. Since a significant number of
datapoints in one subset have direct spatial or temporal neighbors, the datapoints are
highly correlated in between the subsets. Training on one datapoint and evaluating
the model performance on a neighboring datapoint leads to highly biased results.

Another splitting approach is systematic splitting or systematic sampling. For
this approach, every kth datapoint is used for the test subset, with k defined as

k = n

ntest
. (7.1)

The total number of datapoints is given as n and the number of datapoints for the
test dataset is given as ntest. Systematic splitting does not rely on a random number
generator which simplifies the implementation. Overall, systematic splitting is more
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Fig. 7.5 The four presented splitting approaches: a random split, b systematic split, c patch split,
and d stratified split

robust against spatially or temporally clustered regression inaccuracies. One of the
shortcomings, though, is the assumption that the data is homogeneously distributed.
If the dataset shows periodical patterns, systematic splitting generally performs badly.

A further approach to split datasets inML is patch splitting or patch sampling. In
patch splitting, the data is split into patches or blocks. In the case of hyperspectral 2D
images, an image is split into a chessboard-like pattern. Time series data is split into
time blocks. The split into the different subsets is randomly performed, similar to the
random split but patch-wise instead of pixel-wise. This splitting approach reduces
the spatial and temporal bias, while maintaining similar distributions of the different
subsets is more difficult.

The last presented splitting approach is called stratified splitting or stratified
sampling. It combines a pre-partitioning of the data into distinct areas with ran-
dom splitting on each of these areas individually [114]. The assumption of stratified
splitting is that the pre-partitioning generates representative but distinct areas to sep-
arate training and test subset as well as similar distributions (see i.i.d. assumption
in Sect. 7.3.2). For example, 2D hyperspectral data can be partitioned according to
geographical areas. In a hyperspectral classification, we can, for example, partition
the data based on land use classes.



7 Supervised, Semi-supervised, and Unsupervised … 199

Table 7.2 Strengths and weaknesses of different splitting methods

Split Strengths Weaknesses

Random • Similar distributions
• Simple

• Spatial & temporal bias

Systematic • Similar distributions
• Simple

• Spatial & temporal bias
• Homogeneous data only

Patch • Less bias • Different distributions

Stratified • Similar distributions
• Smaller dataset → faster
model training

• Partition-able data only
• Pre-partitioning needs time

The strengths and weaknesses of the presented dataset splitting approaches are
listed in Table7.2. Implementation examples can be found in → Notebook 1.3
(https://github.com/felixriese/hyperspectral-regression). In the following, we list the
most important best practices for dataset splitting:

• Split your data. Without dataset splitting, meaningful model evaluation (see
Sect. 7.5.3.2) is not possible.

• Use existing random number generators like the Python package Numpy
[126] for randomization (see → Notebook 1.3 (https://github.com/felixriese/
hyperspectral-regression)).

• Use splitting ratios of ≈ 70/30 in the 2-subset split and ≈ 60/20/20 in the 3-
subset split for small datasets between 100 and 1000 datapoints. For larger datasets
with 1 000 000 andmore datapoints, we recommend a 3-subset split with a splitting
ratio of 98/1/1.

• Try random splitting for 1D hyperspectral data.
• Use stratified splitting for 2D hyperspectral data instead of random splitting to
avoid spatial bias.

• Try patch splitting for time series data.

7.4 Hyperspectral Regression at the Feature Level

The feature level follows the data level in our presented hyperspectral regres-
sion workflow. It consists of three parts: unsupervised dimensionality reduction
(Sect. 7.4.1), unsupervised clustering (Sect. 7.4.2), and feature engineering as well as
feature selection (Sect. 7.4.3). The definition of unsupervised learning is explained
in Sect. 7.2.

https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
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7.4.1 Dimensionality Reduction

Since correlations and redundancies between input features can occur, the virtual
dimensionality of a dataset is often smaller than the given dimensionality [24]. The
term dimensionality reduction refers to the reduction of the dimensionm of the input
data to a smaller dimension mr ≤ m toward the virtual dimensionality. In addition,
the term compression focuses on the reduction of the dimension m of the data to
the smallest possible mmin ≤ mr ≤ m. In most cases after applying dimensionality
reduction, it is only possible to reconstruct similar data, not the original input data.
The topic of dimensionality reduction and compression in general is reviewed in
detail in [54, 121]. Note that the term feature extraction is often used instead of
dimensionality reduction (see, e.g., [59]).

We discuss in the following themost relevant approaches of dimensionality reduc-
tion in hyperspectral regression (see Table7.3). A commonly applied approach is
the Principal Component Analysis (PCA) [90]. The PCA transforms the input
data orthogonally based on the variance along newly found axes. These new axes
are referred to as principal components. The principal components are sorted by
decreasing variance. That is, the first principal component has the largest variance.
Therefore, the set of the first few principal components contain most of a dataset’s
variance and at best, most of the information contained in the dataset.

A further approach of dimensionality reduction is calledMaximum Noise Frac-
tion (MNF) [50]. MNF applies PCA, but rather than maximizing the variance along
the principal components, it maximizes the signal-to-noise ratio. Note that in several
studies the MNF is called minimum noise fraction.

Autoencoder (AE) [55] is an artificial neural network (ANN) approach for dimen-
sionality reduction. An AE consists of an input layer of input dimensionm, followed
by several hidden layers with smaller dimension mhidden < m and an output layer of
size m. The dimension reduction of input to hidden layers is called encoding. In the
encoding, the AE finds a lower dimensional representation of the input data. The
dimension increase of the encoded data in the original dimension m is called decod-

Table 7.3 Overview of unsupervised learning approaches for dimensionality reduction

Approach Implementation Reference Exemplary
applications

PCA → 2.1.1 (https://github.com/felixriese/
hyperspectral-regression)

[90] [61, 137]

MNF [50] [67]

AE → 2.1.2 (https://github.com/felixriese/
hyperspectral-regression)

[55] [117, 128]

t-SNE → 2.1.3 (https://github.com/felixriese/
hyperspectral-regression)

[73] [40, 136]

UMAP → 2.1.4 (https://github.com/felixriese/
hyperspectral-regression)

[79] [111]

https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
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ing. The AE is trained in an unsupervised manner with the hyperspectral data for
both input and (desired) output data. Then, the encoding part of the trained AE can be
used for dimensionality reduction on the (hyperspectral) input data. In sum, the full
AE with encoding and decoding can also be used for noise removal (denoising) of
the hyperspectral input data. More details about ANN are presented in Sect. 7.5.1.5.
Since an AE consists of many free parameters, large training datasets are necessary
for the training. Note that only the number of hyperspectral input datapoints needs to
be large for the AE. The dataset that includes ground truth labels can be small. Since
the combination of large input data and small ground truth data is characteristic for
multi- and hyperspectral satellite data, AE is well suited in this context. Additional
details of AE and PCA applied in hyperspectral image analysis are discussed in
Chaps. 3 and 13.

Finally, we list two additional dimensionality reduction approaches. The
t-distributed stochastic neighbor embedding (t-SNE) [73] is a non-linear approach
which reduces high-dimensional input data to a dataset with the dimension
mr ∈ {2, 3}. Therefore, this approach iswell suited not only for dimensionality reduc-
tion but for the visualization of a dataset as well. A recently presented dimensional-
ity reduction approach is called uniform manifold approximation and projection
(UMAP) [79]. UMAP is comparable with the t-SNE algorithm incorporating several
advantages in terms of speed and performance. Since UMAP is a relatively new
approach, it has to be investigated further in context of hyperspectral regression.

In Table7.4, the strengths and weaknesses of the five presented dimensionality
reduction approaches are listed. Exemplary visualizations of the first two compo-
nents of PCA, AE, t-SNE, and UMAP are shown in Fig. 7.6. All four approaches
showdifferent distributions of visible clusters of datapoints with similar soil moisture
values. The implementations for the presented algorithms can be found in → Note-
book 2.1 (https://github.com/felixriese/hyperspectral-regression). In the following,
we list several best practices for dimensionality reduction in hyperspectral regression:

• Normalize the data before applying dimensionality reduction.
• Use PCA a simple and fast baseline for further approaches.
• Apply AE on datasets with sufficient input data like satellite images.
• Try UMAP as a relatively new approach generating promising results.

7.4.2 Clustering

Clustering a dataset means the grouping datapoints with respect to a pre-defined
similarity metric. Datapoints are clustered, mostly in an unsupervised manner, based
on the input features such as hyperspectral bands. When clustering is included in
the hyperspectral regression workflow, the resulting cluster information is added as
a new input feature used to train the ML model. In this section, we discuss the most
commonly applied clustering algorithms in hyperspectral regression (see Table7.5).

http://dx.doi.org/10.1007/978-3-030-38617-7_3
http://dx.doi.org/10.1007/978-3-030-38617-7_13
https://github.com/felixriese/hyperspectral-regression
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Fig. 7.6 Exemplary visualization of the introduced hyperspectral dataset [99] for the first two com-
ponents of PCA, AE, t-SNE, and UMAP. The color of the datapoints corresponds to the normalized
soil moisture

Table 7.4 Strengths and weaknesses of dimensionality reduction methods

Strengths Weaknesses

PCA • Fast and simple
• Many extensions

• Difficult to interpret
• Variance �= information
• Linearity assumption

MNF • Focus on signal versus noise • Noise estimation needed
• No Python implementation

AE • Strong performance
• (Deep) architecture

• Big (input) data required
• Slow

t-SNE • Non-linear, powerful
• Visualization

• Only 2D and 3D output
• Slow

UMAP • Fast and powerful • Not (yet) established
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Table 7.5 Overview of unsupervised learning approaches for clustering

Approach Implementation Reference Exemplary
applications

k-means → 2.2.1 (https://github.com/felixriese/
hyperspectral-regression)

[74] [7, 116, 125]

DBSCAN → 2.2.2 (https://github.com/felixriese/
hyperspectral-regression)

[35] [31]

SOM → 2.2.3 (https://github.com/felixriese/
hyperspectral-regression)

[65] [99, 102]

In k-means clustering [74], the datapoints are grouped into a fixed number of k
clusters. Each cluster is defined by its cluster center which is found by minimizing
the sum of distances of the datapoints to their respective nearest cluster center. An
example of a distance metric is the Euclidean distance d which is defined for the
vectors a, b ∈ R

m as

d(a, b) =
√
√
√
√

m
∑

i=1

(ai − bi )2. (7.2)

Another clustering algorithm is called density-based spatial clustering of appli-
cations with noise (DBSCAN) [35]. In the DBSCAN algorithm, clusters are defined
as areas of higher density in the feature space. Higher density in this context means
that the density of the respective areas in the feature space is higher than the average
density of the dataset. Thus, no pre-definition of the number of clusters as in k-means
is necessary. Another difference to the k-means algorithm is that some datapoints are
not assigned to a cluster. However, based on their localization in low-density areas,
they are considered outliers.

Clustering can also be performed by self-organizing maps (SOM) [65] (see also
Sect. 7.5.1.6). A SOM is, in general, an unsupervised learning approach for data
visualization and clustering. It is a type of neural network with one input layer and a
2D grid as output layer. Output and input layers are fully connected. Neurons on the
output layer are linked by a neighborhood relationship. The SOM adapts to a dataset
by adapting the neuron weights through a distance measure (e.g., Euclidean distance,
see Eq. (7.2)). Besides the neuron with the smallest distance value, the neurons in
the neighborhood are adapted as well. Overfitting is reduced by this neighborhood
relationship.

In Table7.6, the strengths and weaknesses of clustering algorithms in hyperspec-
tral regression are listed. This overview enables the reader to choose a suitable clus-
tering algorithm for the task at hand. All clustering implementations can be found in
→ Notebook 2.2 (https://github.com/felixriese/hyperspectral-regression).

https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
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Table 7.6 Strengths and weaknesses of clustering algorithms

Strengths Weaknesses

k-means • Fast
• Every datapoint in one “hard” cluster

• Pre-defined k

DBSCAN • Finds number of clusters
• Most datapoints in one “hard” cluster
• Outlier detector

• Difficult tuning
• Slow

SOM • Preserved topology on 2D grid
• Supervised extension (Sect. 7.5.1.6)

• Difficult tuning
• Slow
• Datapoints in “soft” clusters

7.4.3 Feature Engineering and Feature Selection

In Sects. 7.4.1 and 7.4.2, we apply dimensionality reduction and clustering to gener-
ate new features. In contrast to these data-driven approaches, feature engineering is
based on prior knowledge. The generated features can be categorized as spectral fea-
tures or spatial features. The engineering of spectral features is inspired by physical
processes. Spectral features are commonly characterized by a ratio or the normal-
ized difference of hyperspectral bands. The most popular example in hyperspectral
regression is the normalized difference vegetation index (NDVI) [103] which corre-
sponds to photosynthesis processes. Spatial features are often generated based on
contextual information of neighboring pixels (datapoints). Examples for spatial fea-
tures are objects, edges, and contours. They are generally created by the application
of filters. Note that spatial features can only be generated from hyperspectral images
when their corresponding spatial resolution is adequate.

In contrast to feature engineering, feature selection describes the process of
selecting a subset of all available input features which can be used as input data
for supervised ML models. In context of hyperspectral regression, the term band
selection is often used instead of the term feature selection. The main advantage
of feature selection over feature engineering or dimensionality reduction is that the
features (hyperspectral bands) are physically meaningful. For example, principal
components cannot be interpreted physically (see Sect. 7.4.1). Therefore, feature
selection applied on data of one sensor can be transferred to data of another sensor
with slightly different hyperspectral bands.

Three main approaches exist in feature selection: filter methods, wrapper meth-
ods, and embeddedmethods [15, 64].Filtermethods select features based on quality
measures like the correlations between features and target variable as well as corre-
lations between individual features. The main disadvantage of filter methods is that
they only consider relationships between two variables, either “feature-to-target” or
“feature-to-feature”.Wrapper methods select feature subsets based on the relation-
ship of these feature subsets with the target variable. A third option is provided by
some supervised learning models such as tree-based models which have their own
built-in feature selection included in the estimation process (see feature importance
in Sect. 7.5.1.2). These built-in feature selections are called embedded methods.
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An overview of feature selection is presented in [51]. A review on several appli-
cations of feature engineering and feature selection in the context of remote sensing
image processing is provided in [23]. An example application of feature selection
is given in Chap.11. Exemplary implementations of feature engineering and feature
selection are shown in→Notebook 2.3 (https://github.com/felixriese/hyperspectral-
regression). The use of feature selection and feature engineering depends on the
dataset as well as on the applied supervised ML model. We recommend in the fol-
lowing several best practices in hyperspectral regression:

• Consider feature engineering or feature selection when working with small
datasets, especially for supervised ML models like ANNs (see Sect. 7.5.1.5).

• Do not use feature engineering or selection for supervised ML models like
random forest (see Sect. 7.5.1.2). Also, do not use feature selection with deep
ANNs (Sect. 7.5.1.5) in the case of large datasets since they are able to learn new
by themselves.

7.5 Hyperspectral Regression at the Model Level

Regression is defined as the estimation of continuous parameters with input data.
This estimation is based on mapping input data with desired output data with a
specific ML model. In supervised learning, there exists an output for every input in
the training dataset. In Sect. 7.5.1, we introduce several supervised learning models.
Semi-supervised learning refers to the case when only a few complete input–output
pairs are available. The rest of the input data is missing a desired target output. In
Sect. 7.5.2, several approaches for semi-supervised learning with hyperspectral data
are presented. Finally, we give an overview about model selection strategies, model
optimization, and model evaluation in Sect. 7.5.3.

7.5.1 Supervised Learning Models

In practice, solving a regression problem often requires more than just a single ML
model. To evaluate the model performance, appropriate task-specific metrics must
be used to compare and finally select the best ML model for the problem at hand.
Hence, we focus on the most relevant ML models in hyperspectral regression: linear
and partial least squares regression (Sect. 7.5.1.1), tree-based models (Sect. 7.5.1.2),
support vector machines (Sect. 7.5.1.3), k-nearest neighbors (Sect. 7.5.1.4), artificial
neural networks (Sect. 7.5.1.5), and self-organizing maps (Sect. 7.5.1.6). Table7.7
briefly lists these models with their respective references as well as the references to
relevant applications.

http://dx.doi.org/10.1007/978-3-030-38617-7_11
https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
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Table 7.7 Overview of different supervised learning models

Model Section Implementation Reference Exemplary
applications

LIN 7.5.1.1 → 3.1 (https://github.com/felixriese/
hyperspectral-regression)

PLS 7.5.1.1 → 3.1 (https://github.com/felixriese/
hyperspectral-regression)

[129] [19, 27, 69,
70]

RF 7.5.1.2 → 3.2 (https://github.com/felixriese/
hyperspectral-regression)

[17] [2, 75, 84]

ET 7.5.1.2 → 3.2 (https://github.com/felixriese/
hyperspectral-regression)

[44] [101]

GTB 7.5.1.2 → 3.2 (https://github.com/felixriese/
hyperspectral-regression)

[16, 42] [19, 70]

SVM 7.5.1.3 → 3.3 (https://github.com/felixriese/
hyperspectral-regression)

[122] [22, 82, 92,
113]

k-NN 7.5.1.4 → 3.4 (https://github.com/felixriese/
hyperspectral-regression)

[4] [62, 118]

ANN 7.5.1.5 → 3.5 (https://github.com/felixriese/
hyperspectral-regression)

e.g., [41] [5, 26, 133]

CNN 7.5.1.5 → 3.5 (https://github.com/felixriese/
hyperspectral-regression)

[66] [71, 134]

RNN,
LSTM

7.5.1.5 → 3.5 (https://github.com/felixriese/
hyperspectral-regression)

[107], [56] [134]

Supervised
SOM

7.5.1.6 → 3.6 (https://github.com/felixriese/
hyperspectral-regression)

[65, 99,
102]

[61, 62]

7.5.1.1 Linear and Partial Least Squares Regression

One of the simplest machine learning models for estimating physical parameters is
the linear regression (LIN). One formulation of the underlying mathematical model
is assigning one coefficient β j to every dimension of the input data, in this case per
hyperspectral band. In addition, β0 is often added as offset term. In combination with
the error term εi which corresponds to the estimation error of each input–output pair
(xi , yi ), the LIN can be formulated as

yi = β0 · 1 + β1xi1 + β2xi2 . . . + εi =: xTi β + εi

→ εi = yi − xTi β. (7.3)

LIN aims to find values for all βi which minimize the error term εi for all datapoints
(xi , yi ). One common minimization technique is least squares. The sum of squared
residuals S is defined as

https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
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S =
n

∑

i=1

ε2i . (7.4)

Then, the factorsβi aremodified tominimize S.Note that in the presented formulation
of LIN, there is exactly one analytical solution for a given regression task. The final
model is LIN estimation for the applied dataset.

The explained LIN is rarely applied on hyperspectral data. Two studies have
compared this model to nine other regression models [61, 62]. In conclusion, LIN is
unable to solve non-linear regression problems such as the estimation of soil moisture
or chlorophyll a concentration.

If the dimension of xi is significantly larger than the number of datapoints n, as it is
in the case of hyperspectral data, it is difficult to applyLIN.Another challenge forLIN
ismulticollinearity,whichmeans the strong linear relationship between hyperspectral
bands. Partial least squares (PLS) regression [129] as a bilinear factor model can
handle this high dimensionality and the multicollinearity by projecting X and Y into
new spaces. The aim is to find the direction in the X space that corresponds to the
direction of the maximum variance in the Y space. PLS has similarities to PCA (see
Table7.3) but also includes the target variable space Y . The mathematical model is
described in detail, for example, in [130].

In contrast to LIN, PLS is widely used in hyperspectral regression. In a study
of the USDA National Soil Survey Center [19], PLS is applied, for example, to
estimate clay content, soil organic content, and inorganic content based on VNIR
spectroscopy. According to this study, PLS is easy to use, but it is outperformed by
other approaches like tree-basedmodels (see Sect. 7.5.1.2). Additionally, PLS is used
to estimate biomass with HyMap airborne images [27]. In their study, the authors
test different combinations of pre-processing such as band selection as well as the
use of indices like the normalized difference vegetation index (NDVI). They find, the
PLS performance cannot be increased by band selection. This finding is an example
of the robustness of the regression with the PLS model and high-dimensional input
data. Other studies focus on the estimation of canopy nitrogen content in winter
wheat [69] and further soil spectroscopy [70]. The latter introduces the combination
of PLS with tree-based methods (see Sect. 7.5.1.2) which turns out to be a successful
concept. The strengths and weaknesses of LIN and PLS regression are summarized
in Table7.8.

The implementations of the LIN and the PLS regression are given in → Note-
book 3.1 (https://github.com/felixriese/hyperspectral-regression). In the following,
we share best practices when applying LIN and PLS in hyperspectral regression:

• Use LIN as a baseline model to benchmark more sophisticated models.
• For PLS, tune the number of components to keep. This number can be optimized
with a method proposed in Sect. 7.5.3.1. Alternatively, it can be chosen based on
visualizing the regression performance with the number of components.

• Normalize the input data before training the PLS model with this data.

https://github.com/felixriese/hyperspectral-regression


208 F. M. Riese and S. Keller

Table 7.8 Strengths and weaknesses of LIN and PLS regression

Strengths Weaknesses

LIN • Simple to understand
• Many processes in nature
linear

• Sensitive to outliers
• Only linear relationships

PLS • Good for high-dim. and
strongly correlated data
• Easy to tune
• Useful for small datasets

• Often mediocre performance

7.5.1.2 Tree-Based Models

Tree-based regression is based on decision trees (DTs). DTs consist of a root node
and leave nodes connected by branches. The basic idea is to split the training dataset
at every branch into subsets based on the input features, for example, hyperspectral
bands. In the best case, this split leads to leaves at the end of the branches containing
similar values of the respective physical parameter to be estimated. The algorithm
of DT regression is defined as follows [18]:

1. Start with the root node.
2. Start with the most significant input feature (hyperspectral band) of the training

data, for example, according to the Gini impurity.
3. Divide the input data with a (binary) cut c1 on that input feature xi , for example,

according to the Gini impurity.
4. Divide data along the next best feature on cut c j for j = 2, 3, . . . which are

calculated similarly to step 3.
5. Stop if a condition is met, for example, maximum number of nodes, maximum

depth, or maximum purity.
6. Then, the ground truth labels of the datapoints are averaged for every individual

leaf. Finally, every leaf contains one output value.

In the context of regression, the trainedDT is applied for the estimationof the phys-
ical parameter. Every input datapoint is mapped onto a leaf containing the respective
output value. In steps 2 and 4, the DT algorithm finds the most important feature at
each branch in order to divide the dataset into more homogeneous subsets. For this
reason, most software implementations of the DT algorithm return a trained estima-
tor and an importance ranking of each input feature. This ranking is called feature
importance. In the case of regression with hyperspectral data, the importance rank-
ing refers to the hyperspectral bands. The implementation of the feature importance
differs depending on the applied software. For example, the feature importance can
be based on the permutation of the respective values of each input feature. The bigger
the influence of an input feature on the regression performance, the more important
it is.

In Table7.9, the most important strengths and weaknesses of the DT algorithm
are summarized. To address the issue of overfitting of a single DT, an ensemble of
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Table 7.9 Strengths and weaknesses of decision tree (DT) regression

Strengths Weaknesses

DT • Easy to interpret
• No data preparation
• Numerical and categorical
data
• Good on large datasets
• Feature importance

• Weak estimation
performance
• Not very robust
• Large trees tend to overfit

trees can be used. In the following, we focus on two ensembling techniques: bagging
and boosting.

Themain idea of bootstrap aggregation, or bagging, is to average over a number of
estimators trained on slightly different training datasets. In case of tree-based regres-
sion, the average is calculated over multiple DTs with different setups or training
datasets. The trees are trained in parallel.Random forest (RF) is one implementation
of bagging with DTs [17]. Its algorithm is defined in the initialization (step 1) and
three repeated steps (steps 2 to 4):

1. Initialization: Set the number of trees B, the number of features is m.
2. Bootstrap: Sample learning batch containing n datapoints with replacement from

a dataset with n datapoints. There should be n1 ≈ 2/3n different samples.
3. Feature bagging: At every node, a random subset of mbag = √

m features is used
for the splitting. This leads to a decreasing correlation between the different trees.

4. Regression: See DT algorithm above.

Every tree only uses between 60 and 70%of the datapoints for the training process.
The remaining 30 to 40% of the datapoints can be used to evaluate the estimation per-
formance of the respective trees. The regression error of these trees on their ignored
datapoints is called out-of-bag error and is a good estimate for the generalization
error of the ML model. This reduces the need for an extra validation dataset.

Extremely randomized trees (ET) are a modification of the RF algorithm [44].
Compared to the RF algorithm, the splitting process for each node is modified.
Randomized thresholds are calculated for each feature of the random subset. Finally,
the best threshold is used for the split in the respective node. This modification leads
to less variance and increases the bias. In Table7.10, strengths and weaknesses of
DT bagging algorithms are presented.

Boosting is another technique to improve the regression based on DTs [34,
106]. It relies on learning multiple estimators which are incrementally generated and
improved. Gradient tree boosting (GTB) as an example of a boosting algorithm
applies a gradient descent optimization [16, 42]. Shallow trees are fitted iteratively
on the negative gradient of the loss function.

With respect to bias and variance, the two tree ensembling techniques differ.
In bagging, fully grown DTs are used. By decreasing the correlation between the
trees, the variance of the estimator also decreases. The bias remains unchanged.
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Table 7.10 Strengths and weaknesses of DT bagging and DT boosting for regression

Strengths Weaknesses

Bagging • Good performance
• Little overfitting & variance
• Out-of-bag estimate
bullet Highly parallel
• Minor optimization needed

• Less intuitive than one DT
• Time-costly prediction

Boosting • Less bias • Less intuitive than one DT
• More overfitting than bag.
• Time-costly training
• Tuning difficult

In boosting, relatively shallow trees are used which implies a high bias and a low
variance. The ensemble of these shallow trees, the boosted model, reduces mostly
the bias. An overview of strengths and weaknesses of tree-based boosting algorithms
is given in Table7.10.

In hyperspectral regression, tree bagging techniques such as RF or extremely
randomized trees are one of themost frequently used regressionmodels. For example,
RF models are applied to estimate biomass with a smaller dataset of WorldView-2
satellite images [84]. The feature importancewas used to create new input features. A
similar approachwas pursued for the estimation of sugarcane leaf nitrogen concentra-
tion based on EO-1 Hyperion hyperspectral data [2]. Compared with RF models, ET
perform consistently better several regression tasks such as estimating, for example,
soilmoisture and chlorophyll a concentration [61, 62, 75–77, 97]. According to these
studies, the additional randomization seems to improve the regression performance.

It appears that boosting is less common in hyperspectral regression. Gradient tree
boosting, for example, is applied in context of soil characterizationwith hyperspectral
data in the range of 350 to 2500nm [19, 70]. To optimize the application of gradient
tree boosting, a combination of gradient boosting with PLS is introduced for high-
dimensional data [70].

As a conclusion of the section on tree-based regressionwith hyperspectral data,we
provide an overview of best practices. This list contains essential aspects excerpted
from literature and own studies. It makes no claim of completeness, but it will be
updated together with the implementation example in → Notebook 3.2 (https://
github.com/felixriese/hyperspectral-regression).

• Choose tree-based ensemble techniques over single DT estimators.
• Select the number of estimators for bagging techniques as trade-off between time
consumption and estimation performance. A good start is often a value between
100 and 1000.

• Use the out-of-bag estimate in the training of a bagging estimator to speed up the
training.

• Tune bagging approaches by optimizing the most important hyperparameters: the
tree size parameters like the maximum tree depth.

https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
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• Use shallow trees for boosting with depth, for example, of 1 or 2.

7.5.1.3 Support Vector Machines

The aim of support vector machines (SVMs) for regression is to find a function
(model) that approximates the given training data with at most a deviation of ε from
the given labels [122]. A detailed explanation of SVM regression is given in [112].
The linear function is one example of such a function:

f (x) = w · x + b with w ∈ X, b ∈ R , (7.5)

with the dot product w · x in X. At the same time, the function is set up as flat as
possible. This means that the norm of w needs to be as small as possible which is
achieved by

minimize
1

2
||w||2,

subject to

{

yi − w · xi − b ≤ ε

w · xi + b − yi ≤ ε
,

(7.6)

with the datapoints xi and the respective labels yi . Additionally, the SVM can be set
up to adapt to non-linear functions with the kernel trick.

SVM regression is a widely applied tool in hyperspectral regression. For exam-
ple, the ocean chlorophyll concentration has been estimated based on Medium Res-
olution Imaging Spectrometer (MERIS) data [22]. According to this study, SVM
regression provides accurate and robust estimations with little bias compared to
other regression models, especially in the case of small datasets. The combination
of SVM regression with different feature selections through pre-processing is tested
in [92]. Herein, soil organic carbon is estimated based onVIS/NIR spectroscopywith
accurate results. In the estimation of soil moisture based on airborne hyperspectral
input data, the SVM performs well and shows good generalization properties [113].
A result of this study is that appropriate atmospheric corrections are needed for the
SVMmodel to perform properly. A special type of SVM regression, the least squares
SVM, is applied to estimate soil properties [82].

Overall, SVMs are well suited for high-dimensional regression problems. Their
strengths and weaknesses are summarized in Table7.11. To eliminate existing
disadvantages, several variations of the SVM algorithm can be used. Examples
of implementations are given in → Notebook 3.3 (https://github.com/felixriese/
hyperspectral-regression). In the following, we list best practices for the use of
SVM in hyperspectral regression:

• Use automated hyperparameter optimizationwith cross-validation as described
in Sect. 7.5.3.1.

• Normalize the input data to improve the SVM estimation performance.

https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
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Table 7.11 Strengths and weaknesses of SVM for regression

Strengths Weaknesses

SVM • Good for high-dimensional
data
• Robust, little overfitting
• Strong theoretical foundation

• Extensive tuning needed
• Difficult to interpret
• Slow training for large
datasets

Table 7.12 Strengths and weaknesses of k-NN for regression

Strengths Weaknesses

k-NN • No training needed
• Low bias
• Easy to understand

• Slow prediction
• Sensitive to outliers
• No data understanding
• Difficult for high-dim. data

7.5.1.4 K-Nearest Neighbors

Regression with k-nearest neighbors (k-NN) [4] is applied for several decades. The
k-NN algorithm relies on a distance measure, for example, the Euclidean distance d
which is defined in Eq. (7.2). One implementation of k-NN for regression is described
in the following. To estimate the target variable (e.g., soil moisture) from the input
datapoint x j (hyperspectral bands), the following steps are taken with a pre-set k:

1. Calculate the distances (e.g., Euclidean distance, see Eq. (7.2)) between x j and
every datapoint of the training dataset.

2. Order the training datapoints from smallest to largest distance.
3. Calculate average y over k closest datapoints weighted by inverse distance. This

means that closer neighbors contribute more to the average than neighbors further
away.

As a remark, the number of datapoints to be used in the averaging k needs to be tuned
for every dataset, for example, using cross-validation. In Table7.12, the strengths and
weaknesses of the k-NN regression algorithm are summarized. As with the SVM
regression, further implementations of the k-NN regression algorithm exist which
can resolve weaknesses.

In hyperspectral regression, the application of k-NN is relatively rare for solv-
ing regression tasks. As one example, k-NN has been used for background estima-
tion on a variety of images like eight-band WorldView-2 and the 126-band HyMap
imagery [118]. The k-NN regression performs well without intensive tuning. In addi-
tion, the k-NN has been included in an ML framework of ten models and has been
evaluated in the estimation of soil moisture as well as several water quality parame-
ters [61, 62]. Compared to more common models such as RF (see Sect. 7.5.1.2) and
SVM (see Sect. 7.5.1.3), the k-NN models have showed a mediocre performance.
In general, k-NN are less suited for high-dimensional data since with increasing
dimensions the difference between the nearest and farthest distance is decreasing.
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→ Notebook 3.4 (https://github.com/felixriese/hyperspectral-regression) con-
tains the implementation of the k-NN model for regression tasks. In the following,
best practices are listed:

• Set the number of considered neighbors k either automatically with cross-
validation or choose k as an odd number which is not too large or too small.
One rule of thumb is k ≈ √

n with the number of datapoints n. With increasing k,
the bias increases while the variance decreases.

• Re-weight the datapoints as described in the code example → Notebook 3.4.2
(https://github.com/felixriese/hyperspectral-regression).

• Normalize the input data since k-NN is a distance-based method.
• Consider a de-correlation (dimensionality reduction, see Sect. 7.4.1) or use the
Mahalanobis distance metric.

• Apply dimensionality reduction as described in Sect. 7.4.1.

7.5.1.5 Artificial Neural Networks

Artificial neural networks (ANNs) based on perceptrons and backpropagation have
been around since the 1960s. With increasing computing power and the increasing
availability of large training datasets, ANNs significantly have grown in popularity
in the 2010s. Subsequently, we give an overview of the different types of ANNs
and their applications in hyperspectral regression. A comprehensive introduction to
ANNs can be found, for example, in [41, 47].

Inspired by biological neural networks, ANNs are networks of artificial neurons.
These neurons consist of input connections from predecessor neurons as well as an
activation function depending on the weighted inputs and a defined threshold. With
the activation function, the neuron output is calculated which is then forwarded to the
subsequent neurons. The connections between the neurons areweighted. Through the
adaptation of theseweights, theANN is adapted to a regression problem, for example,
through backpropagation. The most common ANN architecture for regression tasks
is a fully connected network. It consists of several neurons organized in consecutive
and connected layers.

A deep neural network is a networkwith several hidden layers. Hidden layers are
located between input and output layers. Deep ANNs are able to learn hierarchical,
meaning that lower level features are learned in the first layers while higher level
features are composed in the following layers. This way, a deep ANN is able to
adapt to more complex tasks. Deep learning with CNNs is described in Chaps. 3,
4, 5, 11, and 14. An overview of deep learning applications in image analysis with
hyperspectral data is given in [93]. The application of deep learning in hyperspectral
classification tasks is illustrated in [6].

A typical challenge of applying deep learning is that with increasing number of
layers and neurons, the number of trainable parameters increases. This may lead
to overfitting. To prevent overfitting, regularization techniques such as L2 regular-
ization, dropout, and batch normalization are introduced. L2 regularization adds an

https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
http://dx.doi.org/10.1007/978-3-030-38617-7_3
http://dx.doi.org/10.1007/978-3-030-38617-7_4
http://dx.doi.org/10.1007/978-3-030-38617-7_5
http://dx.doi.org/10.1007/978-3-030-38617-7_11
http://dx.doi.org/10.1007/978-3-030-38617-7_14
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L2 term of the weights to the loss function, dropout deactivates neurons randomly
during the training iterations, and batch normalization normalizes the output of each
layer per batch of datapoints.

There are several types of ANN with different characteristics. Convolutional
neural networks (CNNs) [66] are designed to reduce the number of weights and
therefore the free parameters. Themain idea ofCNNs is to extract local featureswhich
are translation invariant. CNNs consist of filter layers which are convolved with the
input data. In most cases, the input data for CNNs consists of 2D images. Because the
filters are convolvedwith the data instead of having onefilter per input dimension, this
technique is called weight sharing. Weight sharing significantly reduces the number
of free parameters which need to be trained. These filters are learned in the training
process in contrast to the hand-engineered filters in classical image processing.Many
popular CNN architectures also include pooling layers. Pooling layers reduce the
input data by a factor. A CNN often includes fully connected layers at the end.

In general, ANNs andCNNs can be trained from scratch by initializing all weights
randomly and iteratively adapting theweights to the training dataset.Transfer learn-
ing is an alternative approach [89]. Networks are pre-trained on an existing and sim-
ilar dataset and are then refined on the actual task. For example, a popular dataset
for 2D images is ImageNet [33]. Pre-trained networks such as VGG16 [110] and
ResNet50 [52] are freely available and can be used for own classification or regression
tasks. Transfer learning can save significant amounts of time compared to training
from scratch since less training iterations of the network weights are necessary.

Recurrent neural networks (RNN) [107] are another type of ANN. They learn
from sequences like time series. For long sequences, the gradients can vanish. Long
short-term memory (LSTM) networks [56] solve this issue with the help of gates
(update, forget, output). In recent years, RNN and LSTM have been used mainly in
natural language processing. In the context of hyperspectral remote sensing, time
series such as satellite images of different dates pose possible applications of these
network architectures.

ANNs arewidely applied in hyperspectral regression. An early overview of their
use and their opportunities in remote sensing is given by [5]. For example, ANNs
are applied on hyperspectral spectroscopy to estimate rice nitrogen status [133]. As
a finding of this study, the authors emphasize the extensive need of hyperparameter
tuning of the ANN. Furthermore, the results imply that dimensionality reduction (see
Sect. 7.4.1) can increase the estimation performance. A comparison of backpropaga-
tionANNs and further regressionmodels for the estimation of pigment content in rice
leaves and panicles is shown in [26]. With hyperspectral input data, ANNs notice-
ably outperform the compared models. Regarding the estimation of chlorophyll a
and soil moisture, ANNs perform strongly especially with input data normalization
and dimensionality reduction [61, 62].

The primary applications of CNNs on hyperspectral data cover, so far, only
classification tasks (e.g., [101]). An example of hyperspectral regression of soil clay
content with 1D CNNs on a large European dataset is presented in [71]. Instead
of applying a traditional spatial 2D CNN, the introduced CNN convolves along the
spectral axis. Furthermore, this study is a good example that using transfer learning
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Table 7.13 Strengths and weaknesses of ANNs and CNNs for regression

Strengths Weaknesses

ANN • Strong for large datasets
• Flexible architecture
• Solve non-linear problems
• Short prediction time
• Automatic feature extraction
• Transfer learning

• Weak theoretical foundation
• Random architecture setup
• Black box
• Long training
• Deep → more data needed
• Large number of weights

CNN • Outperform other models on
2D data

• Only for translation invariant
features
• Weight sharing

provides acceptable results. Up to now (2019), there is no relevant published study
about the application of basic RNNs in hyperspectral regression. However, LSTMs
are used to estimate crop yield in combination with CNNs in [134]. The results of
this study emphasize the potential of LSTMs.

The strengths and weaknesses of ANN and CNNs are summarized in Table7.13.
An exemplary implementation of an ANN and a CNN architecture can be found in
→ Notebook 3.5 (https://github.com/felixriese/hyperspectral-regression). In addi-
tion, exemplary implementations for transfer learning with CNNs can be found
in [68]. In the following, we give selected best practices as an excerpt from our
studies and based on literature:

• Use data augmentation for your data to increase the size of the training dataset
and to make the network more robust. In the case of 2D data, flipping and rotating
the 2D images is often implemented in existing software packages.

• Apply the following training strategy:

1. Train the network without regularization on a small dataset until the estimation
error on the training dataset is≈ 0. Start with a simple architecture and extend
it if needed.

2. Implement regularization and train on the training dataset while evaluating the
generalization abilities on the validation dataset. We recommend applying L2
regularization, dropout (e.g., 50%) and batch normalization.

• Use the Adam optimizer [63] in the network for first studies before trying other
algorithms.

• Visualize the training progress, for example, with built-in tools such as Tensor-
Board of Tensorflow [1].

• Visualize the CNNs during and after the training according to [135].
• Use pre-trained networks and implementations like early stopping to reduce the
training time. Early stopping means ending the training of the network before the
defined number of training epochs is reached. Specific metrics are applied which
indicate when the network starts to overfit.

https://github.com/felixriese/hyperspectral-regression
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7.5.1.6 Supervised Self-organizing Maps

The traditional application of self-organizing maps (SOM) is unsupervised data
visualization and clustering (see Sect. 7.4.1). A supervised SOM was published as
the SuSi framework in [99, 102]. This framework combines the standardized unsu-
pervised SOM with a supervised layer. As a result, it is able to estimate discrete
(classification) or continuous (regression) parameters.

Supervised SOMs are applied in the context of hyperspectral regression in sev-
eral ways. One example is the estimation of the water quality parameters CDOM,
chlorophyll-a, diatoms, green algae, and turbidity are estimated on a dataset col-
lected from the river Elbe in Germany in [61]. Compared to other tested MLmodels,
the supervised SOM shows comparable results. The estimation of soil moisture on
bare soil [99, 102] and on a vegetated area [62] is another example application of
supervised SOMs. The results emphasize the marginal differences between the esti-
mation performance on the training and the validation dataset. This implies that the
estimation performance could be evaluated purely on the training dataset as kind of
out-of-bag estimate (see Sect. 7.5.1.2).

The code of the SuSi framework is illustrated in [96] with implementation exam-
ples in → Notebook 3.6 (https://github.com/felixriese/hyperspectral-regression). In
Table7.14, the strengths and weaknesses of the supervised SOM are summarized. In
the following, we conclude helpful best practices for the application of supervised
SOMs:

• Visualize distribution of training datapoints on the SOM grid during the training.
For good estimations, the whole grid is utilized.

• Start with the default hyperparameters in the SuSi package and start tuning the
grid sizes and training iteration numbers.

• Train and evaluate themodel based on the full dataset in the case of small datasets.
In most cases, the results do not differ significantly. This aspect improves the
regression performance despite the limited number of datapoints.

7.5.1.7 Comparing Supervised Models

In the following, we give a brief overview of the performance of the presented
supervised ML models. We applied the ML models on the introduced dataset [99]
(see Sect. 7.1) with the objective to estimate soil moisture based on hyperspectral

Table 7.14 Strengths and weaknesses of supervised SOMs for regression

Strengths Weaknesses

SOM • Small and large datasets
• Robust against overfitting
• Data visualization

• Limited ability to adapt
• Currently in development

https://github.com/felixriese/hyperspectral-regression
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Table 7.15 Regression results for soil moisture estimation with the presented ML models. The
last column points out the potential of the respective model to be optimized in order to improve the
regression performance. https://github.com/felixriese/hyperspectral-regression

Model Section Implementation R2 in % MAE RMSE Optimization
potential

Linear 7.5.1.1 3.1 80.9 1.19 1.6 –

PLS 7.5.1.1 3.1 83.5 1.16 1.5 Minor

DT 7.5.1.2 3.2 92.4 0.40 1.0 Minor

RF 7.5.1.2 3.2 93.5 0.45 0.9 Minor

ET 7.5.1.2 3.2 96.7 0.33 0.7 Minor

GTB 7.5.1.2 3.2 93.2 0.49 1.0 Minor

SVM 7.5.1.3 3.3 94.9 0.48 0.8 Minor

k-NN 7.5.1.4 3.4 93.3 0.43 1.0 Minor

k-NN
(weighted)

7.5.1.4 3.4 94.5 0.37 0.9 Minor

ANN
(sklearn)

7.5.1.5 3.5 49.5 2.09 2.6 Major

ANN
(keras)

7.5.1.5 3.5 84.5 1.04 1.5 Major

CNN 7.5.1.5 3.5 75.6 1.32 1.8 Major

SOM 7.5.1.6 3.6 93.7 0.51 0.9 Minor

point data. The implementation and a selection of illustrating plots can be found
in → Notebook 3.1 to 3.6 (https://github.com/felixriese/hyperspectral-regression)
as well as further illustrations in → Notebook 3.7 (https://github.com/felixriese/
hyperspectral-regression).

Table7.15 summarizes the regression results. ET, SVM, and k-NN with weight-
ing achieve the best regression results. We dispense with intensive hyperparameter
optimization. In this account, the ML models such as ANN and CNN have further
optimization potential.

7.5.2 Semi-supervised Learning for Regression

In Sect. 7.5.1, we have assumed that every datapoint xi in our training dataset comes
with an associated ground truth label yi . In practice, this may not always be the case.
For example, hyperspectral satellite images as input data cover large areas while
soil moisture ground truth might be limited to several point-wise measurements. It
is possible to use only the datapoints xi with existing label yi to apply supervised
learning (see Sect. 7.5.1). Semi-supervised learning (SSL) is a solution that also
benefits from datapoints without labels. The mathematical description can be found
in Sect. 7.2 as well as in [25]. For semi-supervised learning, a certain smoothness of

https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
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the data is assumed. That means that if two datapoints x1, x2 ∈ X are close in the X
space, their corresponding labels y1, y2 ∈ Y are close in the Y space as well.

7.5.2.1 Different Types and Applications of Semi-supervised Learning

Up to now (2020), there is a lack of relevant SSL applications with respect to hyper-
spectral regression. In the following, we give an overview of themost important types
of SSL approaches and their applications with hyperspectral input data. A review of
general SSL applications is given in [86].

Generative models rely on the cluster assumption: The datapoints of clusters
and datapoints in similar clusters share similar labels [25]. Reasonable assumptions
about the dataset distributions are crucial for the success of generative models. As a
result, only few ML applications with generative models exist. In [58], the authors
present an example of the application of generative models. The authors present a
classification of agricultural classes with multispectral data of an airborne sensor.

According to an equivalent formulation of cluster assumption, the decision bound-
ary of an estimator should lie in a low-density region of the feature space [25]. To
achieve this aim, maximum margin algorithms such as SVMs (see Sect. 7.5.1.3) can
be applied. This type of SSL algorithms is called low-density separation algo-
rithms. One possible implementation is transductive SVMs (TSVM). TSVM max-
imize the margins between unlabeled as well as labeled datapoints [11, 123]. An
example of a TSVM application on Landsat 5 is shown in [20]. Six land cover
classes are estimated based on a missing-label dataset as ill-posed classification task.

In graph-based methods, each datapoint of the dataset is represented as one
node of a graph [28, 60]. The nodes are linked to each other with edges. The edges
between two nodes are labeled with the distance between the respective two nodes.
Graph-based methods rely on the manifold assumption. This means that the high-
dimensional datapoints lie roughly on a low(er)-dimensional manifold [25]. There-
fore, manifold regularization can be applied to the graph both on the labeled and on
the unlabeled subset of the dataset [8]. This includes a term to enforce the smooth-
ness of the dataset. As a remark, these methods imply high computational costs due
to matrix inversion on large datasets despite efficient methods. In [21], the graph-
based method proposed by [138] is applied to the AVIRIS Indian Pines land cover
dataset. Another graph-based method is LapSVM. It is based on Laplacian SVMs
and was introduced in [9]. LapSVM is applied by [46] on urban monitoring and
cloud screening with a variety of data.

Additionally, we point to one further SSL approach which is applied on hyper-
spectral data. In [95], a semi-supervised neural network (SSNN) is introduced.
The SSNN is set up to compensate shortcomings of the existing SSL approaches.
The results show non-monotonic improvement of class accuracies as well as indicate
the added value of ANNs in semi-supervised tasks. In [131], CNNs, and RNNs are
applied in combination with label clustering to deal with themissing labels. The SuSi
framework (see Sect. 7.5.1.6) also contains semi-supervised estimators for regression
and classification [101]. In Table7.16,we give an overview of all presented SSLmod-
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els. To solve this issue and other shortcomings, an additional technique is proposed,
called active learning. Active learning is introduced in the following section.

7.5.2.2 Active Learning

With respect to supervised learning, active learning is another approach to address
missing labels in a dataset. This is the reason why we classify active learning as
a type of SSL. The basic concept is to learn from the dataset that includes labeled
and unlabeled datapoints. Iteratively, the active learning model asks (queries) a data
source, for example, the user, for labels from specific unlabeled datapoints that the
active learning model considers as most uncertain or most helpful. Then, the user
adds these labels and the active learning model most likely is able to improve its
performance.

Active learning is an useful technique in the research field of hyperspectral remote
sensing, in which the collection of labels is expensive or time-costly.With respect to
the estimation of soil moisture data from hyperspectral data, this data recording can
benefit significantly from active learning, especially when measuring data in areas
which are difficult to access.

An overview of active learning applications with respect to hyperspectral clas-
sification is presented in [120]. They emphasize the importance of the labeled part
of the training dataset being representative for the full dataset. To solve this depen-
dence, probabilistic elements might help to include. Similar to pure SSL approaches
in Sect. 7.5.2.1, there are no relevant applications of active learning inML regression
yet. Exemplary implementations for active learning can be found in → Notebook 4
(https://github.com/felixriese/hyperspectral-regression).

Table 7.16 Overview of different semi-supervised learning approaches with references and exem-
plary applications

Approach/Category Reference Exemplary applications

Generative [32, 85] [58]

TSVM (Low-density sep.) [11, 123] [20]

Graph-based [138] [21]

LapSVM (Graph-based) [9] [46]

SSNN [95]

SuSi [101]

https://github.com/felixriese/hyperspectral-regression
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7.5.3 Model Selection, Optimization, and Evaluation

In Sects. 7.5.1 and 7.5.2, we have introduced a number of supervised and semi-
supervised models and provided references to exemplary applications for hyperspec-
tral regression tasks. In addition, we have reviewed their strengths and weaknesses.
However, we have not yet discussed the selection of a particularMLmodel for a given
regression problem. This selection is based on criteria which are constrained by the
dataset and the respective application. In the following, we list some important
selection criteria of an ML regression model:

• What type of input data are we using: 1D, 2D, 3D, time series? CNNs are good
for datasets if locality and translation invariance can be assumed. LSTMs are
particular useful at capturing long-term dependencies in time series data.

• What are the spectral, spatial, and temporal dimension of the input data?
RGB, multispectral, or hyperspectral? Some MLmodels perform better with low-
dimensional data. Therefore, dimensionality reduction (see Sect. 7.4.1) might be
a good idea.

• Is the given regression problem linear or non-linear? We recommend applying
the simplest model first. If the regression problem is expected to be linear, a linear
model should be used.

• What is the size of the training dataset? Deep learning techniques require large
amounts of data to be trained from scratch. Transfer learning can be applied to
solve the shortcoming in this particular case (see Sect. 7.5.1.5).

• Is low bias or low variance more important for the estimation? Setting up ML
models is often a trade-off between bias and variance (see Sect. 7.2). For exam-
ple, in DT ensemble methods (see Sect. 7.5.1.2), bagging applies deeper trees with
lower variance while boosting applies shallow trees with less bias.

• How important is it to apply ML models which are transparent and inter-
pretable? Models such as k-NN and DTs are easy to interpret for humans, while
ANNs and SVMs are considered as black box models.

After choosing the model that meets the selection criteria, it needs to be optimized
and then be evaluated. The hyperparameter optimization is described in Sect. 7.5.3.1.
The metrics to evaluate MLmodels in terms of regression performance can be found
in Sect. 7.5.3.2.

7.5.3.1 Hyperparameter Optimization

MLmodels are defined by two sets of parameters: hyperparameters andmodel param-
eters. Hyperparameters are set before the training and model parameters are learned
during the training process of the ML model. In the following, we give a brief
overview of different possibilities to optimize hyperparameters. A more detailed
explanation of hyperparameter optimization can be found in [13].

A simple way to tune hyperparameters is manually setting and testing them, for
example, with cross-validation. Since this approach is very time-consuming, a better
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way is to automate the tuning process. For example, in the grid search approach,
a pre-set hyperparameter space is automatically evaluated. The grid search oper-
ates well on small hyperparameter spaces, but it is very time-consuming for larger
hyperparameter spaces. A randomized search speeds up the grid search approach
by randomly iterating through the hyperparameter space instead of testing all com-
binations [12].

A more sophisticated type of hyperparameter optimization is the Bayesian opti-
mization. It collects more information about the dataset and theMLmodel with each
iteration by building hypotheses about sets of hyperparameters before the actual run.
An implementation of the three types of hyperparameter optimization can be found
in → Notebook 5.1 (https://github.com/felixriese/hyperspectral-regression).

7.5.3.2 Model Evaluation Metrics

To evaluate anML regressionmodel, differentmetrics are available. Onemetric alone
does only contain a fraction of the information about the estimation performance.
Therefore, it makes sense to look at more than one evaluation metric to evaluate the
performance of a model. In the following, we give an overview of the most important
regression metrics, also referred to as measures for the goodness of fit.

For all of the n input datapoints xi with their true labels yi , the ML model returns
the estimation ŷi based on xi . The mean absolute error (MAE) is defined as

MAE = 1

n

n
∑

i=1

∣
∣yi − ŷi

∣
∣ . (7.7)

The MAE is one of the easy-to-use evaluation metrics since it sums up the absolute
differences yi − ŷi of the true label value and the estimated label value.

Many ML applications require the model to have as little outliers as possible.
This can be achieved by including the squared error instead of the absolute error.
The mean squared error (MSE) is defined as

MSE = 1

n

n
∑

i=1

(

yi − ŷi
)2

. (7.8)

Estimation errors below 1 are less important in the MSE implementation than errors
above 1. One drawback of the MSE is the unit of the error being the squared unit of
the target variable to be estimated. The root mean squared error (RMSE) solves
this issue. It is defined as

RMSE = √
MSE =

√
√
√
√

1

n

n
∑

i=1

(

yi − ŷi
)2

. (7.9)
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All the presented metrics, MAE, MSE, and RMSE, are easy to understand. MAE
and RMSE return an error measure in the unit of the target variable y. As a remark,
without knowing the distribution and scale of the target variable with its minimum
and maximum, these metrics are difficult to interpret.

The coefficient of determination R2 is a relativemeasure to resolve the unit issue
as stated above. It is defined as

R2 = 1 − n · MSE
∑n

i=1(yi − y)2
= 1 −

∑n
i=1(yi − ŷi )2

∑n
i=1(yi − y)2

with y = 1

n

n
∑

i=1

yi . (7.10)

In this definition, it normally returns a value between 0 and 1; R2 = 1 indicates that
the ML model estimation is in perfect agreement with the data. However, negative
values might occur and indicate a bad estimation performance.

Assumewe evaluate the performance of anMLmodel in two regression examples
on n = 40 datapoints. One regression example is based on three input features, for
example, the colors RGB, and the other regression example is based on 13 hyper-
spectral bands. The result of the first example is R2 = 80% and R2 = 85% for the
second example. The question is now, if the performance of the second model is
better, (a) since this model is better or (b) since the input data of the second model
has more input features. To answer this question, a look on the adjusted coefficient
of determination R2

adj can help. It is defined as

R2
adj = 1 − (1 − R2) · (n − 1)

n − m − 1
, (7.11)

with the number of input featuresm and n datapoints for the evaluation. With respect
to the presented examples, the first model has a R2

adj = 78.3% and the second R2
adj =

77.5%. The result implies that the first model is the better model according to the
respective metrics.

Figure7.7 shows three exemplary distributions of an ML model which adapts
to simulated data with one input feature x and the target variable y. The regres-

Fig. 7.7 Regression example on simulated data (a) with low variance (var.), (b) with low variance
and one outlier, and (c) with higher variance. Both the 1D input data x and target variable y are
given in arbitrary units (a.u.)
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Table 7.17 Overview of the model evaluation metrics in hyperspectral regression for the three
example distributions. The lowest performance with regard to the respective metric is emphasized

Example distribution MAE in a.u. MSE in a.u. RMSE in a.u. R2 in %

Low variance 0.21 0.06 0.24 97.61

Low variance and one outlier 0.57 1.51 1.23 39.44

Higher variance 0.81 0.97 0.98 61.26

sion results are shown in Table7.17 with different metrics. These results imply
that ML regression models should to be evaluated based on an number of metrics.
→ Notebook 5.2 (https://github.com/felixriese/hyperspectral-regression) shows the
code implementations of three exemplary distributions.

In the following, we summarize our best practices:

• Use the validation dataset (see Sect. 7.3.3) for the evaluation of the ML model
performance and for choosing your hyperparameters. Use the test dataset only
once: for the final model.

• Calculate evaluationmetrics on the training dataset aswell. The difference between
training and validation performance is a measure for the degree of overfitting.

• Use the three evaluation metrics MAE, RMSE, and R2. We recommended them
for most hyperspectral regression applications.

• Set fixed random seeds of the applied ML models for reproducible results (e.g.,
see → Notebook 3 (https://github.com/felixriese/hyperspectral-regression)).

• Use a well understood or previously published baseline model to compare a new
ML model with.

• Use the adjusted coefficient of determination R2
adj to compare estimations based

on a different number of input features.

7.6 Summary and Trends in Hyperspectral Regression

In the previous sections, we have presented a detailed overview of a typical hyper-
spectral regression workflow. This workflow consisting of the data level, the fea-
ture level, and the model level is illustrated in Fig. 7.1. We recommend applying this
workflow for any given regression task and dataset.

The data level (Sect. 7.3) is divided into an overview of possible pre-processing
steps, the challenge of dataset shift with proposed solutions as well as approaches for
dataset splitting. The feature level (Sect. 7.4) consists of three parts which describe
possible approaches to generate or select features. With dimensionality reduction,
clustering, and feature engineering, new features are generated from the existing input
features of a dataset. Feature selection describes approaches to select the best input
features of a dataset according to specific metrics. On themodel level (Sect. 7.5), an
ML model is selected from several available supervised or semi-supervised models

https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
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and the selection is motivated. Then, the selected model can then be optimized and
evaluated, resulting in the final model for the given regression task and dataset.

Newmethods emerge over time fromML research which can be applied in hyper-
spectral regression as well. In the following sections, we give an overview of the open
challenges and new methods that we consider relevant.

7.6.1 Trends at the Data Level: Generative Adversarial
Networks

Generative adversarial networks (GANs) [48] are an upcoming ML model which
was introduced for unsupervised data augmentation. GANs consist of two ANNs:
a generator network and a discriminator network. The generator network learns
to generate new data samples. In combination with the existing (real) training data,
these new (fake) samples constitute the input data for thediscriminator network. The
discriminator network learns to differentiate between real and fake input data. During
the training of a GAN, both networks learn to improve their performance regarding
their respective task. Finally, a trained GAN is able to generate new training data
which can be used to augment the existing training dataset (see best practices in
Sect. 7.5.1.5).

A detailed overview on GANs is presented in [30]. In hyperspectral regression,
GANs are not commonly used so far, although there are different applications in clas-
sification. For example, the implementation of GANs and their applications on open
hyperspectral classification datasets is presented in [140]. A more complex approach
combining GANs with semi-supervised learning is presented in [53]. Exemplary
implementations of GANs are given in→Notebook 6 (https://github.com/felixriese/
hyperspectral-regression).

7.6.2 Trends at the Feature Level: Domain Knowledge

In recent years, the application of (manual) feature engineering has decreased in
hyperspectral regression. Deep ANNs, which are able to learn new low-level and
high-level features automatically (see Sect. 7.5.1.5), are the main reason for this
development. Admittedly, incorporating domain knowledge into data-driven ML
models might still improve their performance. Especially, the estimation of physical
parameters in hyperspectral regression can be improved by including domain knowl-
edge if such knowledge is available. An overview of the domain knowledge integra-
tion into ML models is given in [104] including a review and a consistent taxonomy
on previous research. The authors distinguish between four possible approaches to
include prior knowledge into ML models [104]:

https://github.com/felixriese/hyperspectral-regression
https://github.com/felixriese/hyperspectral-regression
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• Integration of the knowledge into the training data by feature engineering (see
Sect. 7.4.3) and simulations (see Sect. 7.6.1).

• Integration of the knowledge into the hypothesis space, for example, by choosing
an appropriate ML model such as CNNs for 2D hyperspectral data in the case of
locality and translation invariance (see Sect. 7.5.1.5).

• Integration of the knowledge into the training algorithm, for example, by modi-
fying the loss function.

• Integration of the knowledge into the final hypothesis, for example, by including
physical constraints on the output variable.

7.6.3 Trends at the Model Level: Architectures
and Automated ML

Innovations with respect to ANN architectures are continuously presented and
applied in ML research. For example, hierarchical neural networks such as attention
networks [132] are a promising architecture alternative to LSTMs (see Sect. 7.5.1.5)
when analyzing sequential data. Further developments involve capsule networks
[105], which use vectors rather than scalars to represent input features. Capsule net-
works might improve the estimation performance of networks, for example, in the
hyperspectral image classification [139].

A further trend in ML is the automation of the ML workflow, often referred to as
automated machine learning (AutoML). AutoML can include the automation of
steps like pre-processing (Sect. 7.3.1), dimensionality reduction (Sect. 7.4.1), feature
engineering and feature selection (Sect. 7.4.3), ML model selection, and optimiza-
tion (Sect. 7.5.3). An overview of AutoML is given in [57]. While AutoML simpli-
fies and speeds up the application of ML for the user, we emphasize that AutoML
is not a universal solution for all hyperspectral regression problems. Two relevant
implementations of AutoML are auto-sklearn [37, 38] and TPOT [87, 88]. Both
implementations are based on the widely used scikit-learn [91]. Another example of
AutoML isMorphNet [49]. MorphNet is focused on shrinking and expanding ANN
structures to adapt the ANN for maximum performance with respect to constraints
on computing resources.
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Chapter 8
Sparsity-Based Methods
for Classification

Zebin Wu, Yang Xu and Jianjun Liu

Abstract Sparsity is an important prior for various signals, and sparsity-basedmeth-
ods have been widely used in hyperspectral image classification. This chapter intro-
duces the sparse representation methodology and its related techniques for hyper-
spectral image classification. To start with, we provide a brief review on the mech-
anism, models, and algorithms of sparse representation classification (SRC). We
then introduce several advanced SRCmethods that can improve hyperspectral image
classification accuracy by incorporating spatial–spectral information into SRCmod-
els. As a case study, a hyperspectral image SRC method based on adaptive spatial
context is discussed in detail to demonstrate the performance of SRC methods in
hyperspectral image classification.

8.1 Introduction

In the last few decades, sparsity has become one of the most important concepts
in the field of signal processing. Sparsity concept has been widely employed in a
variety of fields, e.g., source separation, restoration, and compression. Sparse repre-
sentation was originally derived from compressed sensing [1–3], suggesting that if
a signal is sparse or compressive, the original signal can be reconstructed with a few
number of samplings. By introducing sparsity in sampling, compressed sensing has
achieved great success in information theory, image acquisition, image processing,
medical imaging, remote sensing, etc. Compressed sensing has also motivated many
researches on sparse representation. As a matter of fact, signals in real world may
not be sparse in the original space, but they can be sparse in an appropriate basis.
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Hyperspectral imaging sensors record reflected light in hundreds of narrow fre-
quencies covering the visible, near-infrared, and shortwave infrared bands. This abun-
dant spectral information yields more precise measures and makes it possible to gain
insight into the material at each pixel in the image. Supervised classification plays
a central role in hyperspectral image (HSI) analysis, such as land-use or land-cover
mapping, forest inventory, or urban-area monitoring [4]. Many methods have been
proposed for solving the HSI classification problem, such as logistic regression [5],
support vector machines (SVM) [6], artificial neural networks [7], and k-nearest
neighbor (KNN) classifier [8]. These methods can serve the purpose of generating
acceptable classification results. However, the high dimensionality of hyperspectral
data remains a challenge for HSI classification.

To address this problem, sparse representation [9, 10] has been employed for
classifying high-dimensional signals. A sparse representation classification (SRC)
method [10] has been first proposed for face recognition. A test signal is sparsely
represented by an over-complete dictionary composed of labeled training samples. At
the decision level, the label of each test sample is set as the classwhose corresponding
atomsmaximally represent the original test sample. Since then, SRC has beenwidely
used in face recognition [10, 11], speech recognition [12], and image super-resolution
[13]. Chen et al. [14] proposed an SRC framework for solving the HSI classification
problem, in which each sample is a pixel’s spectral responses. Inspired by this work,
many improved SRC methods have been proposed for HSI classification.

In this chapter,we investigate theSRCmethods andpresent several advancedmod-
els of sparse representation for HSI classification. More specifically, we will give a
case study of SRCmethod that improves the classification accuracy by incorporating
the spectral–spatial information of HSI into the SRC framework.

8.2 Sparse Representation-Based HSI Classification

In the theory of sparse representation, given a dictionary, each signal can be linearly
represented by a set of atoms in the dictionary.Designing an over-complete dictionary
and obtaining the sparse representation vector through sparse coding are the twomain
goals of sparse representation.

In HSI classification, SRC assumes that the features belonging to the same
class approximately lie in the same low-dimensional subspace spanned by dic-
tionary atoms from the same class. Suppose we have M distinct classes and
Ni (i = 1, 2, . . . , M) training samples for each class. Each class has a sub-dictionary
Di = [di,1,di,2, . . . ,di,Ni ] ∈ R

B×Ni in which the columns represent training sam-
ples and B is the number of spectral bands. A test pixel x ∈ R

B can be represented
by a sparse linear combination of the training pixels as

x = Dα (8.1)
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whereD = [D1 D2 . . .DM ] ∈ R
B×N with N =∑M

i=1 Ni is the dictionary constructed
by combining all sub-dictionaries {Di }i=1,...,M . α ∈ R

N is an unknown sparse vector
with K nonzero entries. Here, we denote K = ‖α‖0. The sparse coefficient vector α

is obtained by solving the following problem

min
α

‖x − Dα‖2 s.t ‖α‖0 ≤ K0 (8.2)

where K0 is a pre-specified upper bound of K. The class label of x is determined by
theminimal residual between x and its approximation from each class sub-dictionary,
i.e.,

class(x) = arg min
i=1,2,...,M

‖x − Diαi‖2 (8.3)

where αi is the sub-vector corresponding to the i-th class, and Di denotes the sub-
dictionary.

Problem (2) is NP-hard, and can be approximately solved by greedy algorithms,
such as orthogonal match pursuit (OMP) and subspace pursuit (SP).

In OMP algorithm, we select one atom from the dictionary that is most corre-
lated with the residual. The algorithmic flow of the OMP algorithm is described in
Algorithm 8.1.

The procedure of SP algorithm is similar to that of OMP algorithm. The difference
is that SP finds all the K atoms that satisfy (8.2) during one iteration. The complete
procedure of SP algorithm is provided in Algorithm 8.2.
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8.3 Advanced Models of Sparse Representation
for Hyperspectral Image Classification

Many advanced methods based on SRC have been proposed for HSI classification.
In HSI, pixels within a small neighborhood usually consist of similar materials.

Therefore, these pixels tend to have high spatial correlation [14]. The corresponding
sparse coefficient vectors share a common sparsity pattern as follows.

Let {xt }t=1,...,T be T pixels in a fixed window centered at x1. These pixels can be
represented by

X = [x1x2 . . . xT ] = [Dα1 Dα2 . . .DαT ]
= D [α1 α2 . . . αT ]
︸ ︷︷ ︸

S

= DS (8.4)

In the joint sparsity model (JSM), the sparse vectors {αt }t=1,...,T share the same
support �. S is a sparse matrix with |�| nonzero rows, which can be obtained by
solving the following optimization problem,

min
S

‖X − DS‖F s.t ‖S‖row,0 ≤ K0 (8.5)
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where ‖S‖row,0 denotes the number of nonzero rows of S, and ‖·‖F denotes the
Frobenius norm. The problem in (8.5) can be approximately solved by the simulta-
neous version of OMP (SOMP). The label of the central pixel x1 can be determined
minimizing the total residual

class(x1) = arg min
i=1,...,M

‖X − DiSi‖F (8.6)

where Si is the sub-sparse coefficient matrix corresponding to the i-th class.
Note that, the optimization models (8.2) and (8.5) are non-convex, and can be

converted into convex versions by relaxing the norm constraints:

min
α

1

2
‖x − Dα‖22+λ‖α‖1 (8.7)

min
S

1

2
‖X − DS‖2F + λ‖S‖1,2 (8.8)

where ‖α‖1 =
N∑

i=1
|αi | is the �1 norm, ‖S‖1,2 =

N∑

i=1

∥
∥si
∥
∥
2 is the �1,2 norm, and si

represents the i-th row of S.
The JSM model enforces that the pixels in the neighborhood of the test sample

are represented by the same atoms. However, if the neighboring pixels are on the
boundary of several homogeneous regions, they would be classified into different
classes. In this scenario, different sub-dictionaries should be used. Laplacian sparsity
promotes sparse coefficients of neighboring pixels belonging to different clusters to
be different from each other. For this reason, a weight matrixW is introduced, where
wi j represents the similarity between a pair of pixels xi and x j in the neighborhood
of the text sample. As reported in [15], the optimization problem with additional
Laplacian sparsity prior can be described as

min
S

1

2
‖X − DS‖2F+λ1‖S‖1 + λ2

∑

i, j

wi j

∥
∥si − s j

∥
∥2
2 (8.9)

where λ1 and λ2 are regularization parameters. si is the i-th column of matrix S.
Weight matrix W can characterize the similarity among neighboring pixels in the
spectral space. If two pixels are similar, the weight value will be large. As a result,
their corresponding sparse codes will be similar. On the other hand, if two pixels are
less similar, the weight value will be small, allowing a large difference between their
sparse codes. Laplacian sparsity prior is more flexible than the joint sparsity prior. In
fundamental, the joint sparsity prior can be regarded as a special case of Laplacian
sparsity. Laplacian sparsity prior can well characterize more pixels in the image,
since the sparse codes of the neighboring pixels are not limited to have the same
supports. Suppose L = I − H−1/2WH−1/2 is the normalized symmetric Laplacian
matrix and, H is the degree matrix computed from W. We can have the following
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new optimization problem:

min
S

1

2
‖X − DS‖2F + λ1‖S‖1 + λ2tr(SLST ) (8.10)

In JSM model, each pixel is represented by the atoms in the dictionary, and is
classified according to the residual between the sparse codes multiplying the sub-
dictionary. It is a reasonable assumption that each pixel can only be represented
by one sub-dictionary. This condition can be achieved by enforcing the sparse codes
corresponding to one sub-dictionary to be active and other ones to be inactive. Group
Lasso sums up the Euclidean norm of the sparse codes corresponding to all sub-
dictionaries as the sparsity prior. In [15], group Lasso is introduced as the new
regularization in the optimization problem, i.e.,

min
α

1

2
‖x − Dα‖22 + λ

∑

g∈G
ωg

∥
∥αg

∥
∥
2 (8.11)

where g ⊂ {G1,G2, · · ·GM}, ∑
g∈G

∥
∥αg

∥
∥
2 represents the group sparse prior defined

in terms ofM groups, ωg is the weight and is set to the square root of the cardinality
of the corresponding group. Note here that αg represents the coefficients of different
groups. In a similar way, the group sparsity [15] can be employed in the JSM model
as follows:

min
S

1

2
‖X − DS‖2F + λ

∑

g∈G
ωg

∥
∥Sg
∥
∥
F (8.12)

where
∑

g∈G

∥
∥Sg
∥
∥
F refers to the collaborative group Lasso regularization defined in

terms of groups, and Sg is the sub-matrix corresponding to the g-th sub-dictionary.
In models (8.11) and (8.12) only group sparsity is introduced, and the sparsity

of the sparse code corresponding to sub-dictionary is not taken into consideration.
When the sub-dictionary is over-complete, it is important to introduce the sparsity
within each group [15]. The �1-norm regularization can be incorporated into the
objective function of (8.11) as follows:

min
α

1

2
‖x − Dα‖22 + λ1

∑

g∈G
ωg

∥
∥αg

∥
∥
2 + λ1‖α‖1 (8.13)

Similarly, the problem in (8.13) can be extended to JSM as follows:

min
S

1

2
‖X − DS‖2F+λ1

∑

g∈G
ωg

∥
∥Sg
∥
∥
F + λ1

∑

g∈G
ωg

∥
∥Sg
∥
∥
1 (8.14)
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Another effective method is to introduce the correlation coefficient (CC) [16].
Traditionally, CCvalue is used tomeasure the correlation between different variables.
In HSI classification, we can use CCs to determine whether pixels represent the same
class. In general, CC can be calculated as follows:

ρ = cov(xi , x j )√
var(xi ) ·√var(x j )

=
∑B

z=1 (xi z − uxi )(x j z − ux j )
√∑B

z=1 (xi z − uxi )2 ·
√∑B

z=1 (x j z − ux j )
2

(8.15)

where var(xi ) and var(x j ) are the variance of xi and x j , respectively. xi z refers to
the z-th element in xi .uxi = (1/B)

∑B
z=1 xi z , and ux j = (1/B)

∑B
z=1 x j z represents

the mean values of the corresponding vectors. According to the definition of CC, we
have |ρ| ≤ 1. Stronger correlation indicates that ρ is close to 1.

Following the method in [16], CCs among the training samples and test samples
are first calculated. Given a test sample x and any training sample dij , where dij
represents the j-th atom in the i-th sub-dictionary. The CC between x and dij can be
calculated as follows:

ρi
j = cov(dij , x)
√
var(dij ) · √

var(x)
=

∑B
z=1 [(dij )z − udij ][(x)z − ux]

√∑B
z=1 [(dij )z − udij ]2 ·

√∑B
z=1 [(x)z − ux]2

.

(8.16)

We define a matrix ρi = {ρi
1, ρ

i
2, . . . , ρ

i
Ni

}. This matrix is sorted in descending
order according to CCs among different training samples. Subsequently, the mean
of L largest ρi is calculated as the CC cor i . Assuming that the L largest ρi consists
of {ρi

1, ρ
i
2, . . . , ρ

i
L}, the CC cor i can be calculated as

cor i = 1

L
(ρi

1 + ρi
2 + · · · + ρi

L). (8.17)

Finally, the CC is combined with the JSM at the decision level to exploit the CCs
among training and test samples as well as the representation residuals.

class(x1) = arg min
i=1,...,M

‖X − DiSi‖F + λ(1 − cor i (x1)) (8.18)

where cor i ∈ [0, 1] represents the CCs among pixels, and λ is the regularization
parameter.

One more approach to improve SRC is kernel trick. As an extension of SRC,
kernel SRC (KSRC) uses the kernel trick to project data into a feature space, in
which the projected data are linearly separable.

Suppose the feature mapping function φ : R
B → R

K , (B ≤ K ) maps the
features and also the dictionary to a high-dimensional feature space, x → φ(x),
D = [d1,d2, . . . ,dN ] → φ(D) = [φ(d1), φ(d2), . . . , φ(dN )] . By replacing the
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mapped features and dictionary in (8.7), we have the KSRC model,

min
α

1

2
‖φ(x) − φ(D)α‖2 + λ‖α‖1. (8.19)

Similarly, the class label of x is determined as

class(x) = arg min
i=1,2,...,M

‖φ(x) − φ(Di )αi‖2. (8.20)

It is worth mentioning that all φ mappings used in KSRC occur in the form of
inner products, allowing us to define a kernel function k for any samples xi ∈ R

B .

k(xi , x j ) = 〈φ(xi ) , φ(x j )
〉

(8.21)

In this way, KSRC can be constructed using only the kernel function, without con-
sidering the mapping φ explicitly. Then, the optimization problem can be rewritten
as

min
α

1

2
αTQα − α p + λ‖α‖1 + C (8.22)

where C = 1
2k(xi , x j ) is a constant, Q is a B × B matrix with Qi j = k(di ,d j ), and

p is a B × 1 vector with pi = k(di , x). Analogously, the classification criterion can
be rewritten as

class(x) = arg min
i=1,2,...,M

δTi (α)Qδ(α) − 2δTi (α)p (8.23)

where δi (·) is the characteristic function that selects coefficients within the i-th class
and sets all other coefficients to zero.

Valid kernels are only those satisfying the Mercer’s condition [17, 18]. Some
commonly used kernels in kernel methods include linear kernel, polynomial kernel,
andGaussian radial basis function kernel. Assuming k1 and k2 are two validMercer’s
kernels over X × X with xi ∈ X ⊆ R

B and z > 0, the direct sum k(xi , x j ) =
k1(xi , x j ) + k2(xi , x j ), tensor product k(xi , x j ) = k1(xi , x j ) · k2(xi , x j ), or scaling
k(xi , x j ) = zk1(xi , x j ) are valid Mercer’s kernels [19].

A suitable kernel is a kernel whose structure reflects data relations. To properly
define such a kernel, unlabeled information and geometrical relationships between
labeled and unlabeled samples are very useful. The spatial–spectral kernel sparse
representation is proposed [20], in which the neighboring filtering kernel is presented
and the corresponding optimization algorithm is developed.

A full family of composite kernels (CKs) for the combination of spectral and
spatial contextual information have been presented in SVM [21, 22]. These kernels
are valid and are all suitable forKSRC.Although one can improve the performance of
KSRC byCK, it is worth noting that the kernel should learn all high-order similarities
between neighboring samples directly, and should reflect the data lying in complex
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manifolds. For these purposes, the neighbor filtering (NF) kernel would be a good
choice, which computes the spatial similarity between neighboring samples in the
feature space.

Given xm ∈ �,m = 1, 2, . . . , ω2, with � being the spatial window ω around
pixel. Let φ(xm) be the image of xm under the mapping φ. In order to describe φ(x),
a straightforward way is to use the average of spatially neighboring pixels in the
kernel space. This method is similar to the mean filtering. The estimated vector is
given by

MF(φ(x)) = 1

ω2

ω2
∑

m=1

φ(xm). (8.24)

However, the mean filtering rarely reflects relative contributions (which treats
every neighboring pixel equally). To address this issue, the neighboring filtering is
defined as

NF(φ(x)) = 1
∑

m wm

ω2
∑

m=1

wmφ(xm) (8.25)

wherewm = exp(−γ0||x−xm ||22) and parameter γ0 > 0 acts as a degree of filtering.
Let us consider two different pixels xi and x j . We are interested in defining a

similarity function that estimates the proximity between them in a sufficiently rich
feature space. A straightforward kernel function reflecting the similarity between
them is obtained by evaluating the kernel function between the estimated vectors

kNF(xi , x j ) = 〈NF(φ(xi )) , NF(φ(x j ))
〉

=
〈∑ω2

m=1 w
m
i φ(xmi )

∑
m wm

i

,

∑ω2

n=1 w
n
i φ(xnj )

∑
n w

n
i

〉

=
∑ω2

m=1

∑ω2

n=1 w
m
i w

n
jk(xmi , xnj )

∑
m wm

i

∑
n w

n
i

, (8.26)

which is referred to as neighbor filtering (NF) kernel. Similarly, we can define mean
filtering (MF) kernel as follows:

kMF(xi , x j ) = 〈MF(φ(xi )) , MF(φ(x j ))
〉

=
〈
1

ω2

∑ω2

m=1
φ(xmj ) ,

1

ω2

∑ω2

n=1
φ(xnj )
〉

= 1

ω4

ω2
∑

m=1

ω2
∑

n=1

k(xmi , xnj ), (8.27)
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which computes the spatial similarity between neighboring samples, whereas the
cluster similarity is computed in the mean map kernel.

Since Q is a valid kernel, the objective function of (8.22) is convex, which is
the same as the objective function of (8.19) except for the definition of Q and p.
Therefore, alternating direction method of multipliers (ADMM) [23] can be used to
solve this problem. By introducing a new variable u ∈ R

B , the objective function
can be rewritten as

min
α

1

2
αTQα − αTp + λ‖α‖1

s.t. u = α. (8.28)

ADMM imposes the constraint u = a which can be defined as

⎧
⎨

⎩

(α(t+1),u(t+1)) = argmin
α,u

1
2α

TQα − αTp + λ‖α‖1 + μ

2

∥
∥α − u − d(t)

∥
∥2
2

d(t+1) = d(t) − (α(t+1) − u(t+1))

(8.29)

where t ≥ 0 and μ > 0. The minimizing solution α(t+1) is simply determined as

α(t+1) ← (Q + μI)−1(p + μ(u(t) + d(t))), (8.30)

where I is the identity matrix. The minimizing solution u(t+1) is the soft threshold
[24],

u(t+1) ← soft(α(t+1) − d(t), λ/μ), (8.31)

where soft(·, τ ) denotes the component-wise application of the soft-threshold
function y ← sign(y)max{|y| − τ, 0}.

The optimization algorithm for KSRC is summarized in Algorithm 8.3.
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8.4 A Case Study of Hyperspectral Image Sparse
Representation Classification Based on Adaptive
Spatial Context

8.4.1 Model and Algorithm

In model (8.5), pixels in a fixed window centered at the test pixel are selected to
be simultaneously sparse represented. All pixels in the fixed window have the same
correlation with the center pixel. However, this condition does not always hold,
especially for pixels located on the edge which can be seen as class boundary. It is
obvious that pixels on the same side of the edge will have stronger correlation. Since
different pixels have different spatial context, the definition of local structure for the
adaptive spatial context is essential to HSI classification.

In the field of image recovery, steering kernel (SK) [25] is a popular local method,
which can effectively express the adaptive local structure. This method starts with
making an initial estimate of the image gradients using a gradient estimator, and then
uses the estimate to measure the dominant orientation of the local gradients in the
image [26]. The obtained orientation information is then used to adaptively “steer”
the local kernel, resulting in elongated, elliptical contours spread along the directions
of the local edge structure.

Taking into consideration that HSI generally contains hundreds of sub-images,
a high-dimensional steering kernel (HDSK) [27] is defined where the gradient esti-
mator contains every sub-image’s gradients. The gradients in vertical and horizontal
directions are written as follows:

(∇xvi ,∇xhi ) = (

∥
∥xi − xvi+1

∥
∥
1

B
,

∥
∥xi − xhi+1

∥
∥
1

B
) (8.32)

where xvi+1 and x
h
i+1 represent the neighboring pixels of xi in vertical and horizontal

directions. HDSK for pixel xi is defined as

wi j =
√
det(Ci )

2πh2
exp(− (ei − e j )TCi (ei − e j )

2h2
) (8.33)

where ei and e j represent the coordinates of pixel xi and pixel x j , respectively, h is the
smoothing parameter used for controlling the supporting range of the steering kernel,
and Ci is the symmetric gradient covariance in vertical and horizontal directions in
a M × M window centered at xi . A naïve estimate of this covariance matrix can be
obtained by Ci = JTi Ji , where

Ji =
⎡

⎢
⎣

∇xv1 ∇xh1
...

...

∇xvM×M ∇xhM×M

⎤

⎥
⎦ (8.34)
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Here, x1, · · · , xM×M are the M × M neighboring pixels in the local window
centered at xi . The resulting wi j can be explained as the correlation between pixels
xi and x j . Since a large weight in steering kernel mean two pixels have strong
correlation, HDSK could be an effective way to represent the local structure. For
example, Fig. 8.1 shows the 10-th band image in the University of Pavia HSI and
the calculated HDSKs for different pixels. It can be observed that when pixels are
in a homogeneous region, the shape of HDSK is cycles without any directional
preference. When the pixels are in the intersection or the boundary of different
classes, the shape of HDSKs is oval and exhibits clear directional preference. The
direction of the long axis of the oval indicates that similar pixels may appear in this
direction.

Once having determined the local structure of a test pixel xi using (8.20), we
select P pixels whose weights are larger than the others. These pixels can be stacked
as XP = [xi1 xi2 . . . xi P ] ∈ R

B×P , and wP = [w1 w2 . . .wP ]T is the corresponding

Fig. 8.1 Examples of HDSKs
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weight vector. It is believed that these selected P pixels have more compact inner
patterns than those in a fixed window do. The adaptive spatial contextual information
is introduced by the following problem:

SP = argmin
SP

∥
∥XP − DSP

∥
∥
F

s.t
∥
∥SP
∥
∥
row,0 ≤ K0

(8.35)

Once the coefficient matrix SP is obtained, a new classifier is designed based on
the HDSK. As the weights in the HDSK reflect the influence of neighboring pixels
on the test pixel, the original decision rule (8.6) is replaced by

class(xi ) = arg min
j=1,...,M

∥
∥(XP − D jSP

j )w
P
∥
∥
2

(8.36)

The joint sparse HSI classification method based on adaptive spatial context is
named adaptive spatial context SOMP (ASC-SOMP), of which the general flow is
summarized in Algorithm 8.4.
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8.4.2 Experimental Results and Discussion

This section uses two real hyperspectral datasets to verify the effectiveness of ASC-
SOMP algorithm. For each image, the pixel-wise SVM, SVM with composite ker-
nel (SVM-CK) [19], OMP [14], SOMP [14] are compared with ASC-SOMP both
visually and quantitatively. We select Gaussian radial basis function (RBF) for the
pixel-wise SVM and SVM-CK methods, since RBF has proved its capability han-
dling complex nonlinear class distributions. The parameters in SVM-based methods
are obtained by fivefold cross-validation. For methods involved with composite ker-
nels, the spatial kernels were built by using the mean and standard deviation of the
neighboring pixels in a window per spectral channel. Each value of the results is
obtained after performing ten Monte Carlo runs.

The training and test samples are randomly selected from the available ground
truth map. The classification accuracy is evaluated by the overall accuracy (OA)
which is defined as the ratio of the number of accurately classified samples to the
number of test samples, the coefficient of agreement (κ) which is the ratio of the
amount of corrected agreement to the amount of expected agreement, and the average
accuracy (AA). To be specific, OA is calculated by

OA =
C∑

i=1

Ei j/N (8.37)

where N is the total number of samples, and Ei j represents the number of samples
in class i which are miss-classified to class j.

AA is calculated by

AA =
⎛

⎝
C∑

i=1

⎛

⎝Ei j

/ C∑

j=1

Ei j

⎞

⎠

⎞

⎠
/

C (8.38)

The κ statistic is calculated by weighting the measured accuracies. This metric
incorporates the diagonal and off-diagonal entries of the confusion matrix and is
given by

κ =
⎛

⎝N

(
C∑

i=1

Ei i

)

−
C∑

i=1

⎛

⎝
C∑

j=1

Ei j

C∑

j=1

E j i

⎞

⎠

⎞

⎠

/⎛

⎝N 2 −
C∑

i=1

⎛

⎝
C∑

j=1

Ei j

C∑

j=1

E j i

⎞

⎠

⎞

⎠

(8.39)
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8.4.2.1 Hyperspectral Dataset of AVIRIS Indian Pines

The Indian Pines image contains 145 × 145 pixels and 200 spectral reflectance
bands, among which 24 water absorption bands have been removed. The ground
truth contains 16 land cover classes and a total of 10366 labeled pixels. We randomly
choose 10% of labeled samples for training, and use the rest 90% for testing. The
false color image and ground truth are shown in Fig. 8.2a, b.

The parameters for ASC-SOMP algorithm are set to P = 120, K0 = 25, h = 25,
and M = 21. The window size of SOMP algorithm is empirically set to 9 × 9. The
classification results, in terms of overall accuracy (OA), average accuracy (AA), κ

Fig. 8.2 Classification results of Indian Pines image, a false color image (R, 57 G, 27 B, 17),
b ground truth, c SVM (OA, 85.24%), d SVM-CK (OA, 93.60%), e OMP (OA, 75.67%), f SOMP
(OA, 95.28%), g ASC-SOMP (96.79%)
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Table 8.1 Classification accuracy (%) For the Indian Pines image on the test set

Class #train
samples

#test
samples

SVM SVM-CK OMP SOMP ASC-SOMP

Alfalfa 6 48 31.25 62.08 65.62 85.42 91.67

Corn-no till 144 1290 82.80 92.71 64.58 94.88 95.74

Corn-min till 84 750 75.01 91.29 61.36 94.93 96.27

Corn 24 210 64.42 79.71 44.80 91.43 95.24

Grass/Pasture 50 447 93.08 95.59 91.09 89.49 93.96

Grass/Trees 75 672 95.46 98.09 94.04 98.51 99.70

Grass/Pasture-mowed 3 23 4.35 49.56 84.78 91.30 56.20

Hay-windrowed 49 440 98.81 98.47 97.97 95.55 100

Oats 2 18 0.00 0.00 43.33 0.00 22.22

Soybeans-no till 97 871 76.76 89.97 70.76 89.44 92.31

Soybeans-min till 247 2221 87.76 96.13 76.22 97.34 98.42

Soybean-clean till 62 552 85.25 89.49 57.91 88.22 92.39

Wheat 22 190 98.53 96.63 97.73 100 99.47

Woods 130 1164 97.62 98.04 94.09 99.14 100

Building-Grass-Trees-Drives 38 342 56.11 89.29 44.26 99.12 100

Stone-steel Towers 10 85 81.17 88.11 90.47 96.47 95.29

OA (%) 85.24 93.60 75.67 95.28 96.79

AA (%) 70.52 92.70 72.22 88.45 89.33

κ 83.11 82.20 73.69 94.60 96.34

statistic, and class individual accuracies, are shown in Table 8.1. The final maps are
illustrated in Fig. 8.2c–g. It can be observed that ASC-SOMP algorithm achieves the
highest OA of 96.79%, which is 1.5% higher than the second-highest OA. Classifi-
cation results using different percentages of labeled samples for training are shown
in Fig. 8.3. In this figure and the following, error bars indicate the standard deviation
by random sampling. From Fig. 8.3, both numerical and statistical differences can
be observed.

Next, we demonstrate the impact of the number of selected neighboring pixels
P upon the performance of ASC-SOMP algorithm. We use 10% of data in each
class as training samples. The number of selected pixels P ranges from P = 80 to
P = 140, and the sparsity level K0 ranges from K0 = 5 to K0 = 45. The plots
of overall accuracy evaluated on the entire test set are shown in Fig. 8.4. When
K0 ≥ 25 and P ≥ 110, a relatively high classification accuracy can be achieved.
Compared with SOMP algorithm, ASC-SOMP leads to the same optimal K0 value,
but the optimal P value is significantly larger. As pixels are selected according to
their spatial correlation to the center pixel, it is reasonable to select more pixels that
can be sparsely represented simultaneously.

To investigate the effect of the introduced adaptive spatial context, we compare
ASC-SOMP with traditional joint sparsity method in detail. It is obvious that SOMP
is not able to identify any samples belonging to oats class. This observation is because
oat pixels cover a very narrow region of size 10 × 2 located in the middle-left of
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Fig. 8.3 The overall accuracy of Indian Pines for different numbers of training samples

Fig. 8.4 Effects of the sparsity level K0 and number of selected pixels P for Indian Pines
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Fig. 8.5 Amplified map in two regions, a and c are results of SOMP, b and d are results of
ASC-SOMP

the image. In SOMP, the optimal 9 × 9 local window centered at each oat pixel
is dominated by pixels belonging to the other two adjacent classes. In contrast,
ASC-SOMP achieves a 22.22% classification accuracy for oat class. By introducing
adaptive spatial context, pixels distributed along the direction of the narrow region
are selected as they have large correlationwith the test pixel. On the other hand, pixels
belonging to the other two classes whose weights are small have less impact upon
our decision rule. Thus, better results can be obtained. However, the classification
accuracy for oat class is still very low, because the total number of oat class is much
less than the selected pixels to be sparsely represented simultaneously, and most of
the selected pixels do not belong to oat class oat.

Taking into consideration that the effect of adaptive spatial context is clearer
in the class boundary, more attention should be paid on the edge. We amplify the
region of SOMP result and the region of ASC-SOMP result to verify the effect
of adaptive spatial context. Figure 8.5 shows that our classification result has less
wrong-classified pixels in the class boundary, demonstrating the advantages of the
adaptive spatial context.

8.4.2.2 Hyperspectral Dataset of ROSIS Pavia University

The second hyperspectral data set was collected by the ROSIS optical sensor over
the urban area of the Pavia University, Italy. The image size in pixels is 610 × 340,
with a very high spatial resolution of 1.3 m per pixel. The number of data channels
in the acquired image is 103 (with the spectral range from 0.43 to 0.86 μm). Nine
classes of interest were considered, including tree, asphalt, bitumen, gravel, metal
sheet, shadow, bricks, meadow, and soil. Figure 8.6a, b shows the three-band false
color image and the ground truth map, respectively. We randomly sampled 60 pixels
for each class as the training samples and use the remainder as test samples. The
optimal parameter settings for the ASC-SOMP method are P = 100 and K0 = 5.
In SOMP, the window size was set to 9 × 9, and the sparsity level was set to K0 =
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Fig. 8.6 Classification results of University of Pavia image, a false color image (R, 57 G, 27 B, 17),
b ground truth, c SVM (OA, 84.26%), d SVM-CK (OA, 91.60%), e OMP (OA, 71.12%), f SOMP
(OA, 83.60%), g ASC-SOMP (85.07%)

15. We set h = 25 and M = 21 as in the previous set of experiments. The final
classification maps are illustrated in Fig. 8.6c–g. The classification results, in term
of overall accuracy (OA), average accuracy (AA), k statistic, and class individual
accuracies, are provided in Table 8.2. The ASC-SOMP method outperforms other
methods except for SVM-CK.SVM-CKachieves the best results since it is a spectral–
spatial nonlinear kernel method. Figure 8.7 illustrates the classification accuracies
by using different number of training samples. This result justifies the robustness of
ASC-SOMPmethod. Figure 8.8 shows the performance in terms of overall accuracy
with different numbers of selected pixels P at sparsity level K0 = 5 and K0 = 10,
respectively. The number of selected pixels P ranges from 50 to 110. Figure 8.8
also shows that the overall accuracy improves as P value increases. This conclusion
isconsistent with the conclusion drawn on the dataset of AVIRIS Indian Pines.
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Table 8.2 Classification accuracy (%) for University of Pavia on the test set

Class #train
samples

#test
samples

SVM SVM-CK OMP SOMP ASC-SOMP

Asphalt 60 6571 77.92 88.98 57.62 47.87 52.01

Bare soil 60 18589 81.67 93.09 71.96 91.59 91.36

Bitumen 60 2039 82.13 87.65 65.85 92.15 93.52

Bricks 60 3004 95.33 97.52 89.83 89.34 95.97

Gravel 60 1285 99.15 99.47 99.75 100 99.24

Meadows 60 4969 87.92 89.66 63.38 87.74 86.76

Metal
sheets

60 1270 93.59 94.55 85.85 95.98 97.92

Shadows 60 3622 83.70 83.03 68.30 84.40 87.00

Trees 60 887 99.96 99.14 94.61 73.95 85.49

OA (%) 84.26 91.60 71.12 83.60 85.07

AA (%) 79.75 88.95 63.17 78.56 80.50

κ 89.04 92.57 77.46 84.78 87.70

Fig. 8.7 The overall accuracy of University of Pavia for different numbers of training samples
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Fig. 8.8 Effect of different numbers of selected pixels P for University of Pavia

8.4.2.3 Discussion

The ASC-SOMPmethod and the nonlocal-weighted version of SOMP (NLW-JSRC)
[28] both were developed for improving the original SOMPmethod. The weights for
the neighboring pixels are calculated in bothmethods.We compared ourmethodwith
NLW-JSRC. All experiments were performed using the same experimental setup as
in thework of NLW-JSRC,where 9% of the labeled data are randomly sampled as the
training samples, and the remainder of the data are used as test samples. Tables 8.3
and 8.4 present the comparisons of results by both methods. We can observe that
the ASC-SOMP method outperforms the NLW-JSRC method, indicating that the
steering kernel can better describe the spatial context than the nonlocal weights can.

h and M are two important parameters that control the supporting range of the
steering kernel and determine the contributions of the selected pixels to the clas-
sification of test pixel. We further evaluate the classification accuracy on the two
images for different h andM values. We use the same training samples as in previous
experiments. h ranges from 1 to 45, and the window sizeM ranges from 13 × 13 to
29×29. Figure 8.9a indicates that the classification accuracy is relatively high when
h is between 10 and 35. If h is too small, the variance of the weights is large, resulting
in the outcome that a few pixels with large weights dominate the classification deci-
sion. If h is too large, on the other hand, the gap between different pixels’ weights
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Table 8.3 Numerical comparison with NLW-JSRC for Indian Pines

Class #train samples #test samples NLW-JSRC ASC-SOMP

1 6 46 95.00 81.25

2 129 1299 92.99 94.25

3 83 747 87.82 95.33

4 24 213 85.45 96.66

5 48 435 93.33 93.76

6 73 657 100 99.25

7 5 23 73.91 95.23

8 48 430 100 100

9 4 16 31.25 50.00

10 97 875 90.51 92.30

11 196 2259 96.90 98.85

12 59 534 96.82 86.12

13 21 184 100 100

14 114 1151 99.91 99.91

15 39 347 96.25 98.82

16 12 81 97.53 100

OA (%) 95.19 96.35

κ 94.50 95.83

Table 8.4 Numerical comparison with NLW-JSRC for University of Pavia

Class #train samples #test samples NLW-JSRC ASC-SOMP

1 579 6034 87.67 96.56

2 932 17717 98.91 99.90

3 189 1910 79.42 98.69

4 276 2788 92.90 96.77

5 269 1076 100 100

6 453 4576 77.69 99.08

7 266 1064 96.43 99.62

8 331 3351 85.68 97.01

9 189 758 98.81 88.39

OA (%) 92.98 98.54

κ 90.46 98.03
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Fig. 8.9 a The classification accuracy for different h. b The classification accuracy for different
window sizeM

is not clear enough, as the adaptive spatial context information is not used as much
as possible. We can also observe from Fig. 8.9b that the classification accuracy is
robust to the window sizeM as long as there are enough pixels to be selected.

8.5 Conclusions

Sparsity-basedmethods play an important role in HSI classification. Taking into con-
sideration that the spectrum of a pixel lies in the low-dimensional subspace spanned
by the training samples of the same class, sparse representation classification (SRC)
is widely employed in HSI classification. Many advanced SRCmodels are presented
to improve the classification accuracy, based on the structural sparsity priors, spec-
tral–spatial information, kernel tricks, etc. This chapter reviews the structural sparsity
priors and explains how the spectral–spatial information of HSI is incorporated into
the SRC method. More specifically, a case study of HSI sparse representation classi-
fication based on adaptive spatial context is presented in detail. Experimental results
demonstrate that, by combining SRC and adaptive spectral–spatial information, the
performances of SRC can be significantly improved. Future work can be directed
toward tensor sparse representation which can take full advantage of the high-order
correlation in HSI and can preserve the spectral–spatial structure of HSI.
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Chapter 9
Multiple Kernel Learning
for Hyperspectral Image Classification

Tianzhu Liu and Yanfeng Gu

Abstract With the rapid development of spectral imaging techniques, classification
of hyperspectral images (HSIs) has attracted great attention in various applications
such as land survey and resource monitoring in the field of remote sensing. A key
challenge in HSI classification is how to explore effective approaches to fully use the
spatial–spectral information provided by the data cube. Multiple Kernel Learning
(MKL) has been successfully applied to HSI classification due to its capacity to
handle heterogeneous fusion of both spectral and spatial features. This approach can
generate an adaptive kernel as an optimally weighted sum of a few fixed kernels
to model a nonlinear data structure. In this way, the difficulty of kernel selection
and the limitation of a fixed kernel can be alleviated. Various MKL algorithms have
been developed in recent years, such as the general MKL, the subspace MKL, the
nonlinear MKL, the sparse MKL, and the ensemble MKL. The goal of this chapter
is to provide a systematic review of MKL methods, which have been applied to
HSI classification. We also analyze and evaluate different MKL algorithms and their
respective characteristics in different cases of HSI classification cases. Finally, we
discuss the future direction and trends of research in this area.

Keywords Remote sensing · Hyperspectral images · Multiple kernel learning
(MKL) · Heterogeneous features · Classification

9.1 Introduction

A wide range of pixel-level processing techniques for the classification of HSIs has
been developed; the illustration of HSI supervised classification is shown in Fig. 9.1.
Kernel methods have been successfully applied to HSI classification [1] while pro-
viding an elegant way to deal with nonlinear problems [2]. The main idea of kernel
methods is to map the input data from the original space to a convenient feature space
by a nonlinearmapping function. Inner products in the feature space can be computed
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Fig. 9.1 Illustration of HSI supervised classification

by a kernel function without knowing the nonlinear mapping function explicitly.
Then, the nonlinear problems in the input space can be processed by building linear
algorithms in the feature space [3]. The kernel support vector machine (SVM) is the
most popular approach applied to HSI classification among various kernel methods
[3–7]. SVM is based on the margin maximization principle, which does not require
an estimation of the statistical distributions of classes. To address the limitation of
the curse of dimensionality for HSI classification, some improved methods based
on SVM have been proposed, such as multiple classifiers system based on Adaptive
Boosting (AdaBoost) [8], rotation-based SVM ensemble [9], particle swarm opti-
mization (PSO) SVM [10], subspace-based SVM [11]. To enhance the ability of
similarity measurements using the kernel trick, a region-kernel-based support vector
machine (RKSVM) was proposed [12]. Considering the tensor data structure of HSI,
multiclass support tensor machine (STM) was specifically developed for HSI classi-
fication [13]. However, the standard SVM classifier can only use the labeled samples
to provide predicted classes for new samples. In order to consider the data structure
during the classification process, some clustering algorithms have been used [14],
such as the hierarchical semisupervised SVM [15] and spatial–spectral Laplacian
support vector machine (SS-LapSVM) [16].

There are some other families of kernel methods for HSI classification, such as
Gaussian processes (GPs) and kernel-based representation. GPs provide a Bayesian
nonparametric approach of the considered classification problem [17–19]. GPs
assume that the probability of belonging to a class label for an input sample is
monotonically related to the value of some latent function at that sample. In GP,
the covariance kernel represents the prior assumption, which characterizes correla-
tion between samples in the training data. Kernel-based representation was derived
from representation-based learning (RL) to solve nonlinear problems in HSI, which
assumes that a test pixel can be linearly represented by training samples in the
feature space. RL has already been applied to HSI classification [20–39], which
includes sparse representation-based classification (SRC) [40, 41] collaborative
representation-based classification (CRC) [42], and their extensions [22, 32, 33, 38].
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For example, to exploit spatial contexts of HSI, Chen et al. [20] proposed a joint
sparse representation classification (JSRC) method under the assumption of a joint
sparsity model (JSM) [43]. These RL methods can be kernelized as kernel SRC
(KSRC) [22], kernelized JSRC (KJSRC) [44], kernel nonlocal joint CRC [32], and
kernel CRC (KCRC) [36, 37] etc.

Furthermore, Multiple Kernel Learning (MKL) methods have been proposed for
HSI classification, as there is a very limited selection of a single kernel, which is
able to fit complex data structures. MKL methods aim at constructing a composite
kernel by combining a set of predefined base kernels [45]. A framework of composite
kernel machines was presented to enhance classification of HSIs [46], which opens
a wide field of subsequent developments for integrating spatial and spectral infor-
mation [47, 48], such as the spatial–spectral composite kernel of superpixel [49, 50],
the extreme learning machine with spatial–spectral composite kernel [51], spatial–
spectral composite kernels discriminant analysis [52], and the locality preserving
composite kernel [53]. In addition, MKL methods generally focus on determining
key kernels to be preserved and their significance in optimal kernel combination.
Some typical MKL methods have been gradually proposed for HSI classification,
such as subspace MKL methods [54–57], SimpleMKL [58], class-specific sparse
MKL (CS-SMKL) [59], and nonlinear MKL [60, 61].

In the following, we will present a survey of the existing work related to MKL
with special emphasis on remote sensing image classification. First, general MKL
framework will be discussed. Then, several MKL methods are introduced which
have been divided into six categories: subspace MKL methods and nonlinear MKL
method for spatial–spectral joint classification of HSI, sparse MKL methods for
feature interpretation in HSI classification, MK-Boosting for ensemble learning,
heterogeneous feature fusion with MKL and MKL with superpixel. Next, several
examples with MKL for HSI classification are demonstrated, followed by the drawn
conclusions. For easy reference, Table 9.1 lists the notations of all the symbols used
in this chapter.

9.2 Learning from Multiple Kernels

Given a labeled training data set with N samplesX = {xi |i = 1, 2, . . . , N }, xi∈ R
D ,

Y = {yi |i = 1, 2, . . . , N }, where xi is a pixel vector withD-dimension, yi is the class
label, andD is the number of hyperspectral bands. The classes in the original feature
space are often linearly inseparable as shown in Fig. 9.2. Then the kernel method
maps these classes to a higher dimensional feature space via nonlinear mapping
function �. The mapped higher dimensional feature space is denoted as Q, i.e.:

� : RD → Q,X → �(X) (9.1)
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Table 9.1 Summary of the notations

Relational data

Symbol Meaning Symbol Meaning

N Number of training samples yi ∈ {−1,+1} The ith sample label

D Number of HSI bands Q Feature space

X Training data matrix with
samples as rows

� Nonlinear mapping function

xi ∈ R
d The ith sample

Kernel methods

K Kernel matrix/kernel function Km The mth base kernel matrix

km The vector stacking all columns
of mth base kernel matrix

M Number of candidate base
kernels for combination in
MKL

ηm The weight of the mth base
kernel

η The vector of base kernels
weights

Q Kernel matrix vectorization D Projection matrix

I Identify matrix St Within-class scatter matrix

Sb Between-class scatter matrix ν Constraint term

μ Nonnegative constant ρ A parameter controlling sparsity

S Kinds of SEs λ Scales of attribute filters (AFs)

T Number of boosting tails γ Measures the misclassification
performance of the weak
classifiers

Wt Samples probability distribution
in tth boosting rail

Original feature space Higher-dimensional feature space

Kernel Mapping 
Function

Fig. 9.2 Illustration of nonlinear kernel mapping

9.2.1 General MKL

MKLprovides amore flexible framework so as tomore effectivelymine information,
comparedwith using a single kernel. InMKL, a flexible combined kernel is generated
by a linear or nonlinear combination of a series of base kernels and is used to replace
the single kernel in a learning model to achieve better ability to learn. Each base
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kernel may exploit the full set of features or a subset of features [58]. Figure 9.3
provides an illustration of the comparison of multiple kernel trick and single kernel
case. The dual problem of general linear combined MKL is expressed as follows:

min
η

max
α

⎧
⎨

⎩

N∑

i=1

αi − 1

2

N∑

i, j=1

αiα j yi y j

M∑

m=1

ηmKm(xi , x j )

⎫
⎬

⎭

s.t. ηm ≥ 0, and
M∑

m=1

ηm = 1 (9.2)

where M is the number of candidate base kernels for combination, ηm is the weight
of the mth base kernel.

All the weighting coefficients are nonnegative and sum to one in order to ensure
that the combinedkernel fulfills the positive semi-definite (PSD) condition and retains
normalization as base kernels. The MKL problem is designed to optimize both the
combining weights ηm and the solutions to the original learning problem, i.e., the
solutions of αi and α j for SVM in (9.2).

Learning frommultiple kernels can provide better similaritymeasuring ability, for
example,multiscale kernels, which are RBF kernels withmultiple scale parameters σ

(i.e., bandwidth) [54]. Figure 9.4 shows the multiscale kernel matrices. According to
the visual display of kernel matrices in Fig. 9.4, the kernelized similarity measuring
appears with multiscale characteristics. The kernel with a small scale is sensitive to
variation of similarities, butmay result in a highly diagonal kernelmatrix,which loses

Ideal Kernel σ=0.1 σ=0.5 σ=1 σ=1.5 σ=2

0.2
0.4
0.6
0.8
1

Fig. 9.4 Multiscale kernel matrices
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generalization capability. On the contrary, with large scale, the kernel becomes insen-
sitive to small variations of similarities. Therefore, by learning multiscale kernels,
an optimal kernel with the best discriminative ability can be achieved.

For various applications in real world, there are plenty of heterogeneous data
or features [62]. In terms of remote sensing, the features could be spectra, spatial
distribution, digital elevation model (DEM) or height, and temporal information,
which need to be learned with not only a single kernel but multiple kernels where
each base kernel corresponds to one type of features.

9.2.2 Strategies for MKL

The strategies for determining the kernel combination can be basically divided into
three major categories [45, 63].

(a) Criterion-based approaches. They use a criterion function to obtain the kernel
or the kernel weights. For example, kernel alignment selects the most similar
kernel to the ideal kernel. Representative MKL (RMKL) obtains the kernel
weights by performing principal component analysis (PCA) on the base kernels
[54]. Sparse MKL acquires the kernel by robust sparse PCA [64]. Nonnegative
matrix factorization (NMF) and kernel NMF (KNMF)MKL [55] find the kernel
weights by NMF and KNMF. Rule-based multiple kernel learning (RBMKL)
generates the kernel via summation or multiplication of the base kernels. The
spatial–spectral composite kernel assigns fixed values as the kernel weights
[46, 49, 51–53].

(b) Optimization approaches. They obtain the base kernel weights and the deci-
sion function of classification simultaneously by solving the optimization prob-
lem. For instance, class-specific MKL (CS-SMKL) [59], SimpleMKL [58],
and discriminative MKL (DMKL) [57] are determined using the optimization
approach.

(c) Ensemble approaches. They use the idea of ensemble learning. The new base
kernel is added iteratively until theminimumof cost function or the optimal clas-
sification performance, for example, MK-Boosting [65], which adopts boosting
to determine base kernel and corresponding weights. Besides, in the ensemble
MKL-Active Learning (AL) approach [66], an ensemble of probabilistic mul-
tiple kernel classifiers is embedded into a maximum disagreement-based AL
system, which adaptively optimizes the kernel for each source during the AL
process.
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9.2.3 Basic Training for MKL

In terms of training manners for MKL, the existing algorithms can be partitioned
into two categories:

(a) One-stage methods: solve both classifier parameters and base kernel weights
by simultaneously optimizing a target function based on the risk function of
classifier. The algorithms of one-stage MKL can be further split into the two
sub-categories of direct andwrapper methods according to the order of solution
of classifier parameters and base kernel weights. The direct methods simulta-
neously solve the base kernel weights and the parameters [45]. The wrapper
methods solve the two kinds of parameters separately and alternately at a given
iteration. First, they optimize the base kernel weights by fixing the classifier
parameters, and then optimize the classifier parameters by fixing the base kernel
weights [58, 59, 66].

(b) Two-stage methods: solve the base kernel weights independently from the
classifier [54, 55, 57]. Usually, they solve the base kernel weights first, and then
take the base kernel weights as the known conditions to solve the parameters of
the classifier.

The computational time of one-stage and two-stageMKL depends on two factors,
which are the number of considered kernels and the number of available training
samples. The one-stage algorithms are usually faster than the two-stage algorithms
whenboth the number and size of the base kernels are small. The two-stage algorithms
are generally faster than the one-stage algorithms when the number of base kernels
is high or the number of training samples used for kernel construction is large.

9.3 MKL Algorithms

9.3.1 Subspace MKL

Recently, some effective MKL algorithms have been proposed for HSI classifi-
cation, called subspace MKL, which use subspace method to obtain the weights
of base kernels in the linear combination. These algorithms include RMKL [54],
NMF-MKL, KNMF-MKL [55], and DMKL [57]. Given M base kernel matrices
{Km,m = 1, 2, . . . , M,Km ∈ R

N×N }, which are composed of a 3-D data cube of
size N × N × M . In order to facilitate the subsequent operations, the 3-D data cube
of the kernel matrices is converted into a 2-D matrix with the help of a vectoriza-
tion operator, where all kernel matrices are separately converted into column vectors
km = vec(Km). After the vectorization, a new form of the base kernels is denoted as
Q = [k1,k2, . . . ,kM ]T∈ R

M×N 2
. Subspace MKL algorithms build a loss function

as follows:
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Fig. 9.5 Illustration of subspaceMKLmethods. The square and circle, respectively, denote training
samples from two classes. The combination weights of subspace MKLmethods can be obtained by
base kernels projection with a few projection directions


(K,η) = ‖Q − DK‖2F (9.3)

where D ∈ R
M×l is the projection matrix whose columns

{
ηr

}l
r=1 are the bases

of l-dimensional linear subspace, K∈ R
l×N 2

is the projected matrix onto the linear
subspace spanned by D, and ‖•‖F is Frobenius norm of matrix. Adopting different
optimization criteria to solve D and K forms different subspace MKL methods.

The visual illustration of subspace MKL methods is shown in Fig. 9.5. Table 9.2
summarizes the three subspace MKL methods with different ways to solve the com-
bination weights. RMKL is to determine optimal kernel combination weights by
projecting onto the max-variance direction. In NMF-MKL and KNMF-MKL, NMF
and KNMF are used to solve the problem of weights and the optimal combined
kernel due to the nonnegativity of both matrix and combination weights. Moreover,
the core idea of DMKL is to learn an optimally combined kernel from predefined
base kernels by maximizing separability in reproduction kernel Hilbert space, which
leads to the minimum within-class scatter and maximum between-class scatter.

9.3.2 Nonlinear MKL

NonlinearMKL (NMKL) ismotivated by the justifiable assumption that the nonlinear
combination of different linear kernels can improve classification performance [45].
In [61], a nonlinear MKL (NMKL) is introduced to learn an optimally combined
kernel from the predefined base kernels for HSI classification. The NMKL method
can fully exploit the mutual discriminability of the inter-base-kernels corresponding
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Table 9.2 Summary of subspace MKL methods

Methods Solving strategy Characteristics or
significance

RMKL [54] argmax
D

∥
∥D�QD

∥
∥
F =

argmax
D

∥
∥DTQ

∥
∥
F s.t. DTD = Il

Singular value
decomposition

NMF/KNMF-MKL [55]
kt+1
i j = kti j

(QD)i j(
KDTD

)

i j
ηt+1
i j = ηti j

(
DTK

)

i j(
DKTK

)

i j

NMF is used for
optimization

kt+1
i j = kti j

(

K
∧

D
)

i j(
KDTD

)

i j
ηt+1
i j = ηti j

(
DTK

)

i j(
DKTK

)

i j

Kernel NMF is used
for optimization,
where

K
∧

= �(Q)T�(Q)

DMKL [57] D∗ =
argmax

D

{
trace

((
DT (St+νI)D

)−1
DT SbD

)} Maximizing
separability by
Fisher criterion
(FC)

D∗ = argmax
D

{
DT (Sb − μSt )D

} Maximizing
separability by
maximum margin
criterion (MMC)

to spatial–spectral features. Then the corresponding improvement in classification
performance can be expected.
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Fig. 9.6 Illustration of the kernel construction in NMKL
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The framework of NMKL is shown in Fig. 9.6. First, M spatial–spectral feature
sets are extracted from the HSI data cube. Each feature set is associated with one
base kernel, which is defined asKm

(
xi , x j

) = ηm
〈
xi , x j

〉
,m= 1, 2,…,M. Therefore,

η = [η1, η2, . . . , ηM ] is the vector of kernel weights associated with the base kernels
as shown in Fig. 9.6. Then, nonlinear combined kernel is computed from original
kernels.M2 new kernel matrices are given by the Hadamard product of any two base
kernels, and the final kernel matrix is the weighted sum of these new kernel matrices.
The final kernel matrix is shown as follows:

Kη(xi , x j ) =
M∑

m=1

M∑

h=1

ηmηhKm(xi , x j ) � Kh(xi , x j ) (9.4)

Applying Kη(xi , x j ) to SVM, the related problem of learning the kernel Kη can
be concomitantly formulated as the following min-max optimization problem:

min
η∈�

max
α∈RN

N∑

i=1

αi − 1

2

N∑

i=1

N∑

j=1

αiα j yi y jKη(xi , x j ) (9.5)

where � = {
η|η ≥ 0 ∧ ∥

∥η − η0

∥
∥
2 ≤ 

}
is a positive, bounded, and convex set.

A positive η ensures that the combined kernel function is positive semi-definite
(PSD), and the regularization of the boundary controls the norm of η. The definition
includes an offset parameter η0 for the weight η. Natural choices for η0 are η0 = 0
or η0

/∥
∥η0

∥
∥ = 1.

A projection-based gradient-descent algorithm can be used to solve this min-max
optimization problem. At each iteration, α is obtained by solving a kernel ridge
regression (KRR) problem with the current kernel matrix and η is updated with the
gradients calculated using α while considering the bound constraints on η due to �.

9.3.3 Sparsity-Constrained MKL

(a) Sparse MKL

There is redundancy among the multiple base kernels, especially the kernels with
similar scales (shown in Fig. 9.7). In [64], a sparse MKL framework was proposed
to achieve a good classification performance by using a linear combination of only
a few kernels from multiple base kernels. In sparse MKL, learning with multiple
base kernels from hyperspectral data is carried out by two stages. The first stage is
to learn an optimally sparse combined kernel from all base kernels, and the second
stage is to perform the standard SVM optimization with the optimal kernel. In the
first step, a sparsity constraint is introduced to control the number of nonzero weights
and improve the interpretability of base kernels in classification. The learning model
in the first step can be written as the following optimization problem:
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Fig. 9.7 Illustration of sparse multiple kernel learning

max
η

ηT�η − ρCard(η) s.t. ηTη = 1 (9.6)

where Card(η) is the cardinality of η and corresponds to the number of nonzero
weights, and ρ is a parameter to control sparsity.

Maximization in (9.6) can be interpreted as a robustmaximumeigenvalue problem
and solved with a first-order algorithm given as

maxTr(�Z) − ρ1T|Z|1 s.t. Tr(Z) = 1, Z ≥ 0 (9.7)

(b) Class-Specific MKL

A class-specific sparse multiple kernel learning (CS-SMKL) framework has been
proposed for spatial–spectral classification of HSIs, which can effectively utilize the
multiple features with multiple scales [59]. CS-SMKL classifies the HSIs by simul-
taneously learning class-specific significant features and selecting class-specific
weights.

The framework of CS-SMKL is illustrated in Fig. 9.8. First, feature extraction
is performed on the original data set, and M feature sets are obtained. Then, M
base kernels associated withM feature sets were constructed. At the kernel learning
stage, a class-specific way via the one-vs-one learning strategy is used to select the
class-specific weights for different feature sets and remove the redundancy of those
features when classifying any two categories. As shown in Fig. 9.8, when classifying
one class-pair (take, e.g., class 2 and class 5), first we find their position coordinates
according to the label of training samples, then the associate class-specific kernel κm ,
m = 1, 2, …, M, is extracted from the base kernels via the corresponding location.
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Fig. 9.8 Illustration of the class-specific kernel learning (taking class 2 and 5 as examples)

After that, the optimal kernel is obtained by the linear combination of these class-
specific kernels. The weights of the linear combination are constrained by the criteria∑M

m=1 ηm = 1, ηm ≥ 0. The criteria can enforce the sparsity at the group/feature
level and automatically learn a compact feature set for classification purposes. The
combined kernel was embedded into SVM to complete the final classification.

In CS-SMKL approach, an efficient optimization method has been adopted by
using the equivalence between MKL and group lasso [67]. The MKL optimization
problem is equivalent to the optimization problem:

min
η∈�

min
{ fm∈Hm }Mm=1

[
1

2

M∑

m=1

ηm‖ fm‖2Hm
+ max

α∈[0,C]N

N∑

i=1

αi

(

1 −
M∑

m=1

yiηm fm(xi )

)]

(9.8)

The main differences among the three sparse MKL methods are summarized in
Table 9.3.
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Table 9.3 Summary of sparse MKL methods

Classifier Solving strategy Characteristics or
significance

Sparse MKL [64] max
η

ηT�η − ρCard(η), s.t. ηT η = I Robust sparse PCA
is used for
optimization

CS-SMKL [59]
min
η∈�

max
α∈[0,C]N

[

1Tα − 1
2

M∑

m=1
ηm(α ◦ y)Tκm(α ◦ y)

] Learn class-specific
significant features
and select
class-specific
weights for each
class-pair
simultaneously

SimpleMKL [58]
min
η∈�

max
α∈[0,C]N

[

1Tα − 1
2

M∑

m=1
ηm(α ◦ y)TKm(α ◦ y)

] Solve both classifier
parameters and base
kernel weights
simultaneously

9.3.4 Ensemble MKL

Ensemble learning strategy can be applied to the MKL framework to select more
effective training samples. As being a main way to ensemble learning, Boosting was
proposed [68] and improved in [69]. The idea is based on the way to iteratively
select training samples, which sequentially pays more attention to these easily mis-
classified samples to train base classifiers. The idea of using boosting techniques to
learn kernel-based classifiers was introduced in [70]. Recently Boosting has been
integrated to the MKL with extended morphological profiles (EMP) features in [65]
for HSI classification.

Let T be the number of boosting tails. The base classifiers are constructed by SVM
classifiers with the input of the complete set of multiple features. Themethod screens
samples by probability distribution Wt ⊂ W, t = 1, 2, . . . T , which indicates the
importanceof the training samples for designing a classifier. The incorrectly classified
samples have much higher probability to be chosen as screened samples in the next
iteration. In this way, MK-Boosting provides a strategy to select more effective
training samples for HSI classification. SVM classifier is used as a weak classifier in
this case. In each iteration, the base classifier ft is obtained fromM weak classifiers:

ft = argmin
f mt , j={1,...,M}

γ m
t = argmin

f mt , j={1,...,M}
γ ( f mt ) (9.9)

where γ measures the misclassification performance of the weak classifiers.
In each iteration, the weights of the distribution are adjusted by increasing the val-

ues of incorrectly classified samples and decreasing the values of correctly classified
samples in order to make the classifier focus on the “hard” samples in the training
set, as shown in Fig. 9.9.
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(a)

(b)

Fig. 9.9 Illustration of the sample screening process during boosting trails by taking
two classes as a simple example. a Training samples set: the triangle and square, respectively,
denote training samples from two classes and samples marked in red mean “hard” samples, which
are easily misclassified. b Sequent screened samples: the screened samples (sample ratio = 0.2)
marked in purple color during boosting trails, and the screened samples focus on “hard samples”
as shown in a

Taking the morphological profile as an example, the architecture of this method is
shown in Fig. 9.10. The features respectively are the input to SVM, and then the best
classifier with the best performance will be selected as a base classifier, and the last T
base classifiers are combined as the final classifier. Furthermore, the coefficients are
determined by the classification accuracy of the base classifiers during the boosting
trails.

9.3.5 Heterogeneous Feature Fusion with MKL

This subsection introduces a heterogeneous feature fusion framework with MKL,
as shown in Fig. 9.11. It can be found that there are two levels of MKL in col-
umn and row, respectively. First, different kernel functions are used to measure
the similarity of samples on each feature subset. This is the “column” MKL,
K(m)

Col(x
(m)
i , x(m)

j ) = ∑S
s=1 h

(m)
s K(m)

s (x(m)
i , x(m)

j ). In this way, the discriminative ability
of each feature subset is exploited at different kernels and is integrated to generate
an optimally combined kernel for each feature subset. Then, the multiple combined
kernels resulted by MKL on each feature subset are integrated using a linear com-
bination. This is the “row” MKL KRow(xi , x j ) = ∑M

m=1 dmK
(m)
Col(x

(m)
i , x(m)

j ). As a
result, the information contained in different feature subsets is mined and integrated
into the final classification kernel. In this framework, the weights of the base kernels
can be determined by anyMKL algorithm, such as RMKL, NMF-MKL, and DMKL.
It is worth noting that sparse MKL can be carried out on both each feature subset
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level and between feature subsets level for base kernels and features interpretation,
respectively.

9.3.6 MKL with Superpixel

MKLprovides a very effectivemeans of learning, and can conveniently be embedded
in a variety of characteristics. Therefore, it is critical to apply MKL to effective
features. Recently, a superpixel approach has been applied to HSI classification as
an effective spatial feature extractionmeans. Each superpixel is a local region, whose
size and shape can be adaptively adjusted according to local structures. And the pixels
in the same superpixel are assumed to havevery similar spectral characteristics,which
mean that superpixel can provide more accurate spatial information. Utilizing the
feature explored by superpixel, the salt and pepper phenomenon appearing in the
classification result will be reduced. In consequence, superpixel MKL will lead to a
better classification performance.

(a) MKL with Multi-morphological Superpixel (MMSP)

This MMSP model for HSI classification consists of four steps [71]. The flowchart
of the proposed framework is shown in Fig. 9.12. The first step is MMSP generation
using SLIC method performed on the principle components (PCs) extracted from
original spectral feature and each morphological filtered image after obtaining the
multi-morphological features. Note that multi-morphological features are multi-SE
EMPs or multi-AF extendedmulti-attribute profiles (EMAPs). The second step is the
merging of MMSPs from the same class according to a uniformity constraint. The
third step is the spatial feature extraction inner- and inter- the MMSPs by applying
a mean filter on the MMSPs and merged MMSPs. The last step is HSI classification
usingMKLmethodswhere base kernels are calculated, respectively, from the original
spectral feature, spatial features inner- and inter- MMSPs.

HSI

Multi-morphological 
features

MMSPs

Merged MMSPs

Spatial features 
inner MMSP

Spatial features 
inter MMSP

MKL

SVM

Classification 
result

SLIC

Consistency 
constrain

Mean filtering 
within each MMSP

Mean filtering within 
each merged MMSP

Stage 1:
MMSP Generation

Stage 2:
Merger of MMSP 

Stage 3:
Spatial feature extraction 

Stage 4:
Classification 

Multi-morphological 
operators processing

Fig. 9.12 Flowchart of the proposed MMSP model
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Fig. 9.13 Detailed procedure of tensor representation of MASP and integrated feature extraction
by CP decomposition

(b) MKL with Multi-attribute Super-Tensor (MAST)

Basedon themulti-attributeMASP, a super-tensormodelwhich treats each superpixel
as a tensor, exploits the third-order nature of HSI. The first step is the super-tensor
representation of MASPs. Then, MAST feature is extracted by applying CP decom-
position. Finally, HSI classification is achieved byMKLmethods where base kernels
are calculated, respectively, from the original spectral feature, EMAP features, and
MAST features. The illustration of the main procedure of the proposed STM model
is shown in Fig. 9.13.

9.4 MKL for HSI Classification

9.4.1 Hyperspectral Data Sets

Five data sets are used in this chapter. Three of them are HSIs, which were used to
validate classification performance. The 4th and 5th data sets consist of two parts, i.e.,
MSI and LiDAR, which are used to perform multisource classification. The first two
HSIs are from cropland scenes acquired by the Airborne Visible/Infrared Imaging
Spectrometer (AVIRIS) sensor. The AVIRIS sensor acquires 224 bands of 10 nm
width with center wavelengths from 400 to 2500 nm. The third HSI was acquired
with the Reflective Optics System Imaging Spectrometer (ROSIS-03) optical sensor
over an urban area [72]. The flight over the city of Pavia, Italy, was operated by the
Deutschen Zentrum für Luft- und Raumfahrt (DLR, German Aerospace Agency)
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within the context of the HySens project, managed and sponsored by the European
Union. The ROSIS-03 sensor provides 115 bands with a spectral coverage ranging
from 430 to 860 nm. The spatial resolution is 1.3 m per pixel.

(a) Indian Pine Data set: This HSI was acquired over the agricultural Indian Pine
test site in Northwestern Indiana. It has a spatial size of 145 × 145 pixels with
a spatial resolution of 20 m per pixel. Twenty water absorption bands were
removed, and a 200-band image was used for the experiments. The data set
contains 10,366 labeled pixels and 16 ground reference classes, most of which
are different types of crops. A false color image and the reference map are
presented in Fig. 9.14a.

(b) Salinas data set: This hyperspectral image was acquired in Southern California
[73]. It has a spatial size of 512× 217 pixelswith a spatial resolution of 3.7mper
pixel. Twenty water absorption bands were removed, and a 200-band image was
used for the experiments. The ground reference map was composed of 54,129
pixels and 16 land-cover classes. Figure 9.14b shows a false color image and
information of the labeled classes.

(c) Pavia University Area: This HSI with 610 × 340 pixels was collected near
the Engineering School, University of Pavia, Pavia, Italy. Twelve channels were
removed due to noise [46]. The remaining 103 spectral channels were pro-
cessed. There are 43,923 labeled samples in total, and nine classes of interest.
Figure 9.14c presents false color images of this data set.

(d) Bayview Park: The data set is from 2012 IEEE GRSS Data Fusion Contest and
is one of subregions of a whole scene around downtown area of San Francisco,
USA. This data set contains multispectral images with eight bands acquired by
WorldView2 on October 9, 2011 and corresponding LiDAR data acquired in
June 2010. It has a spatial size of 300 × 200 pixels with a spatial resolution of
1.8 m per pixel. There are 19,537 labeled pixels and 7 classes. The false color
image and ground reference map are shown in Fig. 9.14d.

(e) Recology: The source of this data set is the same as Bayview Park, which is
another subregion of whole scene. It has 200 × 250 pixels with 11,811 labeled
pixels and 11 classes. Figure 9.14e shows the false color image and ground
reference map.

More details about these data sets are listed in Table 9.4.

9.4.2 Experimental Settings and Evaluation

To evaluate the performance of the various MKL methods for the classification
task, MKL methods and typical comparison methods are shown in Table 9.5. The
single kernel method represents the best performance by standard SVM, which can
be used as a standard to evaluate whether a MKL method is effective or not. The
number of training samples per class was varied (n = {1%, 2%, 3%} or n = {10, 20,
30}). The overall accuracy (OA [%]) and computation time were measured. Average



9 Multiple Kernel Learning for Hyperspectral Image Classification 277

False color map                              Reference map
(a) Indian Pines

False color map         Reference map
(b) Salinas 

False color map           Reference map
(c) Pavia University

Alfalfa

Corn-no till

Corn-min till

Corn

Grass-pasture

Grass-trees

Grass/pasture-mowed

Hay-windrowed

Oats

Soybean-no till

Soybean-min till

Soybean-clean

Wheat

Woods

Bldg-Grass-Trees-Drives

Stone-steel towers

Broccoli-green-weeds1

Broccoli-green-weeds2

Fallow

Fallow-rough-plow

Fallow-smooth

Stubble

Celery

Grapes-untrained

Soil-vinyary-develop

Corn-senesced-green-weeds

Lettuce-romaine-4wk

Lettuce-romaine-5wk

Lettuce-romaine-6wk

Lettuce-romaine-7wk

Vineyard-untrained

Vineyard-vertical-trellis

Asphalt

Meadows

Gravel

Trees

Painted metal sheets

Bare soil

Bitumen

Self-blocking bricks

Shadows

False color map                  Reference map
(d) Bayview Park

Building1

Building2

Building3

Road

Trees

Soil

Seawater

Fig. 9.14 Ground reference maps for the five data sets



278 T. Liu and Y. Gu

False color map                         Reference map
(e) Recology

Building1

Building2

Building3

Building4

Building5

Building6

Building7

Trees

Parking Lot

Soil

Grass

Fig. 9.14 (continued)

results for a number of ten realizations are shown. To guarantee the generality, all
the experiments were conducted on typical HSI data sets.

In the first experiment of spectral classification, all spectral bands are stacked into
a feature vector as input features. The feature vector was input into a Gaussian kernel
with different scales. For all of the classifiers, the range of the scale ofGaussian kernel
was set to [0.05, 2], and uniform sampling that selects scales from the interval with
a fixed step size of 0.05 was used to select 40 scales within the given range.

In the second experiment of spatial and spectral classification, all the data sets
were processed first by PCA and then by mathematical morphology (MM). The
eigenvalues were arranged in descending order. The first p PCs that account for 99%
of the total variation in terms of eigenvalues were reserved. Hence, the construction
of the morphological profile (MP) was based on the PCs, and a stacked vector was
built with the MP on each PC. Here, three kinds of SEs were used to obtain the MP
features, including diamond, square, and disk SEs. For each kind of SE, a step size
of an increment of 1 was used, and ten closings and ten openings were computed for
each PC. Each structure of MPs with ten closings and ten openings and the original
spectral features were, respectively, stacked as the input vector of each base kernel
for MKL algorithms. The base kernels were 4 Gaussian kernels, i.e., the values {0.1,
1, 1.5, 2}, which corresponds to three kinds of structures ofMPs and original spectral
features, respectively, namely 20 base kernels for MKLmethods, except for NMKL,
which is with 3 Gaussian kernels, i.e., the values {1, 1.5, 2} for NMKL-Gaussian,
and 4 linear base kernels function for NMKL-Linear.

Heterogeneous features were used in the third experiment, including spectral fea-
tures, elevation features, normalized digital surface model (nDSM) from LiDAR
data, and spatial features of MPs. MPs features are extracted from original multi-
spectral bands and nDSM uses the diamond structure element with the sizes [3, 5,
7, 9, 11, 13, 15, 17, 19, 21]. Heterogeneous features are stacked as a single vector of
features to be the input of fusion methods.

Superpixel-based spatial–spectral featureswere used in the fourth experiment. The
Multiple SEs and multiple AFs were carried out on the extracted p PCs, respectively.
Three kinds of SEs including line, square, and diskwith three scales [3, 6, 9] are used.
Four kinds of AFs are adopted, including (1) area of the region (related to the size
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Table 9.4 Information of all the data sets

Data set No. Categories Samples No. Categories Samples

Indian
Pine

C1 Alfalfa 54 C9 Oats 20

C2 Corn-no till 1434 C10 Soybean-no till 968

C3 Corn-min till 834 C11 Soybean-min till 2468

C4 Corn 234 C12 Soybean-clean 614

C5 Grass-pasture 497 C13 Wheat 212

C6 Grass-trees 747 C14 Woods 1294

C7 Grass/pasture-mowed 26 C15 Bldg-Grass-Trees-Drives 380

C8 Hay-windrowed 489 C16 Stone-steel towers 95

Total 10,366

Salinas C1 Broccoli-green-weeds_1 2009 C9 Soil-vinyary-develop 6203

C2 Broccoli-green-weeds_2 3726 C10 Corn-senesced-green-weeds 3278

C3 Fallow 1976 C11 Lettuce-romaine-4wk 1068

C4 Fallow-rough-plow 1394 C12 Lettuce-romaine-5wk 1927

C5 Fallow-smooth 2678 C13 Lettuce-romaine-6wk 916

C6 Stubble 3959 C14 Lettuce-romaine-7wk 1070

C7 Celery 3579 C15 Vineyard-untrained 7268

C8 Grapes-untrained 11,271 C16 Vineyard-vertical-trellis 1807

Total 54,129

Pavia
University

C1 Asphalt 6852 C6 Bare soil 5104

C2 Meadows 18,686 C7 Bitumen 1356

C3 Gravel 2207 C8 Self-blocking bricks 3878

C4 Trees 3436 C9 Shadows 1026

C5 Painted metal sheets 1378

Total 43,923

Bayview
Park

C1 Building 1 2282 C5 Trees 7684

C2 Building 2 719 C6 Soil 4283

C3 Building 3 995 C7 Seawater 2008

C4 Road 1566

Total 19,537

Recology C1 Building 1 1080 C7 Building 7 167

C2 Building 2 1136 C8 Trees 3321

C3 Building 3 1849 C9 Parking Lot 1783

C4 Building 4 431 C10 Soil 561

C5 Building 5 549 C11 Grass 149

C6 Building 6 785

Total 11,811
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Table 9.5 Experimental methods and setting

Category Methods Setting

Single kernel Standard SVM A single kernel whose scale
parameter was optimized by kernel
alignment (KA) [75], denoted as
Spe-SK (spectral features as the
input) or MPs + Spe-SK (MPs and
spectral features as the input)

General MKL Mean MKL [45] (ruled-based
method)

CKL [46] μ = 0.4 is used to weigh the
spectral kernel and spatial kernel. In
experiment for spatial–spectral
classification, and the weights of
spectral, spatial, and elevation
kernels were set to 0.5, 0.1, and 0.4,
separately for heterogeneous
features classification

Subspace MKL RMKL [54], NMF MKL, KNMF
MKL [55], DMKL [57]

Nonlinear MKL NMKL-Linear [61] The base kernels are linear kernels

NMKL-Gaussian The base kernels are Gaussian
kernels

Sparse methods SimpleMKL [58],
CS-SMKL [59],
Sparse MKL [64]

SRC [76], CRC [73] All the original spectral features are
used, and the regularization
parameter is set as the optimal
parameter

Ensemble MKL MK-Boosting [65] The sampling ratio was 0.2 and the
boosting trails T was 200

MFL Multiple feature learning (MFL)
[77]

All the MP features are used for this
method

of the regions), (2) diagonal of the box bounding the regions, (3) moment of inertia
(as an index for measuring the elongation of the regions), (4) standard deviation (as
an index for showing the homogeneity of the regions), and the setting is the same as
which is presented in [59].

The summary of the experimental setup is listed in Table 9.6.
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Table 9.6 Summary of the experimental setup for Sect. 9.4

Experiment# Kernel type Features Base kernel
construction

# kernels

1 Gaussian Spectral features Single scale of
kernel in each
Gaussian kernel
with the same
input features

40

2 Gaussian and
linear

Multiple
structures of MPs
and spectral
features

Multiple scales
of kernel in each
Gaussian kernel
or linear kernel
with the same
input features

4 for
NMKL-Linear
15 for
NMKL-Gaussian
20 for others

3 Gaussian Heterogonous
features

A single scale of
kernel in each
Gaussian kernel
with the same
input features

40
(40 × D for
HF-MKL)

9.4.3 Spectral Classification

The numerical classification results of different MKLmethods for different data sets
are given in Table 9.7. The performance of MKL methods is mainly determined by
the ways of constructing base kernel and the solutions of weights for base kernels.
The resulting base kernelmatrices from the differentways of constructing base kernel
contain all the information that will be used for the subsequent classification task.
The weights of base kernels learned by different MKL methods represent how to
combine this information with the objective of strengthening information extraction
and curbing useless information for classification.

Observing the results on the three data sets, some conclusions can be drawn as
follows. (1) There is a situation that the classification performance of some MKL
methods is not as good in terms of classification accuracies as for that of the single
kernel method. This reveals that MKL methods need good learning algorithms to
ensure the performance. (2) In the three benchmark HSI data sets, the best classifi-
cation performance in terms of accuracies is derived from the MKL methods. This
proves that using multiple kernels instead of a single one can improve performances
for HSI classification and the key is to choose the suitable learning algorithm. (3)
In most cases, the subspace MKL methods are superior to the comparative MKL
methods and single kernel method in terms of OA.
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9.4.4 Spatial–Spectral Classification

The classification results of all these compared methods on three data sets are shown
in Table 9.8. And the overall time of training and test process of Pavia University
data set with 1% training samples is shown in Fig. 9.15. Several conclusions can
be derived. First, as the number of training samples increases, accuracy increases.
Second, the MK-Boosting method has the best classification accuracy with the cost
of computation time. It is also important to note that there is not a large difference
between the methods in terms of classification accuracy. It can be explained that
MPs can mine well, information for classification by the way of MKL and, then, the
difference among MKL algorithms mainly concentrate on complexity and sparsity
of the solution. The conclusion is consistent with [45]. SimpleMKL shows the worst
classification performance in terms of accuracies under multiple-scale constructions
in the first experiment, but is comparable to the other methods in terms of classi-
fication accuracy in this experiment. The example of SimpleMKL illustrates that a
MKL method is difficult to guarantee the best classification performance in terms
of accuracies in all cases. Feature extraction and classification are both important
steps for classification. If the information extraction via features is successful for
classification, the classifier design can be easy in terms of complexity and sparsity,
and vice versa. The subspace MKL algorithms as two-stage methods have a lower
complexity than one-step methods such as SimpleMKL, CS-SMKL.

It can be noted that the NMKL with the linear kernels demonstrates a little lower
accuracy than subspace MKL algorithms with the Gaussian kernel. NMKL with the
Gaussian kernels obtains comparable classification accuracy compared with NMKL
with linear kernels in the Pavia University data set and the Salinas data set, but with
a lower accuracy in the Indian data set. In general, using a linear combination of
Gaussian kernels is more promising than a nonlinear combination of linear kernels.
However, the nonlinear combinations of Gaussian kernels need to be researched
further. Feature combination and the scale of theGaussian kernels have a big influence
on the accuracy of NMKL with a Gaussian kernel. And the NMKL method also
demonstrates a different performance trend for different data sets. In this experiment,
some tries were attempted and the results show relatively better results compared to
other approaches in some situations. More work of theoretical analysis needs to be
done in this area.

It can be found that among all the sparse methods, CS-SMKL demonstrated com-
parable classification accuracies for the Indian Pines and Salinas data sets. And for
Pavia data set, as the number of training samples grows, the classification perfor-
mance of CS-SMKL increased significantly and reached a comparable accuracy, too.
In order to visualize the contribution of each feature type and these corresponding
base kernels in these MKL methods, we plot the kernel weights of the base kernels
for RMKL, DMKL, SimpleMKL, Sparse MKL, and CS-SMKL in Fig. 9.16. For
simplicity, here only three one against one classifiers of Pavia University data set
(Painted metal sheets vs. Bare soil, Painted metal sheets vs. Bitumen, Painted metal
sheets vs. Self-blocking bricks) are listed. RMKL, DMKL, SimpleMKL and Sparse
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Fig. 9.15 The overall time of training and testing process in all the methods

MKL used the same kernel weights as shown in Fig. 9.16a–d for all the class-pairs.
From Fig. 9.16e, it is easy to find that CS-SMKL selected different sparse base kernel
sets for different class-pairs, and the spectral features are important for these three
class-pair. For the CS-SMKL, it only selected very few base kernels for classification
purposes, while the kernel weight for the spectral features is very high. However,
these corresponding kernel weights in RMKL, DMKL are much lower, and Sparse
MKL did not select any kernel related to the spectral features; SimpleMKL selects
the first three kernels related to the spectral features, but obviously, the corresponding
kernel weights are lower than that related to the EMP feature obtained by the square
SE. This is an example showing that CS-SMKL provides more flexibility in selecting
kernels (features) for improving classification.

9.4.5 Classification with Heterogeneous Features

This subsection shows the performance of the fusion framework of heterogeneous
features with MKL (denoted as HF-MKL) under realistic ill-posed situations, and
the results compared with other MKL methods. In fusion framework of HF-MKL,
RMKL was adopted to determine the weights of the base kernels on both levels of
MKL in column and row. Joint classification with the spectral features, elevation
features, and spatial features was carried out, and the results of classification for two
data sets are shown in Table 9.9. SK represents a natural and simple strategy to fuse
heterogeneous features, and it can be used as a standard to evaluate the effectiveness
of different fusion strategies for heterogeneous features. With this standard, CKL is
poor. The performance of CKL is affected by the weights of spectral, spatial, and
elevation kernels. All the MKL methods outperform the stacked-vector approach
strategy. This reveals that features from different sources obviously have different
meanings and statistical significance. Therefore, they may play different roles in
classification. Consequently, the stacked-vector approach is not a good choice for the
joint classification. However, MKL is an effective fusion strategy for heterogeneous
features, and the further HF-MKL framework is a good choice.
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Fig. 9.16 Weights η determined for each base kernel and the corresponding feature type. a–d A
fixed set of kernel weights selected by RMKL. e The kernel weights selected for three different
class-pairs by CS-SMKL
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Table 9.9 OA (%) of different MKL methods on two data sets

Data sets Bayview Park Recology

Classifiers Number of training samples Number of training samples

10 20 30 10 20 30

SK 92.16 96.02 95.77 84.76 91.40 92.84

SimpleMKL 92.62 96.37 96.16 85.30 91.52 92.95

Mean MKL 93.53 96.73 96.56 85.49 91.47 93.21

CKL 91.89 94.77 95.49 82.23 89.88 92.20

RMKL 93.59 96.78 96.71 85.96 91.95 93.68

NMF-MKL 93.48 96.76 96.68 85.99 92.06 93.82

KNMF-MKL 93.02 96.51 96.26 85.87 92.21 94.16

DMKL 93.21 96.59 96.42 85.82 92.13 93.93

HF-MKL 94.50 96.93 97.07 89.06 93.81 95.49

9.4.6 Superpixel-Based Classification

The OA with the standard deviation for two data sets were shown in Table 9.10. The
best results were given in bold. It is clear that the classification accuracy of EMP-SP-
SVM is higher than EMP-SVM and the proposed framework can achieve the highest
classification accuracy for both data sets, which demonstrate the effectiveness of
the MMSP model. For Pavia University data set, the best results were obtained
fromMPSP-DMKL method, the maximum increment is 5.22% when the number of
training samples was 50 per class. As the number of training samples increased, the

Table 9.10 OA (%) of two data sets

Data sets Pavia University Salinas

Classifier Number of training samples Number of training samples

50 100 150 50 100 150

Spe-SVM 76.38 79.90 81.42 89.43 91.04 91.82

SCMK [49] 93.21 96.60 97.57 94.58 96.22 97.09

EMP-SVM 90.95 93.65 94.77 91.07 92.84 93.77

MPSP-SVM 91.64 95.46 96.70 94.01 95.95 97.00

EMAP-SVM 91.72 95.32 96.66 94.49 96.59 97.46

MPSP-RMKL 96.81 98.77 99.12 94.52 96.24 97.12

MPSP-DMKL 95.91 98.22 98.65 92.44 94.19 95.08

MPSP-CKL 95.41 98.02 98.49 93.58 95.54 96.39

MASP-RMKL 97.94 98.91 99.18 96.64 98.11 98.72

MASP-DMKL 98.43 99.24 99.42 97.08 98.30 98.74

MASP-CKL 98.26 99.04 99.26 96.46 97.99 98.67
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Table 9.11 OAS (%) of two data sets

Data sets Indian Pines Pavia University

Classifier Number of training
samples

Number of training
samples

1% 2% 3% 1% 2% 3%

Spe-SVM 65.36 73.18 78.00 89.19 91.18 92.30

SCMK [49] 71.92 80.80 86.87 95.16 96.97 98.08

EMAP-SVM 77.69 85.69 89.08 97.90 98.74 99.07

MPCA-SVM 68.34 74.17 78.40 87.12 89.81 91.24

3D-Gabor-SVM 58.08 67.26 74.77 88.17 92.80 94.72

3D-Gabor-DMKL 66.67 76.26 82.57 92.89 95.96 97.28

MAST-DMKL Missing 80.21 87.20 91.02 97.91 98.79 99.15

0 vector 80.79 87.17 91.12 98.08 98.85 99.18

Mean vector 80.48 87.66 91.59 98.07 98.80 99.15

Original pixels 81.03 87.97 91.46 98.41 98.95 99.25

increment decreased to 1.95%. The relative low proposed method was MPSP-CKL
whose incrementwas between 0.92 and 2.21%.Note that in [74], for PaviaUniversity
data set, the OA of SCMK was 99.22% with 200 training samples per class. While
in our proposed methods, the OA of MASP-DMKL can achieve 99.24% with only
100 training samples per class. For Salinas data set, not all the proposed methods
achieved satisfactory classification results. Only these EMAP-based frameworks can
outperform the other approaches. The reason might be that the geometry structure in
agriculture scene is simple and mostly polygon, disk SE cannot detect the size and
shape of the object exactly, but introducewrong edges because of erosion and dilation
operations, leading to imprecise spatial information. The method which showed the
best classification performance is MASP-DMKL with an increment between 1.65
and 2.50%.

TheOAs for all the data sets are presented in Table 9.11. It is clear that on both data
sets, the proposed MAST-DMKL framework on four different tensor construction
means outperforms the othermethods, exhibiting the availability of theMASTmodel.
In addition, the MAST-DMKL method where MASTs are filled up with original
pixels can accomplish the highest classification accuracy for the other three data sets.
For Indian Pines data set, when the number of training sample is 1%per class,MAST-
DMKL where MAST is filled up with original pixels achieves the best classification
effect with an increment of 3.34% (compared with EMAP-SVM). When the number
is 2%, MAST-DMKL in which MAST is filled up with original pixels achieves
the second-highest OA with an increment of 2.28% (compared with EMAP-SVM).
When the number is 3%, the highest OA is obtained by MAST-DMKL of mean
vectors with an increment of 2.51%. For Pavia University data set, the four kinds of
MAST frameworks achieve similar classification results.With the increasing number
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of training samples, the increment of theOAbecomes smaller, i.e., from0.51 to 0.18%
(compared with EMAP-SVM).

9.5 Conclusion

In general, the MKL methods can improve the classification performance in most
cases compared with single kernel method. For classification of spectral informa-
tion of HSI, Subspace MKL methods using a trained, weighted combination on the
average outperform the untrained, unweighted sum, namely, RBMKL (MeanMKL),
and have significant superiority of accuracy and computational efficiency compared
with the SimpleMKL method. Ensemble MKL method (MK-Boosting) has higher
classification performance in terms of classification accuracy but an additional cost
of computation time. It is also important to note that there is not a large difference
in classification accuracy among different MKL methods. If we can extract effective
spatial–spectral features for HSI classification, the choice ofMKL algorithmsmainly
concentrates on complexity and sparsity of the solution. In general, using the linear
combination of kernels with Gaussian kernels is effective compared to a nonlinear
combination of linear kernels. However, more research needs to be carried out to
fully develop the nonlinear combinations of Gaussian kernels. This is still an open
problem, which is affected by many factors such as the manner in which features are
combined, as well as the scale of Gaussian kernels.

Currently, with the improvement of the quality of HSI, we can extract more and
more accurate features for classification task. These features could be multiscale,
multi-attribute, multi-dimension and multi-components. Since MKL provides a very
effective means of learning, it is natural considering to utilize these features byMKL
framework. Expanding the feature spaces with a number of information diversi-
ties, these multiple features provide excellent ability to improve the classification
performance. However, there exists a high redundancy of information among these
multiple features, and each kind of them has different contribution to classification
task. As a solution, sparseMKLmethods are developed. The sparseMKL framework
allows to embed a variety of characteristics in the classifier, it removes the redun-
dancy of multiple features effectively to learn a compact set of features and selects
the weights of corresponding base kernels, leading to a remarkable discriminability.
The experimental results on three different hyperspectral data sets, corresponding to
different contexts (urban, agricultural) and different spectral and spatial resolutions,
demonstrate that the sparse methods offer good performance.

Heterogeneous features from different sources have different meanings, dimen-
sion units, and statistical significance. Therefore, theymayplay different roles in clas-
sification and should be treated differently. MKL performs heterogeneous features
fusion in implicit high-dimensional feature representation. Utilizing different hetero-
geneous features to construct different base kernels can distinguish those different
roles and fuse the complementary information contained in heterogeneous features.
Consequently, MKL is a more reasonable choice than stacked-vector approach, and
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our experimental results also demonstrated this point. Furthermore, the two-stage
MKL framework is a good choice in terms of OA.
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Chapter 10
Low Dimensional Manifold Model
in Hyperspectral Image Reconstruction

Wei Zhu, Zuoqiang Shi and Stanley Osher

Abstract In this chapter, we present a low dimensional manifold model (LDMM)
for hyperspectral image reconstruction. This model is based on the observation that
the spatial–spectral blocks of hyperspectral images typically lie close to a collection
of low dimensional manifolds. To emphasize this, we directly use the dimension
of the manifold as a regularization term in a variational functional, which can be
solved efficiently by alternating direction of minimization and advanced numeri-
cal discretization. Experiments on the reconstruction of hyperspectral images from
sparse and noisy sampling demonstrate the superiority of LDMM in terms of both
speed and accuracy.

10.1 Introduction

Hyperspectral imagery is an important domain in the field of remote sensing with
numerous applications in agriculture, environmental science, and surveillance [6].
When capturing a hyperspectral image (HSI), the sensors detect the intensity of
reflection at a wide range of continuous wavelengths, from the infrared to ultraviolet,
to form a 3D data cube with up to thousands of spectral bands. When such data of
high dimensionality are collected, the observed images are very likely degraded
due to various reasons. For instance, the collected images might be extremely noisy
because of limited exposure time, or some of the voxels can be missing due to the
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malfunctions of the hyperspectral cameras. Thus an important task in HSI analysis
is to recover the original image from its noisy incomplete observation. This is an
ill-posed inverse problem, and some prior knowledge of the original data must be
exploited.

One widely used prior information of HSI is that the 3D data cube has a low-rank
structure under the linear mixing model (LMM) [3]. More specifically, the spectral
signature of each pixel is assumed to be a linear combination of a few constituent
end-members. Under such an assumption, low-rank matrix completion and sparse
representation techniques have been used for HSI reconstruction [7, 16, 28]. Despite
the simplicity of LMM, the linearmixing assumption has been shown to be physically
inaccurate in certain situations [9].

Partial differential equation (PDEs) and graph-based image processing techniques
have also been applied to HSI reconstruction. The total variation (TV) method [23]
has been widely used as a regularization in hyperspectral image processing [1, 13,
15, 29]. The nonlocal total variation (NLTV) [11], which computes the gradient in a
nonlocal graph-based manner, has also been applied to the analysis of hyperspectral
images [14, 18, 30]. However, such methods typically fail to produce satisfactory
results when there is a significant number of missing voxels in the degraded HSI.

Over the past decade, patch-basedmanifoldmodels have achieved great success in
image processing. The key assumption in the manifold model is that image patches
typically concentrate around a low dimensional smooth manifold [5, 17, 21, 22].
Based on such assumption, a low dimensional manifold model (LDMM) has been
proposed for general image processing problems [20, 24], in which the dimension of
the patchmanifold is directly used as a regularization term in a variational functional.
LDMMachieved excellent results, especially in image inpainting problems fromvery
sparse sampling.

In this chapter, we will illustrate how LDMM can be used in HSI reconstruc-
tion. The direct extension of LDMM to higher dimensional data reconstruction has
been considered in [32], but such generalization typically has poor scalability and
requires huge memory storage. A considerable amount of computational burden can
be reduced, however, if the special structure of hyperspectral images is utilized.
Because an HSI is a collection of 2D images of the same spatial location, a single
spatial similarity matrix can be shared across all spectral bands [31]. The resulting
algorithm is considerably faster than its 3D counterpart: it typically takes less than
two minutes given a proper initialization as compared to hours in [32].

10.2 Low Dimensional Manifold Model

We provide a detailed explanation of LDMM in HSI reconstruction, which includes
the definition of the patch manifold of an HSI, the variational functional with the
manifold dimension as a regularizer, and how to compute the dimension of amanifold
sampled from a point cloud.
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10.2.1 Patch Manifold

Let u ∈ R
m×n×B be a hyperspectral image, where m × n and B are the spatial

and spectral dimensions of the image. For any x ∈ �̄ = [m] × [n], where [m] =
{1, 2, . . . ,m}, we define a patch Pu(x) as a 3D block of size s1 × s2 × B of the
original data cube u, and the pixel x is the top-left corner of the rectangle of size
s1 × s2. The patch set P(u) is defined as the collection of all patches:

P(u) = {Pu(x) : x ∈ �̄} ⊂ R
d , d = s1 × s2 × B. (10.1)

It has been shown in [20, 32] that the point cloud P(u) is typically close to a
collection of low dimensional smooth manifolds M = ∪L

l=1Ml embedded in R
d .

This collection of manifolds is called the patch manifold of u.

Remark 10.1 We sometimes regard P : Rm×n×B → R
d×|�̄| as an operator that

maps an HSI u ∈ R
m×n×B to its patch set P(u) ∈ R

d×|�̄|. This point of view will be
assumed throughout Sect. 10.3.

10.2.2 Model Formulation and Calculating the Manifold
Dimension

Our objective is to reconstruct the unknown HSI u from its noisy and incomplete
observation b ∈ R

m×n×B .Assume that for each spectral band t ∈ [B], b is only known
on a random subset�t ⊂ �̄ = [m] × [n], with a sampling rate r (in our experiments
r = 5% or 10%.) We also use the notation

�̄all = [m] × [n] × [B] and �all = ∪B
t=1�

t (10.2)

to denote the domain of the entire 3D data cube and its sampled subset. According
to the analysis in Sect. 10.2.1, we can use the dimension of the patch manifold as a
regularizer to reconstruct u from b:

min
u∈Rm×n×B

M⊂Rd

∫
M

dim(M( p))d p + λ

B∑
t=1

‖ut − bt‖2L2(�t )

subject to: P(u) ⊂ M, (10.3)

where ut ∈ R
m×n is the t-th spectral band of the HSI u ∈ R

m×n×B , M( p) denotes
the smooth manifold Ml to which p belongs, M = ∪L

l=1Ml , and

∫
M

dim(M( p))d p =
L∑

l=1

|Ml | dim(Ml)
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is the L1 norm of the local dimension. Note that (10.3) is not mathematically well
defined, since we do not know how to compute the manifold dimension given only
a point cloud sampling the manifold. Fortunately, the following formula from dif-
ferential geometry provides a simple way of calculating the dimension of a smooth
manifold [20]:

Proposition 10.1 Let M be a smooth submanifold isometrically embedded in R
d .

For any p ∈ M, we have

dim(M) =
d∑
j=1

‖∇Mα j ( p)‖2,

where αi , i = 1, . . . , d are the coordinate functions on M, i.e.,

αi ( p) = pi , ∀ p = (p1, . . . , pd) ∈ M.

Proof Since M is a smooth submanifold isometrically embedded in R
d , it can be

locally parametrized as

p = ψ(γ ) : U ⊂ R
k → M ⊂ R

d , (10.4)

where k = dim(M), γ = (γ 1, . . . , γ k)T ∈ R
k , and p = (p1, . . . , pd)T ∈ M. With

the induced metric fromR
d , we have ∂i ′ = (∂i ′ψ

1, . . . , ∂i ′ψ
d), and the metric tensor

is

gi ′ j ′ =< ∂i ′ , ∂ j ′ >=
d∑

l=1

∂i ′ψ
l∂ j ′ψ

l . (10.5)

Let gi
′ j ′ denote the inverse of gi ′ j ′ , i.e.,

k∑
l ′=1

gi ′l ′ g
l ′ j ′ = δi ′ j ′ =

{
1, i ′ = j ′,
0, i ′ 
= j ′. (10.6)

For any function u on M, its gradient ∇Mu is defined as

∇Mu =
k∑

i ′, j ′=1

gi
′ j ′∂ j ′u ∂i ′ . (10.7)

When viewed as a vector in the ambient space Rd , the j-th component of ∇Mu in
the ambient coordinates can be written as

∇ j
Mu =

k∑
i ′, j ′=1

∂i ′ψ
j gi

′ j ′∂ j ′u, j = 1, . . . , d. (10.8)
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Following the definition of ∇M in (10.8), we have

d∑
j=1

‖∇Mα j‖2 =
d∑

i, j=1

∇ i
Mα j∇ i

Mα j

=
d∑

i, j=1

⎛
⎝ k∑

i ′, j ′=1

∂i ′ψ
j gi

′ j ′∂ j ′α j

⎞
⎠
⎛
⎝ k∑

i ′′, j ′′=1

∂i ′′ψ
j gi

′′ j ′′∂ j ′′α j

⎞
⎠

=
d∑
j=1

k∑
i ′, j ′,i ′′, j ′′=1

(
d∑

i=1

∂i ′ψ
i∂i ′′ψ

i

)
gi

′ j ′gi
′′ j ′′∂ j ′α j∂ j ′′α j

=
d∑
j=1

k∑
j ′,i ′′, j ′′=1

(
k∑

i ′=1

gi ′i ′′g
i ′ j ′
)
gi

′′ j ′′∂ j ′α j∂ j ′′α j

=
d∑
j=1

k∑
j ′,i ′′, j ′′=1

δi ′′ j ′g
i ′′ j ′′∂ j ′α j∂ j ′′α j

=
d∑
j=1

k∑
j ′, j ′′=1

g j ′ j ′′∂ j ′α j∂ j ′′α j .

Notice that ∂ j ′α j = ∂

∂γ j ′ α j (ψ(γ )) = ∂ j ′ψ
j . We thus have

d∑
j=1

‖∇Mα j‖2 =
d∑
j=1

k∑
j ′, j ′′=1

g j ′ j ′′∂ j ′ψ
j∂ j ′′ψ

j

=
k∑

j ′, j ′′=1

g j ′ j ′′

⎛
⎝ d∑

j=1

∂ j ′ψ
j∂ j ′′ψ

j

⎞
⎠

=
k∑

j ′, j ′′=1

g j ′ j ′′g j ′ j ′′

=
k∑

j ′=1

δ j ′ j ′ = k = dim(M) (10.9)

This concludes the proof.

Based on Proposition 10.1, we can rewrite (10.3) as

min
u∈Rm×n×B

M⊂Rd

ds∑
i=1

B∑
t=1

‖∇Mαt
i ‖2L2(M) + λ

B∑
t=1

‖ut − bt‖2L2(�t )

subject to: P(u) ⊂ M, (10.10)
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where ds = s1 × s2 is the spatial dimension, αt
i is the coordinate function that maps a

point p = (
pti
)
i∈[ds ],t∈[B] ∈ M ⊂ R

d into its (i, t)-th coordinate pti . Note that (10.10)
is a constrained nonconvex optimization problem with respect to M and u, the
solution of which will be explained in detail in the next section.

10.3 Two Numerical Approaches of Solving the LDMM
Model

Because (10.10) is nonconvex, we attempt to solve it by alternating the direction of
minimization with respect to u and M. More specifically, given M(k) and u(k) at
step k satisfying P(u(k)) ⊂ M(k)

• With fixed M(k), update the data u(k+1) and the perturbed coordinate func-
tions α(k+1) = {[αt

i ](k+1)
}
i,t

by solving:

(u(k+1),α(k+1)) = argmin
u,α

∑
i,t

‖∇M(k)αt
i ‖2L2(M(k))

+ λ

B∑
t=1

‖ut − bt‖2L2(�t ).

subject to: α(Pu(k)) = P(u) (10.11)

• Update the manifold M(k+1) as the image of M(k) under the perturbed
coordinate function α(k+1)

M(k+1) = α(k+1)(M(k)). (10.12)

Remark 10.2 Note that P(u(k+1)) ⊂ M(k+1) holds because they are the images of
P(u(k)) and M(k) under the same perturbed coordinate functions α(k+1). Moreover,
if the above iterative procedure converges, then the adjacent iteratesM(k) ≈ M(k+1)

when k is large enough. Therefore, the perturbed coordinate function α(k+1) is indeed
very close to identity as defined in Proposition 10.1.

Notice that (10.12) is easy to implement, whereas (10.11) is a constrained opti-
mization problemwhose numerical implementation involves the discretization of the
manifold gradient operator ∇M over an unstructured point cloud P(u(k)). In what
follows, we provide two numerical procedures to solve the LDMM model. In the
first method, problem (10.11) is further split into two subproblems, whose Euler–
Lagrange equation, a Laplace–Beltrami equation over the manifold M(k), is solved
by the point integral method (PIM) [19]. In the second approach, we directly dis-
cretize the Dirichlet energy ‖∇Mαt

i ‖2L2(M)
in (10.11) using the weighted nonlocal
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Laplacian (WNLL) [25], a practical way of finding a smooth interpolation function
on a point cloud.

10.3.1 The First Approach

Notice that (10.11) is a convex optimization problem subject to a linear constraint,
which can be further split into two simpler subproblems using the split Bregman
iteration [12]. More specifically, given the l-th iterates α(k+1),l , u(k+1),l , and zl :

• Update α(k+1),l+1 = {[αt
i ](k+1),l+1

}
i,t

with fixed u(k+1),l and zl ,

α(k+1),l+1 = min
α

∑
i,t

‖∇M(k)α
t
i ‖2L2(M(k))

+ μ‖α(P(u(k))) − P(u(k+1),l) + zl‖2F ,

(10.13)

where both the patch setP(u(k+1),l) and the image of the patch set under the
perturbed coordinate functions α(P(u(k))) are treated as matrices inRd×|�̄|.

• Update u(k+1),l+1 with fixed α(k+1),l+1 and zl ,

u(k+1),l+1 =min
u

λ

B∑
t=1

‖ut − bt‖2L2(�t )
+ μ‖α(k+1),l+1(P(u(k))) − P(u) + zl‖2F

=min
u

λ‖I�allu − b‖2
L2(�̄all)

+ μ‖α(k+1),l+1(P(u(k))) − P(u) + zl‖2F ,

(10.14)

where �all ⊂ �̄all are defined in (10.2), and I�all : Rm×n×B → R
m×n×B is

the projection operator that sets u(x, t) to zero for (x, t) /∈ �all, i.e.,

I�allu(x, t) =
{
u(x, t) , (x, t) ∈ �all,

0 , (x, t) /∈ �all,
(10.15)

• Update zl+1,

zl+1 = zl + α(k+1),l+1(P(u(k))) − P(u(k+1),l+1). (10.16)

Note that among (10.13), (10.14), and (10.16), the dual variable update (10.16) is
trivial to implement, and the u update (10.14) has the following closed form solution:

u(k+1),l+1 = (
λI ∗

�all
I�all + μP∗P)−1 [

λI ∗
�all

b + μP∗ (zl + α(k+1),l+1(P(u(k)))
)]

,

(10.17)
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where I ∗
�all

: Rm×n×B → R
m×n×B and P∗ : Rd×|�̄| → R

m×n×B are the adjoint oper-
ators of I�all and P . It is worth mentioning that

(
λI ∗

�all
I�all + μP∗P) is a diagonal

operator, and hence (10.17) can be solved efficiently. As for the α update (10.13),
one can easily check that the coordinate functions

{[αt
i ](k+1),l+1

}
i,t

are decoupled,
and thus (10.13) can be solved separately,

[αt
i ](k+1),l+1 = min

αt
i

‖∇M(k)αt
i ‖2L2(M(k))

+ μ‖αt
i (P(u(k))) − P t

i (u
(k+1),l) + (zl)ti‖2,

(10.18)

where

P t
i (u) = (P t

i u(x)
)
x∈�̄

∈ R
|�̄|, (10.19)

andP t
i u(x) is the (i, t)-th element in the patchPu(x). We next explain how to solve

problem (10.18) using the point integral method.

10.3.1.1 Discretization with the Point Integral Method

Note that problem (10.18) for each individual [αt
i ](k+1),l+1 can be cast into the fol-

lowing canonical form,

min
u∈H 1(M)

‖∇Mu‖2L2(M) + μ
∑
p∈P

|u( p) − v( p)|2, (10.20)

where u can be any αt
i , M = M(k), M ⊃ P = P(u(k)), and v( p) is a given func-

tion on P . It can easily be checked by standard variational methods that (10.20) is
equivalent to the following Euler–Lagrange equation:

⎧⎪⎪⎨
⎪⎪⎩

−	Mu( p) + μ
∑
q∈P

δ( p − q) (u(q) − v(q)) = 0, p ∈ M

∂u

∂n
= 0, p ∈ ∂M.

(10.21)

This is a Laplace–Beltrami equation over the manifold M sampled by the point
cloud P , which can be solved efficiently using the point integral method (PIM) [19].
The key observation in PIM is the following integral approximation.

Theorem 10.1 If u ∈ C3(M) is a function on M, then

∥∥∥∥
∫
M

	Mu(q)Rt ( p, q)dq − 2
∫

∂M

∂u(q)

∂n
Rt ( p, q)dτq

+ 1

t

∫
M

(u( p) − u(q))Rt ( p, q)dq

∥∥∥∥
L2(M)

= O(t1/4), (10.22)
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where Rt is the normalized heat kernel:

Rt ( p, q) = Ct exp

(
−| p − q|2

4t

)
. (10.23)

Theorem 10.1 suggests that the solution u of (10.21) should approximately satisfy
the following integral equation:

∫
M

(u( p) − u(q)) Rt ( p, q)dq + μt
∑
q∈P

Rt ( p, q) (u(q) − v(q)) = 0. (10.24)

If we further assume that P = P(u(k)) = {
p1, . . . , p|�̄|

} ⊂ R
d samples themanifold

M uniformly at random, then (10.24) can be discretized into the following linear
system:

|M|
|�̄|

|�̄|∑
j=1

Rt,i j (ui − u j ) + μt
|�̄|∑
j=1

Rt,i j (u j − v j ) = 0, (10.25)

where ui = u( pi ), vi = v( pi ), and Rt,i j = Rt ( pi , p j ). Equation (10.25) can be writ-
ten in the matrix form

(L + μ̄W)u = μ̄Wv, (10.26)

where u = (u1, . . . , u|�̄|)T , v = (v1, . . . , v|�̄|)T , μ̄ = μt |�̄|
|M| , W = (wi j )i, j∈{1,...,|�̄|} is

the weight matrix with wi j = Rt,i j , and L is the difference between D and W ,

L = D − W , (10.27)

where D = diag(di ) is the degree matrix with di = ∑|�̄|
j=1 wi j . In the numerical

experiments, we always truncate the weight matrix W to 20 nearest neighbors,
searched efficiently using the k-d tree data structure [10]. Thus (10.26) is a sparse
symmetric linear system, which can be solved by the conjugate gradient method. We
summarize the numerical procedures of solving LDMMwith the PIM discretization
in Algorithm 1.

10.3.2 The Second Approach

We now explain our second approach of solving (10.11). This involves directly
discretizing the Dirichlet energy ‖∇M(k)αt

i ‖2L2(M(k))
in (10.11) using the weighted

nonlocal Laplacian (WNLL) [25] without splitting the update of α and u [31].
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Algorithm 1 LDMM for HSI reconstruction with the PIM discretization
Input: A noisy and incomplete observation b of an unknown hyperspectral image u ∈ R

m×n×B .
For every spectral band t ∈ [B], u is only partially observed on a random subset �t of �̄ =
[m] × [n].

Output: Reconstructed HSI u.
Initial guess u(0), z0 = 0.
while not converge do
1. Compute the weight matrix W = (wi j )1≤i, j≤|�̄| and L from P(u(k)),

wi j = Rt,i j = Rt ( pi , p j ), pi , p j ∈ P(u(k)), i, j = 1, . . . , |�̄|, L = D − W .

while not converge do
1. Solve the linear systems for U l+1 = α(k+1),l+1(P(u(k))) ∈ R

d×|�̄|

(L + μ̄W)(U l+1)T = μ̄WV l ,

where V l = (P(u(k+1),l) − zl
)T

.
2. Update u(k+1),l+1

u(k+1),l+1 = (
λI ∗

�all
I�all + μP∗P)−1

[
λI ∗

�all
b + μP∗ (zl + U l+1

)]
,

3. Update zl+1

zl+1 = zl + U l+1 − P(u(k+1),l+1).

4. l ← l + 1.
end while
1. u(k+1) ← u(k+1),l .
2. k ← k + 1.

end while
u ← u(k).

10.3.2.1 Weighted Nonlocal Laplacian

Theweighted nonlocal Laplacian was proposed in [25] to find a smooth interpolation
of a function on a point cloud. Suppose that C = {c1, c2, . . . , cn} is a set of points
in R

d , and let g be a function defined on a subset S = {s1, s2, . . . , sn} ⊂ C . The
objective is to extend g to C by finding a smooth function u on M that agrees with
g when restricted to S.

A widely used method to solve the above interpolation problem is the harmonic
extension model [8, 33], which seeks to minimize the following energy:

J (u) = ‖∇Mu‖2L2(M), subject to: u( p) = g( p) on S. (10.28)

A common way of discretizing the manifold gradient ∇Mu is to use its nonlocal
approximation:



10 Low Dimensional Manifold Model in Hyperspectral … 305

∇Mu( p)(q) ≈ √
w( p, q) (u( p) − u(q)) ,

where w is a positive weight function, e.g., w( p, q) = exp
(
−‖ p−q‖2

σ 2

)
. With this

approximation, we have

J (u) ≈
∑
p,q∈P

w( p, q) (u( p) − u(q))2 . (10.29)

Such discretization of solving the harmonic extensionmodel leads to the well-known
graph Laplacian method [2, 4, 33]. However, a closer look into the energy J in
(10.29) reveals that the model fails to achieve satisfactory results when the sample
rate |S|/|C | is low [20, 25]. More specifically, after splitting the sum in (10.29) into
two terms, we have

J (u) =
∑
p∈S

∑
q∈C

w( p, q) (u( p) − u(q))2 +
∑
p∈C\S

∑
q∈C

w( p, q) (u( p) − u(q))2 .

(10.30)

Note that the first term in (10.30) is much smaller than the second term when |S| �
|C |. Therefore, the second term will be prioritized when minimizing (10.30), and
the continuity of u on the sampled set S will be sacrifice. An easy remedy is to add
a large weight μ = |C |/|S| in front of the first term in (10.30) to balance the two
terms:

JWNLL(u) = μ
∑
p∈S

∑
q∈C

w( p, q) (u( p) − u(q))2 +
∑

p∈C\S

∑
q∈C

w( p, q) (u( p) − u(q))2 .

(10.31)

It is readily checked that JWNLL generalizes the graph Laplacian J in the sense that
JWNLL = J when |S| = |C |. The generalized energy functional JWNLL is called the
weighted nonlocal Laplacian.

We point out that such intuition can be made precise by deriving (10.31) through
the point integral method [19]. The interested reader can refer to [25] for the details.

10.3.2.2 Numerical Discretization

We now explain how to solve the optimization problem (10.11) using the weighted
nonlocal Laplacian (10.31). Using the terminology introduced in Sect. 10.3.2.1, the
functions to be interpolated in (10.11) are αt

i , the point cloud C is P(u(k)), and the
sampled set for αt

i is

Sti = {Pu(k)(x) : Piu(k)(x) is sampled
} ⊂ C.
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Based on the discussion of WNLL in Sect. 10.3.2.1, we can discretize the Dirichlet
energy ‖∇M(k)αt

i ‖2L2(M(k) as

‖∇M(k)αt
i ‖2L2(M(k) = |�̄|

|�t
i |
∑
x∈�t

i

∑
y∈�̄

w̄(x, y)
(
αt
i (Pu(k)(x)) − αt

i (Pu(k)( y))
)2

+
∑

x∈�̄\�t
i

∑
y∈�̄

w̄(x, y)
(
αt
i (Pu(k)(x)) − αt

i (Pu(k)( y))
)2

, (10.32)

where

�t
i = {

x ∈ �̄ : P t
i u

(k)(x) is sampled
}

is a spatially translated version of �t , |�̄|/|�t
i | = 1/r is the inverse of the sampling

rate, and w̄(x, y) = w(Pu(k)(x),Pu(k)( y)) is the similarity between the patches,
with

w( p, q) = exp

(
− ‖ p − q‖2

σ( p)σ (q)

)
, (10.33)

where σ( p) is the normalizing factor. Combining the WNLL discretization (10.32)
and the constraint in (10.11), the update of u in (10.11) can be discretized as

min
u

λ

B∑
t=1

‖ut − bt‖2L2(�t ) +
∑
i,t

⎡
⎣ ∑

x∈�̄\�t
i

∑
y∈�̄

w̄(x, y)
(P t

i u(x) − P t
i u( y)

)2

+ 1

r

∑
x∈�t

i

∑
y∈�̄

w̄(x, y)
(P t

i u(x) − P t
i u( y)

)2
⎤
⎦ . (10.34)

Remark 10.3 Unlike our first approach of solving (10.11) detailed in Sect. 10.3.1,
we do not explicitly update the perturbed coordinate function α. The reason is that
the value of α on the point cloud P(u(k)) is already implicitly determined for a given
u, and this is enough to discretize the Dirichlet energy ‖∇M(k)αt

i ‖2L2(M(k))
on the

manifold M(k).

Note that (10.34) is decoupled with respect to the spectral coordinate t , and for
any given t ∈ [B], we only need to solve the following problem:
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min
ut

λ‖ut − bt‖2L2(�t ) +
ds∑
i=1

⎡
⎣ ∑

x∈�̄\�t
i

∑
y∈�̄

w̄(x, y)
(Piut (x) − Piut ( y)

)2

+ 1

r

∑
x∈�t

i

∑
y∈�̄

w̄(x, y)
(Piut (x) − Piut ( y)

)2
⎤
⎦ , (10.35)

where Pi : Rm×n → R
m×n satisfies Piut (x) = P t

i u(x). A standard variational tech-
nique shows that (10.35) is equivalent to the following Euler–Lagrange equation:

[
μ

ds∑
i=1

P∗
i I�t

i
ht
i (x) +

ds∑
i=1

P∗
i g

t
i (x) + λI�t

(
ut − bt

)]
(x) = 0, ∀x ∈ �̄ (10.36)

where μ = 1/r − 1, P∗
i is the adjoint operator of Pi , I�t is the projection operator

that sets ut (x) to zero for x /∈ �t , i.e.,

I�t ut (x) =
{
ut (x) , x ∈ �t ,

0 , x /∈ �t ,
(10.37)

and
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

hti (x) =
∑
y∈�̄

w̄(x, y)
(Piu

t (x) − Piu
t ( y)

)

gti (x) =
∑
y∈�̄

2w̄(x, y)
(Piu

t (x) − Piu
t ( y)

)+ μ
∑
y∈�t

i

w̄(x, y)
(Piu

t (x) − Piu
t ( y)

)

We use the notation x ĵ to denote the j-th component (in the spatial domain) after
x in a patch. Assuming a periodic padding is used when patches exceed the spatial
domain of HSI, one can easily verify that

{Piut (x) = ut (x̂i−1),

P∗
i u

t (x) = ut (x̂1−i ).

With such notations, it follows that

P∗
i I�t

i
ht
i (x) = [I�t

i
ht
i

]
(x̂1−i )

=I�t

[
ht
i (x̂1−i )

]

=I�t

⎡
⎣∑

y∈�̄

w̄(x̂1−i , ŷ1−i )
(Piut (x̂1−i ) − Piut ( ŷ1−i )

)
⎤
⎦
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=I�t

⎡
⎣∑

y∈�̄

w̄(x̂1−i , ŷ1−i )
(
ut (x) − ut ( y)

)
⎤
⎦ , (10.38)

and

P∗
i g

t
i (x) =gti (x̂1−i )

=
∑
y∈�̄

2w̄(x̂1−i , y)
(Piut (x̂1−i ) − Piut ( y)

)

+ μ
∑
y∈�t

i

w̄(x̂1−i , y)
(Piut (x̂1−i ) − Piut ( y)

)

=
∑
y∈�̄

2w̄(x̂1−i , ŷ1−i )
(Piut (x̂1−i ) − Piut ( ŷ1−i )

)

+ μ
∑
y∈�t

w̄(x̂1−i , ŷ1−i )
(Piut (x̂1−i ) − Piut ( ŷ1−i )

)

=
∑
y∈�̄

2w̄(x̂1−i , ŷ1−i )
(
ut (x) − ut ( y)

)

+ μ
∑
y∈�t

w̄(x̂1−i , ŷ1−i )
(
ut (x) − ut ( y)

)
. (10.39)

Therefore, we can rewrite (10.36) as

ds∑
i=1

⎡
⎣∑
y∈�̄

2w̄(x̂
1−i

, ŷ
1−i

)
(
ut (x) − ut ( y)

)+ μ
∑
y∈�t

w̄(x̂
1−i

, ŷ
1−i

)
(
ut (x) − ut ( y)

)
⎤
⎦

+ μI�t

⎡
⎣∑
y∈�̄

ds∑
i=1

w̄(x̂
1−i

, ŷ
1−i

)
(
ut (x) − ut ( y)

)
⎤
⎦+ λI�t

(
ut − bt

) = 0, ∀x ∈ �̄.

(10.40)

After assembling the weight matrices w̄(x̂1−i , ŷ1−i ) into

w̃(x, y) =
ds∑
i=1

w̄(x̂1−i , ŷ1−i ), (10.41)

it follows that (10.40) is equivalent to
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2
∑
y∈�̄

w̃(x, y)
(
ut (x) − ut ( y)

)+ μ
∑
y∈�t

w̃(x, y)
(
ut (x) − ut ( y)

)

+ μI�t

⎡
⎣∑

y∈�̄

w̃(x, y)
(
ut (x) − ut ( y)

)
⎤
⎦+ λI�t

(
ut − bt

) = 0, ∀x ∈ �̄

(10.42)

Note that (10.42) is a sparse linear system for ut in R
mn , but unlike (10.26),

the coefficient matrix is not symmetric because of the projection operator I�t . We
thus use the generalized minimal residual method (GMRES) to solve the systems
(10.42). The numerical procedures of solving LDMMwith theWNLL discretization
is summarized in Algorithm 2.

Algorithm 2 LDMM for HSI reconstruction with the WNLL discretization
Input: A noisy and incomplete observation b of an unknown hyperspectral image u ∈ R

m×n×B .
For every spectral band t ∈ [B], u is only partially observed on a random subset �t of �̄ =
[m] × [n].

Output: Reconstructed HSI u.
Initial guess u(0).
while not converge do
1. Extract the patch set Pu(k) from u(k).
2. Compute the similarity matrix on the spatial domain

w(x, y) = w(Pu(k)(x),Pu(k)( y)), x, y ∈ �.

3. Assemble the new similarity matrix

w̃(x, y) =
ds∑
i=1

w̄(x̂1−i , ŷ1−i )

4. For every spectral band t , Update (ut )(k+1) as the solution of (10.42) using GMRES.
5. k ← k + 1.

end while
u = u(k).

10.3.3 A Comparison of the Two Approaches

We first compare the computational cost of the two approaches. The most time-
consuming part of both algorithms is solving the |�̄|-dimensional sparse linear
systems. For each iteration in the inner loop of Algorithm 1, one needs to solve
d = s1 × s2 × B linear systems. On the other hand, one only needs to solve B linear
systems in each iteration of Algorithm 2.Moreover, unlike Algorithm 1, Algorithm 2
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Fig. 10.1 Reconstruction of the Pavia Center dataset from its 5% noise-free subsample. The first
column displays the original image and its 5% random subsample at one spectral band. The remain-
ing two columns display the reconstructed images and the error (the difference between the original
data and the reconstruction) using LDMM with the PIM (first row) and the WNLL (second row)
discretization

does not have an inner loop. The reason is that the weight assembly step (10.41) in
Algorithm 2 combines s1 × s2 equations in the spatial patch domain into only one
equation, and the WNLL discretization enforces the constraint in (10.11) directly
without a further splitting. Therefore, Algorithm 2 is much more computationally
efficient as compared to Algorithm 1.

We also compare the numerical accuracy of the two algorithms in the recon-
struction of hyperspectral images from their 5% noise-free random subsamples. In
the experiments, we set the spatial patch size s1 × s2 to 2 × 2, and Figs. 10.1 and
10.2 present the performance of the two algorithms on the Pavia Center and Pavia
University datasets. The peak signal-to-noise ratio,

PSNR = 10 log10

(‖u∗‖∞
MSE

)
, (10.43)

is used to evaluate the reconstruction, where u∗ is the ground truth, and MSE is
the mean squared error. As can be seen from Figs. 10.1 and 10.2, even though both
algorithms lead to remarkable results of HSI reconstruction, LDMMwith theWNLL
discretization has a slight edge over PIM in terms of accuracy as well. Due to the
advantage of WNLL in both computational efficiency and reconstruction accuracy,
we will report the results of LDMMwithWNLL discretization only in the following
experiments, even though PIM has more theoretical guarantee on the consistency of
the discretization (c.f. Theorem 10.1).
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Fig. 10.2 Reconstruction of the Pavia University dataset from its 5% noise-free subsample. The
first column displays the original image and its 5% random subsample at one spectral band. The
remaining two columns display the reconstructed images and the error (the difference between the
original data and the reconstruction) using LDMMwith the PIM (first row) and the WNLL (second
row) discretization

10.4 Numerical Experiments

In this section, we present the numerical results on the following datasets: Pavia
University, Pavia Center, Indian Pine, and San Diego Airport. All images have been
cropped in the spatial dimension to 200 × 200 for easy comparison. The objective of
the experiment is to reconstruct the original HSI from 5% random subsample (10%
random subsample for noisy data). As discussed in Sect. 10.3.3, we choose LDMM
with the WNLL discretization (Algorithm 2) as the default method because of its
computational efficiency and superior numerical accuracy.

10.4.1 Experimental Setup

Empirically, we discovered that it is easier for LDMM to converge if we use a
reasonable initialization. In our experiments, we always use the result of the low-rank
matrix completion algorithm APG [26] as an initialization, and run three iterations
of manifold update for LDMM. The peak signal-to-noise ratio (PSNR) defined in
(10.43) is used to evaluate the reconstruction accuracy. All experiments were run on
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a Linux machine with 8 Intel core i7-7820X 3.6 GHz CPUs and 64 GB of RAM.
Codes and datasets are available for download at http://services.math.duke.edu/~zhu/
software/HSI_LDMM_public.tar.gz.

10.4.2 Reconstruction from Noise-Free Subsample

We first present the results of the reconstruction of hyperspectral images from their
5% noise-free random subsamples. Table 10.1 displays the computational time and
accuracy of the low-rank matrix completion initialization (APG) and LDMM with
different spatial patch sizes. Unlike high-resolution RGB images, the spatial resolu-
tion of the hyperspectral images considered in this chapter is typically much lower,
and thus we limited the choice of spatial patch size to only 1 × 1 and 2 × 2. It is clear
from the table that LDMM significantly improves the accuracy of the APG initializa-
tionwith comparable extra computational time. Figures 10.3 and10.4 provide a visual
illustration of the results. It can be observed from the figures that the reconstructions
of the subsampled hyperspectral images by LDMMare spatiallymuch smoother than
the APG initialization because of the low-dimensionality regularization on the patch
manifold. What is also quite interesting from the error map of LDMM in Fig. 10.3
is the relatively poorer reconstruction of the several “rare” objects in the scene, e.g.,
the two airplanes on the upper right corner of the image. The poor reconstruction of
these “anomalies” in the scene is due to the fact that the patch manifolds of these rare
objects are not well-resolved with only limited samples. This observation does mean
that LDMM is less robust when reconstructing images with many sparsely sampled
distinct objects. However, on the other hand, it also suggests that LDMM might be
used as an “anomaly detection” algorithm by purposefully subsampling the original
image and identifying the anomalies as the objects that are least well reconstructed
by LDMM. This usage of LDMM as an hyperspectral anomaly detection algorithm
has been studied recently in [27].

Table 10.1 Reconstruction of the HSIs from their noise-free 5% subsamples. LDMM (1 × 1) and
LDMM (2 × 2) stand for LDMM with spatial patch size of 1 × 1 and 2 × 2. The reported time of
LDMM does not include that of the AGP initialization

APG LDMM (1 × 1) LDMM (2 × 2)

PSNR Time (s) PSNR Time (s) PSNR Time (s)

Indian Pine 26.80 13 32.09 8 34.08 22

Pavia
Center

32.61 17 34.54 11 34.25 31

Pavia
University

31.51 13 33.38 11 33.66 29

San Diego
Airport

32.43 23 40.33 16 44.21 46

http://services.math.duke.edu/~zhu/software/HSI_LDMM_public.tar.gz
http://services.math.duke.edu/~zhu/software/HSI_LDMM_public.tar.gz
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Fig. 10.3 Reconstruction of the San Diego Airport dataset from its 5% noise-free subsample. Note
that the error is displayed with a scale 1/20 of the original data to visually amplify the difference

Fig. 10.4 Reconstruction of the Indian Pine dataset from its 5% noise-free subsample
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10.4.3 Reconstruction from Noisy Subsample

Wenext show the results of the reconstruction of hyperspectral images from their 10%
noisy subsample. A Gaussian noise with a standard deviation of 0.05 is first added
to the original image, and 90% of the voxels are later removed from the data cube.
We report the accuracy and computational time of the experiments in Table 10.2.
Note that when noise is present, LDMMwith 2 × 2 patches typically produce better
results than that with 1 × 1 patches. This is due to the stronger spatial regularization
by choosing a larger patch size. Visual illustrations of the reconstruction are dis-
played in Figs. 10.5 and 10.6. It can be observed from the figures that, even with the

Table 10.2 Reconstruction of the noisy HSIs from their 10% subsamples. LDMM (1 × 1) and
LDMM (2 × 2) stand for LDMM with spatial patch size of 1 × 1 and 2 × 2. The reported time of
LDMM does not include that of the AGP initialization

APG LDMM (1 × 1) LDMM (2 × 2)

PSNR Time (s) PSNR Time (s) PSNR Time (s)

Indian Pine 31.56 18 34.03 54 34.02 56

Pavia Center 30.22 47 30.55 82 31.61 82

Pavia University 29.88 38 30.26 77 31.40 86

San Diego Airport 33.90 69 39.17 186 41.31 231

Fig. 10.5 Reconstruction of the San Diego Airport dataset from its 10% noisy subsample
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Fig. 10.6 Reconstruction of the Indian Pine dataset from its 10% noisy subsample

presence of significant noise in the remaining subsampled voxels, LDMM is able to
achieve a reasonable reconstruction of the original HSI, especially for objects that
are abundantly represented in the image.

10.5 Conclusion

We explained in this chapter the low dimensional manifold model for the recon-
struction of hyperspectral images from noisy and incomplete observations with a
significant number of missing voxels. LDMM is based on the assumption that the
3D patches in a hyperspectral image tend to sample a collection of low dimensional
manifolds. As a result, we directly use the dimension of the patch manifold as a
regularizer in a variational functional, which can be solved using either the point
integral method or the weighted nonlocal Laplacian. Because of the special data
structure of hyperspectral images, the same similarity matrix can be shared across
all spectral bands, which significantly reduces the computational burden. Numerical
experiments show that the proposed algorithm is both accurate and efficient for HSI
reconstruction from its noisy and incomplete observation.

Acknowledgements This work was supported by STROBE: A National Science Foundation
Science & Technology Center, under Grant No. DMR 1548924 as well as DOE-DE-SC0013838
and NSFC 11671005.
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Chapter 11
Deep Sparse Band Selection
for Hyperspectral Face Recognition

Fariborz Taherkhani, Jeremy Dawson and Nasser M. Nasrabadi

Abstract Hyperspectral imaging systems collect and process information from
specific wavelengths across the electromagnetic spectrum. The fusion of multi-
spectral bands in the visible spectrum has been exploited to improve face recognition
performance over all the conventional broadband face images. In this chapter, we
propose a new Convolutional Neural Network (CNN) framework which adopts a
structural sparsity learning technique to select the optimal spectral bands to obtain
the best face recognition performance over all of the spectral bands. Specifically, in
this method, images from all bands are fed to a CNN, and the convolutional filters
in the first layer of the CNN are then regularized by employing a group Lasso algo-
rithm to zero out the redundant bands during the training of the network. Contrary
to other methods which usually select the useful bands manually or in a greedy fash-
ion, our method selects the optimal spectral bands automatically to achieve the best
face recognition performance over all spectral bands.Moreover, experimental results
demonstrate that our method outperforms state-of-the-art band selection methods for
face recognition on several publicly available hyperspectral face image datasets.

11.1 Introduction

In recent years, hyperspectral imaginghas attractedmuch attentiondue to the decreas-
ing cost of hyperspectral cameras used for image accusation [1]. A hyperspectral
image consists of many narrow spectral bands within the visible spectrum and
beyond. This data is structured as a hyperspectral “cube”, with x- and y-coordinates
making up the imaging pixels and the z-coordinate the imaging wavelength, which,
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in the case of facial imaging, results in several co-registered face images captured
at varying wavelengths. Hyperspectral imaging has provided new opportunities for
improving the performance of different imaging tasks, such as face recognition in
biometrics, that exploits the spectral characteristics of facial tissues to increase the
inter-subject differences [2]. It has been demonstrated that, by adding the extra spec-
tral dimension, the size of the feature space representing a face image is increased
which results in a larger inter-class feature difference between subjects for face
recognition. Beyond the surface appearance, spectral measurements in the infrared
(i.e., 700–1000nm) can penetrate the subsurface tissue which can notably produce
different biometric features for each subject [3].

A hyperspectral imaging camera simultaneously measures hundreds of adjacent
spectral bands with a small spectral resolution (e.g., 10 nm). For example, AVIRIS
hyperspectral imaging includes 224 spectral bands from 400 to 2500nm [4]. Such a
large number of bands implies high-dimensional data which remarkably influences
the performance of face recognition. This is because, a redundancy exists between
spectral bands, and some bandsmay hold less discriminative information than others.
Therefore, it is advantageous to discard bands which carry little or no discriminative
information during the recognition task. To deal with this problem, many band selec-
tion approaches have been proposed in order to choose the optimal and informative
bands for face recognition. Most of these methods, such as those presented in [5],
are based on dimensionality reduction, but in an ad hoc fashion. These methods,
however, suffer from a lack of comprehensive and consolidated evaluation due to (a)
the small number of subjects used during the testing of the methods and (b) lack of
publicly available datasets for comparison. Moreover, these studies do not compare
the performance of their algorithms comprehensively with other face recognition
approaches that can be used for this challenge with some modifications [3].

The development of hyperspectral cameras has introduced many useful tech-
niques that merge spectral and spatial information. Since hyperspectral cameras
have become more readily available, computational approaches introduced initially
for remote sensing challenges have been leveraged to other applications such as
biomedical applications. Considering the vast person-to-person spectral variability
for different types of tissue, hyperspectral imaging has the power to enhance the
capability of automated systems for human re-identification. Recent face recognition
protocols essentially apply spatial discriminants that are based on geometric facial
features [4]. Many of these protocols have provided promising results on databases
captured under controlled conditions. However, these methods often indicate signif-
icant performance drop in the presence of variation in face orientation [2, 6].

The work in [7], for instance, indicated that there is significant drop in the per-
formance of recognition for images of faces which are rotated more than 32◦ from
a frontal image that is used to train the model. Furthermore, [8], which uses a light-
field model for pose-invariant face recognition, provided well recognition results
for probe faces which are rotated more than 60◦ from a gallery face. The method,
however, requires the manual determination of the 3D transformation to register face
images. The methods that use geometric features can also perform poorly if subjects
are imaged across varying spans of time. For instance, recognition performance can
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decrease by amaximumof 20% if imaging sessions are separated by a 2-week interval
[7]. Partial face occlusion also usually results in poor performance. An approach [9]
that divided the face images into regions for isolated analysis can tolerate up to 1/6
face occlusion without a decrease in matching accuracy. Thermal infrared imaging
provides an alternative imagingmodality that has been leveraged for face recognition
[10]. However, algorithms based on thermal images utilize spatial features and have
difficulty recognizing faces when presented with images containing pose variation.

A 3D morphable face approach has been introduced for face recognition across
variant poses [11]. This method has provided a good performance on a 68-subject
dataset. However, this method is currently computationally intensive and requires
significant manual intervention. Many of the limitations of current face recognition
methods can be overcome by leveraging spectral information. The interaction of light
with human tissue has been explored comprehensively by many works [12] which
consider the spectral properties of tissue. The epidermal and dermal layers of human
skin are essentially a scattering medium that consists of several pigments such as
hemoglobin, melanin, bilirubin, and carotene. Small changes in the distribution of
these pigments cause considerable changes in the skin’s spectral reflectance [13].
For instance, the impacts are large enough to enable algorithms for the automated
separation of melanin and hemoglobin from RGB images [14]. Recent work [15]
has calculated skin reflectance spectra over the visible wavelengths and introduced
algorithms for the spectra.

11.2 Related Work

11.2.1 Hyperspectral Imaging Techniques

There are three common techniques used to construct a hyperspectral image: spatial
scanning, spectral scanning, or snapshot imaging. These techniques will be described
in detail in the following sections.

Spatial scan systems capture each spectral band along a single dimension as a
scanned composite image of the object or area being viewed. The scanning aspect of
these systems describes the narrow imaging field of view (e.g., a 1 × N pixel array)
of the system. The system creates images using an optical slit to allow only a thin
strip of the image to pass through a prism or grating that then projects the diffracted
scene onto an imaging sensor. By limiting the amount of scene (i.e., spatial) infor-
mation into the system at any given instance, most of the imaging sensor area can be
utilized to capture spectral information. This reduction in spatial resolution allows
for simultaneous capture of data at a higher spectral resolution. This data capture
technique is a practical solution for applications where a scanning operation is pos-
sible, specifically for airborne mounted systems that image the ground surface as an
aircraft flies overhead. Food quality inspection is another successful application of
these systems, as they can rapidly detect defective or unhealthy produce on a pro-
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Fig. 11.1 Building the spectral data cube in both line scan and snapshot systems

duction or sorting line. While this technique provides both high spatial and spectral
resolution, line scan Hyperspectral Imaging Systems (HSIs) are highly susceptible
to the changes of the morphology of the target. This means the system must be fixed
to a steady structure as the subject passes through its linear field of view or that the
subject remains stationary as the imaging scan is conducted.

HSIs, such as those employing an Acousto-Optical Tunable Filter (AOTF) or a
Liquid Crystal Tunable Filter (LCTF), use tunable optical devices that allow specific
wavelengths of electromagnetic radiation to pass through to a broadband camera
sensor. While the fundamental technology behind these tunable filters is different,
their application achieves the same goal in a similar fashion by iteratively selecting
the spectral bands of a subject that fall on the imaging sensor. Depending on the type
of filter used, the integration time between the capture of each band can vary based
on the driving frequency of the tunable optics and the integration time of the imaging
plane. One limitation of scanning HSIs is that all bands in the data cube cannot be
captured simultaneously. Figure11.1a [16] illustrates a diagram which depicts the
creation of the hyperspectral data cube by spatial and spectral scanning.

In contrast to scanning methods, a snapshot hyperspectral camera can capture
hyperspectral image data in which all wavelengths are captured instantly to create
the hypercube, as shown in Fig. 11.1b [16]. Snapshot hyperspectral technology is
designed and built in configurations different from line scan imaging systems, often
employing a prism to break up the light and causing the diffracted, spatially separated
wavelengths to fall on different portions of the imaging sensor dedicated to collect-
ing light energy from a specific wavelength. Software is used to sort the varying
wavelengths of light falling onto different pixels into wavelength-specific groups.
While conventional line scan hyperspectral cameras build the data cube by scan-
ning through various filtered wavelengths or spatial dimensions, the snapshot HSI
acquires an image and the spectral signature at each pixel simultaneously. Snapshot
systems have an advantage of faster measurement and higher sensitivity. However,
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one drawback is that the resolution is limited by downsampling the light falling onto
the imaging array into a smaller number of spectral channels.

11.2.2 Spectral Face Recognition

Most hyperspectral face recognition approaches are an extension of typical face
recognition methods which have been adjusted to this challenge. For example, each
band of a hyperspectral image can be considered as a separate image, and as a result,
grayscale face recognition approaches can be applied to them.

Considering a hyperspectral cube as a set of images, image-set classification
approaches can be leveraged for this problem without using a dimensionality reduc-
tion algorithm [3]. For example, Pan et al. [2] used 31 spectral band signatures at
manually chosen landmarks on face images which were captured within the near-
infrared spectrum. Their method provided high recognition accuracy under pose
variations on a dataset which contains 1400 hyperspectral images from 200 people.
However, the method does not achieve the same promising results on the public
hyperspectral datasets used in [6].

Later on, Pan et al. [5] incorporated spatial and spectral information to improve the
recognition results on the same dataset. Robila [17] distinguished spectral signatures
of different face locations by leveraging spectral angle measurements. Their exper-
iments are restricted to a very small dataset which consists of only eight subjects.
Di et al. [18] projected the cube of hyperspectral images to a lower dimensional space
by using a two-dimensional PCAmethod, and thenEuclidean distancewas calculated
for face recognition. Shen and Zheng [19] used Gabor wavelets on hyperspectral data
cubes to generate 52 new cubes from each given cube. Then, they used an ad hoc
sub-sampling algorithm to reduce the large amount of data for face recognition.

A wide variety of approaches have been used to address the challenge of band
selection for hyperspectral face recognition. Some of these methods are information-
based methods [20], transform-based methods [21], search-based methods [22], and
other techniques which include maximization of a spectral angle mapper [23], high-
order moments [24], wavelet analysis [25], and a scheme trading spectral for spatial
resolution [26]. Nevertheless, there are still some challenges with these approaches
due to the presence of local-minima problems, difficulties for real-time implementa-
tion, and high computational cost. Hyperspectral imaging techniques for face recog-
nition have provided promising results in the field of biometrics, overcoming chal-
lenges such as pose variations, lighting variations, presentation attacks, and facial
expression variations [27]. The fusion of narrowband spectral images in the visi-
ble spectrum has been explored to enhance face recognition performance [28]. For
example, Chang et al. [21] have demonstrated that the fusion of 25 spectral bands
can surpass the performance of conventional broad band images for face recognition,
mainly in cases where the training and testing images are collected under different
types of illumination.
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Despite the new opportunities provided by hyperspectral imaging, challenges
still exist due to low signal-to-noise ratios, high dimensionality, and difficulty in data
acquisition [29]. For example, hyperspectral images are usually stacked sequen-
tially; hence, subject movements, specifically blinking of the eyes, can lead to band
misalignment. This misalignment causes intra-class variations which cannot be com-
pensated for by adding spectral dimension. Moreover, adding a spectral dimension
makes the recognition task challenging due to the difficulty of choosing the required
discriminative information. Furthermore, the spectral dimension causes a curse of
dimensionality concern, because the ratio between the dimension of the data and the
number of training data becomes very large [3].

Sparse dictionary learning has only been extended to the hyperspectral image
classification [30]. Sparse-based hyperspectral image classification methods usually
rank the contribution of each band in the classification task, such that each band is
approximated by a linear combination of a dictionary, which contains other band
images. The sparse coefficients represent the contribution of each dictionary atom to
the target band image, where the large coefficient shows that the band has significant
contribution for classification, while the small coefficient indicates that the band has
negligible contribution for classification.

In recent years, deep learning methods have shown impressive learning ability
in image retrieval [31–33], generating images [34–36], security purposes [37, 38],
image classification [39–41], object detection [42, 43], face recognition [44–50],
and many other computer vision and biometrics tasks. In addition to improving
performance in computer vision and biometrics tasks, deep learning in combination
with reinforcement learning methods was able to defeat the human champion in
challenging games such as Go [51]. CNN-based models have also been applied to
hyperspectral image classification [52], band selection [53, 54], and hyperspectral
face recognition [55].However, fewof thesemethodshaveprovidedpromising results
for hyperspectral image classification due to a sub-optimal learning process caused
by an insufficient amount of training data and the use of comparatively small-scale
CNNs [56].

11.2.3 Spectral Band Selection

Previous research on band selection for face recognition usually works in an ad
hoc fashion where the combination of different bands is evaluated to determine
the best recognition performance. For instance, Di et al. [18] manually choose two
disjoint subsets of bands which are centered at 540 and 580nm to examine their
discrimination power. However, selecting the optimal bands manually may not be
appropriate because of the huge search space of many spectral bands.

In another case, Guo et al. [57] select the optimal bands by using an exhaustive
search in such a way that the bands are first evaluated individually for face recogni-
tion, and a combination of the results are then selected by using a score-level fusion
method. However, evaluating each band individually may not consider the comple-
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mentary relationships between different bands. As a result, the selected subset of
bands may not provide an optimal solution. To address this problem, Uzair et al. [3]
leverage a sequential backward selection algorithm to search for a set of most dis-
criminative bands. Sharma et al. [55] adopt a CNN-based model for band selection
which uses a CNN to obtain the features from each spectral band independently, and
then they use Adaboost in a greedy fashion (similar to other methods in the literature)
for feature selection to determine the best bands. This method selects one band at
a time, which ignores the complementary relationships between different bands for
face recognition.

In this chapter, we propose aCNN-basedmodelwhich adopts a Structural Sparsity
Learning (SSL) technique to select the optimal bands to obtain the best recognition
performance over all broadband images. We employ a group Lasso regularization
algorithm [58] to sparsify the redundant spectral bands for face recognition. The
group Lasso puts a constraint on the structure of the filters in the first layer of our
CNN during the training process. This constraint is a loss term augmented to the total
loss function used for face recognition to zero out the redundant bands during the
training of the CNN. To summarize, the main contributions of this chapter include
the following:

1. Joint face recognition and spectral band selection: We propose an end-to-end
deep framework which jointly recognizes hyperspectral face images and selects
the optimal spectral bands for the face recognition task.

2. Using group sparsity to automatically select the optimal bands: We adopt a group
sparsity technique to reduce the depth of convolutional filters in the first layer
of our CNN network. This is done to zero out the redundant bands during face
recognition. Contrary to most of the existing methods which select the optimal
bands in a greedy fashion or manually, our group sparsity technique selects the
optimal bands automatically to obtain the best face recognition performance over
all the spectral bands.

3. Comprehensive evaluation and obtaining the best recognition accuracy: We eval-
uate our algorithm comprehensively on three standard publicly available hyper-
spectral face image datasets. The results indicate that our method outperforms
state-of-the-art spectral band selection methods for face recognition.

11.3 Sparsity

The sparsity of signals has been a powerful tool in many classical signal processing
applications, such as denoising and compression. This is becausemost natural signals
can be represented compactly by only a few coefficients that carry the most principal
information in a certain dictionary or basis. Currently, applications in sparse data
representation have also been leveraged to the field of pattern recognition and com-
puter vision by the development of compressed sensing (CS) framework and sparse
modeling of signals and images. These applications are essentially based on the fact
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that, when contrasted to the high dimensionality of natural signals, the signals in the
same category usually exist in a low-dimensional subspace. Thus, for each sample,
there is a sparse representation with respect to some proper basis which encodes
the important information. The CS concepts guarantee that a sparse signal can be
recovered from its incomplete but incoherent projections with a high probability.
This enables the recovery of the sparse representation by decomposing the sample
over an often over-complete dictionary constructed by or learned from the represen-
tative samples. Once the sparse representation vector is constructed, the important
information can be obtained directly from the recovered vector.

Sparsity was also introduced to enhance the accuracy of prediction and inter-
pretability of regression models by altering the model fitting process to choose only
a subset of provided covariates for use in the final model rather than using all of
them. Sparsity is important for many reasons as follows:

(a) It is necessary to have the smallest possible number of neurons in neural network
firing at a given time when a stimulus is presented. This means that a sparse
model is faster as it is possible to make use of that sparsity to construct faster
specialized algorithms. For instance, in structure from motion, the obtained data
matrix is sparse when applying bundle adjustments of many methods that have
been proposed to take advantage of the sparseness and speedup things. Sparse
models are normally very scalable but they are compact. Recently, large-scale
deep learning models can easily have larger than 200k nodes. But why are they
not very functional? This is because they are not sparse.

(b) Sparse models can allow more functionalities to be compressed into a neural
network. Therefore, it is essential to have sparsity at the neural activity level in
deep learning and exploring a way to keep more neurons inactive at any given
time through neural region specialization. Neurological studies of biological
brains indicate this region specialization is similar to face region’s firing if a face
is presented, while other regions remain mainly inactive. This means finding
ways to channel the stimuli to the right regions of the deep model and prevent
computations that end up resulting in no response. This can help in making deep
model not only more efficient but more functional as well.

(c) In a deep neural network architecture, the main characteristic that matters is
sparsity of connections; each unit should often be connected to comparatively
few other units. In the human brain, estimates of the number of neurons are
around 1010–1011 neurons. However, each neuron is only connected to about
104 other neurons on average. In deep learning, we see this in convolutional
network architectures. Each neuron receives information only from a very small
patch in the lower layer.

(d) Sparsity of connections can be considered as resembling sparsity of weights.
This is because it is equivalent to having a fully connected network that has zero
weights in most places. However, sparsity of connections is better, because we
do not spend the computational cost of explicitly multiplying each input by zero
and augmenting all those zeros.
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Statisticians usually learn sparse models to understand which variables are most
critical. However, it is an analysis strategy, not a strategy for making better predic-
tions. The process of learning activations that are sparse does not really seem to
matter as well. Previously, researchers thought that part of the reason that the Rec-
tified Linear Unit (ReLU) worked well was that they were sparse. However, it was
shown that all that matters is that they are piece-wise linear.

11.4 Compression Approaches for Neural Networks

Our algorithm is closely related to a compression technique based on sparsity. Here,
we also provide a brief overview of other two popular methods: quantization and
decomposition.

11.4.1 Network Pruning

Initial research on neural network compression concentrates on removing useless
connections by using weight decay. Hanson and Pratt [59] propose hyperbolic and
exponential biases to the cost objective function. Optimal BrainDamage andOptimal
Brain Surgeon [60] prune the networks by using second-order derivatives of the
objectives. Recent research by Han et al. [61] alternates between pruning near-zero
weights, which are encouraged by �1 or �2 regularization and retraining the pruned
networks. More complex regularizers have also been introduced. Wen et al. [62] and
Li et al. [63] place structured sparsity regularizers on the weights, while Murray
and Chiang [64] place them on the hidden units. Feng and Darrell [65] propose a
nonparametric prior based on the Indian buffet processes [66] on the network layers.
Hu et al. [67] prune neurons were based on the analysis of their outputs on a large
dataset. Anwar et al. [68] use particular sparsity patterns: channel-wise (deleting a
channel from a layer or feature map), kernel-wise (deleting all connections between
two featuremaps in successive layers), and intra-kernel-strided (deleting connections
between two features with special stride and offset). They also introduce the use of a
particle filter to point out the necessity of the connections and paths over the course of
training. Another line of research introduces fixed network architectures with some
subsets of connections deleted. For instance, LeCun et al. [69] delete connections
between the first two convolutional feature maps in an entirely uniform fashion. This
approach, however, only considers a pre-defined pattern in which the same number
of input feature map is assigned to each output feature map. Moreover, this method
does not investigate how sparse connections influence the performance compared to
dense networks.

Likewise, Ciresan et al. [70] delete random connections in their MNIST experi-
ments. However, they do not aim to preserve the spatial convolutional density and it
may be challenging to harvest the savings on existing hardware. Ioannou et al. [71]
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investigate three kinds of hierarchical arrangements of filter groups for CNNs, which
depend on different assumptions about co-dependency of filters within each layer.
These arrangements contain columnar topologies which are inspired by AlexNet
[40], tree-like topologies have been previously used by Ioannou et al. [71], and root-
like topologies. Finally, [72] introduces the depth multiplier technique to scale down
the number of filters in each convolutional layer by using a scalar. In this case, the
depthmultiplier can be considered as a channel-wise pruningmethod,which has been
introduced in [68]. However, the depth multiplier changes the network architectures
before the training phase and deletes feature maps of each layer in a uniform fashion.
With the exception of [68] and the depth multiplier [72], the above previous work
performs connection pruning that causes nonuniform network architectures. There-
fore, these approaches need additional efforts to represent network connections and
may or may not lead to a reduction in computational cost.

11.4.2 Quantization

Decreasing the degree of redundancy of the parameters of the model can be per-
formed in the form of quantization of the network parameters. Arora et al. [73]
propose to train CNNs with binary and ternary weights, accordingly. Gong et al. [74]
leverage vector quantization for parameters in fully connected layers. Anwar et al.
[75] quantize a network with the squared error minimization. Chen et al. [76] group
network parameters randomly by using a hash function. Note that this method can be
complementary to the network pruning method. For instance, Han et al. [77] merge
connection pruning in Han et al. [61] with quantization and Huffman coding.

11.4.3 Decomposition

Decomposition is another method which is based on low-rank decomposition of the
parameters. Decomposition approaches include truncated Singular Value Decompo-
sition (SVD) [78], decomposition to rank-1 bases [79], Canonical Polyadic Decom-
position (CPD) [80], sparse dictionary learning, asymmetric (3D) decomposition
by using reconstruction loss of nonlinear responses which is integrated with a rank
selection method based on Principal Component Analysis (PCA) [81], and Tucker
decomposition by applying a kernel tensor reconstruction loss which is integrated
with a rank selection approach based on global analytic variational Bayesian matrix
factorization [82].
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11.5 Regularization of Neural Network

Alex et al. [40] proposed dropout to regularize fully connected layers in the neural
networks layers by randomly setting a subset of activations to zero over the course of
training. Later, Wan et al. [83] introduced DropConnect, a generalization of Dropout
that instead randomly zero out a subset ofweights or connections. Recently, Han et al.
[77] and Jin et al. [84] propose a kind of regularization where dropped connections
are unfrozen and the network is retrained. This method can be thought of as an
incremental training approach.

11.6 Neural Network Architectures

Network architectures and compression are closely related. The purpose of compres-
sion is to eliminate redundancy in network parameters. Therefore, the knowledge
about traits that indicate the success of architecture success is advantageous. Other
than the discovery that depth is an essential factor, little is known regarding such
traits. Some previous research performs architecture search but without the main
purpose of performing compression. Recent work introduces skip connections or
shortcut to convolutional networks such as residual networks [39].

11.7 Convolutional Neural Network

CNN is a well-known used deep learning framework which was inspired by the
visual cortex of animals. First, it was widely applied for object recognition but now
it is used in other areas as well like object tracking [85], pose estimation [86], visual
saliency detection [87], action recognition [88], and object detection [89]. CNNs are
similar to traditional neural network in such a way that they consist of neurons that
self-optimize through learning. Each neuron receives an input and then performs an
operation (such as a product of scalar followed by a nonlinear function) on the basis
of countless neural networks. From the given input image to the final output of the
class score, the entire network still represents a single perceptive score function. The
last layer consists of loss functions associated with the classes, and all of the regular
methodologies and techniques introduced for traditional neural network still can be
used. The only important difference between CNNs and traditional neural network is
that CNNs are essentially used in the field of pattern recognition within images. This
allows us to encode image-specific features into the architecture, making the net-
work more suitable for image-focused tasks, while further reducing the parameters
which are required to set up the model. One of the largest limitations of traditional
forms of neural network is that they aim to challenge with the computational com-
plexity needed to compute image data. Common machine learning datasets such as
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the MNIST database of handwritten digits are appropriate for most types of neural
network, because of its relatively small image dimensionality of just 28 × 28. With
this dataset, a single neuron in the first hidden layer will consist of 784 weights
(28 × 28 × 1 where one considers that MNIST is normalized to just black and white
values), which can be controlled for most types of neural networks. Here, we used a
CNN for our hyperspectral band selection for face recognition. We used the VGG-19
[41] as our baseline CNN [90].

11.7.1 Convolutional Layer

The convolutional layer constructs the basic unit of a CNN where most of the com-
putation is conducted. It is basically a set of feature maps with neurons organized
in it. The weights of the convolutional layer are a set of filters or kernels which are
learned during the training. These filters are convolved by the feature maps to cre-
ate a separate two-dimensional activation map stacked together alongside the depth
dimension, providing the output volume. Neurons that exist in the same feature map
share the weight whereby decreasing the complexity of the network by keeping the
number of weights low. The spatial extension of sparse connectivity between the
neurons of two layers is a hyperparameter named the receptive field. The hyperpa-
rameters that manage the size of the output volume are the depth (number of filters
at a layer), stride (for moving the filter), and zero-padding (to manage spatial size
of the output). The CNNs are trained by backpropagation and the backward pass as
well performs a convolution operation, but with spatially flipped filters. Figure11.2
shows the basic convolution operation of a CNN.

One of the traditional versions of a CNN is “Network In Network” (NIN), intro-
duced by Lin et al. [91], where the 1 × 1 convolution filter leveraged is a Multilayer
Perceptron (MLP) instead of the typical linear filters and the fully connected lay-
ers are replaced by a Global Average Pooling (GAP) layer. The output structure
is named the MLP-Conv layer because the micro-network contains stack of MLP-
Conv layers. Dissimilar to a regular CNN, NIN can improve the abstraction ability
of the latent concepts. They work very well in providing for justification that the
last MLP-Conv layers of NIN were confidence maps of the classes leading to the
possibility of conducting object recognition using NIN. The GAP layer within the
architecture is used to reduce the parameters of our framework. Indeed, reducing the
dimension of the CNN output by the GAP layer prevents our model from becoming
over-parametrized and having a large dimension. Therefore, the chance of overfitting
in model is potentially reduced.
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Fig. 11.2 Convolution operation

11.7.2 Pooling Layer

Basic CNN architectures have alternating convolutional and pooling layers and the
latter functions to reduce the spatial dimension of the activation maps (without loss
of information) and the number of parameters in the network and therefore decreas-
ing the overall computational complexity. This manages the problem of overfitting.
Some of the common pooling operations are max pooling, average pooling, stochas-
tic pooling [92], spectral pooling [93], spatial pyramid pooling [94], and multiscale
orderless pooling [95]. The work by Springenberg et al. [96] evaluates the function-
ality of different components of a CNN and has found that max pooling layers can be
replaced with convolutional layers with stride of two. This essentially can be applied
for simple networks which have proven to beat many existing intricate architectures.
We used max pooling in our deep model. Figure11.3 shows the operation of max
pooling.

11.7.3 Fully Connected Layer

Neurons in this layer are Fully Connected (FC) to all neurons in the previous layer, as
in a regular neural network. High level reasoning is performed here. The neurons are
not spatially arranged so there cannot be a convolution layer after a fully connected
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Fig. 11.3 Max pooling
operation

layer. Currently, some deep architecture have their FC layer replaced, as in NIN,
where FC layer is replaced by a GAP layer.

11.7.4 Classification Layer

The last FC layer serves as the classification layer that calculates the loss or error
which is a penalty for discrepancy between actual output and desired. For predicting
a single class out of k mutually exclusive classes, we use Softmax loss. It is the
commonly and widely used loss function. Specifically, it is multinomial logistic
regression. Itmaps thepredictions to non-negative values and is normalized to achieve
probability distribution over classes. Large margin classifier, SVM, is trained by
computing a Hinge loss. For regressing to real-valued labels, Euclidean loss can
be calculated. We used Softmax loss to train our deep model. The Softmax loss is
formulated as follows:

L(w) = −
n∑

i=1

k∑

j=1

y( j)
i log(p( j)

i ), (11.1)

where n is the number of training samples, y(i) is the one-hot encoding label for the
i-th sample, and y( j)

i is the j-th element in the label vector yi . The variable pi is the
probability vector and p( j)

i is the j-th element in the label vector pi which indicate
the probability that CNN assigns to class j . The variable w is the parameter of the
CNN.

11.7.5 Activation Function: ReLU

ReLU is the regular activation function that is used in CNN models. It is a linear
activation function which has thresholding at zero as shown in Eq.11.2. It has been
shown that the convergence of gradient descent is accelerated by applying ReLU.
The ReLU activation function is shown in Fig. 11.4

f (x) = max{0, x}. (11.2)
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Fig. 11.4 ReLu activation function

11.7.6 VGG-19 Architecture

Our band selection algorithm can be used for any other deep architecture including
ResNet [97] and AlexNet [98], and there is no restriction on choosing a specific
deep model during the process of band selection in the first convolutional layer of
these networks using our algorithm. We used VGG-19 network since (a) it is easy
to implement in Tensorflow and it is more popular than other deep models and (b) it
achieved excellent results on the ILSVRC-2014 dataset (i.e., ImageNet competition).
The input to our VGG-19-based CNN is a fixed-size 224 × 224 hyperspectral image.
The only pre-processing that we perform is to subtract the mean spectral value, cal-
culated on the training set, from each pixel. The image is sent through a stack of
convolutional operation, where we use filters with a very small receptive field of
3 × 3. This filter size is the smallest size that captures the notion of left and right,
up and down, and center. In one of the configurations, we also can use 1 × 1 con-
volutional filters, which can be considered as a linear transformation of the input
channels. The convolutional stride is set to 1 pixel. The spatial padding of the convo-
lutional layer input is such that the spatial resolution is preserved after convolution,
which means that the padding is 1 pixel for 3 × 3 convolutional layers. Spatial pool-
ing is performed by five max pooling layers, which follow some of the convolutional
layers. Note that not all of the convolutional layers are followed by max pooling. In
VGG-19 network, max pooling is carried out on a 2 × 2 pixel window, with stride of
2.A stack of convolutional layers is followed by two FC layers as follows: the first
has 4096 nodes and the second performs k nodes (i.e., one for each class). The sec-
ond layer is basically the Softmax layer. The hidden layer is followed by rectification
ReLU nonlinearity. The overall architecture of VGG-19 is shown in Fig. 11.5.



334 F. Taherkhani et al.

Fig. 11.5 Block diagram of hyperspectral band selection for face recognition based on structurally
sparsified CNN

11.8 SSL Framework for Band Selection

We propose a regularization scheme which uses an SSL technique to specify the
optimal spectral bands to obtain the best face recognition performance over all the
spectral bands. Our regularization method is based on a group Lasso algorithm [58]
which shrinks a set of groups of weights during the training of our CNN architec-
ture. By using this regularization method, our algorithm recognizes face images with
high accuracy, and simultaneously forces some groups of weights corresponding to
redundant bands to become zero. In our framework, the goal is achieved by adding
the �12 norm of the groups as a sparsity constraint term to the total loss function of
the network for face recognition. Depending on how much sparsity that we want to
impose on our model, we scale the sparsity term by a hyperparameter. The hyperpa-
rameter creates a balance between face recognition loss and the sparsity constraint
during the training step. It can be shown that if we enlarge the hyperparameter value,
we impose more sparsity on our model, and if the hyperparameter is set to a value
close to zero, we add less sparsity constraint to our model.

11.8.1 Proposed Structured Sparsity Learning for Generic
Structures

In our regularization framework, the hyperspectral images are directly fed to the
CNN. Therefore, the depth of each convolutional filter in the first layer of the CNN
is equal to the number of spectral bands, and all the weights belonging to the same
channel for all the convolutional filters in the first layer construct a group of weights.
This results in the number of groups in our regularization scheme being equal to the
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number of spectral bands. The group Lasso regularization algorithm attempts to zero
out the groups of weights that are related to the redundant bands during the training
of our CNN.

11.8.2 Total Loss Function of the Framework

Suppose that w is all the weights for the convolutional filters of our CNN and w1

denotes all the weights in the first convolutional layer of our CNN. Therefore, each
weight in a given layer is identified by a 4-D tensor (i.e., IRL×C×P×Q , where L , C ,
P , and Q are the dimensions of the weight in the tensor space along the axes of the
filter, channel, spatial height, and width, respectively). The proposed loss function
which uses SSL to train our CNN is formulated as follows:

L(w) = Lr (w) + λg.Rg(w1), (11.3)

neural network (it is �1 norm in our case) where Lr (.) is loss function used for face
recognition and Rg(.) is SSL loss term applied on the convolutional filters in the
first layer. The variable λg is a hyperparameter used to balance the two loss terms
in (11.3). Since group Lasso can effectively zero out all of the weights in some
groups [58], we leverage it in our total loss function to zero out groups of weights
corresponding to the redundant spectral bands in the band selection process. Indeed
the total loss function in (11.3) consists of two terms in which the first term performs
face recognition, while the second term performs band selection based on the SSL.
These two terms are optimized jointly during the training of the network.

11.8.3 Face Recognition Loss Function

In this section, we describe the loss function, Lr (w), that we have used for face
recognition. We use the center loss [99] to learn a set of discriminative features for
hyperspectral face images. The Softmax classifier loss which is typically used in a
CNN only forces the CNN features of different classes to stay apart. However, the
center loss not only does this, but also efficiently brings the CNN features of the
same class close to each other. Therefore, by considering the center loss during the
training of the network, not only are the inter-class feature differences enlarged, but
also the intra-class feature variations are reduced. The center loss function for face
recognition is formulated as follows:

Lr (w) = −
n∑

i=1

k∑

j=1

y( j)
i log(p( j)

i ) + γ

2

n∑

i=1

|| f (w, xi ) − cyi ||22, (11.4)
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where n is the number of training data, f (w, xi ) is the output of the CNN, and
xi is the i th image in the training batch. The variable yi is one-hot encoding label
corresponding to the sample xi , y

( j)
i is the j th element in vector yi , k is the number

of classes, and pi is the output of the Softmax applied only on the output of the CNN
(i.e., f (w, xi )). The variable cyi indicates the center of the features corresponding
to the i th class. The variable γ is a hyperparameter used to balance the two terms in
the center loss.

11.8.4 Band Selection via Group Lasso

Assume that each hyperspectral image has C number of spectral bands. Since, in our
regularization scheme, hyperspectral images are directly fed to the CNN, the depth
of each convolutional filter in the first layer of our CNN is equal to C . Here, we
adopt a group Lasso to regularize the depth of each convolutional filter in the first
layer of our CNN. We use the group Lasso because it can effectively zero out all of
the weights in some groups [58]. Therefore, the group Lasso can zero out groups
of weights which correspond to redundant spectral bands. In the setup of our group
Lasso regularization, weights belonging to the same channel for all the convolutional
filters in the first layer form a group (red squares in Fig. 11.5) which can be removed
during the training step by using Rg(w1) function as defined in (11.3). Therefore,
there are C number of groups in our regularization framework. The group Lasso
regularization on the parameters of w1 is an �12 norm which can be expressed as
follows:

Rg(w1) =
C∑

g=1

||w(g)

1 ||2, (11.5)

where w
(g)

1 is the subset of weights (i.e., a group of weights) from w1 and C is
the total number of groups. Generally, different groups may overlap in the group
Lasso regularization. However, this does not happen in our case. The notation ||.||2
represents an �2 norm on the parameters of the group w

(g)

1 . Therefore, the group
Lasso regularization as a sparsity constraint for band selection can be expressed as
follows:

Rg(w1) =
C∑

c=1

√√√√
L∑

l=1

P∑

p=1

Q∑

q=1

(w1(l, c, p, q))2, (11.6)

where w1(l, c, p, q) denotes a weight located in lth convolutional filter, cth channel,
and (p, q) spatial position. In this formulation, all of the weights w1(:, c, :, :) (i.e.,
the weights which have the same index c) belong to the same group w

(c)
1 . Therefore,

Rg(w1) is an �12 regularization term in which �1 is performed on the �2 norm of each
group.
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11.8.5 Sparsification Procedure

The proposed framework automatically selects the optimal bands from all spec-
tral bands for face recognition during the training phase. For clarification, we can
assume that in a typical RGB image, we have three bands and the depth of each filter
in the first convolutional layer is three. However, here, there are C spectral bands
and as a consequence, the depth of each filter in the first layer is C . As shown in
Fig. 11.5, hyperspectral images are fed into the CNN directly. The group Lasso effi-
ciently removes redundant weight groups (associated with different spectral bands)
to improve the recognition accuracy during the training phase. In the beginning of
the training, the depth of the filters is C , and once we start to sparsify the depth of
the convolutional filters, the depth of each filter will be reduced (i.e., C ′ � C).

It should be noted that the dashed cube in Fig. 11.5 is not part of our CNN archi-
tecture. This is the structure of the convolutional filters in the first layer after several
epochs training the network using the network loss function defined in (11.3).

11.9 Experimental Setup and Results

11.9.1 CNN Architecture

We use the VGG-19 [90] architecture as shown in Fig. 11.5 with the same filter size,
pooling operation, and convolutional layers. However, the depth of the filters in the
first convolutional layer of our CNN is set to the number of the hyperspectral bands.
The network uses filters with a receptive field of 3 × 3. We set the convolution stride
to 1 pixel. To preserve spatial resolution after convolution, the spatial padding of the
convolutional layer is fixed to 1 pixel for all the 3 × 3 convolutional layers. In this
framework, each hidden layer is followed by a ReLU activation function. We apply
batch normalization (i.e., shifting inputs to zero mean and unit variance) after each
convolutional and fully connected layer and before performing the ReLU activation
function. Batch normalization potentially helps to achieve faster learning as well as
higher overall accuracy. Furthermore, batch normalization allows us to use a higher
learning rate, which potentially provides another boost in speed (Fig. 11.6).

11.9.2 Initializing Parameters of the Network

In this section, we describe how we initialize the parameters of our network for
the training phase. Thousands of images are needed to train such a deep model.
For this reason, we initialize the parameters of our network by a VGG-19 network
pre-trained on the ImageNet dataset and then we fine-tune it as a classifier by using
the CASIA-Web Face dataset [100]. CASIA-Web Face contains 10,575 subjects and
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Fig. 11.6 Face recognition accuracy of each individual band on the UWA-HSFD

494,414 images. To the best of our knowledge, this is the largest publicly available
face image dataset, second only to the private Facebook dataset. In our case, however,
since the depth of the filters in the first layer is the number of spectral bands, we
initialize these filters by duplicating the filters of the pre-trained VGG-19 network
in the first convolutional layer. For example, assume that the depth of the filters in
the first layer is 3n (we have 3n spectral bands). Then, in such a case, we duplicate
filters of the first layer n times as an initialization point for training the network.

11.9.3 Training the Network

We use the Adam optimizer [101] with the default hyperparameter values (ε = 10−3,
β1 = 0.9, β2 = 0.999) to minimize the total loss function of our network defined in
(11.3). TheAdamoptimizer is a robust andwell-adapted optimizer that can be applied
to a variety of non-convex optimization problems in the field of deep neural networks.
We set the learning rate to 0.001 to minimize loss function (11.3) during the training
process. The hyperparameter λg is selected by cross-validation in our experiments.
We ran the CNN model through 100 epochs, although the model nearly converged
after 30 epochs. The batch size in all experiments is fixed to 32. We implemented our
algorithm in TensorFlow, and all experiments are conducted on two GeForce GTX
TITAN X 12GB GPUs (Fig. 11.7).

11.9.4 Hyperspectral Face Datasets

We performed our experiments on three standard and publicly available hyperspec-
tral face image datasets including CMU [102], HK PolyU [18], and UWA [103].
Descriptions of these datasets are as follows:

CMU-HSFD: The face cubes in this dataset have been obtained by a spectro-
polarimetric camera. The spectral wavelength range during the image acquisition is
from 450 to 1100nm with a step size of 10nm. The images of this dataset have been
collected in multiple sessions from 48 subjects.
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(a) CMU-HSFD (b) UWA-HSFD

(c) HK PolyU-HSFD

Fig. 11.7 Samples of hyperspectral images

HK PolyU-HSFD: The face images in this dataset have been obtained by using
an indoor system made up of CRI’s VariSpec Liquid Crystal Tunable Filter with a
halogen light source. The spectral wavelength range during the image acquisition is
from 400 to 720nm with a step size of 10nm, which creates 33 bands in total. There
are 300 hyperspectral face cubes captured from 24 subjects. For each subject, the
hyperspectral face cubes have been collected from multiple sessions in an average
span of 5 months.

UWA-HSFD: Similar to theHKPolyUdataset, the face images in this dataset have
been acquired by using an indoor imaging systemmade up of CRI’s VariSpec Liquid
Crystal Tunable Filter integrated with a photon focus camera. However, the camera
exposure time is set and altered based on the signal-to-noise ratio for different bands.
Therefore, this dataset has the advantage of having lower noise levels in comparison
to other two datasets. There are 70 subjects in this dataset and the spectral wavelength
range during the image acquisition is from 400 to 720nm with a step size of 10nm.
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Table 11.1 A summary of hyperspectral face datasets

Dataset Subjects HS cubes Bands Spectral range (nm)

CMU 48 147 65 450–1090

HK PolyU 24 113 33 400–720

UWA 70 120 33 400–720

Table 11.1 indicates a summary of the datasets that we have used in our experi-
ments.

11.9.5 Parameter Sensitivity

We explore the influence of the hyperparameter λg defined in (11.3) on face recog-
nition performance. Figure11.8 shows the CMC curves for CMU, HK PolyU, and
UWAHSFD with different values of {10, 1, 10−1, 10−2, 10−3}, respectively. We can
see that our network total loss defined in (11.3) is not significantly sensitive to λg if
we set these parameters within [10−3, 10] interval.
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Fig. 11.8 Accuracy of our model using different values of λg
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11.9.6 Updating Centers in Center Loss

We used the strategy presented in [99] to update the center of each class (i.e., cyi in
(11.4)). In this strategy, first, instead of updating the centers with respect to the entire
training set, we update the centers based on a mini-batch such that, in each iteration,
the centers are obtained by averaging the features of the corresponding classes.
Second, to prevent the large perturbations made by a few mislabeled samples, we
scale it by a small number of 0.001 to control the learning rate of the centers, as
suggested in [99].

11.9.7 Band Selection

RGB cameras produce three bands over the whole visible spectrum. However, hyper-
spectral imaging camera divides this range into many narrow bands (e.g., 10nm).
Both of these types of imaging cameras are the extreme cases of spectral resolution.
Even though RGB cameras divide the visible spectrum into three bands, they are
wide and the center of the wavelengths in these bands is selected to approximate the
human visual system instead of maximizing the performance of the face recognition
task.

In this work, we conducted experiments to find the optimal number of bands
and their center wavelengths that maximize face recognition accuracy. Our method
adopts the SSL technique during the training of our CNN to automatically select
spectral bands which provide the maximum recognition accuracy. The results indi-
cate that maximum discrimination power can be achieved by using a small number
of bands rather than all the spectral bands but more than three bands in RGB for
the CMU dataset. Specifically, the results demonstrate that the most discriminative
spectral wavelengths for face recognition are obtained by a subset of red and green
wavelengths (Figs. 11.9 and 11.10).

In addition to the improvement in face recognition accuracy, other advantages of
the band selection include a reduction in computational complexity, a reduction in
the cost and time during image acquisition for hyperspectral cameras, and reduction
in redundancy of the data. This is because one can capture the bands which are
more discriminative for a face recognition task instead of capturing images from
the entire visible spectrum. Table 11.2 indicates the optimal spectral bands from all
of the bands selected by our method. Our algorithm selects four bands including
{750, 810 , 920, 990} for the CMU dataset, three bands including {580, 640, 700}
for PolyU, and three bands including {570, 650, 680} for the UWA dataset. The
results show that SSL selects the optimal bands from the green and red spectra
and ignores bands within the blue spectrum. Figures11.11 and 11.12 demonstrate
some of the face images from the bands which are selected by our algorithm. The
experimental results indicate that the blue wavelength bands are discarded earlier
during the sparsification procedure because they are less discriminative and they are
less useful compared to the green, red, and IR ranges for the task of face recognition.
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Table 11.2 Center wavelengths of the selected bands for different hyperspectral datasets

Dataset Bands (nm)

CMU {750, 810, 920, 990}

HK PolyU {580, 640, 700}

UWA {570, 650, 680, 710}
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Fig. 11.9 Face recognition accuracy of each individual band on the HK PolyU-HSFD

A
cc

ur
ac

y 
(%

)

Bands

Fig. 11.10 Face recognition accuracy of each individual band on the CMU-HSFD

The group sparsity technique used in our algorithm automatically selects the optimal
bands by combining the informative bands so that the selected bands have the most
discriminative information for the task of face recognition.

11.9.8 Effectiveness of SSL

Figures11.6, 11.9, and11.10 indicate the face recognition accuracy for each individ-
ual band on the UWA, CMU, and PolyU datasets, respectively. In Table 11.3, we
reported the maximum and minimum accuracy obtained from each spectral band
when we use each band individually during the training. We also reported the case
where we use all bands without using the SSL technique for face recognition. Finally,
we provided the results of our framework in the case where we use SSL during the
training. The results show that using SSL not only removes the redundant spectral
bands for the face recognition task, but it can also improve the recognition per-
formance in comparison to the case where all the spectral bands are used for face
recognition. These improvements are around 0.59%, 0.36%, and 0.32%on theCMU,
HK PolyU, and UWA datasets, respectively.
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Fig. 11.11 Images of selected bands from UWA dataset

Fig. 11.12 Images of selected bands from CMU dataset
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Table 11.3 Accuracy (%) of our band selection algorithm in different cases

Dataset Min Max All the bands SSL

CMU 96.73 98.82 99.34 99.93

HK PolyU 90.91 96.46 99.52 99.88

UWA 91.86 97.41 99.63 99.95

11.9.9 Comparison

We compared our proposed algorithm with several existing face recognition tech-
niques that are extended to the hyperspectral face recognitionmethods.We categorize
these methods into four groups including four existing hyperspectral face recogni-
tion methods [5, 17–19], eight image-set classification methods [3, 104–109] three
RGB/grayscale face recognition algorithms [110–112], and one existing CNN-based
model for hyperspectral face recognition [55]. For a fair comparison, we have been
consistent with other compared methods in experimental setup including the number
of images in the gallery and probe data. Specifically, for the PolyU-HSFD dataset,
we use the first 24 subjects which contain 113 hyperspectral image cubes. For each
subject, we randomly select two cubes for the gallery and we use the remaining
63 cubes for probes. For the CMU-HSFD dataset, the dataset includes 48 subjects,
each subject has 4 to 20 cubes obtained from different sessions and different lighting
conditions. We use only the cubes which are obtained in a condition that all lights
are turned on. Thus, there are 147 hyperspectral cubes of 48 subjects such that each
subject has 1 to 5 cubes.We construct the gallery randomly by selecting one cube per
subject, and we use the remaining 99 cubes for probes. For the UWA-HSFD dataset,
we randomly select one cube for each of 70 subjects to construct a gallery and we
use the remaining 50 cubes for probes.

Table 11.4 indicates the average accuracy of the comparedmethodswhen all bands
are available for different algorithms during the face recognition. The Deep-Baseline
is the case where we use all the bands in our CNN framework for face recognition.
Therefore, in this case, we turn off the SSL regularization term in (11.3), while
Deep-SSL is the case that we perform face recognition using the SSL regulariza-
tion term. We reported the face recognition accuracy of Deep-SSL in Table 11.4 to
compare it with the best recognition results reported in the literature. The results
show that Deep-SSL outperforms the state-of-the-art methods including PLS* and
S-CNN+SVM* methods. The symbol * represents the case that the algorithms per-
form face recognition when they use their optimal hyperspectral bands.

Please email us1 if youwant to receive the data and the source code of our proposed
algorithm presented in this chapter.

1ft0009@mix.wvu.edu.
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Table 11.4 Comparing accuracy (%) of different band selectionmethodswith our proposedmethod

Methods CMU PolyU UWA

Hyperspectral

Spectral angle [17] 38.1 25.4 37.9

Spectral eigenface [5] 84.5 70.3 91.5

2D PCA [18] 72.1 71.1 83.8

3D Gabor wavelets [19] 91.6 90.1 91.5

Image-set classification

DCC [104] 87.5 76.0 91.5

MMD [105] 90.0 83.8 82.8

MDA [106] 90.6 87.9 91.0

AHISD [107] 90.6 89.9 92.5

SHIDS [107] 91.1 90.3 92.5

SANP [108] 90.9 90.5 92.5

CDL[109] 92.7 89.3 93.1

PLS [3] 99.1 95.2 98.2

PLS* [3] 99.1 95.2 98.2

Grayscale and RGB

SRC [110] 91.0 85.6 96.2

CRC [111] 93.8 86.1 96.2

LCVBP+RLDA [112] 87.3 80.3 97.0

CNN-based models

S-CNN [55] 98.8 97.2 –

S-CNN+SVM [55] 99.2 99.3 –

S-CNN+SVM * [55] 99.4 99.6 –

Deep-baseline 99.3 99.5 99.6

Deep-SSL 99.9 99.8 99.9

11.10 Conclusion

In this work, we proposed a CNN-basedmodel which uses an SSL technique to select
the optimal spectral bands to obtain the best face recognition performance fromall the
spectral bands. In this method, convolutional filters in the first layer of our CNN are
regularized by using a group Lasso algorithm to remove the redundant bands during
the training. Experimental results indicate that our method automatically selects the
optimal bands to obtain the best face recognition performance over that achieved
using conventional broadband (RGB) face images. Moreover, the results indicate
that our model outperforms existing methods which also perform band selection for
face recognition.
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Chapter 12
Detection of Large-Scale and Anomalous
Changes

Amanda Ziemann and Stefania Matteoli

Abstract We survey algorithms and methodologies for detecting and delineating
changes of interest in remote sensing imagery.Weconsider bothbroad salient changes
and rare anomalous changes, and we describe strategies for exploiting imagery con-
taining these changes. Theperennial challenge in changedetection is in translating the
application-dependent concept of an “interesting change” to a mathematical frame-
work; as such, the mathematical approaches for detecting these types of changes
can be quite different. In large-scale change detection (LSCD), the goal is to identify
changes that have broadly occurred in the scene. The paradigm for anomalous change
detection (ACD), which is grounded in concepts from anomaly detection, seeks to
identify changes that are different from how everything else might have changed.
This borrows from the classic anomaly detection framework, which attempts to char-
acterize that which is “typical” and then uses that to identify deviations from what
is expected or common. This chapter provides an overview of change detection,
including a discussion of LSCD and ACD approaches, operational considerations,
relevant datasets for testing the various algorithms, and some illustrative results.
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12.1 Introduction

Come gather ‘round people
Wherever you roam
And admit that the waters
Around you have grown
And accept it that soon
You’ll be drenched to the bone.
If your time to you
Is worth savin’
Then you better start swimmin’
Or you’ll sink like a stone
For the times they are a-changin’.

—Bob Dylan, The Times They Are A-Changin’

To first order, the concept of change detection in spectral imagery is straightforward:
given two (or more) images of a scene at different points in time, find what has
changed. However, the concept of “change” is highly application-dependent and, as
is true for all good signal detection algorithms, the utility of such an approach is
intimately tied to the application. In other words, not all changes are created equal,
and as a result—and to take further creative liberty with famous quotes—there is not
one change detection algorithm to rule them all.

Consider a case in which a region experiences extreme flooding. This is a large-
scale change, i.e., one that will appear broadly throughout the scene. In response to
these types of events, the ability to analyze remote sensing imagery before and after
a natural disaster in order to generate damage maps is critical for effective disaster
response. An appropriate change detection algorithm will be one that can delineate
such changes that potentially take up considerable portions of the scene.

Alternatively, consider a case in which a forested region experiences pervasive
seasonal changes from spring to autumn, and during that time a building is covertly
constructed in the forest. For analysts that are looking for nefarious activity, the per-
vasive seasonal changes will not be of interest, but the anomalous changes related to
the covert building will be of great interest. In this case, an appropriate change detec-
tion algorithm will be one that can identify rare, anomalous changes and distinguish
them from potentially pervasive differences due to seasonal variations, atmospheric
variations, changes in sun illumination angle, etc.

We can generally categorize change detection algorithms under large-scale change
detection (LSCD) or anomalous change detection (ACD). How “interesting” a par-
ticular change might be is tied to the application, and the intended application should
be taken into consideration when choosing the approach. LSCD seeks to identify
changes that may have broadly occurred throughout the scene. The ACD paradigm
has its roots in the anomaly detection (AD) paradigm: characterize what is typical
or normal (i.e., for AD, the background; for ACD, a common change), and identify
deviations from that (i.e., for AD, what is different from the background; for ACD, a
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change that is different from a common change). Pervasive differences (or nuisance
changes) are changes that are mostly uninteresting and are due to variations in, for
example, calibration, atmosphere, and illumination. This chapter will start with an
overview of change detection fundamentals (Sect. 12.2), continue with a discussion
of large-scale change detection algorithms (Sect. 12.3), follow with a discussion of
anomalous change detection algorithms (Sect. 12.4), and finish with a summary of
operational considerations and relevant datasets (Sects. 12.5 and 12.6). The chapter
concludes with some remarks on the current state of change detection in spectral
imaging as well as open areas for future work.

12.2 Change Detection: The Fundamentals

Change detection is the process of identifying pixels in multi-temporal spectral
images that have changed between subsequent acquisitions. By change we mean
a modification of the spectral signature due to a transition, alteration, or temporal
evolution of the land-cover ormaterials occupying the given pixels or regions. From a
statistical perspective, we can approach the change detection problem using a binary
hypothesis testing procedure [35]. For simplicity, we restrict our review to pixel-wise
change detection schemes, where the determination of a change at a given pixel is
done only relative to observations at the same pixel location across multi-temporal
acquisitions. Pixel-based approaches assume that the images have been registered,
and that corresponding pixel locations have imaged the same portion of the scene.
While not explored in detail here, it is worth noting that there are also approaches
that leverage spatial structure and, specifically, the correlation often existing among
neighboring pixels [34, 72, 92]. In that same vein, there are also approaches that
attempt to be robust to small misregistration errors [15, 47, 59, 78, 79, 85, 89, 95].
Again, for simplicity, we focus our review on bi-temporal imagery, i.e., change detec-
tion across two images, while noting that sequences of images have been explored
in the literature [28, 74, 94].

To that end, letX andY be a pair of co-registered hyperspectral images of dimen-
sion B × K × L and acquired at two different times, with B denoting the number
of spectral components (i.e., spectral bands) and N = K × L the number of pixels.
The change detection binary hypothesis testing can be expressed as

H
(
xk,l , yk,l

) =
{

H0 (k, l) ∈ �0

H1 (k, l) ∈ �1
, (12.1)

where xk,l ∈ R
B denotes the spectrum of the pixel at position (k, l) in image X and

yk,l ∈ R
B denotes the spectrum of the corresponding pixel in imageY; H0 and H1 are

the competing hypotheses indicating, respectively, that no change has occurred at
position (k, l) and that a change has occurred at (k, l); and�0 and�1 are the classes
of unchanged (�0) and changed (�1) pixels. Because this is a binary approach, the
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class �1 of changed pixels may contain several subclasses [6] associated with the
different types of changes that have occurred.

Definitions

• Pervasive differences are changes that are mostly uninteresting, such as
those due to calibration, atmospheric, and illumination variations.

• Large-scale changes are material changes that affect a high number of
pixels in the scene, such as those due to land-cover changes like snow or
floods.

• Anomalous changes are material changes that are rare, such as those due
to new buildings or moved vehicles.

While our interest here is in material changes, there will inevitably be spectral
changes that are pervasive and mostly uninteresting, such as those due to calibration,
atmospheric, and illumination variations; these changes, sometimes termed nuisance
changes [48], should ideally be ignored by change detection algorithms. To mitigate
these effects, preprocessing steps are often applied (see Sect. 12.5) so that change
detection techniques can focus on the salient changes. Among the salient changes,
we make a distinction between large-scale changes affecting a high number of pix-
els in the scene (e.g., land-cover changes like snow or flooding) and rare anomalous
changes involving a relatively small number of pixels (e.g., new buildings or vehi-
cles). While some change detection techniques do not differentiate between these
types of changes, there are approaches in the literature that give special treatment to
temporal anomalies [1, 72, 76, 77, 97], and so here we give separate consideration
to anomalous change detection in Sect. 12.4. We assume that the images have been
registered, and for LSCDwe assume the images have been radiometrically equalized;
we provide more discussion on those operational considerations in Sect. 12.5.

Questions

When deciding which change detection techniques to apply to images of a
scene, it is worth asking yourself the following:
• Are there a lot of pervasive differences between the images?
• Am I interested in large-scale changes?
• Am I interested in anomalous changes?
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12.3 Approaches for Large-Scale Change Detection

The detection of large-scale changes has been dramatically advanced as an appli-
cation space by the increasing availability of satellite-based spectral imagery. In
particular, the extensive repetitive coverage and short revisit time of constellations
like the NASA/USGS Landsat mission [81], which has been continuously imag-
ing the Earth since 1972, and the ESA Sentinel constellation [24] as part of their
Copernicus program, which has been collecting since 2014, provide the historical
archive of imagery necessary to detect changes over time. LSCD has proven valuable
in a variety of applications such as land use and land-cover monitoring, detecting
urban development, ecosystem surveillance,management of natural resources, disas-
ter response andpost-damage analysis, crop-stress detection, and ice-melt assessment
[86, 92–94, 99]. In the literature, a multitude of methodologies have been developed
to detect large-scale changes in multispectral and hyperspectral images
[8, 14, 28, 64]. As such, they may be grouped according to a variety of criteria.
For instance, there are both unsupervised and supervised methods, depending on
the availability of ground truth data. Alternatively, a taxonomy may be outlined by
distinguishing between binary change detection methods and multiple change detec-
tion methods (i.e., change classification); this depends on whether the method is
capable of just identifying the presence/absence of changes, or if it also seeks to
understand the type of change. In the latter, the outcome is a partitioning of the �1

class into multiple subclasses related to different types of changes. In this chapter,
we choose to organize the change detection methods from a technique perspective,
and thus group the methods in the following sections based on their methodological
approaches. For the LSCD overview in this section, we are assuming that the images
have been radiometrically equalized (see Sect. 12.5). It is generally advantageous to
“normalize” out as many pervasive differences as possible, but worth noting that not
all change detection approaches require this in advance (i.e., many ACD approaches
have it explicitly built into the algorithm itself).

12.3.1 Change Vector Analysis and Related Methods

Several change detection methods are based on the Change Vector Analysis (CVA)
approach, which dates back to the 1980s [43] and, with subsequent extensions and
modifications, has continued to be used throughout the literature [33, 50, 51, 83,
87]. Like most other techniques, it is based on the difference image, which is defined
as

D = Y − X. (12.2)

The associated spectrum dk,l ∈ R
B contains the difference between the spectra xk,l

(taken at one time) and yk,l (taken at another time).
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CVA is conceptually based on thresholding themagnitude of the difference spectra
in D to detect the presence of changes. Here we provide a brief overview of CVA,
while a rigorous theoretical framework for its formulation and interpretation can be
found in [6]. In CVA, a change of coordinate system fromCartesian to hyperspherical
is performed so that, for the B-dimensional spectrum d associated with a generic
pixel in the difference image, d can be represented in terms of its magnitude ρ = ‖d‖
and its B − 1 angular coordinates {θn}B−1

n=1 . In this construct, a higher magnitude of ρ
corresponds to a greater difference between x and y, which means (in theory) that the
change affecting the given pixel is also greater. A “change” threshold for ρ allows
us to identify two regions in the magnitude domain: an inner hyperspherical region
of unchanged pixels, and an outer hyperspherical annulus of changed pixels (whose
upper-bound comes from the maximum magnitude ρmax in the difference image). In
practice, the decision rule for solving the binary hypothesis test in Eq. (12.1) can be
derived using the magnitude of ρk,l in the (k, l) position of the difference image:

ρk,l ≷H1
H0

ξ (12.3)

where ξ is a suitable change threshold.
An improved understating of the types of changes can be achieved by exploit-

ing the B − 1 angular coordinates. In particular, by further thresholding the {θn}B−1
n=1

coordinates, solid sectors of the annulus can be identified that correspond to different
kinds of changes. An illustration using a simplified two-dimensional domain (i.e.,
d =[d(1) d(2)]�) is shown in Fig. 12.1a, where there is one single angular coordinate
equal to θ = arctan

(
d(2)

/d(1)
) ∈ [0, 2π ]. In [6], a theoretical analysis of the statisti-

cal distribution of changed and unchanged pixels in the hyperspherical domain is
provided.

CVA can quickly become mathematically unwieldy in higher dimensions, so it
has generally been applied in two-dimensional domains, and the information asso-
ciated with the remaining B − 2 bands is not exploited [7]. With this in mind, the
Compressed CVA (C2VA) approach employs a transformation from R

B → R
2, thus

compressing the hyperspherical domain into a two-dimensional domain while retain-
ing information derived from all spectral channels [7]. Specifically, C2VA employs
the magnitude ρ exactly as in CVA, but instead all directional information associated
with the B bands is compressed into a single angular coordinate:

θ ′ = arccos

[
1√
B

(
1

ρ

B∑

b=1

d(b)

)]

∈ [0, π ] . (12.4)

The goal of this step is to “compress” the data by effectively computing the spectral
angle between d and some reference vector; because this is an unsupervised method,
the diagonal vector 1 = [1 1 1 .. 1] is taken as that reference vector. This results
in semicircular and semi-annular regions of unchanged and changed pixels, respec-
tively, as well as solid sectors of the annulus that are associated with different kinds
of changes, as illustrated in Fig. 12.1b.
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(a)

(b)

Fig. 12.1 a Simplified two-dimensional representation of CVA in polar coordinates. The inner
darker gray circle represents the region of unchanged pixels, whereas the lighter gray outer annulus
is the region of changed pixels. Annular sectors such as S1, S2, S3 shown in the figure are associated
with different types of changes. In the figure, d(b) denotes the bth spectral component of d. b Similar
two-dimensional example for C2VA in polar coordinates

The utility and simplicity of both CVA and C2VA have led to a variety of CVA-
based methods. Hierarchical Spectral CVA (HSCVA) [38], Sequential Spectral CVA
(SSCVA) [40], andMultiscaleMorphological C2VA (M2C2VA) [41] are further vari-
ants of CVA that are more sensitive to subtle spectral variations, generally not even
detectable in multispectral images, that can be found when dealing with hyperspec-
tral imagery. In the dataset discussion in Sect. 12.6, an example of C2VA is provided
in Figs. 12.4 and 12.5.
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12.3.2 Match-Based Methods

Thematch-basedmethodologies include thosemethods that evaluatemetrics of spec-
tral similarity or dissimilarity between spectra at corresponding pixel locations of X
and Y. In general, for the pixel position (k, l) (for convenience, we denote x = xk,l

and y = yk,l ), we write:
D (x, y) ≷H1

H0
ξ (12.5)

where D(x, y) is some spectral distance measure (as opposed to spatial) between
the two B-dimensional pixels x and y, and ξ is an appropriate threshold. There are
a number of similarity or distance metrics typically applied in hyperspectral image
analysis that may be employed [82]. The simplest one is the Euclidean Distance
(ED) metric DED (x, y) = ‖y − x‖ = ρk,l , which is equivalent to the magnitude-
only portion of the CVA-based decision rule. One of the most ubiquitous distance
metrics is the Spectral AngleMapper (SAM) [36, 63, 84], which evaluates similarity
in terms of the angle subtended by x and y in RB :

DSAM (x, y) = arccos

(
x�y

‖x‖ ‖y‖
)

. (12.6)

Many other metrics can be found in the literature, such as Mahalanobis distance
derived measures [16]; the Spectral Correlation Mapper (SCM) [16, 84, 92], which
evaluates similarity byway of the sample correlation coefficient over the two sets of B
observations given by the entries of x and y; and other correlation-based indices [63].
Among the variousmeasurements, it is worth noting that SAMand SCMare invariant
to scaling factors and are thus more robust to changes in illumination within the
scene. Furthermore, SCM is also invariant to variations of the spectral mean, making
it robust to residual bias effects [16, 82].

12.3.3 Transformation-Based Methods

The methods in this category apply some transformation to the image data that is
aimed at suppressing the effects of pervasive changes and, at the same time,maintain-
ing or enhancing the salient changes. Some of these methods transform the data into
a low-dimensional feature space that, although limited to a few components, gener-
ally retains the information related to the changes of interest. The C2VA approach
discussed above can also be considered as belonging to this category, as well as the
Temporal Principal Component Analysis (TPCA) [56]. Other approaches, such as
the commonly known Multivariate Alteration Detection (MAD) approach [25, 54]
and its Iteratively Reweighted (IR) variant IR-MAD [25, 53, 54], perform a change
of coordinate system so that the components that address the majority of change
information can easily be identified. While MAD is more appropriately categorized
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Fig. 12.2 Illustration of the idea behind TPCA for a two-dimensional (bi-temporal) domain. In
this example, z(t) denotes the t th temporal component of Z (recall that Z is of size 2 × B N , so
its components are z(1) and z(2)). TPC1 is the first temporal principal component, which is in the
direction of unchanged pixels. TPC2 is the second temporal principal component, along which the
changed pixels are displaced

as an ACD approach, IR-MAD can be considered as an LSCD approach; the point
of the iterative reweighting steps is to enable it to detect larger changes.

TPCA differs from conventional PCA in that TPCA is applied to the data in a
feature space spanned by the temporal coordinates [56]. For a bi-temporal case, for
example, this space is two-dimensional. Specifically, X and Y are rearranged by
stacking their spectral components (in vector form) one over each other to obtain
the B N × 1 vectors Ψ and ϒ , and PCA is then applied to the 2 × B N matrix 	 =
[
ϒ]�. In practice, Z = E�	 is the 2 × B N TPCA transformed data matrix, where
E is the 2 × 2 matrix of eigenvectors of the covariance matrix �	 of 	, which
expresses the covariance between the temporal variables. The original data, which
has a stronger temporal correlation, undergoes a rotation of the axes that diagonalizes
�Z, thus de-correlating the temporal variables. In the two-dimensional case, the
first principal component is mostly associated with the common information across
the temporal features, whereas the second component tends to mostly address the
“change information” [56]. Figure12.2 provides a two-dimensional illustration of
TPCA.

MAD is essentially an application of the Canonical Correlation Analysis (CCA)
approach [31], and the MAD transformation is as follows [53]:

dMAD =
⎡

⎣
b1�yk,l − a1�xk,l

...

bB
�yk,l − aB

�xk,l

⎤

⎦ (12.7)

where {bb, ab}B
b=1 are B-dimensional vectors of coefficients from a standard CCA.

The MAD-transformed difference image DMAD (for which dMAD∈DMAD) has B
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components in the MAD feature space. By extracting MAD components starting
from the last, we sequentially extract uncorrelated gray-level difference images in a
way such that each extracted image exhibits maximum change information subject to
the constraint of being uncorrelated to the previously extracted image [25, 54]. The
MAD components retaining the highest change information can thus be retained
for further processing. MAD is also invariant to linear and affine transformations
[25, 54]. This holds for a number ofACDmethods aswell, asmentioned in Sect. 12.4.
MAD is usually followed by post-processing procedures based on the Maximum
AutocorrelationFactor (MAF),which allows the spatial context of neighboring pixels
to be accounted for in the overall change detection analysis [54].

Another approach is a subspace-based change detection method [90] that builds
on the Orthogonal Subspace Projection (OSP) target detection algorithm [27]. This
method treats the generic pixel y as a potential target and exploits the correspond-
ing pixel x, together with additional spatial–spectral data, to build a background
subspace; spectral dissimilarity is then evaluated against this subspace [90]. The
underlying assumption is that unchanged pixels will lie in or close to the background
subspace, while changed pixels will have a larger distance from the subspace. The
subspace-based change detector for the pixel position (k, l) can be expressed as
follows (where for convenience, we denote P = Pk,l and B = Bk,l ):

DSSCD (x, y) = y�P⊥y
y�y

≷H1
H0

ξ. (12.8)

In Eq. (12.8), P⊥ = I − P is the B × B orthogonal projection matrix, where I is the
B × B identity matrix and P = B

(
B�B

)−1
B� is the B × B projection matrix over

the background subspace. The background subspace is spanned by the columns of
the B × (m + 1) basis matrix B = [

x c1 c2 · · · cm
]
, which is made up of the pixel

x and the additional m ≥ 0 basis vectors obtained by exploiting spatial–spectral
information [90]. If m = 0 and the background subspace is spanned solely by x, then
the subspace-based method in Eq. (12.8) becomes

DSSCD_X (x, y) = 1 − ∣
∣cos

[DSAM (x, y)
]∣∣2 . (12.9)

In [90], several strategies are proposed for learning the background subspace and,
specifically, the matrix C = [

c1 c2 · · · cm
]
. Radiometrically-equalized spectra of

specific land covers associated with undesired changes can be used within a super-
vised change detection framework to suppress effects of uninteresting changes, and
the spectra of pixels spatially close to x can be used to reduce the effects of misreg-
istration.
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12.3.4 Unmixing-Based Methods

The methods presented thus far focus on identifying if a pixel has undergone a
change over time, which then, in the case of CVA, allows for exploration of the
nature of the change (potentially including material characterization). An alternative
approach, however, is to first perform a detailed subpixel material characterization of
a pixel, and then to see how thosematerial abundance values change over time. In this
general unmixing-based framework, the pixel is modeled as a (generally assumed
linear) mixture of pure material spectra (i.e., endmembers) [17, 30, 44]. Spectral
changes affecting a given pixel may be due to a variety of scenarios [21, 23, 39]
such as an actual material transition (and thus the appearance or disappearance of
endmember), or a change in the abundance of already present endmembers (and
thus a change in the mixing proportions). Several efforts have been made in the
literature to develop change detection methods capable of providing subpixel-level
material information. This is achieved by embedding endmember extraction [10, 88]
and unmixing techniques [5] into the change detection process. Some approaches,
for example, perform post-unmixing comparisons to detect subpixel changes by
differencing the abundance values for each endmember [18, 21–23]. Others perform
endmember extraction and unmixing on the joint 2B-dimensional image U obtained
by stacking X and Y along the spectral dimension, and then perform a CVA/match-
based hybrid change analysis of the multi-temporal extracted endmembers [39].

12.3.5 Other Methods

This overview of LSCD methods is far from being exhaustive, and there are several
methods that, although not closely fitting with the methodological categories used
here, should be mentioned. As noted earlier, there are a variety of approaches that
are not simply pixel-wise but also exploit the spatial structure of spectral images.
Among these, some employ Markov random field models [34], spatial correla-
tion [92], spatial–spectral feature vectors [85], and local tile-based change detection
schemes [4, 96, 99]. Some methods also exploit geometrical concepts such as graph
theory [4], convex hull estimation [96], and segmentation [93, 99]. Additionally,
there are methods based on more recent research trends such as sparsity [11, 12],
deep learning [32], and convolutional neural networks [66, 86].

12.4 Approaches for Anomalous Change Detection

The ultimate aim of change detection is to key in on changes that are interesting, but
because that is so dependent on the application, there is no straightforward way to
place “interesting” into a mathematical construct. In anomalous change detection,
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however, an anomalous change is one that is unusual when compared with ordinary,
common changes that have occurred throughout the scene [76]. This is a definition
that can be characterized mathematically, and ultimately be used to cue a human ana-
lyst to potentially interesting changes that are rare. ACD is a special case of change
detection whose applications might include detecting the construction of buildings,
localizing small areas of diseased crops, or cueing an analyst to nefarious activities.
An example of when ACD might be used is if an analyst is interested in identify-
ing unsanctioned construction in a particular area, and their two images are taken
in the winter and in the spring; if the surrounding area goes from snow-covered to
grass-covered, those are all true spectral (and material) changes, but are not interest-
ing in this application. In this example ACD will suppress those common seasonal
changes (snow to grass), and emphasize any anomalous changes (construction). It
should be noted that broader “changes” can also encompass pervasive differences
due to changes in illumination, atmosphere, etc.; all of these will also be suppressed
by the ACD framework [20]. Some of the LSCD methods identified in Sect. 12.3
can also be applied to the ACD problem [54, 55], and so this section focuses on
methods that have specifically been developed for ACD. Note that while our LSCD
overview assumed radiometric equalization of the images, we do not make that same
requirement here.

As noted in Sect. 12.2, we let xk,l ∈ R
Bx denote the spectrum of the pixel at

position (k, l) in the first image X, and let yk,l ∈ R
By denote the spectrum of the

corresponding pixel in the (k, l) position in the second image Y. However, in the
LSCD overview we assumed that the spectral channels between the two images were
the same (though not always required); here we are making an explicit distinction
between Bx and By . For the ACD methods discussed here, Bx and By need not be
equal.

12.4.1 Difference-Based Methods

The approaches here generally assume global mean subtraction, i.e., the mean is
subtracted from both images so that 〈x〉 = 0 and 〈y〉 = 0. Although a detailed dis-
cussion of mean subtraction is beyond the scope of this chapter, it is often used out
of mathematical convenience, and there are important considerations about what it
means from a physics-based perspective that should be noted with its use [98]. We
will focus on representations of the algorithms as quadratic functions of the input
arguments as described in [70]:

A(x, y) = [
x� y�]

Q

[
x
y

]
. (12.10)

In this formulation Q is a square matrix whose dimension is given by Bx + By , and a
changewill be considered anomalouswhenA(x, y) is above a user-defined threshold
ξ . For a given pair of images X and Y (each mean-subtracted), we consider
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�x = 〈xx�〉, (12.11)

�y = 〈yy�〉, (12.12)

�yx = 〈yx�〉. (12.13)

The algorithms in this section first identify two linear transformations, applying
one to the first imageX and one to the second imageY. The specific transformations
vary for the different approaches, but share the same overarching goal of suppressing
pervasive differences and common changes. For approaches that involve a transfor-
mation step, it is not required for the original images to share the same number of
bands, but it is necessary for the transformed images to have the same number of
bands. The transformed images are then subtracted to produce a difference image,
and ameasure of anomalousness is computed based on themagnitude of the residuals
in that difference image [1, 60, 61].

If the pervasive differences are minimal, the simplest algorithm is to just subtract
each element of the two images, i.e., D = Y − X. This approach does not involve
any transformations, and is typically not used in practice (and requires B = Bx =
By). The associated detector and quadratic function for simple difference are the
following:

ASD(x, y) = (y − x)�
[
�y − �yx − ��

yx + �x
]−1

(y − x) , (12.14)

with quadratic coefficient matrix:

QSD =
[−I
I

] [
�y − �yx − ��

yx + �x
]−1

[−I I] . (12.15)

Two of the most commonly used difference-based ACD methods are
Chronochrome and Covariance Equalization. The Chronochrome algorithm (CC)
[60, 61] uses a linear transformation L to compute a best estimator for y given by
ŷ = Lx, where L = �yx�

−1
x . In this formulation, anomalousness scales by the dif-

ference y − ŷ = y − Lx (where a larger difference is more anomalous). A similar
approach is taken by Covariance Equalization (CE) [61], where a transformation is
applied to X or Y, or to both of them, so that the transformed image cubes have
equal covariance [70]. The underlying assumption for both of these methods is that
the affine transformation captures the pervasive differences (e.g., illumination, atmo-
sphere, sun angle, environmental changes) and is space invariant [47]. Thesemethods
attempt to statistically suppress these potentially spurious changes, leaving behind
any “true” differences. Then, standard anomaly detection approaches are applied to
the residual image after differencing the two.

The associated detector and quadratic function for Chronochrome are:

ACC(x, y) = (
y − �yx�xx

)� [
�y − �yx�

−1
x ��

yx

]−1 (
y − �yx�xx

)
, (12.16)
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QCC =
[−�−1

x ��
yx

Iy

] [
�y − �yx�

−1
x ��

yx

]−1 [−�yx�
−1
x Iy

]
. (12.17)

And for the whitened version of Chronochrome:

Q̃CC =
[−�̃�

yx

Iy

] [
Iy − �̃yx�̃

�
yx

]−1 [
−�̃yx Iy

]
. (12.18)

We can use a similar construct for the detector and quadratic for the whitened version
of standard Covariance Equalization:

ACE(x̃, ỹ) = (ỹ − x̃)�
[
2I − �̃yx − �̃�

yx

]−1
(ỹ − x̃) , (12.19)

QCE =
[−I
I

] [
2I − �̃yx − �̃�

yx

]−1
[−I I] . (12.20)

Additional formulations can be extended to Optimal CE and Diagonalized CE, both
of which are generalizations of Standard CE [70]. Of note is that these methods have
also been extended to target detection, where CC changes are used to characterize
the target-free background at any given pixel [62, 69].

12.4.2 Straight Anomaly Detection Methods

In this straightforward approach, the two images are stacked together and treated
as one image with Bx + By spectral bands. From there, a direct anomaly detec-
tion algorithm such as RX [58] can be applied to the stacked image cube [73]. The
RX algorithm uses Mahalanobis distance to identify image elements (in this case,
stacked pixels) that are statistically “different” from the background. This identi-
fication of deviations from a well-characterized background is the cornerstone of
anomaly detection, and allows for the application of any hyperspectral anomaly
detection approach [45, 71].

12.4.3 Joint-Distribution Methods

As remarked at the beginning of this section, there are some ACD methods that do
not require that the images have the same number of spectral channels, i.e., Bx need
not equal By . That is true in particular for the joint-distribution methods presented
here. In the framework developed by Theiler [70, 74–78], P(x, y) is the probability
density function from which data samples (x, y) are drawn. The goal is then to find
a function f (x, y) such that f (x, y) > 0 identifies (x, y) as an anomalous change;
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doing so reframes the ACD problem as a classification problem. These methods are
invariant to linear transformations of X and Y, so there is no need to apply linear
transformations as with, e.g., Chronochrome or Covariance Equalization.

We can define a “background distribution” Q(x, y) = P(x)P(y) with

P(x) =
∫

P(x, y)dy, (12.21)

P(y) =
∫

P(x, y)dx. (12.22)

Then, the anomalous changes are those with high values of mutual information. The
distribution above is the one that would be exhibited if x and y were independent; by
using this as background, we identify anomalies whose (x, y) dependency is unusual
when compared to that encoded in P(x, y). Thus, the joint-distribution anomalous
change detector is given by level curves of the ratio:

P(x, y)
P(x)P(y)

. (12.23)

By interpreting anomalousness as mutual information as mentioned above, this leads
to the following detector for Hyperbolic Anomalous Change Detection, where data
distribution is assumed Gaussian:

AHACD(x, y) = − log
P(x, y)

P(x)P(y)
(12.24)

= log P(x) + log P(y) − log P(x, y). (12.25)

This detector is so-named due to the hyperbolic boundaries that separate the anoma-
lous pixels. We focus here on HACD, but there are other variants such as EC-HACD,
where the distributions are elliptically contoured [77], and there has been research
into using parametric distributions [75] and sequences of images [74]. While not
explicitly making use of spatial information, there is also an implementation of
HACD using spatial windowing (i.e., local co-registration adjustment [LCRA]) that
is more robust to potential misregistration issues [78].

12.4.4 Other Methods

As with the LSCD section, this section provides an overview of ACD methods but
is certainly not exhaustive. Other methods that were not discussed in detail here but
deservemention include kernel-based approaches [42] and joint sparse representation
approaches [91].
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12.5 Operational Considerations

There are a number of operational considerations that should be taken into account
when implementing any change detection pipeline. The first main step is to register
the two (or more) images. We are not exploring registration in this chapter beyond
noting that there are algorithms that are designed to be robust to small registration
errors [15, 47, 59, 78, 79, 85, 89, 95]. Any ensuing preprocessing steps generally
aim to transform the images into a similar domain such that the true interesting
changes are as distinct as possible. Due to the physical nature of these images, the
preprocessing steps often involve physical modeling. However, that is not always the
case.

There is a subtle but important distinctionbetween identifying relative changes and
quantifying material changes. The common hyperspectral image processing pipeline
involves atmospheric compensation (i.e., backing out any radiative transfer effects
due to the atmosphere [46]) to convert the image from sensor-reaching radiance to
approximate surface reflectance. However, when seeking to find relative changes
between two images, it is not necessary to go through the atmospheric compensation
process; the images can be appropriately preprocessed through relative radiometric
equalization (sometimes called radiometric normalization) [19]. In contrast, for the
unmixing approaches presented in Sect. 12.3.4, atmospheric compensation would
be important as the methods exploit full material characterization of the scene. The
emphasis here is that atmospheric compensation is not always needed depending on
the goals of the change detection analysis; it is really only requiredwhen training data
(e.g., a spectral library) is used [67]. In other words, relative radiometric equalization
is often sufficient, and can be accomplished through a simple relative normalization
between the two images [29]. For a number of the LSCD methods in Sect. 12.3, this
is perfectly appropriate and advisable (and, in many cases, assumed). For the ACD
methods described in Sect. 12.4, it is not required. This is for two reasons: either it
is directly integrated into the method itself, as in CE and CC [60, 61], or the method
does not require it, as in HACD [70, 76].

Tip
Atmospheric compensation is not always needed. Relative radiometric equal-
ization is often sufficient, and can be accomplished through a simple radio-
metric normalization between the two images.

Radiometric equalization is often considered in the literature to be a predictor,
which more broadly refers to any algorithm that seeks to transform, without loss of
generality, image X to the observation conditions of image Y such that changes due
to illumination, atmosphere, etc., are suppressed. These prediction algorithms can be
linear [37] or nonlinear [9], and seek to suppress stationary background clutter [47].
But, as mentioned, not all change detection algorithms require this preprocessing
step, although it is generally advantageous. When the amount of image data grows
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(e.g., due to high spatial coverage by the sensor), this can also become an operational
challenge. In such cases, the scaled techniques proposed in [3] maybe used to tackle
real problems as explored in Chap. 2

12.6 Overview: Datasets

In the literature, several different datasets have been used for change detection algo-
rithm testing and benchmarking. Some of them include multi-temporal hyperspec-
tral images acquired by satellite (spaceborne) sensors, and mostly exhibit large-
scale land-cover changes or transitions [28, 99]. Other datasets include airborne
(and ground-based) hyperspectral images, and mostly exhibit anomalous changes
of vehicles and other man-made objects [2, 20, 26, 47, 49]. When testing an algo-
rithm, the choice of dataset should ideally contain ground truth or reference data to
enable quantitative performance evaluation. Here we report a brief overview of the
major ground truthed multi-temporal datasets available to the scientific community,
as well as some example results. An overview of both large-scale and anomalous
change detection datasets can be found in Fig. 12.3, which also summarizes the main
characteristics of each dataset.

12.6.1 Details on the Data

Two of the most widely employed datasets for large-scale changes were acquired by
the spaceborne hyperspectral Hyperion sensor (launched aboard the satellite Earth
Observing-1, or EO-1) [52, 57, 80], and are sometimes referred to as the China
Farmland and USA Irrigation datasets [28]. They refer to agricultural areas in
China and the United States, respectively, where land-cover transitions between
crops, soil, and water, as well as variations in soil and vegetation water content,
can be found. Bi-temporal images and regions of interest (ROIs) can be downloaded
at https://rslab.ut.ac.ir/data. The ground truth (reference data) set of ROIs was con-
structed by visual inspection of higher resolution imagery acquired over the same
area (e.g., panchromatic images acquired by EO-1’sAdvanced Land Imager, or ALI),
as well as by looking at the outcomes of change detection analyses performed in the
literature [28].

For anomalous changes there are three primary datasets with ground truth, two
of which are from Rochester Institute of Technology (RIT), and one of which is
from the University of Pisa. RIT’s SHARE 2012 dataset [26] was acquired using
the ProSpecTIR VS hyperspectral sensor [68] over Avon, NY, USA, and is available
at https://www.rit.edu/cos/share2012. RIT’s Cooke City dataset [65] was acquired
using the HyMap hyperspectral sensor [13] over Cooke City, MT, USA, and is avail-
able at http://dirsapps.cis.rit.edu/blindtest. University of Pisa’sViareggio 2013Trial
dataset [2] was acquired by the SIM.GA hyperspectral sensor over Viareggio, Italy,

http://dx.doi.org/https://doi.org/10.1007/978-3-030-38617-7_2
https://rslab.ut.ac.ir/data
https://www.rit.edu/cos/share2012
http://dirsapps.cis.rit.edu/blindtest
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Fig. 12.3 Synopsis of the primary datasets (with ground truth) for LSCD and ACD algorithm
benchmarking

and is available at http://rsipg.dii.unipi.it. All of these images were collected by
airborne sensors, and feature small, rare, and man-made changes including, e.g.,
vehicles, panels, and tarps. The ground truth data (reference data) were each con-
structed using ad hoc, in situ campaigns performed during data acquisition [2, 26,
65].

http://rsipg.dii.unipi.it
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12.6.2 Illustrative Examples

Illustrative examples of large-scale changedetection (Figs. 12.4 and12.5) and anoma-
lous change detection (Fig. 12.6) are provided as well. Note that these are not opti-
mized implementations of the algorithms, and are just meant to demonstrate the
techniques.

The LSCD example is shown for C2VA applied to the USA Irrigation dataset,
where Figs. 12.4a, b show the bi-temporal images and Fig. 12.4c shows the truth
mask for the changes. The result of our implementation with four change classes is
shown in Fig. 12.4d, where the different colors indicate different sectors; the black
class represents data in the “no-change” semi-annular region, whereas the other

(a) (b)

(c) (d)

Fig. 12.4 USA Irrigation results. a RGB of the first image. b RGB of the second image. c Truth
mask of changes, where blue corresponds to “no change.” d C2VA results with 4 classes
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Fig. 12.5 Polar plot for C2VA applied to the USA Irrigation dataset. For the ρ axis, note that the
data has been normalized between [0,1], and that ρmax ≈ 4.4

(a) (b)

(c) (d)

Fig. 12.6 Viareggio 2013 Trial results. a RGB of the first image. b RGB of the second image.
c Truth mask of changes (including both insertions and deletions). dHACD + LCRA detection map
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colors denote solid annulus sectors associated with different types of changes (after
the annulus is partitioned). The corresponding polar plot is shown in Fig. 12.5, which
illustrates how those categories are delineated. In this example, most of the changes
are correctly differentiated, although the truth mask indicates more than four change
classes. An example of HACD + LCRA (i.e., with local co-registration adjustment)
applied to the Viareggio 2013 Trial dataset is shown in Fig. 12.6, with the bi-temporal
images in Figs. 12.6a, b and the truth mask of changes (both deletions and insertions)
in Fig. 12.6c. The HACD + LCRA detection map is shown in Fig. 12.6d, where most
of the changes have been identified together with some false alarms.

12.7 Conclusions

Change detection is an area of spectral image analysis that is both well-defined and
also quite nebulous. The challenge is that the utility of any given change detection
algorithm is intimately tied to the application and, in turn, the types of changes that
are considered interesting in that context. In this chapter, we make a distinction
between large-scale changes and anomalous changes. Large-scale change detection
aims to find broadmaterial changeswithin a scene (e.g., flooding, seasonal vegetation
changes). In contrast, anomalous change detection aims to find small, rare changes
that have changed in a way that is different from how everything else might have
changed. Within those distinctions, we presented a number of mathematical frame-
works that seek to place those definitions into a rigorousmathematical construct. The
approaches are typically founded in statistical inference, but also use graph theory
and machine learning. Even with these rigorous mathematical frameworks, change
detection continues to be a growing field in part due to the increasing accessibility of
airborne and spaceborne remote sensing. Areas of ongoing research include strate-
gies for handling misregistration and seasonal variations, leveraging cross-sensor
datasets, and categorizing types of changes.
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Chapter 13
Recent Advances in Hyperspectral
Unmixing Using Sparse Techniques
and Deep Learning

Shaoquan Zhang, Yuanchao Su, Xiang Xu, Jun Li, Chengzhi Deng
and Antonio Plaza

Abstract Spectral unmixing is an important technique for remotely sensed hyper-
spectral image interpretation that expresses each (possibly mixed) pixel vector as
a combination of pure spectral signatures (endmembers) and their fractional abun-
dances. Recently, sparse unmixing and deep learning have emerged as two pow-
erful approaches for spectral unmixing. In this chapter, we focus on two particu-
larly innovative contributions. First, we provide an overview of recent advances in
semi-supervised sparse unmixing algorithms, with particular emphasis on techniques
that include spatial–contextual information for a better scene interpretation. These
algorithms require a spectral library of signatures available a priori to conduct the
unmixing. Then, we describe new developments in the use of deep learning for spec-
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tral unmixing purposes, focusing on a new fully unsupervised deep auto-encoder
network (DAEN) method. Our experiments with simulated and real hyperspectral
datasets demonstrate the competitive advantages of these innovative approaches over
some well-established unmixing methods, revealing that these methods are currently
at the forefront of hyperspectral unmixing.

13.1 Introduction

13.1.1 Spectral Unmixing

Hyperspectral remote sensing sensors collect spectral information from the Earth’s
surface using hundreds of narrow and contiguous wavelength bands [1]. It has been
widely applied in various fields, such as target detection, material mapping, and
material identification [2]. However, due to insufficient spatial resolution and spatial
complexity, pixels in remotely sensed hyperspectral images are likely to be formed by
a mixture of pure spectral constituents (endmembers) rather than a single substance
[3]. The existence of mixed pixels complicates the exploitation of hyperspectral
images [4]. Spectral unmixing, aimed at estimating the fractional abundance of the
pure spectral signatures or endmembers, was proposed to deal with the problem of
spectral mixing and effectively identifies the components of the mixed spectra in
each pixel [5].

Unmixing algorithms rely on specific mixing models, which can be characterized
as either linear or nonlinear [5, 6]. On the one hand, the linear model assumes that
the spectral response of a pixel is given by a linear combination of the endmembers
present in the pixel. On the other hand, the nonlinear mixture model assumes that
the incident radiation interacts with more than one component and is affected by
multiple scattering effects [3, 7]. As a result, nonlinear unmixing generally requires
prior knowledge about object geometry and the physical properties of the observed
objects [8]. The linear mixture model exhibits practical advantages, such as ease of
implementation and flexibility in different applications. In this chapter, we will focus
exclusively on the linear mixture model.

Under the linear mixture model, a group of unmixing approaches has been pro-
posed [9–13]. Depending on whether a spectral library is available or not, we classify
these methods into two categories, i.e., unsupervised and semi-supervised unmixing
algorithms. With the wide availability of spectral libraries, sparse unmixing [8], as a
semi-supervised approach in which mixed pixels are expressed in the form of combi-
nations of a number of pure spectral signatures from a large spectral library, is able to
handle the drawbacks introduced by such virtual endmembers and the unavailability
of pure pixels.
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13.1.2 Sparse Unmixing

The sparse unmixing approach exhibits significant advantages over unsupervised
approaches, as it does not need to extract endmembers from the hyperspectral data
or estimate the number of endmembers. Another advantage of sparse unmixing is
that it provides great potential for accurate estimation of the fractional abundances,
as all endmembers are normally represented in the library. However, these algorithms
fully rely on the availability of a library in advance, and hence their semi-supervised
nature.

The success of sparse unmixing relies on the fact that the unmixing solution is
sparse, as the number of endmembers used to represent a mixed pixel is generally
much smaller than the number of spectral signatures in the library [8]. As a result, new
algorithms have been developed to enforce the sparsity on the solution. The sparse
unmixing algorithm via variable splitting and augmented Lagrangian (SUnSAL) [8]
adopts the �1 regularizer on the abundancematrix, which aims at introducing sparsity
through the spectral domain that a pixel is unlikely to be mixed by a high number
of components. The introduction of SUnSAL brought new insights into the concept
of sparse unmixing. However, the real degree of sparsity is beyond the reach of
the �1 regularizer due to the imbalance between the number of endmembers in the
library and the number of components that generally participate in a mixed pixel.
New algorithms have been developed in order to perform a better characterization
of the degree of sparsity. Some techniques have focused on the introduction of new
orders over the sparse regularizer such as the collaborative SUnSAL (CLSUnSAL)
algorithm [14] and the graph-regularized �1/2-NMF (GLNMF) method [15]. Other
algorithms have introduced weighting factors to penalize the nonzero coefficients
on the sparse solution [16], such as the reweighted sparse unmixing method [17]
and the double reweighted sparse unmixing (DRSU) algorithm [18]. Although these
methods obtained promising results, they consider pixels in a hyperspectral data
as independent entities, and the spatial–contextual information in the hyperspectral
image is generally disregarded. Since hyperspectral images generally follow specif-
ical spatial arrangements by nature, it is important to consider spatial information
for their characterization [19].

Following this observation, several algorithms have focused on incorporating spa-
tial correlation into the final solution. For instance, the sparse unmixing via variable
splitting augmented Lagrangian and total variation (SUnSAL-TV) [20] represents
one of the first attempts to include spatial information in sparse unmixing. It exploits
the spatial information via a first-order pixel neighborhood system. Similar to SUn-
SAL, SUnSAL-TV opened new avenues and brought new insights into the concept
of spatial sparse unmixing, which is able to promote piece-wise transitions in the
estimated abundances. However, its performance strongly relies on the parameter
settings [21]. At the same time, its model complexity results in a heavy computa-
tional cost, further limiting its practical application potential. New developments
aimed at fully exploiting the spatial correlation among image features (and further
imposing sparsity on the abundance matrix) have been mainly developed along two
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directions. High-order neighborhood information over spatial regularizers has been
introduced to reach this goal. For instance, the nonlocal sparse unmixing (NLSU)
algorithm [22] can take advantage of high-order structural information. However, the
neighborhood of the pixel changes randomly, thus limiting the continuity of spectral
information. Another drawback of NLSU is that its model is more complex than that
of SUnSAL-TV, which limits its practical application. Spatially weighted factors
(aimed at characterizing spatial information through the inclusion of a weight on
the sparse regularizer) have also been used to account for the spatial information in
sparse unmixing. For example, the local collaborative sparse unmixing (LCSU) uses
a spatial weight to impose local collaborativity, thus addressing some of the issues
observed in SUnSAL-TV (including oversmoothed boundaries and blurred abun-
dance maps) [23]. With similar complexity as the SUnSAL-TV, the LCSU exhibits
similar unmixing performance as the SUnSAL-TV. This indicates that using spatial
weights (as compared to spatial regularizers) has good potential in terms of improved
unmixing performance and computational complexity. In [24], the spectral–spatial
weighted sparse unmixing (S2WSU) is proposed, which simultaneously exploits the
spectral and spatial information contained in hyperspectral images via weighting fac-
tors, aiming at enhancing the sparsity of the solution. As a framework, the S2WSU
algorithm with its open structure, it is able to accept multiple types of spectral and
spatial weighting factors, thus providing great flexibility for the exploration of dif-
ferent spatial scenarios, such as edge information, nonlocal similarity, homogeneous
neighborhood information, etc.

13.1.3 Deep Learning for Spectral Unmixing

With advances in computer technology, learning-based approaches for unmixing
have achieved a fast development in the past few years. Joint Bayesian unmixing
is a typical example of learning-based approaches, which leads to good abundance
estimates due to the incorporation of a full additivity (i.e., sum-to-one) and nonneg-
ativity constraints [25–27]. Approaches based on artificial neural networks (ANNs)
have also been developed for the learning of abundance fractions, assuming the
prior knowledge of the endmember signatures [28–30]. These approaches exhibit
better performance when compared with handcrafted methods, but they assume that
endmembers are known in advance and, therefore, need to incorporate endmember
extraction algorithms to perform unmixing. More recently, as a common tool for
deep learning, auto-encoders have achieved a fast development in unmixing applica-
tions. Nonnegative sparse auto-encoder (NNSAE) and denoising auto-encoder were
employed to obtain the endmember signatures and abundance fractions simultane-
ously for unmixing, with advanced denoising and intrinsic self-adaptation capabil-
ities [31–33]. However, their strength lies in the aspect of noise reduction and they
exhibit limitations when dealing with outliers. Due to the fact that outliers likely
lead to initialization problems, their presence can bring strong interference to the
unmixing solutions. In [34], a stacked nonnegative sparse auto-encoder (SNSA) is
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proposed to address the issue of outliers. For linear mixing model (LSM)-based
hyperspectral unmixing, the physical meaning of the model implies the sum-to-one
on abundance fractions when every material in a pixel can be identified [3, 33, 35].
However, similar to the NMF-based approaches, SNSA adopts an additivity penalty
on the abundance coefficients. The additivity penalty denotes that a penalty coeffi-
cient is used for controlling approximation of the sum-to-one. As this is not a hard
constraint, the sum-to-one constraint is not necessarily ensured [34].

In [36], the fully unsupervised deep auto-encoder network (DAEN) unmixing
method was recently proposed to address the presence of outliers in hyperspec-
tral data. The DAEN has two main steps. In the first step, the spectral features are
learned by the stacked auto-encoders (SAEs), aiming at generating good initial-
izations for the network. In the second step, it employs a variational auto-encoder
(VAE) to perform unmixing for the estimation of the endmembers and abundances.
VAE combines variational inference to perform unsupervised learning and inherit
auto-encoder architecture which can be trained with gradient descent [37]. Different
from conventional auto-encoders, VAEs include a reparameterization which strictly
ensures the abundance sum-to-one constraint during unmixing. Compared with other
NMF-based algorithms, the DAEN has three main advantages: (1) with the use of
SAEs, it can effectively tackle the problem of outliers and generate a good initial-
ization of the unmixing network; (2) with the adoption of a VAE, it can ensure
the nonnegativity and sum-to-one constraints, resulting in the good performance on
abundance estimation; and (3) the endmember signatures and abundance fractions
are obtained simultaneously. We emphasize the fully unsupervised nature of DAEN
as one of its most powerful features.

13.1.4 Contributions of This Chapter

In this chapter, we focus on two types of techniques that are currently at the forefront
of spectral unmixing. First, we provide an overview of advances in sparse unmix-
ing algorithms, which can improve over traditional sparse unmixing algorithms by
including spatial–contextual information that is crucial for a better scene interpreta-
tion. As these algorithms are semi-supervised and dependent on a library, we then
describe new developments in the use of deep learning to perform spectral unmixing
in fully unsupervised fashion, focusing on the DAENmethod. Our experiments with
simulated and real hyperspectral datasets demonstrate the competitive advantages of
these innovative approaches over some well-established unmixing methods.

The remainder of this paper is organized as follows. The principles of sparse
unmixing theory are presented in Sect. 13.2. The DAEN unmixing method is
described in detail in Sect. 13.3. Section13.4 describes several experiments to evalu-
ate sparse unmixing algorithms. Section13.5 describes several experiments to evalu-
ate the DAEN algorithm. Finally, Sect. 13.6 concludes with some remarks and hints
at plausible future research lines.
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13.2 Sparse Unmixing Techniques

13.2.1 Sparse Versus Spectral Unmixing

The linear mixture model assumes that the spectral response of a pixel in any given
spectral band is a linear combination of all of the endmembers present in the pixel
at the respective spectral band. For each pixel, the linear model can be written as
follows:

y = Mα + n

s.t.: α j ≥ 0,
q∑

j=1
α j = 1, (13.1)

where y is a d × 1 column vector (the measured spectrum of the pixel), d denotes the
number of bands.M is ad × qmatrix containingq pure spectral signatures (endmem-
bers), α is a q × 1 vector containing the fractional abundances of the endmembers,
and n is a d × 1 vector collecting the errors affecting the measurements at each
spectral band. The so-called abundance nonnegativity constraint (ANC) (α j ≥ 0 for
( j = 1, 2, . . . , q)) and the abundance sum-to-one constraint (ASC)(

∑q
j=1 α j = 1).

Sparse unmixing reformulates (13.1) assuming the availability of a library of
spectral signatures a priori as follows:

y = Ah + n, (13.2)

where h ∈ R
m×1 is the fractional abundance vector compatible with spectral library

A ∈ R
d×m and m is the number of spectral signatures in A.

Assuming that the dataset contains n pixels organized in the matrixY = [y1, . . . ,
yn] ∈ R

d×n we may write then

Y = AH + N s.t.: H ≥ 0, (13.3)

where N = [n1, . . . ,nn] ∈ R
d×n is the error. H = [h1, . . . ,hn] ∈ R

m×n denotes the
abundance maps corresponding to library A for the observed data Y, and H ≥ 0 is
the so-called abundance nonnegativity constraint (ANC). It should be noted that we
explicitly enforce the ANC constraint without the abundance sum-to-one constraint
(ASC), due to some criticisms about the ASC in the literature [8].

As the number of endmembers involved in a mixed pixel is usually very small
when comparedwith the size of the spectral library, the abundancematrixH is sparse.
With these considerations in mind, the unmixing problem can be formulated as an
�2 − �0 optimization problem,

min
H

1

2
||AH − Y||2F + λ||H||0 s.t.: H ≥ 0, (13.4)
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where ‖ · ‖F is the Frobenius norm and λ is a regularization parameter. Problem
(13.4) is nonconvex and difficult to solve [38, 39]. The SUnSAL alternatively uses
the �2 − �1 norm to replace the �2 − �0 norm and solves the unmixing problem as
follows [40]:

min
H

1

2
||AH − Y||2F + λ||H||1,1 s.t.: H ≥ 0, (13.5)

where ||H||1,1 = ∑n
i=1 ||hi ||1 with hi (i = 1, . . . , n) being the i th column of H.

SUnSAL solves the optimization problem in (13.5) efficiently using the ADMM
[40]. However, as stated before, the real degree of sparsity is generally beyond the
reach of the �1 regularizer.

13.2.2 Collaborative Regularization

Similar to (13.5), in [14], an �2,1 mixed norm (called collaborative regularization)
was proposed, which globally imposes sparsity among the endmembers in collabo-
rative fashion for all pixels. According to the collaborative sparse unmixing model
described in [14], the objective function can be defined as follows:

min
H

1

2
||AH − Y||2F + λ

m∑

k=1

||hk ||2 s.t. h ≥ 0, (13.6)

where hk denotes the k-th line of H (k = 1, 2, . . . ,m) and
∑m

k=1 ||hk ||2 is the so-
called �2,1 mixed norm. Note that themain difference between SUnSAL andCLSUn-
SAL is that the former employs pixel-wise independent regressions, while the latter
enforces joint sparsity among all the pixels.

13.2.3 Total Variation Regularization

In order to take into account the spatial information of the image, a total variation
(TV) regularizer can be integrated with SUnSAL (called SUnSAL-TV) to promote
spatial homogeneity among neighboring pixels [20]:

min
H

1

2
||AH − Y||2F + λ||H||1,1 + λT V T V (H)

s.t.: H ≥ 0, (13.7)

where T V (H) ≡ ∑
{k,i}∈N ||hk − hi ||1, N represents the set of (horizontal and

vertical) pixel neighbors in the image, and hk denotes a series of the neighboring
pixels of hi in abundance matrix H. SUnSAL-TV shows great potential to exploit
the spatial information for sparse unmixing. However, it may lead to oversmoothness
and blurred boundaries.
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13.2.4 Local Collaborative Regularization

In [23], the proposed LCSU assumes that endmembers tend to appear localized in
spatially homogeneous areas instead of distributed over the full image. The proposed
approach can also preserve global collaborativity (e.g., in the case that an endmember
appears in the whole image), since it generalizes to global collaborativity through
local searching:

min
h

1

2
||AH − Y||2F + λ

m∑

k=1

n∑

i=1

||hk
x∈N (i)||2

s.t. h ≥ 0, (13.8)

where hk denotes the kth line of matrix H (k = 1, 2, . . . ,m),
∑m

k=1 ||hk ||2 is the
so-called �2,1 mixed norm, N (i) is the neighborhood of pixel i (i = 1, 2, . . . , n),
and λ is a regularization parameter controlling the degree of sparseness. The main
difference between the proposed approach and SUnSAL-TV is that LCSU imposes
collaborative sparsity among neighboring pixels, while SUnSAL-TV aims at pro-
moting piece-wise smooth transitions in abundance estimations. In other words,
SUnSAL-TV enforces that neighboring pixels share similar fractional abundances
for the same endmember, while LCSU focuses on imposing local collaborativity
among the full set of endmembers, thus addressing problems observed in SUnSAL-
TV such as oversmoothed or blurred abundance maps. The main difference between
problem (13.8) and problem (13.6) is that LCSU introduces spatial information to
promote local collaborativity, while CLSUnSAL focuses on global collaborativity.
In comparison with CLSUnSAL, the proposed LCSU assumes that neighboring pix-
els share the same support. This is more realistic, as a given endmember is likely to
appear localized in a spatially homogeneous region rather than in the whole image.

13.2.5 Double Reweighted Regularization

Inspired by the success of weighted �1 minimization in sparse signal recovery, the
double reweighted sparse unmixing and total variation (DRSU-TV) [41] was pro-
posed to simultaneously exploit the spectral dual sparsity as well as the spatial
smoothness of fractional abundances, as follows:

min
H

1

2
||AH − Y||2F + λ||(Wspe2Wspe1) � H||1,1 + λTVTV(H), s.t.: H ≥ 0,

(13.9)
where the operator � denotes the element-wise multiplication of two variables.
The first regularizer λ||(Wspe2Wspe1) � X||1,1 introduces a prior with spectral spar-
sity, where λ is the regularization parameter, Wspe1 = {wspe1,ki|k = 1, . . . ,m, i =
1, . . . , n} ∈ R

m×n and Wspe2 = diag(wspe2,11, . . . ,wspe2,kk, . . . ,wspe2,mm) ∈ R
m×m ,
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for k = 1, . . . ,m, are the dual weights, with Wspe1 being the original weight intro-
duced in [16] aimed at penalizing the nonzero coefficients on the solution andWspe2

promoting nonzero row vectors. The latter regularizer λTVTV(H) exploits the spa-
tial prior with λTV being the parameter controlling the degree of smoothness. It can
be seen that DRSU-TV incorporates a TV-based regularizer to enforce the spatial
smoothness of abundances compared to DRSU.

In [41], Problem (13.9) is optimized via ADMM under an iterative scheme. The
dual weights Wspe1 and Wspe2 are updated as follows, at iteration t + 1:

w(t+1)
spe1,ki = 1

h(t)
ki + ε

, (13.10)

where ε > 0 is a small positive value and

w(t+1)
spe2,kk = 1

||H(t)(k, :)||2 + ε
, (13.11)

whereH(t)(k, :) is the kth row in the estimated abundance of the t th iteration. Notice
that, as shown in (13.10) and (13.11), it is suggested that large weights be used to
discourage nonzero entries in the recovered signal, while small weights encourage
nonzero entries. DRSU-TV, exploiting the spectral and spatial priors simultaneously
under the sparse unmixing model, exhibits good potential in comparison with the �1-
or TV-based methods. However, as an adaptation of the �1- and TV-based approach,
the limitations of DRSU-TV are associated with the use of a regularizer-based spatial
prior. That is, the computational complexity is similar to that of SUnSAL-TV. Such
high computational complexity constrains the practical applications of DRSU-TV.
Furthermore, the unmixing performance of the method is sensitive to the regulariza-
tion parameter λTV.

13.2.6 Spectral–Spatial Weighted Regularization

In [24], the S2WSUalgorithm is developed,which aims at exploiting the spatial infor-
mation more efficiently for sparse unmixing purposes. As opposed to the approaches
that exploit a regularizer-based spatial prior (which have one additional parameter
for the spatial regularizer and often exhibit high complexity), the S2WSU algorithm
includes the spatial correlation via a weighting factor, resulting in good computa-
tional efficiency and less regularization parameters. LetWspe ∈ R

m×m be the spectral
weighting matrix andWspa ∈ R

m×n be the spatial one. Following [16], the objective
function of the S2WSU is given as follows:

min
H

1

2
||AH − Y||2F + λ||(WspeWspa) � H||1,1, s.t.: H ≥ 0. (13.12)
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For the spectral weighting factor Wspe, relying on the success of [14, 18], it
adopts row collaborativity to enforce joint sparsity among all the pixels. Similar to
theWspe2 in DRSU-TV, theWspe aims at enhancing the sparsity of the endmembers
in the spectral library. In detail, at iteration t + 1, it can be updated as

W(t+1)
spe = diag

[
1

||H(t)(1, :)||2 + ε
, . . . ,

1

||H(t)(m, :)||2 + ε

]

. (13.13)

For the spatial weighting factor Wspa, let w
(t+1)
spa,ki be the element of the kth line

and i th row inWspa at iteration t + 1, it incorporates the neighboring information as
follows:

w(t+1)
spa,ki = 1

fx∈N (i)(h
(t)
kx ) + ε

, (13.14)

where N (i) denotes the neighboring set for element hki , and f (·) is a function
explicitly exploiting the spatial correlations through the neighborhood system. It
uses the neighboring coverage and importance to incorporate the spatial correlation
as follows:

f (hki ) =
∑

x∈N (i) θkxhkx
∑

x∈N (i) θkx
, (13.15)

whereN (i) corresponds to the neighboring coverage and θ represents the neighbor-
hood importance. It considers the 8-connected (3 × 3 window) for algorithm design
and experiments. With respect to the neighboring importance, for any two entries k
and i , we compute it as follows:

θki = 1

im(k, i)
, (13.16)

where function im(·) is the important measurement over the two elements hk and hi .
Let (a, b) and (c, d) be the spatial coordinates of hk and hi . The European distance
is specifically considered, that is, θki = 1/

√
(a − c)2 + (b − d)2.

It should be noted that the optimization problem of S2WSU can be iteratively
solved by an outer–inner looping scheme, where the inner loop updates the unmix-
ing coefficients via ADMM and the outer loop updates the spectral and spatial
weights [24].

13.3 Deep Learning for Hyperspectral Unmixing

As one of the very few unsupervised approaches available, the deep auto-encoder
network (DAEN) unmixing method specifically addresses the presence of outliers
in hyperspectral data [36]. In the following subsections, we describe the different
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processing modules that compose this promising approach for deep hyperspectral
unmixing.

13.3.1 NMF-Based Unmixing

Let Y ≡ [y1, . . . , yn] ∈ R
d×n be matrix representation of a hyperspectral dataset

with n spectral vectors and d spectral bands. Under the linear mixing model, we have
[3, 42]

Y = WH + N (13.17)

s.t.: H ≥ 0, 1TmH = 1Tn ,

whereW ≡ [w1, . . . ,wm] ∈ R
d×m is the mixing matrix containing m endmembers,

wi denotes the i th endmember, H ≥ 0 and 1TmH = 1Tn are the so-called abundance
nonnegativity and sum-to-one constraints, which stem from a physical interpretation
of the abundance vectors, and 1m = [1, 1, . . . , 1]T is a column vector of size m (the
notation [·]T stands for vector or matrix transpose). Finally, N ∈ R

d×n is the error
matrix that may affect the measurement process (e.g., noise). It should be noted that
the symbol naming in this section is not the same as the naming in Sect. 13.2. In
addition, we have a detailed description of each symbol.

For a given observation Y, unmixing aims at obtaining the mixing matrixW and
the abundance matrix H. In this work, we tackle the simultaneous estimation of W
and H by seeking a solution with the following NMF-based optimization:

(W,H) = argmin
W,H

1

2
‖Y − WH‖2F + μ f1(W) + λ f2(H), (13.18)

where ‖ · ‖2F denotes the Frobenius norm, f1(W) and f2(H) are two regularizers
on the mixing matrix W and the abundance fractions H, respectively, with μ and λ

being the regularization parameters.

13.3.2 Deep Auto-Encoder Network

In this section, theDAENunmixingmethod [36] is described (illustrated in Fig. 13.1),
where U and V are the latent variables (LV) of the reparameterization of the VAE,
respectively. As shown in Fig. 13.1, the endmember matrixW corresponds to the last
weight matrix of the decoder in VAE, and the abundance H is estimated from the
hidden layers of VAE, while Ŵ and Ĥ denote the initializations for VAE generated
by SAEs, respectively.
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Fig. 13.1 The flowchart of the proposed DAEN, which includes two parts, i.e., stacked auto-
encoders (SAEs) and a variational auto-encoder (VAE). The stacked auto-encoders (SAEs) generate
the initializations Ŵ and Ĥ for the VAE, while the VAE performs the NMF-based unmixing aiming
at obtaining the endmembers W and abundances H, respectively

13.3.3 Stacked Auto-Encoders for Initialization

Based on the geometry assumption that endmembers are generally located around
the vertices of the data simplex, we use a pure pixel-based method to extract a set
of candidate pixels as the training set for the SAEs. Specifically, we adopt VCA to
obtain a set of k candidates, with k > m. As VCA considers random directions in
the subspace projection [3, 43], we run it for p times, resulting in q candidates, with
q = p · k. These q candidates are then grouped into m training sets {Ci }mi=1 based
on the spectral angle distance (SAD) and clustering, withCi = [c1, . . . , cin ] ∈ R

d×in

and in is the number of samples in Ci . Let cio and c jo be the cluster centers of
Ci and C j , respectively. For any candidate cis in Ci , for is = 1, . . . , in , we have
SAD(cio , cis ) ≤ SAD(c jo , cis ), for any j = 1, . . . ,m and j �= i , where

SAD(cio , cis ) = arc cos
( [cio , cis ]
‖cio‖ · ‖cis‖

)
. (13.19)

In this work, for p and k, we empirically set p = 30 and k = 3 m, respectively.
By enforcing nonnegativity, the training of SAEs minimizes the reconstruction error
as follows:

min
in∑

s=1

‖cs − ŵi‖22, (13.20)

where ŵi is the reconstructed signature of the i th endmember and Ŵ = [ŵ1, . . . , ŵm]
are the reconstructed endmember matrix. Following [44], the reconstructed signature
is denoted as

ŵi = Mi f (MT
i Ci ), (13.21)

where Mi is the matrix of weights between the input and hidden neurons or those
from hidden to output neurons, and f (·) is the activation function [44] given by
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f (gi ) = 1

1 + exp(−ai . ∗ gi − bi )
, (13.22)

where gi = MT
i Ci , ai and bi are parameters aimed at controlling the information

transmission between neurons, and .∗ is the dot product, i.e., element-wise operator.
Notice that the number of input neurons and output neurons is the same as the hidden
neurons,while the number of hidden neurons here is set as the number of bands. Then,
we can use a gradient rule to update ai and bi as follows:

⎧
⎪⎨

⎪⎩

�ai = γ (1 − (2 + 1
τ
) fi + 1

τ
f 2i ),

�bi = γ 1
bi

+ gi�ai ,

(13.23)

where γ and τ are hyper-parameters in the learning process controlling the mean
activity level of the desired output distribution. Following the empirical settings in
[44], we set γ = 0.0001 and τ = 0.2. With the aforementioned definition in hand,
the learning reduces to the following update rule:

�Mi ⇐ η�ŵi f
T
i + |Mi |, (13.24)

where �ŵi is the gradient of candidate i for update, |Mi | enforces the weight matrix
to be nonnegative, and η is an adaptive learning rate. In this work, following [44],
we set η = η̂(‖ fi‖2 + ε)−1 with η̂ = 0.002, where ε = 0.001 is a small parameter
to ensure the positivity of η.

Finally, let ŵt
i , ŵ

t+1
i be the reconstructions from the t-th and (t + 1)-th auto-

encoders, respectively. The SAEs ends when ‖ŵt+1
i − ŵt

i‖22 converges.
After the endmember matrix Ŵ is reconstructed, based on the linear mixing

model (13.17), the abundances Ĥ can be obtained via the fully constrained least
square (FCLS) [42]. In the learning of the VAE, Ŵ and Ĥ are used as initializations
of W and H, respectively.

13.3.4 Variational Auto-Encoders for Unmixing

First, let us recall the NMF-based objective function in (13.18), which contains two
regularizers on the mixing matrix and abundance matrix, respectively. For the first
regularizer f1(W) on the mixing matrix, following [11], we have

f1(W) = MinVol(W), (13.25)

where MinVol(·) is a function aiming at enclosing all the pixels into the simplex
constructed by the endmembers. Specifically, following [11], we set MinVol(W) =
‖det(W)‖, with ‖det(W)‖ being the volume defined by the origin and the columns
of W.
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With respect to regularizer f2(H) on the abundance matrix, in order to ensure the
nonnegativity and sum-to-one constraints, we employ the variational auto-encoder
(VAE) to penalize the solution of H, denoted as

f2(H) = VAE(H), (13.26)

where the neurons of all hidden layers are set as the number of endmembers, while
the number of inputs and outputs corresponds to the number of pixels.

With these definitions in mind, we obtain the following objective function:

(W,H) = argmin
W,H

1

2
‖Y − WH‖2F

+μ MinVol(W) + λVAE(H).
(13.27)

In the following, we present the VAE-based regularizer in detail. Let U and V be
the LV, we define f2(H) as

f2(H(U,V)) =
∥
∥
∥
∥
1

2n
(1m×n + lnV2 − U2 − V2)1n

∥
∥
∥
∥

2

2

, (13.28)

where 1m×n ∈ R
m×n with all elements being 1, and vector 1n = [1, . . . , 1]T ∈ R

n ,
U = {u1, . . . ,un} ∈ R

m×n , V = {v1, . . . , vn} ∈ R
m×n . The derivation of (13.28) is

shown in [36]. Following [37], let u j = [u1, j , . . . , um, j ]T ∈ R
m and

v j = [v1, j , . . . , vm, j ]T ∈ R
m be the reparameters of LV, we define hi, j = Cons

(ui, j , vi, j ), where Cons(·) represents a decay function as follows:

Cons(ui, j , vi, j ) =

⎧
⎪⎨

⎪⎩

ui, j + σvi, j , 0 < (ui, j + σvi, j ) < 1

0, otherwise,

(13.29)

where σ is a parameter that, as indicated in [25], can be obtained via Monte Carlo
(MC) sampling. In order to meet the abundance sum-to-one constraint, we have

hm, j = 1 −
m−1∑

i=1

hi, j . (13.30)

The objective function in (13.27) is a combinational problem,which is nonconvex,
and therefore it is difficult to solve. In [36], it proposes an iterative scheme to optimize
W and H, respectively, both of which are solved by a gradient descent method. The
first-order derivatives of the objective function are computed as follows:



13 Recent Advances in Hyperspectral Unmixing Using Sparse … 391

⎧
⎪⎨

⎪⎩

∇U(W,H) = d(U) − 2λ
n z(1n)

T . ∗ U,

∇V(W,H) = d(V)+2λ
n z(1n)

T . ∗ (lnV./V − V),

(13.31)

where ./ is the dot division, z = 1
2n (1m×n + lnV2 − U2 − V2)1n . d(U) and d(V) are

gradients of reconstructed errors, which are

⎧
⎪⎨

⎪⎩

d(U) = WT (WH − Y)). ∗ Ccons,

d(V) = σWT (WH − Y). ∗ Ccons,

(13.32)

where Ccons is an indicative function, Ccons = 1m×n{0 < (U+σV) < 1}. For more
details, the derivation of (13.31) is given in [36].

Algorithm 1 DAEN for hyperspectral unmixing
Input: dataset Y.
Output: endmembers W, abundances H.
Step 1. /∗ SAE for initialization ∗/
1. Initialization: Mi .
2. Set hyper-parameters following [44].
3. Obtain p × k candidates via VCA[43].
repeat
4. Update {ŵi }mi=1 in (13.21).
5. Update {Mi }mi=1 in (13.24).

until convergence
6. Compute Ĥ via FCLS[42].
Step 2. /∗VAE for unmixing∗/
7. Initialization: U and V.

repeat
8. Update �H in (13.33).
9. Update �W in (13.34).

until convergence

With respect to the updates of H andW, we employ the gradient descent method
for the solutions as follows:

H ⇐ H + �H,

and
W ⇐ W + �W,

where �H and �W are the gradients for H and W, respectively. Specifically,

• For H, we have
�H = −ϕ(∇U(W,H) + σ∇V(W,H)), (13.33)
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where ϕ is the learning rates that can be estimated by the Armijo rule [45].
• For W, we obtain �W via Adadelta [46] as follows:

�W = − RMS[�W]
RMS[∇W(W,H)]∇W(W,H), (13.34)

where RMS[·] is the root-mean-square [46]. The first-order derivatives of the
objective function (13.27) are calculated as follows:

∇W(W,H) = (WH − Y)HT + μd(MinVol(W)). (13.35)

where d(MinVol(W)) is the gradient for the volume function, which can be com-
puted as the one in [47].

Finally, a pseudocode of the proposed DAEN is given in Algorithm 1. As shown
in Algorithm 1, DAEN consists of two main parts, a set of SAEs for initialization
and one VAE for unmixing. Specifically, in Line 1, Mi is randomly initialized. In
Line 2, the hyper-parameters are set following [44], while in Line 3, the candidate
samples used for training are generated via VCA. In Lines 4 and 5, {ŵi } and {Mi }
are iteratively updated until SAE terminates. In Line 6, it computes the abundance
estimation Ĥ via FCLS. InLine 7, theLVvariables,U andV, are randomly initialized.
Finally, in Lines 8 and 9, the endmember matrixW and the abundance matrixH are
iteratively updated, respectively.

13.4 Experiments and Analysis: Sparse Unmixing

In this section, we illustrate the unmixing performance of these sparse unmixing
methods using simulated hyperspectral datasets. For quantitative analysis, the signal-
to-reconstruction error (SRE, measured in dB) is used to evaluate the unmixing
accuracy. For comparative purposes, the results obtained by SUnSAL [8], SUnSAL-
TV [20], LCSU [23], DRSU [18], DRSU-TV [41], and S2WSU [24] algorithms
are reported. Let ĥ be the estimated abundance, and h be the true abundance. The
SRE(dB) can be computed as follows:

SRE(dB) = 10 · log10(E(||h||22)/E(||h − ĥ||22)), (13.36)

where E(·) denotes the expectation function. Furthermore, we use another indicator,
i.e., the probability of success ps , which is an estimate of the probability that the
relative error power be smaller than a certain threshold. It is formally defined as
follows: ps ≡ P(‖̂h − h‖2/‖h‖2 ≤ threshold). In our case, the estimation result
is considered successfully when ‖̂h − h‖2/‖h‖2 ≤ 3.16 (5 dB). This threshold was
demonstrated to be appropriate in [8]. The larger the SRE (dB) or the ps , the more
accurate the unmixing results.
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13.4.1 Simulated Datasets

The spectral library that we use in our synthetic image experiments is a dictionary
of minerals extracted from the United States Geological Survey (USGS) library.1

Such library, denoted by A, contains m = 240 materials (different mineral types),
with spectral signatures with reflectance values consisting of L = 224 spectral bands
and distributed uniformly in the interval 0.4–2.5 µm. Following the work in [20],
simulated data cube is generated with 100 × 100 pixels and nine spectral signa-
tures (Adularia GDS57 Orthoclase, Jarosite GDS99 K Sy 200C, Jarosite GDS101
Na Sy 200, Anorthite HS349.3B, Calcite WS272, Alunite GDS83 Na63, Howlite
GDS155, Corrensite CorWa-1, Fassaite HS118.3B.), which are randomly chosen
from the spectral library A. The fractional abundances are piece-wise smooth, i.e.,
they are smooth with sharp transitions; moreover, they are subject to the ANC and
ASC. These data can reveal the spatial features quite well for the different unmix-
ing algorithms. For illustrative purposes, Fig. 13.2 shows the true abundance maps
of the endmembers. After generating the data cube, it was contaminated with i.i.d.
Gaussian noise, for three levels of the signal-to-noise (SNR) ratio: 30, 40, and 50
dB.

Table13.1 shows the SRE (dB) and ps results achieved by the different tested algo-
rithms under different SNR levels. For all the tested algorithms, the input parameters
have been carefully tuned for optimal performance. From Table13.1, we can see that
themethods of using double weights (DRSU,DRSU-TV, and S2WSU) have obtained
better SRE (dB) results than other algorithms in all cases. Furthermore, the S2WSU
achieved better SRE (dB) results than the competitors in all cases, which indicates
that the inclusion of a spatial factor in the sparse regularizer can further promote the
spatial correlation on the solution and improve the unmixing performance. The ps
obtained by the S2WSU is also much better than those obtained by other algorithms
in the case of low SNR values, which reveals that the inclusion of spatial informa-
tion leads to high robustness. Based on the aforementioned results, we can conclude
that the spatial weighted strategy offers the potential to improve sparse unmixing
performance.

13.4.2 Real Hyperspectral Data

In this section, we resort to the well-known Airborne Visible Infrared Imaging Spec-
trometer (AVIRIS) Cuprite dataset for evaluation of the proposed approach, which is
a common benchmark for validation of spectral unmixing algorithms. The data are
available online in reflectance units.2 The portion used in experiments corresponds
to a 350 × 350-pixel subset of the scene, with 224 spectral bands in the range 0.4–
2.5 µm and nominal spectral resolution of 10 nm. Prior to the analysis, bands 1–2,

1Available online at http://speclab.cr.usgs.gov/spectral.lib06.
2http://aviris.jpl.nasa.gov/html/aviris.freedata.html.

http://speclab.cr.usgs.gov/spectral.lib06
http://aviris.jpl.nasa.gov/html/aviris.freedata.html
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Endmember 1 Endmember 2 Endmember 3

Endmember 4 Endmember 5 Endmember 6

Endmember 7 Endmember 8 Endmember 9

Fig. 13.2 True fractional abundances of the endmembers in the simulated data cube

105–115, 150–170, and 223–224 were removed due to water absorption and low
SNR, leaving a total of 188 spectral bands. The spectral library used in this exper-
iment is the same library A used in our simulated experiments and the noisy bands
are also removed from A. The classification maps of these materials produced by
Tricorder software3 are also displayed. Figure13.3 shows a mineral map produced
in 1995 by USGS, in which the Tricorder 3.3 software product [48] was used to map
different minerals present in the Cuprite mining district. The USGS map serves as
a good indicator for qualitative assessment of the fractional abundance maps pro-
duced by the different unmixing algorithms. Note that the publicly available AVIRIS
Cuprite data were collected in 1997 but the Tricorder map was produced in 1995. In
addition, the true abundances of the real hyperspectral data are unavailable. Thus, we
can onlymake a qualitative analysis of the performances of different sparse unmixing
algorithms by comparing their estimated abundances with the mineral maps.

Figure13.4 conducts a qualitative comparison between the classification maps
produced by the USGS Tricorder algorithm and the fractional abundances estimated

3http://speclab.cr.usgs.gov/PAPER/tetracorder.

http://speclab.cr.usgs.gov/PAPER/tetracorder
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Table 13.1 SRE(dB) and ps scores achieved after applying different unmixing methods to the
simulated data Cube 1 (the optimal parameters for which the reported values were achieved are
indicated in the parentheses)

Algorithm SNR = 30 dB SNR = 40 dB SNR = 50 dB

SRE (dB) ps SRE (dB) ps SRE (dB) ps

SUnSAL 8.4373 0.7946 15.1721 0.9886 23.0894 1

(λ = 2e−2) (λ = 5e−3) (λ = 1e−3)

SUnSAL-
TV

11.4304 0.9470 17.7695 0.9998 26.1655 1

(λ = 1e-2; λTV = 4e-3) (λ = 5e-3; λTV = 1e-3) (λ = 2e-3; λTV = 2e-4)

LCSU 11.4317 0.9463 18.1793 0.9999 26.2194 1

(λ = 3e-2) (λ = 7e-3) (λ = 1e-3)

DRSU 14.9876 0.9745 29.6861 1 41.1967 1

(λ = 3e-3) (λ = 1e-3) (λ = 6e-4)

DRSU-TV 18.8630 0.9994 30.9403 1 41.1967 1

(λ = 2e-3; λTV = 2e-3) (λ = 2e-3; λTV = 4e-4) (λ = 6e-4; λTV = 0)

S2WSU 20.5709 0.9995 31.9461 1 41.4053 1

(λ = 5e-3) (λ = 3e-3) (λ = 6e-4)

by SUnSAL, SUnSAL-TV, LCSU, DRSU, DRSU-TV, and S2WSU algorithms for
three highly representativeminerals in the Cuprite mining district (Alunite, Budding-
tonite, and Chalcedony). In this experiment, the regularization parameters used for
SUnSAL, LCSU, DRSU, and S2WSUwere empirically set to λ = 0.001, λ = 0.001,
λ = 0.0001, and λ = 0.002, respectively, while the parameters for SUnSAL-TV
and DRSU-TV were set to λ = 0.001, λTV = 0.001 and λ = 0.002, λTV = 0.0001,
respectively. As shown in Fig. 13.4, all the algorithms obtained reasonable unmixing
results, with high abundances for the pixels showing the presence of the consid-
ered minerals. This indicates that the sparse unmixing algorithms can lead to good
interpretation of the considered hyperspectral dataset. However, it can be seen that
someof the abundancemaps (e.g., Buddingtonitemineral) estimated bySUnSALand
SUnSAL-TV look noisy and the results obtained by SUnSAL-TV are oversmoothed.
In addition, DRSU yields abundance maps without good spatial consistency of the
minerals of interest (e.g., Chalcedony mineral), and we can also find that the abun-
dances estimated by S2WSU algorithms are generally comparable or higher in the
regions classified as respective minerals in comparison to DRSU. Finally, the spar-
sity obtained by SUnSAL, SUnSAL-TV, LCSU, DRSU, DRSU-TV, and S2WSU are
0.0682, 0.0743, 0.0734, 0.0430, 0.0423, and 0.0420, respectively. These small dif-
ferences lead to the conclusion that the proposed approaches use a smaller number of
elements to explain the data, thus obtaining higher sparsity. Therefore, from a quali-
tatively viewpoint, we can conclude that the S2WSU method exhibits good potential
to improve the results obtained by other algorithms in real analysis scenarios.
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Fig. 13.3 USGS map showing the location of different minerals in the Cuprite mining district in
Nevada

13.5 Experiments and Analysis: Deep Learning

In this section, the DAEN approach is applied to two real hyperspectral images:
Mangrove [49] and Samson [50] datasets for evaluation. In these experiments, the
parameters involved in the considered algorithms follow the settings in the simulated
experiments, i.e., we use μ = 0.1 and λ = 0.1, respectively.
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Fig. 13.4 Fractional abundancemaps estimated by SUnSAL, SUnSAL-TV, LCSU,DRSU,DRSU-
TV, and S2WSU as compared to the classification maps produced by USGS Tricorder software for
the considered 350 × 350-pixel subset of the AVIRIS Cuprite scene
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We compare the DAEN approach presented in this work with other advanced
unmixing algorithms, specifically with the N-FINDR [51], VCA [43], MVC-NMF
[47], Bayesian [25], PCOMMEND [52], and SNSA [34] methods.

Three indicators, i.e., SAD, reconstruction error (RE), and root-mean-square error
(RMSE) are used to measure the accuracy of the unmixing results, which are defined
as follows: ⎧

⎪⎪⎪⎨

⎪⎪⎪⎩

SAD(wi , ŵi ) = arccos
(

[wi ,ŵi ]
‖wi‖·‖ŵi‖

)
,

RE({y j }nj=1, {̂y j }nj=1) = 1
n

∑n
j=1

√
‖y j − ŷ j‖22,

RMSE(̂h j , h j ) = 1
n

∑n
i=1

√
‖ h j − ĥ j‖22,

(13.37)

where ŵi and wi denote the extracted endmember and the library spectrum, ŷ j and
y j are the reconstruction and original signature of pixel j , and ĥ j and h j are the
corresponding estimated and actual abundance fractions, respectively.

13.5.1 Mangrove Dataset

The Mangrove data is an EO-1 Hyperion (hyperspectral) image which has been
obtained from the USGS Earth Resources Observation and Science (EROS) Center
through a data acquisition request to the satellite data provider [49], and collected over
the Henry Island of the Sunderban Biosphere Reserve of West Bengal, India. After
applying atmospheric correction, we have converted the radiance data to reflectance
units by using FLAASH model in ENVI software, and the endmembers (pure signa-
tures of mangrove species) have been identified by a ground survey of the study area,
including Avicennia, Bruguiera, Excoecaria, Phoenix. TheMangrove data, as shown
in Fig. 13.5, includes 137 × 187 pixels and 155 bands, with a spatial resolution of
30 m. For detailed information of the Mangrove data, we refer to [49].

Fig. 13.5 The 45 × 45 pixel subscene of the Mangrove data used in our experiment
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Table 13.2 SADs (in radians) and REs along with their standard deviations obtained by different
methods for the Mangrove data from 10 Monte Carlo runs, where the best results are in bold

Mineral N-FINDR VCA MVC-
NMF

Bayesian PCOMMEND SNSA DAEN

Avicennia 0.1495 ±
0%

0.9602 ±
4.65%

0.1973 ±
2.18%

0.1001 ±
3.05%

0.0992 ±
2.81%

0.0995 ±
4.26%

0.0968 ±
2.58%

Bruguiera 0.8235 ±
0%

0.8824 ±
7.79%

0.9825 ±
7.53%

1.5957 ±
4.16%

0.9564 ±
3.95%

0.1103 ±
3.84%

0.1025 ±
4.03%

Excoecaria 0.7361 ±
0%

0.7377 ±
1.50%

0.0904 ±
4.08%

0.0963 ±
2.96%

0.0876 ±
5.73%

0.0880 ±
3.27%

0.0863 ±
1.96%

Phoenix 0.1306 ±
0%

1.3063 ±
0.12%

0.9782 ±
3.93%

0.9624 ±
3.93%

1.7065 ±
8.23%

0.0711 ±
4.41%

0.0706 ±
3.72%

Mean
SAD

0.4599 0.9717 0.5621 0.6886 0.7124 0.0922 0.0890

RE 0.0822 ±
0%

0.0980 ±
0.40%

0.0392 ±
2.36%

0.0129 ±
4.57%

0.0162 ±
5.19%

0.0057 ±
0.25%

0.0050 ±
0.13%

In our experiment, a subscene with 45 × 45 pixels of the Mangrove data has
been used to further evaluate the proposed DAEN. Following [49], the considered
subscene contains four endmembers, i.e., m = 4.

Table13.2 presents the obtained quantitative results from theMangrove data. It can
be seen that the DAEN achieved very promising results for the four considered man-
grove spices. However, the other competitors ended up with errors when detecting or
estimating the endmembers. This is due to the fact that, according to our observation,
the Mangrove scene contains many outliers across the whole image, which brings a
lot of difficulties for general unmixingmethods. This point was verified by our exper-
iment, in which we detected a total of 17 outliers. For illustrative purposes, Fig. 13.6
scatterplots the unmixing results obtained by the considered methods, in which the
detected outliers are also illustrated. From Fig. 13.6, we can observe that the DAEN
produced good unmixing results for this dataset, while all the other methods resulted
in problems.

Finally, for illustrative purposes, the estimated endmember signatures, along with
their ground references, and the corresponding abundance maps obtained by the
DAEN are shown in Fig. 13.7. Effective results can be observed from these figures.

In summary, our experiments with this challengingMangrove dataset demonstrate
the effectiveness of the DAEN for real scenarios with outliers, which is a general
situation in real problems.

13.5.2 Samson Dataset

In this experiment, we use the Samson dataset which includes 156 bands covering
the wavelengths from 0.401 to 0.889 µm, and 95 × 95 pixels, as shown Fig. 13.8,
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Fig. 13.6 Unmixing results
for the subscene of the
Mangrove data, where the
data are projected onto the
first two principal
components (PCs)
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for validation [50]. There are three endmembers including Soil, Tree, and Water in
the ground truth image.

Table13.3 demonstrates the obtained quantitative results for the considered meth-
ods. It can be observed that the proposed DAEN obtained the best mean SAD and
RMSE. For illustrative purposes, the endmember signatures and the estimated abun-
dances are shown in Fig. 13.9. These figures reveal that the endmembers and abun-
dances, estimated from DAEN, have good matches with regard to the corresponding
ones in the ground truth.

13.6 Conclusions and Future Work

Spectral unmixing provides a way to quantitatively analyze sub-pixel components in
remotely sensed hyperspectral images [19]. Sparse unmixing has been widely used
as a semi-supervised approach that requires the presence of a library of spectral sig-
natures. In this context, spectral–spatial sparse unmixing methods, which aim at col-
laboratively exploiting spectral and spatial–contextual information, offer a powerful
unmixing strategy in case a complete spectral library is available a priori. If no spectral
library is available in advance, we suggest the fully unsupervised deep auto-encoder
network (DAEN) unmixing as a powerful approach that can effectively deal with the
presence of outliers in hyperspectral data. Our experimental results reveal that the
two aforementioned techniques are currently at the forefront of spectral unmixing.
Specifically, we empirically found that the S2WSU algorithm consistently achieves
better unmixing performance than other advanced spectral unmixing algorithms in
case a spectral library is available. This implies that the integration of spectral and
spatial–contextual information via the considered spectral–spatial weighted strat-



13 Recent Advances in Hyperspectral Unmixing Using Sparse … 401

0 50 100 150 200

Bands

0

0.2

0.4

0.6

R
ef

le
ct

an
ce

0 50 100 150 200

Bands

-0.2

0

0.2

0.4

R
ef

le
ct

an
ce

(b)(a)

Bands

0

0.2

0.4

0.6

R
ef

le
ct

an
ce

0 50 100 150 200 0 50 100 150 200

Bands

0

0.1

0.2

0.3

R
ef

le
ct

an
ce

(c) (d)

Fig. 13.7 The estimated endmember signatures (in red), along with the ground reference (in blue)
and their corresponding abundance maps by the proposed DAEN. a Avicennia, b Bruguiera, c
Excoecaria, d Phoenix
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Fig. 13.8 The Samson image (a) and its corresponding ground truth (b)

Table 13.3 SADs (in radians) and REs along with their standard deviations obtained by different
methods for the Samson data from 10 Monte Carlo runs, where the best results are in bold

Mineral N-
FINDR

VCA MVC-
NMF

Bayesian PCOMMEND SNSA DAEN

Soil 0.0713 ±
0%

0.0627 ±
1.85%

0.0402 ±
3.87%

0.1062 ±
7.25%

0.2849 ± 4.35% 0.0410 ±
5.02%

0.0405 ±
2.76%

Tree 0.0495 ±
0%

0.0501 ±
7.82%

0.0261 ±
3.62%

0.0610 ±
8.34%

0.0505 ± 6.14% 0.0205±
2.89%

0.0196 ±
3.52%

Water 0.0408 ±
0%

0.0273 ±
3.74%

0.0304 ±
5.29%

0.0364 ±
2.48%

0.0716 ± 4.34% 0.0291 ±
2.59%

0.0279 ±
3.83%

Mean
SAD

0.0539 0.0467 0.0322 0.0679 0.1357 0.0302 0.0293

RMSE 0.9572 ±
0%

0.8926 ±
1.35%

0.6430 ±
0.98%

0.7501 ±
1.63%

0.9439 ± 2.35% 0.6143 ±
3.37%

0.6097 ±
3.62%

RE 0.0129 ±
0%

0.0116 ±
0.19%

0.0075 ±
0.86%

0.0103 ±
0.42%

0.0057 ± 1.15% 0.0066 ±
0.25%

0.0062 ±
0.85%

egy has great potential in improving unmixing performance. Our experiments also
indicate that the fully unsupervised DAEN approach can handle problems with sig-
nificant outliers more effectively than other popular spectral unmixing approaches.
This is an important observation, since the presence of outliers is common in real
problems and traditional unmixing algorithms are often misguided by outliers (that
can be also understood as endmembers due to their singularity). Our future work will
focus on exploring the combination of sparse unmixing and deep learning algorithms
to further improve the unmixing performance.
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Fig. 13.9 Results obtained by the proposed DAEN on the Samson dataset. Top: Ground truth abun-
dancemaps onSamson data.Middle: Estimated abundancemaps from the proposedDAEN.Bottom:
Estimated endmember signatures (in red) along with their corresponding reference signatures (in
blue). a Soil, b tree, c water
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Chapter 14
Hyperspectral–Multispectral Image
Fusion Enhancement Based on Deep
Learning

Jingxiang Yang, Yong-Qiang Zhao and Jonathan Cheung-Wai Chan

Abstract Hyperspectral image (HSI) contains rich spatial and spectral informa-
tion, which is beneficial for identifying different materials. HSI has been applied in
many fields, including land-cover classification and target detection. However, due to
limited photonic energy, there are trade-offs between spatial resolution, bandwidth,
swath width, and signal-noise-ratio. One outcome is that the spatial resolution of
HSI is often moderate, which may lead to the spectral mixture of different materials
in each pixel. In addition, for some Earth Observation applications such as urban
mapping and fine mineral exploration, it is required to have a high spatial resolution
image. Compared with HSI, multispectral imagery (MSI) often has wider spectral
bandwidth and higher spatial resolution.HSI-MSI fusion forHSI resolution enhance-
ment aims at fusing MSI with HSI, and generating HSI of higher resolution is an
important technology. Having enormous capacity in feature extraction and repre-
senting mapping function, deep learning has shown great potential in HSI resolution
enhancement. Two issues exist when we apply deep learning to HSI-MSI fusion: (1)
how to jointly extract spectral–spatial deep features from HSI and MSI, (2) and how
to fuse the extracted features and then generate high-resolution HSI. In this chapter,
we first review the recent advances in HSI resolution enhancement technologies, par-
ticularly in HSI-MSI fusion technology, and then present our solution for HSI-MSI
fusion based on a two-branch convolutional neural network.
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14.1 Introduction

Hyperspectral image (HSI) is collected in contiguous spectral bands over a certain
electromagnetic spectral range per pixel [1, 2]. The rich spectral and spatial infor-
mation in HSI is beneficial for discriminating different materials in the scene. HSI
has been widely applied in many fields, including land-cover classification [3], target
detection [4], environment monitoring [5], and agriculture management [6]. How-
ever, the photonic energy in the process of hyperspectral imaging is limited. Due
to the trade-off between spatial resolution, spectral bandwidth, swath width, and
signal-noise-ratio, the spatial resolution of HSI is often moderate [7–9]. Most future
spaceborne hyperspectral imaging missions, such as Environmental Mapping and
Analysis Program (EnMAP), are with spatial resolution 30 m. The moderate res-
olution would lead to endmember spectral mixture and consequently degrade the
discriminative ability of HSI [10, 11]. Some Earth Observation applications, such
as mineral exploration [12], fine urban mapping [13], and sub-pixel target detection
[14], require HSI with high spatial resolution. Therefore, enhancing the spatial reso-
lution of HSI is of significance for many applications. Updating imaging hardware,
e.g., increasing the optical aperture, could enhance the resolution of HSI, but it is
often expensive. Enhancing the resolution of HSI via image processing method is
more realistic.

Compared with HSI, the spatial resolution of multispectral (MSI) and panchro-
matic image is often finer with more information on surface structure in the scene.
With the increasing availability of multispectral and panchromatic imaging missions
at high resolution (HR), it is possible to collect HR MSI and panchromatic image
over the same scene in the similar period as the HSI [7, 8]. HR MSI and panchro-
matic image could provide complementary information for spatial enhancement of
HSI. According to the requirement of auxiliary data, the HSI resolution enhancement
technologies can be classified as follows:

1. HSI super-resolution (SR), it can be classified into two categories, single- and
multi-frame SR. Single-frame SR generates the HR HSI using only one low
resolution (LR) HSI, while multiple-frame SR needs multiple LR HSIs of the
same scene with sub-pixel shifts, as shown in Fig. 14.1a;

2. Hyperspectral pan-sharpening,which fusesLRHSIwithHRpanchromatic image
taken over the same scene and generates HR HSI, as shown in Fig. 14.1b;

3. HSI-MSI fusion, which fuses LR HSI with HR MSI taken over the same scene
and produces HR HSI, as shown in Fig. 14.1c.

The rest of this chapter will be organized as follows. We first provide an overview
of the advances of the above three HSI enhancement technologies in Sect. 14.2.
Then, our proposed HSI-MSI fusion method based on deep learning is introduced in
Sect. 14.3. Some experimental results on simulated and real space borne data are also
presented in this section. In Sect. 14.4, we provide some discussions and conclusions.
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Fig. 14.1 a HSI SR, b pan-sharpening, c HSI-MSI fusion

14.2 Overview of HSI Enhancement

In this section, we will first review the HSI enhancement methods, discuss and
analyze their advantages and disadvantages. Then we introduce deep learning and
its applications in image resolution enhancement, particularly in HSI resolution
enhancement.

14.2.1 HSI Pan-sharpening

Hyperspectral pan-sharpening reconstructs HR HSI by fusing the LR HSI with a
HR panchromatic image. Several hyperspectral pan-sharpening methods have been
proposed recently, they can be broadly classified into three categories: component
substitution methods, multi-resolution analysis methods, and variational methods
[7]. Component substitution methods project the LRHSI to transformation space via
principal component analysis (PCA) [15] or Gram–Schmidt transformation methods
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[16], in which spatial and spectral components are separated. The spatial compo-
nent of LR HSI is then replaced with the HR panchromatic image. HR HSI can be
achieved via inverse transformation. While such methods are simple and fast to be
implemented, and they have robustness over the co-registration errors, they suffer
from spectral distortion [7]. Multi-resolution analysis based pan-sharpening meth-
ods obtain the spatial details of HR panchromatic image via filtering, and then inject
the spatial details into LR HSI. Representative methods include smoothing filtered-
based intensity modulation (SFIM) [17] and generalized Laplacian pyramid (GLP)
[18]. Compared with the component substitution methods, multi-resolution analysis
based pan-sharpening methods have lower spectral distortion and are more robust
over co-registration errors. Pan-sharpening can also be completed in a variational
framework. Because reconstructing HR HSI is an ill-posed problem, prior infor-
mation is necessary for regularization. Sparsity prior [19], low rank prior [20], and
non-local similarity prior [21] could be used for regularization. Convex optimization
is often involved in variational methods, which means heavier computation andmore
computing time.

14.2.2 HSI Super-Resolution

With single-frame SR approach, HR HSI can be super-resolved directly from its LR
counterpart without the requirement of auxiliary data, so it is the most flexible in
real applications. A basic single-frame HSI SR operation involves interpolating the
LR HSI band-by-band (e.g., bilinear and bicubic interpolation). Such methods are
simple and fast, but the details and structures in the HR HSI are prone to be blurred.
An image can be represented sparsely by atoms in a dictionary [22]. Such sparsity
prior can be used to regularize the SR problem. A sparse representation based HSI
SRmethod was proposed in [23]. Other than the sparsity prior, a non-local similarity
prior [24] was also exploited as a regularization term. In [25], in order to exploit the
self-similarity in spatial and spectral domains, a group sparse representation method
was proposed for HSI SR.

Another SR option is multi-frame HSI SR. LR HSIs taken over the same scene
with sub-pixel shifts could provide image information in sub-pixel scale for HSI
resolution enhancement. Many multi-frame HSI SR methods have been proposed,
representativemethods are non-uniform interpolationmethod, projective onto convex
sets (POCS) method andmaximum a posteriori (MAP) method [26]. In [27], in order
to improve the performance of non-uniform interpolation, Chan et al. proposed a SR
method based on a thin-plate spline non-rigid transform model and then applied it to
multi-angular compact high-resolution imaging spectrometer (CHRIS) data. POCS
multi-frame HSI SR methods could be combined with prior information such as
amplitude constraint and total variation edge smoothing constraint [28]. The impact
of multi-frame CHRIS SR on classification and unmixing applications was also
investigated in [29, 30]. In [31], a multi-frame HSI sub-pixel mapping method was
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proposed in MAP framework with different prior models, such as Laplacian, total
variation, and bilateral total variation.

14.2.3 HSI-MSI Fusion

HSI-MSI fusion is another option to enhance the resolution of HSI. HR MSI pro-
vides not only HR spatial information, but also spectral information. Compared with
pan-sharpening, HSI-MSI fusion methods have high spectral fidelity [9]. HSI-MSI
fusion technology gathered immense research interests in remote sensing and image
processing communities [32–43]. HR HSI can be reconstructed by combining end-
members of LRHSI and abundance of HRMSI. Based on this idea, several unmixing
based fusion methods have been proposed. For example, in [32], HSI and MSI were
alternatively unmixed by applying nonnegativematrix factorization in a coupledway.
HR HSI was reconstructed with the endmembers and the HR abundance under a lin-
ear mixture model. This method was also applied to fuse Hyperion HSI with ASTER
MSI, and a HSI with 15 m resolution was produced [33]. Similarly, by exploiting the
sparsity prior of endmembers, a fusion method based on sparse matrix factorization
was proposed in [34], which was used to fuse MODIS HSI with Landsat 7 ETM +
MSI and the resolution of the resulted MODIS HSI is enhanced by 8 times [35]. HR
HSI can also be reconstructed with a dictionary. In [36] and [37], a spatial dictionary
was learned from HR MSI, HR HSI was then reconstructed via joint sparse coding.
In [38] and [39], a spectral dictionary was learned from LR HSI, then it was used
to reconstruct HR HSI based on the abundance map of MSI. The HSI-MSI fusion
problem could also be solved in a variation framework [40–43]. In [40], a variation
model was proposed for HSI-MSI fusion with the sparsity prior to HSI exploited
as a regularizer. Other than sparsity regularizer, a vector-total-variation regularizer
was used in [41], a low rank constraint [42] and a spectral embedding regularizer
[43] were designed for fusion. In [44], a maximum a posteriori fusion method was
proposed by exploiting the joint statistics of endmembers under a stochastic mixing
model.

14.2.4 Deep Learning Based Image Enhancement

Most of the above HSI resolution enhancement methods suffer from three major
drawbacks:

1. They are based on hand-crafted features such as the dictionary [36, 37], which
can be regarded as low-level feature with limited representative ability;

2. They rely on prior assumptions, such as the linear spectral mixture assumption
in [32] and the sparsity assumption in [36]. Quality degeneration may be caused
if these assumptions do not fit the problem;
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3. Optimization problems are often involved in the testing stage, making the HSI
reconstruction time-consuming.

Recently, deep learning has attracted research interests due to its ability to auto-
matically learn high-level features and its high non-linearity [45, 46], which is of
great potential tomodel the complex nonlinear relationship betweenLR andHRHSIs
in both spatial and spectral domains [47]. Compared with hand-crafted features, the
features extracted by deep learning are hierarchical. Both low-level and high-level
features can be extracted, which would be more comprehensive and robust for recon-
structing HR HSI [48, 49]. In addition, deep learning is data-driven. It does not rely
on any assumption or prior knowledge. After the off-line training, only feed-forward
computation is needed in the testing stage of deep learning, which would make the
HSI reconstruction fast. Below we give a summary on recent efforts in deep learning
based image enhancement.

Deep learning in artificial intelligence has become a hot topic and has been suc-
cessfully applied in many fields such as pattern recognition and computer vision
[50, 51]. Deep learning is typically a neural network model with deep architecture.
Features are automatically extracted from the data via abstraction by multiple layers,
which are represented in a hierarchical fashion from low to high levels. Usually, the
features extracted by higher layers are more abstract and discriminative than that
of low-layers. In addition, the deep learning model is of high non-linearity. Com-
pared with other machine learning models, it has more capacity in representing the
mapping functions.

Among the typical deep learning models, convolutional neural network (CNN) is
themost widely usedmodel for single image SR enhancement. Several methods have
been proposed [52–62]. The success of CNN in image SR could be summarized in
three aspects. Firstly, CNN is built upon 2-D convolution computation, which could
exploit the spatial context of an image. Secondly, CNN with deep architecture has
high capacity and flexibility to represent the mapping function between LR and
HR images [63]. Thirdly, compared with other deep learning models such as SAE
[64], due to the weight sharing and local connection scheme, CNN often has fewer
connections and is less prone to over-fitting [60].

In 2014, Dong et al. proposed a SR CNN network (SRCNN) [47]. As shown in
Fig. 14.2, the CNN architecture for SR is composed of several convolutional layers.
The input of the network is the LR image, which is up-scaled to the same size as its

Feature map Feature map

convolution convolution

Feature map
LR image

convolution

HR image

Fig. 14.2 A typical CNN architecture for super-resolution of single image
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HRversion. In the training stage, themapping function between the up-scaled LR and
HR images can be learned and represented by the CNN. In the testing stage, the HR
image is reconstructed from its LR counterpart with the learned mapping function.
Inspired by this idea, some other CNN based SR methods have also been proposed.
For example, a faster SRCNN (FSRCNN) was proposed by adopting deconvolution
layer and a small kernel size in [52]. Kim et al. pointed out that increasing the depth
of CNN was helpful for improving the SR performance, a very deep CNN for super-
resolution (VDSR) was proposed and trained with residual learning strategy in [53].
Trainable parameters would drastically increase in very deep CNN; to address this
issue, a recursive CNN was proposed by sharing the parameters of different layers
[54]. Most CNN SR methods employed the high-level features for reconstruction
and neglected the low- and mid-level features. In [55] and [56], the authors proposed
a residual dense network for SR, in which layers were densely connected to make
full use of the hierarchical features. In [57], the authors proposed an end-to-end deep
and shallow network (EEDS) composed of a shallow CNN and a deep CNN, which
restored the principal components and the high-frequency components of an image,
respectively. In order to enhance the sparsity and robustness of the network, the
mapping of the wavelet coefficients between the LR and HR images was learned by
CNN for the single image SR [58–61]. To address the challenge of super-resolving
image by large factors, the authors in [62] proposed progressive deep learningmodels
to upscale image gradually. Similarly, a Laplacian Pyramid SR CNN (LapSRN) was
proposed in [65], which could progressively reconstruct high-frequency details of
different sub-bands of HR image.

CNN has also been applied for single-frame HSI SR. A deep residual CNN net-
work (DRCNN)with a spectral regularizer was proposed for HSI SR in [66]. In order
to exploit the spectral correlation in HSI, the authors in [67] proposed a spectral dif-
ference convolutional network (SDCNN) to learn themapping of spectral differences
between the LR and HRHSIs. In [68], the SDCNNwas combined with a spatial error
correction model to rectify the artifacts produced during the SR. A 3D CNN based
HSI SR method was proposed in [69]. The mapping function between the LR and
HRHSIs was learned by a 3DCNN, and the spectral–spatial correlation in HSI could
be exploited by the 3D convolution.

For pan-sharpening, a HR panchromatic image was stacked with an up-scaled LR
MSI to form an input cube, and a pan-sharpening CNN network (PNN) was used
to learn the mapping between the input cube and HR MSI [70]. A deep residual
PNN (DRPNN) model was proposed to boost PNN by using residual learning in
[71]. In [72], in order to preserve image structures, the mapping was learned by
a residual network called PanNet in the high-pass filtering domain rather than the
image domain. Multi-scale information could be exploited in the mapping learning.
In [73], Yuan et al. proposed a multi-scale and multi-depth CNN (MSDCNN) for
pan-sharpening, and each layer was constituted by filters with different sizes for the
multi-scale features.

CNN has also been applied to HSI-MSI fusion. In [74], the dimensionality-
reduced LR HSI and the HR MSI were stacked as a data cube, a 3D CNN was
used to learn the mapping between the stacked data cube and HR HSI. In [75], the
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LR HSI was enhanced initially via fusing with HR MSI, and a CNN was used to
learn the mapping between the initially enhanced HSI and HR HSI.

Despite these progress, several key issues when deep learning is applied to HSI-
MSI fusion still needmore thorough studies: (1) how to jointly extract spectral–spatial
deep features fromLRHSI andHRMSI, and how to fuse them and generate HRHSI,
(2) how to exploit the spectral correlation in deep learning, which is beneficial for
HSI enhancement, (3) how to jointly reconstruct the highly number of hyperspectral
bands in deep learning, so as to avoid reconstruction in a band-by-band fashion.

14.3 HSI-MSI Fusion Based on Two-Branch CNN

To address the above issues, in this section, we introduce our solution for HSI-MSI
fusion. Specifically, in Sect. 14.3.1, we introduce our proposed spectral–spatial deep
feature learning method based on two-branch CNN [3]. Then in Sect. 14.3.2, we
describe a HSI-MSI fusion method inspired by the spectral–spatial deep feature
learning method in Sect. 14.3.1.

14.3.1 Spectral–Spatial Deep Feature Learning

HSI is rich in spectral and spatial information simultaneously, in order to extract
the spectral–spatial deep features from HSI, we proposed a CNN model with two-
branch architecture (Two-CNN) in [3], as shown in Fig. 14.3. The model has two
branches of CNN, devoting for features in the spectral and spatial domains. The
spectral branch takes spectrum sn of the nth pixel as input, and after l layers of
convolutional operation and max pooling, we get the output F(l)

spe(sn) of the spectral
branch, which can be regarded as spectral features. It should be noted that input sn

spectrum

spatial 
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layer
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Fig. 14.3 The proposed two-branch CNN for spectral–spatial deep feature learning
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is a 1-D signal, so all the convolutional and pooling operations in this branch belong
to 1-D computation.

The spatial branch in Two-CNN takes neighboring pixels of the spectrum sn as
the input. HSI has contiguous spectral bands, and noise contaminated bands are often
found. The noise can be modeled as additive Gaussian noise with zero mean [76]. In
order to fuse spatial information of all bands and suppress the noise,we average all the
images over the spectral bands, then spatial neighboring patch Pn ∈ R

r×r (r is patch
size) of the nth pixel is used as input for the spatial branch, after l convolutional and
pooling layers in this branch, the output F(l)

spa(Pn) can be regarded as spatial features.
In order to exploit both the spectral and spatial correlation and obtain spectral–

spatial joint deep features, we feed simultaneously F(l)
spe(sn) and F(l)

spa(Pn) to the
fully connected layers. The output of (l + 1)th layer is

F(l+1)(sn, Pn) = g
{
W (l+1) · [F(l)

spe(sn) ⊕ F(l)
spa(Pn)] + b(l+1)

}
, (14.1)

where W (l+1) and b(l+1) are the weight matrix and bias of the fully connected layer,
respectively.⊕means concatenating the spectral features and spatial features. g(.) is
activation function. After several fully connected layers, the output of the last fully
connected layer can be regarded as final spectral–spatial joint deep features. If the
extracted feature is applied to land-cover classification, a softmax regression layer
can be used as the final layer to predict the probability distribution of each class:

p(n) = 1∑C
k=1 e

W (L)
k F(L−1)(sn ,Pn)

⎡
⎢⎢⎢⎢⎣

W (L)
1 F(L−1)(sn, Pn)

W (L)
2 F(L−1)(sn, Pn)
...

eW
(L)
C F(L−1)(sn ,Pn)

⎤
⎥⎥⎥⎥⎦
, (14.2)

whereW (L)
k (k = 1, 2, . . . ,C) is the kth row of weight matrix of Lth softmax regres-

sion layer. C is the number of classes. p(n) ∈ R
C is a vector with C elements, it is

the probability of assigning the nth pixel to each class. F(L−1)(sn, Pn) is the final
output of feature extraction, it conveys both spectral and spatial information, and can
be treated as the spectral–spatial joint deep features of the nth pixel.

14.3.2 HSI-MSI Fusion

In the HSI-MSI fusion task, deep features should be extracted jointly from the LR
HSI and the HR MSI. We extract spectral features from the LR HSI and spatial
features from the HRMSI, then fuse these features and generate the spectrum of HR
HSI. Inspired by the deep feature learning and the two-branch CNN model in the
previous sub-section, we propose a two-branch CNN based HSI-MSI fusion method
(Two-CNN-Fu) [77, 78].
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The architecture of Two-CNN-Fu is shown in Fig. 14.4. There are two CNN
branches in the network devoting features from the LR HSI and the HR MSI. The
LR HSI is firstly up-scaled to the same size with the HR MSI, and features are
extracted by the two branches from the spectrum of each pixel in the up-scaled HSI
and its corresponding spatial neighborhood in the HR MSI. The HSI branch takes
spectrum sLRn of the nth pixel in the up-scaled HSI as input, and after l layers of
convolutional operation, we could extract features F(l)

HSI(s
LR
n ) from the LR HSI. The

input sLRn is 1-D signal, all of the convolutional operations in this branch reduce to 1-D
computation, so all of the convolutional kernels and feature maps per convolutional
layer in this branch reduce to 1-D case.

In order to fuse the spatial information in the MSI of the same scene, the corre-
sponding spatial neighboring block PHR

n ∈ R
r×r×b in the MSI (as shown in the red

box in Fig. 14.4) of the nth pixel is used as input for theMSI branch, where r is block
size (it is fixed to 31 × 31 in the experiment), b is the number of bands of MSI. All
bands in MSI are used for fusion in this branch. After l convolutional layers in this
branch, we can extract features F(l)

MSI(P
HR
n ) from the MSI.

It is noted that F(l)
HSI(s

LR
n ) and F(l)

MSI(P
HR
n ) are obtained by vectorizing the feature

maps of the HSI and MSI branches, respectively. In order to fuse the information of
HSI andMSI, we concatenate the extracted features F(l)

HSI(s
LR
n ) and F(l)

MSI(P
HR
n ), then

simultaneously feed them to the FC layers. FC layers are adopted here because it
could fully fuse the information of HSI and MSI. After several FC layers, the output
of the last FC layer is the reconstructed spectrum of the expected HR HSI

ŝHRn = W (L) · F(L−1)(sLRn , PHR
n ) + b(L), (14.3)

where W (L) and b(L) are the weight matrix and the bias of the Lth FC layer, respec-
tively. F(L−1)(sLRn , PHR

n ) is the feature vector of the (L − 1)th FC layer. All the
convolutional kernels, weight matrices, and bias values in the network are trained in
an end-to-end fashion. In the testing stage, we extract the spectrum of the up-scaled
HSI from each pixel and its corresponding neighborhood block in the HRMSI, then
feed them to the trained network. The output of the network is the spectrum of the



14 Hyperspectral–Multispectral Image Fusion Enhancement … 417

expected HR HSI. After putting back the reconstructed spectrum to each pixel, a HR
HSI could be obtained.

In the training stage, the LR HSI is firstly up-scaled to the same size as the HR
MSI. Although the up-scaled HSI has the same size as the HRHSI, it is still blurring,
as shown in Fig. 14.4. The purpose of up-scaling is to match the size of LR HSI
to that of HR MSI and HR HSI. This strategy has also been adopted in other deep
learning based image super-resolution methods, for example in [47, 53]. The deep
learning model is trained to learn the mapping between up-scaled HSI and HR HSI.
In the testing stage, we should also firstly up-scale the LR HSI to the size of the HR
HSI using the same interpolation algorithm as the training stage, then feed it to the
trained deep learning network, and a HR HSI with better quality could be recovered.

There are also some other advantages of the architecture of Two-CNN-Fu. Firstly,
the deep learning network extracts features from the spectrum of LR HSI, as such
the spectral correlation of HSI could be exploited by deep learning. Secondly, the
deep learning network would output the spectrum of the expected HR HSI, so all of
the bands of HR HSI could be jointly reconstructed, which is beneficial for reducing
the spectral distortion. Thirdly, we propose to extract features from the spectrum of
LR HSI. Compared with extracting features from a 3D HSI block, it involves less
computation with simpler network complexity.

All the convolutional kernels, weight matrices, and bias values in the network
are trained by minimizing the reconstruction error of the HR HSI spectra. Frobenius
norm is used to measure the reconstruction error in the loss function [47]. The set of
training samples is denoted as

{
sLRn , PHR

n , sHRn
}
, (n = 1, 2, . . . N ), the loss function

is written as

J = 1

N

N∑
n=1

∥∥∥sHRn − ŝHRn
∥∥∥
2

F
, (14.4)

where N is number of training samples. For the nth training sample, sLRn is the
spectrum of LR HSI, PHR

n is the corresponding spatial neighborhood in HR MSI,
and sHRn is the spectrum of HR HSI. ŝHRn is the reconstructed spectrum of HR HSI.
The loss function is optimized using stochastic gradient descent (SGD) method with
standard back-propagation [79].

14.3.3 Experimental Results

In this section, the performance of the proposed fusion algorithm is evaluated on
several datasets, including simulated datasets and real spaceborne data.

The network parameters of our deep learning model are given in Table 14.1. The
deep learning network needs to be initialized before training. All of the convolutional
kernels and weight matrices of the FC layers are initialized from a Gaussian random
distribution with standard variance 0.01 and mean 0. The bias values are initialized
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Table 14.1 The parameter
setting of the network
architecture

Number of filters per conv.
layer

20 (HSI branch)
30 (MSI branch)

Size of filter per conv. layer 45 × 1 with stride 1 (HSI
branch)
10 × 10 with stride 1 (MSI
branch)

Number of neurons per FC
layer

450 (The first two FC layers)
Number of HSI bands (Last
FC layer)

Number of conv. layers 3 (MSI branch)
3 (HSI branch)

Number of FC layers 3

to be 0. The parameters involved in standard stochastic gradient descent method
are learning rate, momentum, and batch size. The learning rate is fixed as 0.0001,
momentum is set to 0.9, and the batch size is set to 128. The number of training
epochs is set to 200.

We compare our method with other state-of-the-art fusion methods: coupled non-
negative matrix factorization (CNMF)method [32], sparse spatial–spectral represen-
tation method (SSR) [38], and Bayesian sparse representation method (BayesSR)
[39]. The MATLAB codes of these methods are released by the original authors.
The parameter settings in the compared methods first follow the suggestions from
the original authors; we then empirically tune them to achieve the best performance.
The number of endmembers is a key parameter for the CNMFmethod; it is set to 30 in
the experiment. The parameters in the SSR method include the number of dictionary
atoms, the number of atoms in each iteration, and the spatial patch size, which are set
to 300, 20, and 8× 8, respectively. The parameters in the BayesSRmethod consist of
the number of inferencing sparse coding in Gibbs sampling process and the number
of iterations of dictionary learning, which are set to 32 and 50,000, respectively. Note
that all the compared methods fuse LR HSI with HR MSI. Although there are some
deep learning-based HSI super-resolution methods, such as 3D-CNN [69], they only
exploited LR HSI. Therefore, they are not used for comparison.

14.3.3.1 Experimental Results on Simulated Datasets

Two simulated datasets are used in the experiment. The first dataset was collected by
airborne visible infrared imaging spectrometer (AVIRIS) sensor, which consists of
four images captured over Indian Pines, Moffett Field, Cuprite, and Lunar Lake sites
with dimensions 753× 1923, 614× 2207, 781× 6955, and 614× 1087, respectively.
The spatial resolution is 20 m. The dataset was taken in the range of 400–2500 nm
with 224 bands. After discarding the water absorption bands and noisy bands, there
are 162 bands remained. The second one is simulated Environmental Mapping and
Analysis Program (EnMAP) data, which was acquired by HyMap sensor over Berlin
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district in August 2009 [80]. The size of this data is 817× 220 with spatial resolution
30 m. There are 244 spectral bands in the range of 420–2450 nm.

The above HSI datasets are regarded as HR HSI and reference image, both of
LR HSI and HR MSI are simulated from them. The LR HSI is generated from
the reference image via spatial Gaussian down-sampling. The HR MSI is obtained
by spectral degrading the reference image with the spectral response function of
Landsat-7 multispectral imaging sensor as filters. There are six spectral bands of
the simulatedMSI, which cover 450–520, 520–600, 630–690, 770–900, 1550–1750,
and 2090–2350 nm spectral regions. We crop two sub-images with size 256 × 256
from AVIRIS Indian pines and Moffett Field dataset and one sub-image with size
256 × 160 from EnMAP Berlin dataset as testing data. 50,000 samples are extracted
for training each Two-CNN-Fu model. There is no overlapping between the testing
and the training regions.

The fusion performance is evaluated by peak-signal-noise-ratio (PSNR, dB),
structural similarity index measurement (SSIM) [81], feature similarity index mea-
surement (FSIM) [82], and spectral angle mean (SAM). We calculate PSNR, SSIM,
and FSIM on each band, and then the mean values over all the bands are given.
The indices on the three testing datasets are given in Tables 14.2 and 14.3. The best
indices values are highlighted in bold.

It can be seen that our proposed Two-CNN-Fu method has competitive perfor-
mance on the three testing datasets. In Table 14.2, the PSNR, SSIM, and FSIM of
our results are higher than those of compared methods, which means that our fusion
results are closer to the original HRHSI, with fewer errors. The SSRmethod is based
on spatial–spectral sparse representation; a spectral dictionary is first learned with
the sparsity, and then combined with the abundance of MSI to reconstruct the HR
HSI. While in the CNMF method, the endmember of LR HSI and the abundance of

Table 14.2 The evaluation indices of different fusion methods on the three testing datasets by a
factor of two

Testing data Index SSR [38] BayesSR [39] CNMF [32] Two-CNN-Fu

Indian pines PSNR (dB) 31.5072 33.1647 33.2640 34.0925

SSIM 0.9520 0.9600 0.9650 0.9714

FSIM 0.9666 0.9735 0.9745 0.9797

SAM 3.6186° 3.4376° 3.0024° 2.6722°

Moffett Field PSNR (dB) 28.3483 31.0965 31.4079 31.7860

SSIM 0.9317 0.9499 0.9568 0.9661

FSIM 0.9558 0.9694 0.9734 0.9788

SAM 3.9621° 3.7353° 3.1825° 2.7293°

Berlin PSNR (dB) 30.0746 29.8009 32.2022 34.8387

SSIM 0.9373 0.9272 0.9569 0.9684

FSIM 0.9512 0.9468 0.9705 0.9776

SAM 2.8311° 3.2930° 1.4212° 1.0709°
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Table 14.3 The evaluation indices of different fusion methods on the three testing datasets by a
factor of four

Testing data Index SSR [38] BayesSR [39] CNMF [32] Two-CNN-Fu

Indian pines PSNR(dB) 30.6400 32.9485 32.7838 33.6713

SSIM 0.9516 0.9601 0.9603 0.9677

FSIM 0.9651 0.9730 0.9696 0.9769

SAM 3.7202° 3.5334° 3.1227° 2.8955°

Moffett Field PSNR(dB) 27.3827 29.4564 30.7893 31.4324

SSIM 0.9181 0.9274 0.9509 0.9621

FSIM 0.9477 0.9561 0.9684 0.9752

SAM 4.7584° 4.4500° 3.3972° 2.8697°

Berlin PSNR(dB) 29.7133 29.2131 30.1242 31.6728

SSIM 0.9357 0.9265 0.9464 0.9531

FSIM 0.9516 0.9420 0.9586 0.9608

SAM 2.9062 5.6545 3.8744 2.2574

MSI are alternatively estimated in a coupled way, the estimated endmember and the
abundance would bemore accurate, so CNMF could achieve better performance than
SSR. TheBayesSRmethod learns the dictionary in a non-parametric Bayesian sparse
coding framework and often performs better than the parametric SSR method. The
best performance is achieved by Two-CNN-Fu on the three testing datasets. Two-
CNN-Fu extracts hierarchical features, which are more comprehensive and robust
than the hand-crafted features in [32, 38, 39]. The performance of Two-CNN-Fu
demonstrates the effectiveness and potential of deep learning in the HSI-MSI fusion
task. In order to verify the robustness over a higher resolution ratio between LR
HSI and HR MSI, we also simulate the LR HSI by a factor of four and then fuse it
with MSI. The Two-CNN-Fu also performs better than other methods, as shown in
Table 14.3. The PSNR curves over the spectral bands are presented in Fig. 14.5. It
can be found that the PSNR values of Two-CNN-Fu are higher than the compared
methods in most bands.

It is worth noting that the result of our Two-CNN-Fu method has the lowest
spectral distortion among the compared methods in most cases, as shown in Tables

Fig. 14.5 PSNR values of each band of different fusion results by a factor of two, a on AVIRIS
Indian pines data; b on AVIRIS Moffett Field data; c on EnMAP Berlin data
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Fig. 14.6 Reconstructed images (band 70) and root mean square error (RMSE) maps of different
fusion results by a factor of four. The testing image is cropped from Indian pines of AVIRIS data
with size 256 × 256. a Result of SSR [38], b result of BayesSR [39], c result of CNMF [32],
d result of Two-CNN-Fu, e RMSE map of SSR [38], f RMSE map of BayesSR [39], g RMSE map
of CNMF [32], h RMSE map of Two-CNN-Fu

14.2 and 14.3. Our deep learning network directly learns the mapping between the
spectra of LR andHRHSIs. The objective functionEq. (14.4) for training the network
aims at minimizing the error of the reconstructed spectra of HR HSI. In addition,
instead of reconstructingHSI in a band-by-bandway, our deep learningmodel jointly
reconstructs all bands of HSI. These two characteristics are beneficial for reducing
the spectral distortion.

We present parts of the reconstructed HSIs in Figs. 14.6, 14.7, and 14.8. In order
to visually evaluate the quality of different fusion results, we also give pixel-wise
root mean square error (RMSE)maps, which reflect the errors of reconstructed pixels
over all the bands. It is clear that the fusion result of our Two-CNN-Fu method has
fewer errors than the comparedmethods. The comparedmethods rely on hand-crafted
features such as the dictionary. Their RMSE maps have materials-related patterns,
which may be caused by the errors introduced in dictionary learning or endmember
extraction. Our Two-CNN-Fumethod reconstructs theHRHSI based on themapping
function between LR and HR HSIs, which is trained by minimizing the error of the
reconstructed HR HSI, so the fusion result of Two-CNN-Fu has fewer errors.

14.3.3.2 Experimental Results on Real Data

In order to investigate the applicability of the proposed method, we apply it to real
spaceborne HSI-MSI data fusion. The HSI data was collected by Hyperion sensor,
which is carried on Earth Observing-1 (EO-1) satellite. This satellite was launched in
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Fig. 14.7 Reconstructed image (band 80) and root mean square error (RMSE) maps of different
fusion results by a factor of two. The testing image is cropped from Moffett Field of AVIRIS data
with size 256 × 256. a Result of SSR [38], b result of BayesSR [39], c result of CNMF [32],
d result of Two-CNN-Fu, e RMSE map of SSR [38], f RMSE map of BayesSR [39], g RMSE map
of CNMF [32], h RMSE map of Two-CNN-Fu

November 2000. The MSI data was captured by the Sentinel-2A satellite, launched
in June 2015. The spatial resolution of Hyperion HSI is 30 m. There are 242 spectral
bands in the spectral range of 400–2500 nm. The Hyperion HSI suffers from noise;
after removing the noisy bands and water absorption bands, 83 bands remained. The
Sentinel-2A satellite provides MSIs with 13 bands. We select four bands with 10 m
spatial resolution for the fusion. The central wavelengths of these four bands are
490 nm, 560 nm, 665 nm, and 842 nm, and their bandwidths are 65 nm, 35 nm,
30 nm, and 115 nm, respectively.

The Hyperion HSI and the Sentinel-2A MSI in this experiment were taken over
Lafayette, LA, USA in October and November 2015, respectively. We crop sub-
images to 341 × 365 and 1023 × 1095 as study areas from the overlapped region
of the Hyperion and Sentinel data, as shown in Fig. 14.9. The remainder of the
overlapped region is used for training the Two-CNN-Fu network.

In this experiment, our goal is to fuse the 30 m HSI with the 10 m MSI, and
then generate a 10 m HSI, so a Two-CNN-Fu network that could enhance HSI by
a factor of three should be trained. In the training stage, we first down-sample the
30 m Hyperion HSI and 10 m Sentinel-2A MSI into 90 m and 30 m, by a factor of
three, respectively. Then we train a Two-CNN-Fu network that could fuse the 90 m
HSI with the 30 m MSI and reconstruct the original 30 m HSI. This network could
enhance HSI by a factor of three. We assume that it could be transferred to the fusion
task of 30 m HSI and 10 m MSI. By applying the trained network to the 30 m HSI
and the 10 mMSI, an HSI with 10 m resolution could be reconstructed. The network
parameters are set according to Table 14.1, except that the number of convolutional
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Fig. 14.8 Reconstructed image (band 200) and root mean square error (RMSE) maps of different
fusion results by a factor of two. The testing image is cropped from Berlin of EnMAP data with
size 256 × 160. a Result of SSR [38], b result of BayesSR [39], c result of CNMF [32], d result of
Two-CNN-Fu, e RMSE map of SSR [38], f RMSE map of BayesSR [39], g RMSE map of CNMF
[32], h RMSE map of Two-CNN-Fu

layers in the HSI branch is one, because we only use 83 bands of the Hyperion data.
In this case, the maximal number of convolutional layers in the HSI branch is one.

The fusion results of different methods are presented in Fig. 14.10. The size of the
fusion result is 1023× 1095. In order to highlight the details of the fusion results, we
also zoom in some areas in Figs. 14.11 and 14.12. It is clear that there is some noise
in the results of SSR and CNMF, as shown in Fig. 14.11b, d. In Fig. 14.12, we also
find that some details in the results of SSR and CNMF are blurred, as indicated in
the dashed box. The results of BayesSR and Two-CNN-Fu are sharper and cleaner,
and our Two-CNN-Fu method produces the HR HSI with higher spectral fidelity.
After compared with the original LR images, it is clear that the spectral distortion of
BayesSR is heavier than our Two-CNN-Fu results. The color of the BayesSR results
seems to be darker than the original LR image. Spectral distortion would affect the
accuracy of many applications such as classification.

It is noted that the temporal difference is about onemonth between the acquisitions
of Hyperion HSI and Sentinel-2AMSI. Some changes may occur during this month,
whichmaybe one of the factors that lead to the spectral distortion. Even though nearly
all of the fusion results in Figs. 14.11 and 14.12 suffer from the spectral distortion,
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Fig. 14.9 The experiment data taken over Lafayette, a illustration of Hyperion and Sentinel-2A
data, the red part is Hyperion data, the green part is Sentinel-2A data, the white part is the overlapped
region, the yellow line indicates the study area; b color composite (bands 31, 21, 14) of Hyperion
data in the study area with size 341 × 365; c color composite (bands 4, 3, 2) of Sentinel-2A data in
the study area with size 1023 × 1095

our Two-CNN-Fu method generates results with less errors, which demonstrates the
robustness of the proposed method.

In order to assess the performance quantitatively, we evaluate the fusion results
using the no-reference HSI quality assessment method in [83], which would give
quality scores for each reconstructed HSI. In this no-reference assessment method,
some pristine HSIs are needed as training data to learn the benchmark quality-
sensitive features. We use the original LR Hyperion data after discarding the noisy
bands as training data. The quality score measures the distance of the reconstructed
HSI and the pristine benchmark; a lower score valuemeans better quality. The quality
scores of different fusion results are given in Table 14.4. The best index is highlighted
in bold. The scores of our fusion result are better or competitive with other compared
methods.

Land-cover classification is one of the important applications of HSI. We test
the effect of different fusion methods on the land-cover classification. Land-cover
groundtruth is obtained from open street map (OSM). According to the OSM data,
there are 12 classes of land-covers in the study area. We select parts from each class
as ground truth, as shown in Fig. 14.13 and Table 14.5. Two classifiers, support
vector machine (SVM) [84] and canonical correlation forests (CCF) [85], are used
in the experiment due to their stability and good performance. The SVM classifier is
implemented with the LIBSVM toolbox [84], and the radial basis function is used
as kernel function of SVM. The regularization parameters in SVM are determined
by five-fold cross-validation in the range of [2−10, 2−9, . . . , 219, 220]. The parameter
involved in theCCF classifier is the number of trees;we set it to 200 in the experiment.
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(a) (b)

(c) (d)

Fig. 14.10 False color composite (bands 45, 21, 14) of different Hyperion–Sentinel fusion results,
size of the enhanced image is 1023 × 1095 with 10 m resolution, a result of SSR [38]; b result of
BayesSR [39]; c result of CNMF [32]; d result of Two-CNN-Fu

Fifty samples of each class are randomly chosen for training; the remainder of the
groundtruth is used as testing samples. We repeat the classification experiment 10
times, and then report the mean value and standard variance of overall accuracy in
Table 14.6. The best indices are highlighted in bold.

In Table 14.6, it can be found that the classification accuracy of our fusion result
is higher than that of the other three fusion methods. Both SVM and CCF classi-
fiers obtain competitive classification accuracy, and the classification results have a
similar trend on the two classifiers. As we can observe in Figs. 14.11 and 14.12, the
spectral distortion and noise of our fusion method is less than that of other methods,
which may explain why our classification accuracy is higher. The classification map
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Fig. 14.11 False color composite (bands 45, 21, 14) of the enlarged area in the blue boxofFig. 14.10,
size of the area is 200× 200, a the original 30mHyperion data; b fusion result of SSR [38]; c fusion
result of BayesSR [39]; d fusion result of CNMF [32]; e fusion result of Two-CNN-Fu

(a)

(b) (c) (d) (e)

Fig. 14.12 False color composite (bands 45, 21, 14) of the enlarged area in the yellow box of
Fig. 14.10, size of the area is 200 × 200, a the original 30 m Hyperion data; b fusion result of SSR
[38]; c fusion result of BayesSR [39]; d fusion result of CNMF [32]; e fusion result of Two-CNN-Fu

Table 14.4 The no-reference quality assessment scores of different results on Hyperion–Sentinel
fusion

Methods SSR [38] BayesSR [39] CNMF [32] Two-CNN-Fu

Scores [83] 22.8317 20.9626 22.8317 20.2425
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Fig. 14.13 The ground truth labeled from each class

Table 14.5 The number of ground truth labeled in the study area

Class name Training samples Testing samples

Forest 50 1688

Grass 50 466

Fallow 50 1856

Garden 50 226

Park 50 836

Commercial 50 548

Industrial 50 1618

Residential 50 524

Parking 50 918

Road 50 1053

Pond 50 375

Reservoir 50 397

Total 600 10,505

Table 14.6 The overall accuracy (OA) of different fusion results

Classifier SSR [38] BayesSR [39] CNMF [32] Two-CNN-Fu

SVM 81.53 ± 1.18% 77.01 ± 0.97% 86.54 ± 0.98% 89.81 ± 0.86%

CCF 85.04 ± 0.64% 80.74 ± 0.73% 89.75 ± 1.50% 94.15 ± 0.47%
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Fig. 14.14 The classification map of Hyperion–Sentinel fusion result by Two-CNN-Fu method,
the classifier is CCF

of Two-CNN-Fu fusion results is given in Fig. 14.14, where most of the land-covers
can be classified correctly; even some details such as roads and residential areas
can be classified well with the fusion enhanced image. Misclassification of some
land-covers, such as forests and gardens, may be caused by the similarity in spectra
between these two land-covers. The experiment has demonstrated that our proposed
deep learning based fusion method has great potential when used with real space-
borne HSI-MSI fusion, and the reconstructed HR HSI could result in competitive
classification performance.

The implementation code of the Two-CNN-Fu algorithm is available
online: https://github.com/polwork/Hyperspectral-and-Multispectral-fusion-via-
Two-branch-CNN.

14.4 Conclusions and Discussions

In this chapter, we discussed the advances in HSI resolution enhancement and illus-
trated our proposed deep learning based fusion method for enhancement. How to
jointly extract spectral–spatial deep features from the LR HSI and the HR MSI, and
how to fuse them are the key issues when we apply deep learning to HSI-MSI fusion.

https://github.com/polwork/Hyperspectral-and-Multispectral-fusion-via-Two-branch-CNN
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We address these issues by designing a two-branch CNN. There are two branches
of CNN in our network, extracting features from both the LR HSI and HR MSI.
The HSI branch of the Two-CNN-Fu extracts features from the spectrum of each
pixel from the LR HSI, its corresponding spatial neighborhood in HRMSI is used as
input of the MSI branch. The features of LR HSI and HR MSI are then fed to fully
connected layers, where HSI and MSI can be fully fused. The output of the fully
connected layers is the spectrum of the expected HR HSI.

Despite the achieved progress, there are still some issues that should be further
addressed in the future. Firstly, if we adopt a HSI-MSI fusion approach, the HSI and
MSI may not be captured in the exact same period, the illumination condition on the
surfacemay change [86]. It is necessary to enhance the robustness of HSI-MSI fusion
algorithm over temporal difference, illumination condition, and co-registration error.
Secondly, different types of noise exist in real HSI. For example, in our experiment in
Sect. 14.3.3.2, Hyperion HSI suffers from severe stripping noise and deadlines. After
discarding these noisy bands, there are only 83 bands remained. How to enhance the
robustness of HSI SR algorithm over the noise is another issue for SR with real
spaceborne data. Finally, how to assess the impact of HSI enhancement on various
applications such as classification also needs more research. In [8], different HSI
enhancement methods were applied to several datasets and their impact on land-
cover classification is compared. It was found that the HSI enhancement method
with high SR performance may not lead to satisfactory classification performance.
Tackling classification and SR in a unified model and exploiting useful information
from the intermediate classification result of the enhanced HSI may help to improve
the SR performance as well as classification performance.
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Chapter 15
Automatic Target Detection for Sparse
Hyperspectral Images

Ahmad W. Bitar, Jean-Philippe Ovarlez, Loong-Fah Cheong and Ali Chehab

Abstract In this work, a novel target detector for hyperspectral imagery is devel-
oped. The detector is independent on the unknown covariance matrix, behaves well
in large dimensions, distributional free, invariant to atmospheric effects, and does
not require a background dictionary to be constructed. Based on a modification of
the robust principal component analysis (RPCA), a given hyperspectral image (HSI)
is regarded as being made up of the sum of a low-rank background HSI and a sparse
target HSI that contains the targets based on a pre-learned target dictionary speci-
fied by the user. The sparse component is directly used for the detection, that is, the
targets are simply detected at the non-zero entries of the sparse target HSI. Hence, a
novel target detector is developed, which is simply a sparse HSI generated automat-
ically from the original HSI, but containing only the targets with the background is
suppressed. The detector is evaluated on real experiments, and the results of which
demonstrate its effectiveness for hyperspectral target detection especially when the
targets are well matched to the surroundings.
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15.1 Introduction

15.1.1 What Is a Hyperspectral Image?

An airborne hyperspectral imaging sensor is capable of simultaneously acquiring
the same spatial scene in a contiguous and multiple narrow (0.01–0.02µm) spectral
wavelength (color) bands [1–12]. When all the spectral bands are stacked together,
the result is a hyperspectral image (HSI) whose cross-section is a function of the
spatial coordinates and its depth is a function of wavelength. Hence, an HSI is a 3-D
data cube having two spatial dimensions and one spectral dimension. Thanks to the
narrow acquisition, the HSI could have hundreds to thousands of contiguous spectral
bands. Having this very high level of spectral detail gives better capability to see the
unseen.

Each band of theHSI corresponds to an image of the surface covered by the field of
view of the hyperspectral sensor, whereas each pixel in the HSI is a p-dimensional
vector, x ∈ R

p (p stands for the total number of spectral bands), consisting of a
spectrum characterizing the materials within the pixel. The spectral signature of x
(also known as reflectance spectrum) shows the fraction of incident energy, typically
sunlight, that is reflected by a material from the surface of interest as a function of
the wavelength of the energy [2, 13].

The HSI usually contains both pure and mixed pixels [14–18]. A pure pixel con-
tains only one single material, whereas a mixed pixel contains multiple materials,
with its spectral signature representing the aggregate of all the materials in the cor-
responding spatial location. The latter situation often arises because hyperspectral
images are collected hundreds to thousands of meters away from an object so that the
object becomes smaller than the size of a pixel. Other scenarios might involve, for
example, a military target hidden under foliage or covered with camouflage material.

15.1.2 Hyperspectral Target Detection: Concept and
Challenges

With the rich information afforded by the high spectral dimensionality, hyperspectral
imagery has foundmany applications in various fields, such as astronomy, agriculture
[19, 20], mineralogy [21], military [22–24], and in particular, target detection [1, 2,
14, 22, 25–30]. Usually, the detection is built using a binary hypothesis test that
chooses between the following competing null and alternative hypothesis: target
absent (H0), that is, the test pixel x consists only of background, and target present
(H1), where x may be either fully or partially occupied by the target material.

It iswell known that the signalmodel for hyperspectral test pixels is fundamentally
different from the additive model used in radar and communications applications [3,
14]. We can regard each test pixel x as being made up of x = α t + (1 − α)b, where
0 ≤ α ≤ 1 designates the target fill-fraction, t is the spectrum of the target, and b is
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the spectrum of the background. This model is known as replacement signal model,
and hence, when a target is present in a given HSI, it replaces (that is, removes) an
equal part of the background [3]. For notational convenience, sensor noise has been
incorporated into the target and background spectra (i.e., the vectors t and b include
noise) [3].

In particular, when α = 0, the pixel x is fully occupied by the backgroundmaterial
(target not present). When α = 1, the pixel x is fully occupied by the target material
and is usually referred to as the full or resolved target pixel.Whereaswhen0 < α < 1,
the pixel x is partially occupied by the target material and is usually referred to as
the subpixel or unresolved target [14].

A prior target information can often be provided to the user. In real-world hyper-
spectral imagery, this prior informationmaynot beonly related to its spatial properties
(e.g., size, shape, texture) and which is usually not at our disposal, but to its spectral
signature. The latter usually hinges on the nature of the given HSI where the spectra
of the targets of interest have been already measured by some laboratories or with
some handheld spectrometers.

Different Gaussian-based target detectors (e.g., Matched Filter [31, 32], Nor-
malized Matched Filter [33], and Kelly detector [34]) have been developed. In these
classical detectors, the target of interest to detect is known (e.g., its spectral signature
is fully provided to the user).

However, the aforementioned detectors present several limitations in real-world
hyperspectral imagery. The task of understanding and solving these limitations
presents significant challenges for hyperspectral target detection.

• Challenge one: One of the major drawbacks of the aforementioned classical tar-
get detectors is that they depend on the unknown covariance matrix (of the back-
ground surrounding the test pixel) whose entries have to be carefully estimated,
especially in large dimensions [35–37], and to ensure success under different envi-
ronments [13, 27, 38–40]. However, estimating large covariancematrices has been
a longstanding important problem inmany applications and has attracted increased
attention over several decades. When the spectral dimension is considered large
compared to the sample size (which is the usual case), the traditional covariance
estimators are estimated with a lot of errors unless some covariance regularization
methods are considered [35–37]. It implies that the largest or smallest estimated
coefficients in the matrix tend to take on extreme values not because this is “the
truth”, but because they contain an extreme amount of error [35, 36]. This is one
of the main reasons why the classical target detectors usually behave poorly in
detecting the targets of interest in a given HSI.
In addition, there is always an explicit assumption (specifically, Gaussian) on the
statistical distribution characteristics of the observed data. For instance,mostmate-
rials are treated as Lambertian because their bidirectional reflectance distribution
function characterizations are usually not available, but the actual reflection is
likely to have both a diffuse component and a specular component. This latter
component would result in gross corruption of the data. In addition, spectra from
multiple materials are usually assumed to interact according to a linear mixing
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model; nonlinear mixing effects are not represented and will contribute to another
source of noise.

• Challenge two: The classical target detectors that depend on the target to detect
t use only a single reference spectrum for the target of interest. This may be
inadequate since in real-world hyperspectral imagery, various effects that produce
variability to thematerial spectra (e.g., atmospheric conditions, sensor noise,mate-
rial composition, and scene geometry) are inevitable [41, 42]. For instance, target
signatures are typically measured in laboratories or in the field with handheld
spectrometers that are at most a few inches from the target surface. Hyperspectral
images, however, are collected at huge distances away from the target and have
significant atmospheric effects present.

Recent years have witnessed a growing interest in the notion of sparsity as a way
to model signals. The basic assumption of this model is that natural signals can be
represented as a “sparse” linear combination of atom signals taken from a dictionary.
In this regard, two main issues need to be addressed: (1) how to represent a signal
in the sparsest way, for a given dictionary? and (2) how to construct an accurate
dictionary in order to successfully represent the signal?

Recently, a signal classification technique via sparse representationwas developed
for the application of face recognition [43]. It is observed that aligned faces of the
same object with varying lighting conditions approximately lie in a low-dimensional
subspace [44]. Hence, a test face image can be sparsely represented by atom signals
from all classes. This representation approach has also been exploited in several other
signal classification problems such as iris recognition [45], tumor classification [46],
and hyperspectral imagery unmixing [6, 47, 48].

In this context, Chen et al. [49] have been inspired by the work in [43], and devel-
oped an approach for sparse representation of hyperspectral test pixels. In particular,
each test pixel x ∈ R

p (either target of background) in a given HSI, is assumed to lie
in a low-dimensional subspace of the p-dimensional spectral-measurement space.
Hence, it can be represented by a very few atom signals taken from the dictionar-
ies, and the recovered sparse representation can be used directly for the detection.
For example, if a test pixel x contains the target (that is, x = α t + (1 − α)b, with
0 < α ≤ 1), it can be sparsely represented by atom signals taken from the target
dictionary (denoted as At ); whereas, if x is only a background pixel (e.g., α = 0), it
can be sparsely represented by atom signals taken from the background dictionary
(denoted as Ab). Very recently, Zhang et al. [50] have extended the work done by
Chen et al. in [49] by combining the idea of binary hypothesis and sparse represen-
tation together, obtaining a more complete and realistic sparsity model than in [49].
More precisely, Zhang et al. [50] have assumed that if the test pixel x belongs to
hypothesis H0 (target absent), it will be modeled by the Ab only; otherwise, it will
be modeled by the union of Ab and At . This in fact yields a competition between the
two hypotheses corresponding to the different pixel class label.

These sparse representation methods [49, 50] are independent on the unknown
covariance matrix, behave well in large dimensions, distributional free, and invariant
to atmospheric effects. More precisely, they can alleviate the spectral variability
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caused by atmospheric effects, and can also better deal with a greater range of noise
phenomena.

• Challenge three: The main drawback of these sparse representation methods
[49, 50] is the lack of a sufficiently universal dictionary, especially for the back-
groundAb; some form of in-scene adaptation would be desirable. The background
dictionary Ab is usually constructed using an adaptive scheme (a local method)
which is based on a dual concentricwindow centered on the test pixel, with an inner
window region (IWR) centered within an outer window region (OWR), and only
the pixels in the OWRwill constitute the samples forAb. Clearly, the dimension of
IWR is very important and has a strong impact on the target detection performance
since it aims to enclose the targets of interests to be detected. It should be set larger
than or equal to the size of all the desired targets of interest in the corresponding
HSI, so as to exclude the target pixels from erroneously appearing inAb. However,
information about the target size in the image is usually not at our disposal. It is
also very unwieldy to set this size parameter when the target could be of irregular
shape (e.g., searching for lost plane parts of a missing aircraft). Another tricky
situation is when there are multiple targets in close proximity in the image (e.g.,
military vehicles in long convoy formation). Hence, the construction of Ab for the
sparse representationmethods is a very challenging problem since a contamination
of it by the target pixels can potentially affect the target detection performance.

15.1.3 Goals and Outline

In this work, we handle all the aforementioned challenges by making very little
specific assumptions about the background or target [51, 52]. Based on amodification
of the recently developed robust principal component analysis (RPCA) [53], our
method decomposes an input HSI into a background HSI (denoted by L) and a
sparse target HSI (denoted by E) that contains the targets of interest.

While we do not need to make assumptions about the size, shape, or number of
the targets, our method is subject to certain generic constraints that make less specific
assumption on the background or the target. These constraints are similar to those
used in RPCA [53, 54], including

1. the background is not too heavily cluttered with many different materials with
multiple spectra, so that the background signals should span a low-dimensional
subspace, a property that can be expressed as the low-rank condition of a suitably
formulated matrix [55–61];

2. the total image area of all the target(s) should be small relative to the whole image
(i.e., spatially sparse), e.g., several hundred pixels in amillion-pixel image, though
there is no restriction on a target shape or the proximity between the targets.

Our method also assumes that the target spectra are available to the user and that
the atmospheric influence can be accounted for by the target dictionaryAt . This pre-
learned target dictionary At is used to cast the general RPCA into a more specific
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Fig. 15.1 Sparse target HSI: our novel target detector

form, specifically, we further factorize the sparse component E from RPCA into the
product of At and a sparse activation matrix C [51]. This modification is essential to
disambiguate the true targets from the background.

After decomposing a given HSI into the sum of a low-rank HSI and a sparse HSI,
the latter will define our detector. That is, the targets are detected at the non-zero
entries of the sparse HSI. Hence, a novel target detector is developed, which is simply
a sparse HSI generated automatically from the original HSI, but containing only the
targets with the background is suppressed (see Fig. 15.1).

The main advantages of our proposed detector are the following: (1) indepen-
dent on the unknown covariance matrix; (2) behaves well in large dimensions;
(3) distributional free; (4) invariant to atmospheric effects via the use of the
target dictionary At ; and (5) does not require a background dictionary to be
constructed.

This chapter is structured along the following lines. First comes an overview of
some related works in Sect. 15.2. In Sect. 15.3, the proposed decomposition model
as well as our novel target detector are briefly outlined. Section15.4 presents real
experiments to gauge the effectiveness of the proposed detector for hyperspectral
target detection. The chapter ends with a summary of the work and some directions
for future work.

15.1.4 Summary of Main Notations

Throughout this chapter, we depict vectors in lowercase boldface letters and matri-
ces in uppercase boldface letters. The notation (.)T and Tr(.) stand for the trans-
pose and trace of a matrix, respectively. In addition, rank(.) is for the rank of
a matrix. A variety of norms on matrices will be used. For instance, M is a
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matrix, and [M]:, j is the j th column. The matrix l2,0, l2,1 norms are defined by
‖M‖2,0 = #

{
j : ∥∥[M]:, j

∥∥
2 �= 0

}
, and ‖M‖2,1 = ∑

j

∥∥[M]:, j
∥∥
2, respectively. The

Frobenius norm and the nuclear norm (the sum of singular values of a matrix) are
denoted by ‖M‖F and ‖M‖∗ = Tr

(
MT M

)(1/2)
, respectively.

15.2 Related Works

Whatever the real applicationmay be, somehow the general RPCAmodel needs to be
subject to further assumptions for successfully distinguishing the true targets from the
background. Besides the generic RPCA and our suggested modification discussed
in Sect. 15.1.3, there have been other modifications of RPCA. For example, the
generalized model of RPCA, named the low-rank representation (LRR) [62], allows
the use of a subspace basis as a dictionary or just uses self-representation to obtain
the LRR. The major drawback in LRR is that the incorporated dictionary has to
be constructed from the background and to be pure from the target samples. This
challenge is similar to the aforementioned background dictionary Ab construction
problem. If we use the self-representation form of LRR, the presence of a target in
the input image may only bring about a small increase in rank and thus be retained
in the background [52].

In the earliest models using a low-rank matrix to represent the background
[53, 54, 63], no prior knowledge on the target was considered. In some applica-
tions such as Speech enhancement and hyperspectral imagery, we may expect some
prior information about the target of interest and which can be provided to the user.
Incorporating this information about the target into the separation scheme in the
general RPCA model should allow us to potentially improve the target extraction
performance. For example, Chen and Ellis [64], and Sun and Qin [65], proposed a
Speech enhancement system by exploiting the knowledge about the likely form of the
targeted speech. This was accomplished by factorizing the sparse component from
RPCA into the product of a dictionary of target speech templates and a sparse activa-
tion matrix. The proposed methods in [64] and [65] typically differ on how the fixed
target dictionary of speech spectral templates is constructed. Our proposed model
in Sect. 15.3 is very related to [64] and [65]. In real-world hyperspectral imagery,
the prior target information may not be only related to its spatial properties (e.g.,
size, shape, and texture) and which is usually not at our disposal, but to its spectral
signature. The latter usually hinges on the nature of the given HSI where the spectra
of the targets of interest present have been already measured by some laboratories
or with some handheld spectrometers.
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15.3 Main Contribution

Suppose an HSI of size h × w × p, where h and w are the height and width of
the image scene, respectively, and p is the number of spectral bands. Our proposed
modification of RPCA is mainly based on the following steps:

1. Let us consider that the given HSI contains q pixels {xi }i∈[1, q] of the form:

xi = αi ti + (1 − αi )bi , 0 < αi ≤ 1 ,

where ti represents the known target that replaces a fraction αi of the background
bi (i.e., at the same spatial location). The remaining (e − q) pixels in the given
HSI, with e = h × w, are thus only background (α = 0).

2. We assume that all {ti }i∈[1, q] consist of similar materials, and thus they should be
represented by a linear combination of Nt common target samples {atj } j∈[1, Nt ],
where atj ∈ R

p (the superscript t is for target), but weighted with different set of
coefficients {βi, j } j∈[1,Nt ]. Thus, each of the q targets is represented as

xi = αi

Nt∑

j=1

(
βi, j atj

)
+ (1 − αi )bi i ∈ [1, q] .

3. We rearrange the given HSI into a two-dimensional matrix D ∈ R
e×p, with

e = h × w (by lexicographically ordering the columns). The matrix D can be
decomposed into a low-rankmatrixL0 representing the pure background, a sparse
matrix capturing any spatially small signal residing in the known target subspace,
and a noise matrix N0. More precisely, the model is

D = L0 + (At C0)
T + N0 ,

where (AtC0)
T is the sparse target matrix, ideally with q non-zero rows represent-

ing αi {tTi }i∈[1,q] , with target dictionaryAt ∈ R
p×Nt having columns representing

the target samples {atj } j∈[1,Nt ], and a coefficient matrix C0 ∈ R
Nt×e that should

be a sparse column matrix, again ideally containing q non-zero columns each
representing αi [βi,1, . . . , βi,Nt ]T , i ∈ [1, q]. N0 is assumed to be independent
and identically distributed Gaussian noise with zero mean and unknown standard
deviation.

4. After reshaping L0, (At C0)
T , and N0 back to a cube of size h × w × p, we call

these entities as “low-rank background HSI”, “sparse target HSI”, and “noise
HSI”, respectively.
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In order to recover the low-rank matrix L0 and the sparse target matrix (AtC0)
T , we

consider the following minimization problem:

min
L,C

{
τ rank(L) + λ ‖C‖2,0 + ∥∥D − L − (AtC)T

∥∥2

F

}
, (15.1)

where τ controls the rank of L, and λ the sparsity level in C.

15.3.1 Recovering a Low-Rank Background Matrix and a
Sparse Target Matrix by Convex Optimization

We relax the rank term and the ||.||2,0 term to their convex proxies. More precisely,
we use the nuclear norm ||L||∗ as a surrogate for the rank(L) term, and the l2,1 norm
for the l2,0 norm.1

We now need to solve the following convex minimization problem:

min
L,C

{
τ ‖L‖∗ + λ ‖C‖2,1 + ∥∥D − L − (AtC)T

∥∥2

F

}
. (15.2)

Problem (15.2) is solved via an alternating minimization of two sub-problems.
Specifically, at each iteration k,

L(k) = argmin
L

{∥∥∥∥L −
(
D −

(
At C(k−1)

)T
)∥∥∥∥

2

F
+ τ ‖L‖∗

}

, (15.3a)

C(k) = argmin
C

{∥∥∥∥
(
D − L(k)

)T − At C

∥∥∥∥

2

F
+ λ ‖C‖2,1

}

. (15.3b)

The minimization sub-problems (15.3a), (15.3b) are convex and each can be solved
optimally.

1A natural suggestion could be that the rank of L usually has a physical meaning (e.g., number of
endmembers in background), and thus, why not to minimize the latter two terms in Eq. (15.2) with
the constraint that the rank of L should not be larger than a fixed value d? That is,

min
L,C

{
λ ‖C‖2,1 +

∥∥∥D − L − (AtC)T
∥∥∥
2

F

}
, s.t. rank(L) ≤ d.

In our opinion, assuming that the number of endmembers in background is known exactly will be
a strong assumption and our work will be less general as a result. One can assume d to be some
upper bound, in which case, the suggested formulation is a possible one. However, solving such a
problem (with a hard constraint that the rank should not exceed some bound) is in general a NP-hard
problem, unless there happens to be some special form in the objective which allows for a tractable
solution. Thus, we adopt the soft constraint form with the nuclear norm as a proxy for the rank of
L; this is an approximation commonly done in the field and is found to give good solutions in many
problems empirically.
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Solving sub-problem (15.3a): we solve sub-problem (15.3a) via the singular value

thresholding operator [66]. We assume that
(
D − (

At C(k−1)
)T)

has a rank equal

to r . According to Theorem 2.1 in [66], sub-problem (15.3a) admits the following
closed-form solution:

L(k) = Dτ/2

(
D − (

At C(k−1)
)T)

= U(k) Dτ/2
(
S(k)

)
V(k)T

= U(k) diag
({(

s(k)
t − τ

2

)

+

})
V(k)T

where S(k) = diag

({
s(k)
t

}

1≤t≤r

)
, and Dτ/2(.) is the singular value shrinkage oper-

ator. The matrices U(k) ∈ R
e×r , S(k) ∈ R

r×r , and V(k) ∈ R
p×r are generated by the

singular value decomposition (SVD) of
(
D − (

At C(k−1)
)T)

.

Proof Since the function

{∥∥∥L −
(
D − (

At C(k−1)
)T)∥∥∥

2

F
+ τ ‖L‖∗

}
is strictly con-

vex, it is easy to see that there exists a unique minimizer, and we thus need to prove

that it is equal to Dτ/2

(
D − (

At C(k−1)
)T)

. Note that to understand how the afore-

mentioned closed-form solution has been obtained, we provide in detail the proof
steps that have been given in [66].

To do this, let us first find the derivative of sub-problem (15.3a) w.r.t. L and set it
to zero. We obtain

(
D − (

At C(k−1)
)T)

− L̂ = τ

2
∂

∥∥∥L̂
∥∥∥∗

, (15.4)

where ∂

∥∥∥L̂
∥∥∥∗

is the set of subgradients of the nuclear norm. Let UL SL VT
L to be the

SVD of L, it is known [67–69] that

∂ ‖L‖∗ = {
UL VT

L + W : W ∈ R
e×p, UT

L W = 0, WVL = 0, ‖W‖2 ≤ 1
}

.

Set L̂ = Dτ/2

(
D − (

At C(k−1)
)T)

for short. In order to show that L̂ obeys Eq. (15.4),

suppose the SVD of
(
D − (

At C(k−1)
)T)

is given by

(
D − (

At C(k−1)
)T)

= U0 S0 VT
0 + U1 S1 VT

1 ,

where U0, V0 (resp. U1, V1) are the singular vectors associated with singular values
larger than τ/2 (resp. inferior than or equal to τ/2). With these notations, we have
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L̂ = Dτ/2
(
U0 S0 VT

0

) =
(
U0

(
S0 − τ

2
I
)
VT

0

)
.

Thus, if we return back to Eq. (15.4), we obtain

U0 S0 VT
0 + U1 S1 VT

1 − U0

(
S0 − τ

2
I
)
VT

0 = τ

2
∂

∥∥∥L̂
∥∥∥∗

,

⇒ U1 S1 VT
1 + U0

τ

2
VT

0 = τ

2
∂

∥∥∥L̂
∥∥∥∗

,

⇒ (
U0 VT

0 + W
) = ∂

∥∥∥L̂
∥∥∥∗

,

where W = 2

τ
U1 S1 VT

1 .

By definition, UT
0 W = 0, WV0 = 0, and we also have ‖W‖2 ≤ 1.

Hence,
(
D − (

At C(k−1)
)T)

− L̂ = τ

2
∂

∥∥∥L̂
∥∥∥∗
, which concludes the proof. �

Solving sub-problem (15.3b): (15.3b) can be solved by various methods, among
which we adopt the alternating direction method of multipliers (ADMM) [70]. More
precisely, we introduce an auxiliary variable F into sub-problem (15.3b) and recast
it into the following form:

(
C(k),F(k)

) = argmin
s.t. C=F

{∥∥∥
(
D − L(k)

)T − At C
∥∥∥
2

F
+ λ ‖F‖2,1

}
. (15.5)

Problem (15.5) is then solved as follows (scaled form of ADMM):

C(k) = argmin
C

{∥∥∥∥
(
D − L(k)

)T − At C

∥∥∥∥

2

F
+ ρ(k−1)

2

∥∥∥∥C − F(k−1) + 1

ρ(k−1)
Z(k−1)

∥∥∥∥

2

F

}

,

(15.6a)

F(k) = argmin
F

{

λ ‖F‖2,1 + ρ(k−1)

2

∥∥∥∥C
(k) − F + 1

ρ(k−1)
Z(k−1)

∥∥∥∥

2

F

}

, (15.6b)

Z(k) = Z(k−1) + ρ(k−1)
(
C(k) − F(k)

)
, (15.6c)

where Z ∈ R
Nt×e is the Lagrangian multiplier matrix, and ρ is a positive scalar.

Solving sub-problem (15.6a):

− 2AT
t

((
D − L(k)

)T − At C
)

+ ρ(k−1)

(
C − F(k−1) + 1

ρ(k−1)
Z(k−1)

)
= 0 ,

⇒ (
2AT

t At + ρ(k−1) I
)
C = ρ(k−1) F(k−1) − Z(k−1) + 2AT

t

(
D − L(k)

)T
.

This implies

C(k) = (
2AT

t At + ρ(k−1) I
)−1

(
ρ(k−1) F(k−1) − Z(k−1) + 2AT

t

(
D − L(k)

)T)
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Solving sub-problem (15.6b):

According to Lemma 3.3 in [71] and Lemma 4.1 in [62], sub-problem (15.6b) admits
the following closed-form solution:

[F](k):, j = max

(∥∥∥∥[C]
(k)
:, j + 1

ρ(k−1)
[Z](k−1)

:, j
∥∥∥∥
2

− λ

ρ(k−1)
, 0

)
⎛

⎜
⎝

[C](k):, j + 1
ρ(k−1) [Z](k−1)

:, j
∥∥∥[C](k):, j + 1

ρ(k−1) [Z](k−1)
:, j

∥∥∥
2

⎞

⎟
⎠

Proof At the j th column, sub-problem (15.6b) refers to

[F](k):, j = argmin
[F]:, j

{

λ
∥∥[F]:, j

∥∥
2 + ρ(k−1)

2

∥∥∥∥[C]
(k)
:, j − [F]:, j + 1

ρ(k−1)
[Z](k−1)

:, j

∥∥∥∥

2

2

}

.

By finding the derivative w.r.t [F]:, j and setting it to zero, we obtain

− ρ(k−1)

(
[C](k):, j − [F]:, j + 1

ρ(k−1)
[Z](k−1)

:, j

)
+ λ [F]:, j∥∥[F]:, j

∥∥
2

= 0

⇒ [C](k):, j + 1

ρ(k−1)
[Z](k−1)

:, j = [F]:, j + λ [F]:, j
ρ(k−1)

∥∥[F]:, j
∥∥
2

. (15.7)

By computing the l2 norm of (15.7), we obtain

∥∥∥∥[C]
(k)
:, j + 1

ρ(k−1)
[Z](k−1)

:, j

∥∥∥∥
2

= ∥∥[F]:, j
∥∥
2 + λ

ρ(k−1)
. (15.8)

From Eqs. (15.7) and (15.8), we have

[C](k):, j + 1

ρ(k−1)
[Z](k−1)

:, j
∥∥∥∥[C]

(k)
:, j + 1

ρ(k−1)
[Z](k−1)

:, j

∥∥∥∥
2

= [F]:, j∥∥[F]:, j
∥∥
2

. (15.9)

Consider that

[F]:, j = ∥∥[F]:, j
∥∥
2 × [F]:, j∥∥[F]:, j

∥∥
2

. (15.10)

By replacing
∥∥[F]:, j

∥∥
2 from (15.8) into (15.10), and

[F]:, j∥∥[F]:, j
∥∥
2

from (15.9) into

(15.10), we conclude the proof. �
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15.3.2 Some Initializations and Convergence Criterion

We initialize L(0) = 0, F(0) = C(0) = Z(0) = 0, ρ(0) = 10−4 and update ρ(k) =
1.1 ρ(k−1). The criteria for convergence of sub-problem (15.3b) is

∥∥C(k) − F(k)
∥∥2
F

≤
10−6.

For Problem (15.2),we stop the iterationwhen the following convergence criterion
is satisfied:

∥∥L(k) − L(k−1)
∥∥
F

‖D‖F
≤ ε and

∥∥∥
(
At C(k)

)T − (
At C(k−1)

)T∥∥∥
F

‖D‖F
≤ ε

where ε > 0 is a precision tolerance parameter. We set ε = 10−4.

15.3.3 Our Novel Target Detector: (AtC)T

We use (AtC)T directly for the detection.

Note that for this detector, we require as few false alarms as possible to be
deposited in the target image, but we do not need the target fraction to be
entirely removed from the background (that is, a very weak target separation
can suffice). As long as enough of the target fractions are moved to the tar-
get image, such that non-zero support is detected at the corresponding pixel
location, it will be adequate for our detection scheme. From this standpoint,
we should choose a λ value that is relatively large so that the target image is
really sparse with zero or little false alarms, and only the signals that reside in
the target subspace specified by At will be deposited there.

15.4 Experiments and Analysis

Toobtain the same scene as in Fig. 8 in [72],we have concatenated two sectors labeled
as “f970619t01p02_r02_sc03.a.rf” and “f970619t01p02_r02_sc04.a.rfl” from the
online Cuprite data [73]. We shall call the resulting HSI as “Cuprite HSI” (see
Fig. 15.2). The Cuprite HSI is a mining district area, which is well understood min-
eralogically [72, 74]. It contains well-exposed zones of advanced argillic alteration,
consisting principally of kaolinite, alunite, and hydrothermal silica. It was acquired
by the Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) in June 23, 1995
at local noon and under high visibility conditions by a NASAER-2 aircraft flying at
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Fig. 15.2 The Cuprite HSI of size 1024 × 614 × 186. We exhibit the mean power in db over the
186 spectral bands

an altitude of 20km. It is a 1024 × 614 image and consists of 224 spectral (color)
bands in contiguous (of about 0.01µm) wavelengths ranging exactly from 0.4046
to 2.4573µm. Prior to some analysis of the Cuprite HSI, the spectral bands 1–4,
104–113, 148–167, and 221–224 are removed due to the water absorption in those
bands. As a result, a total of 186 bands are used.2

By referring to Fig. 8 in [72], we picked 72 pure alunite pixels from the Cuprite
HSI (72 pixels located inside the solid red ellipses in Fig. 15.2) and generate a 100 ×
100 × 186 HSI zone formed by these pixels. We shall call this small HSI zone
as “Alunite HSI” (see Fig. 15.3), and which will be used for the target evaluations
later. We incorporate, in this zone, seven target blocks (each of size 6 × 3) with
α ∈ [0.01, 1] (all have the sameα value), placed in long convoy formation all formed
by the same target t that we picked from the Cuprite HSI and which will constitute
our target of interest to be detected. The target t replaces a fraction α ∈ [0.01, 1]
from the background; specifically, the following values of α are considered: 0.01,
0.02, 0.05, 0.1, 0.3, 0.5, 0.8, and 1.

In the experiments, two kinds of target t are considered:

1. ‘t’ that represents the buddingtonite target,
2. ‘t’ that represents the kaolinite target.

More precisely, our detector (AtC)T is evaluated on two target detection scenarios:

• Evaluation on an easy target (buddingtonite target): It has been noted by Gregg
et al. [72] that the ammonia in the Tectosilicate mineral type, known as budding-
tonite, has a distinct N-H combination absorption at 2.12µm, a position similar

2We regret that in our work in [51, 52], we missed to add “221–224” with the other bands that are
removed. Adding “221–224” will give exactly a total of 186 bands.
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Fig. 15.3 A 100 × 100 × 186 “Alunite HSI” generated by 72 pure alunite samples picked from
the Cuprite HSI (72 pixels from the solid red ellipses in Fig. 15.2). For the third image, we exhibit
the mean power in db over the 186 spectral bands

to that of the cellulose absorption in dried vegetation, from which it can be distin-
guishedbasedon its narrower bandwidth and asymmetry.Hence, the buddingtonite
mineral can be considered as an “easy target” because it does not look like any
other mineral with its distinct 2.12µm absorption (that is, it is easily recognized
based on its unique 2.12µm absorption band).
In the experiments,3 we consider the “buddingtonite” pixel at location (731, 469)
in the Cuprite HSI (the center of the dash-dotted yellow circle in Fig. 15.2) as the
buddingtonite target t to be incorporated in the Alunite HSI for α ∈ [0.01, 1].

• Evaluation on a challenging target (kaolinite target)4: The paradigm inmilitary
applications for hyperspectral imagery seems to center on finding the target but
ignoring all the rest. Sometimes, that rest is important, especially if the target is
well matched to the surroundings. It has been shown by Gregg et al. [72] that
both alunite and kaolinite minerals have overlapping spectral features, and thus,
discrimination between these two minerals is a big challenge [72, 75].
In the experiments, we consider the “kaolinite” pixel at location (672, 572) in the

3The MATLAB code of the proposed detector and experiments is available upon request. Please
feel free to contact Ahmad W. Bitar.
4We thank Dr. Gregg A. Swayze from the United States Geological Survey (USGS) who has
suggested us to evaluate our model (15.2) on the distinction between alunite and kaolinite minerals.
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Fig. 15.4 Three-point band depth images for both a alunite and b kaolinite

Cuprite HSI (the center of the dotted blue circle in Fig. 15.2) as the kaolinite target
t to be incorporated in the Alunite HSI for α ∈ [0.01, 1].
Figure15.4a exhibits a three-point band depth image for our alunite background
that shows the locations where an absorption feature, centered near 2.17µm, is
expressed in spectra of surface materials. Figure15.4b exhibits a three-point band
depth image for our kaolinite target that shows the locations where an absorption
feature, centered near 2.2µm, is expressed in spectra of surface materials. As we
can observe, there is a subtle difference between the alunite and kaolinite three-
point band depth images, showing that the successful spectral distinction between
these two minerals is a very challenging task to achieve [75].5

15.4.1 Construction of the Target Dictionary At

An important problem that requires a very careful attention is the construction of an
appropriate dictionaryAt in order to capture the target well and distinguish it from the
background. If At does not well represent the target of interest, our model in (15.2)
may fail on discriminating the targets from the background. For example, Fig. 15.5
shows the detection results of our detector (AtC)T when At is constructed from
some of the background pixels in the Alunite HSI. We can obviously observe that
our detector is not able to capture the targets mainly because of the poor dictionary
At constructed.

5We have been inspired by Fig. 8D-E in [75] to provide a close example of it in this chapter as can
be shown in Fig. 15.4.
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When At is constructed from background samples

Fig. 15.5 Evaluation of our detector (AtC)T for detecting the buddingtonite and kaolinite target
(for α = 1) from the Alunite HSI when At is constructed from some background pixels acquired
from the Alunite HSI

The target present in theHSI can be highly affected by the atmospheric conditions,
sensor noise, material composition, and scene geometry. This may produce huge
variations on the target spectra. In view of these real effects, it is very difficult to
model the target dictionaryAt well. But this raises the question on “how these effects
should be dealt with?”.

Some scenarios for modeling the target dictionary have been suggested in the
literature. For example, by using physical models and the MODTRAN atmospheric
modeling program [76], target spectral signatures can be generated under various
atmospheric conditions. For simplicity, we handle this problem in this work by
exploiting target samples that are available in some online spectral libraries. More
precisely, At can be constructed via the United States Geological Survey (USGS-
Reston) spectral library [77]. However, the user can also deal with the Advanced
Spaceborne Thermal Emission and Reflection (ASTER) spectral library [78] that
includes data from the USGS spectral library, the Johns Hopkins University (JHU)
spectral library, and the Jet Propulsion Laboratory (JPL) spectral library.

There are three buddingtonite samples available in theASTER spectral library and
will be considered to construct the dictionaryAt for the detection of our buddingtonite
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Fig. 15.6 Target dictionaries for the detection of buddingtonite and kaolinite

target (see Fig. 15.6 (first column)); whereas six kaolinite samples are available in
the USGS spectral library and will be acquired to construct At for the detection of
our kaolinite target (see Fig. 15.6 (second column)).

Note that the Alunite HSI, the buddingtonite target t, the kaolinite target t, and
the buddingtonite/kaolinite target samples extracted from the online spectral libraries
are all normalized to the values between 0 and 1.

For instance, it is usually difficult to find, for a specific given target, a sufficient
number of available samples in the online spectral libraries. Hence, the dictionary
At may still be not sufficiently selective and accurate. This is the most reason why
problem (15.2) may fail to well capture the targets from the background.

15.4.2 Target Detection Evaluation

We now aim to qualitatively evaluate the target detection performances of our detec-
tor (AtC)T on both the buddingtonite and kaolinite target detection scenarios, when
At is constructed from target samples available in the online spectral libraries (from
Fig. 15.6). As can be seen from Fig. 15.7, our detector is able to detect the budding-
tonite targets with no false alarms until α ≤ 0.1 where a lot of false alarms appear.

For the detection of kaolinite, it was difficult to have a clean detection (without
false alarms) even for high values ofα. This is to be expected since the kaolinite target
is well matched to the alunite background (the kaolinite and alunite have overlapping
spectral features), and hence, the discrimination between them is very challenging.

It is interesting to note (results omitted here) that if we consider At = t (that is,
we are searching for the exact signature t in the Alunite HSI), the buddingtonite and
even the kaolinite targets are able to be detectedwith no false alarms for 0.1 < α ≤ 1.
When α ≤ 0.1, a lot of false alarms appear, but, the detection performances for both
the buddingtonite and kaolinite targets remain better than to those in Fig. 15.7.
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When At is constructed from target samples
α = 1

α = 0.8

Fig. 15.7 Evaluation of our detector (AtC)T for detecting the buddingtonite and kaolinite target
(for α ∈ [0.01, 1]) when At is constructed from target samples in the online spectral libraries
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α = 0.5

α = 0.3

Fig. 15.7 (continued)
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α = 0.1

α = 0.05

Fig. 15.7 (continued)
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α = 0.02

α = 0.01

Fig. 15.7 (continued)
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15.5 Conclusion and Future Work

In this chapter, the well-known robust principal component analysis (RPCA) is
exploited for target detection in hyperspectral imagery. By making assumptions sim-
ilar to those used in RPCA, a given hyperspectral image (HSI) has been decomposed
into the sum of a low-rank background HSI and a sparse target HSI that only contains
the targets (with the background is suppressed) [52]. In order to alleviate the inad-
equacy of RPCA on distinguishing the true targets from the background, we have
incorporated into the RPCA imaging, the prior target information that can often be
provided to the user. In this regard, we have constructed a pre-learned target dictio-
naryAt , and thus, the given HSI is decomposed as the sum of a low-rank background
HSI L and a sparse target HSI (AtC)T , where C is a sparse activation matrix.

In this work, the sparse component (AtC)T was only the object of interest, and
thus, used directly for the detection. More precisely, the targets are deemed to be
present at the non-zero entries of the sparse target HSI. Hence, a novel target detector
is developed, which is simply a sparse HSI generated automatically from the original
HSI, but containing only the targets of interest with the background is suppressed.

The detector is evaluated on real experiments, and the results ofwhich demonstrate
its effectiveness for hyperspectral target detection, especially on detecting targets that
have overlapping spectral features with the background.

The l1 norm regularizer, a continuous and convex surrogate, has been studied
extensively in the literature [79, 80] and has been applied successfully to many
applications including signal/image processing, biomedical informatics, and com-
puter vision [43, 81–84]. Although the l1 norm based sparse learning formulations
have achieved great success, they have been shown to be suboptimal in many cases
[85–87], since the l1 is still too far away from the ideal l0 norm. To address this issue,
manynon-convex regularizers, interpolated between the l0 normand the l1 norm, have
been proposed to better approximate the l0 norm. They include lq norm (0 < q < 1)
[88], Smoothly Clipped Absolute Deviation [89], Log-Sum Penalty [90], Minimax
Concave Penalty [91], Geman Penalty [92, 93], and Capped-l1 penalty [86, 87, 94].

In this regard, from problem (15.2), it will be interesting to use other proxies
than the l2,1 norm, closer to l2,0, in order to probably alleviate the l2,1 artifact and
also themanual selection problemof both τ andλ. But although the non-convex
regularizers (penalties) are appealing in sparse learning, it remains a very big
challenge to solve the corresponding non-convex optimization problems.
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