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The brain as an organ and mind as its product and even more than that were for 
centuries a secret that many scientists tried to reveal. But only recently, during and 
following Decade of the Brain, with the introduction of neuroimaging methods, 
especially functional magnetic resonance imaging (fMRI), it was possible to get 
more data on these important topics. This was a kind of a “golden era” for neurol-
ogy and psychiatry, disciplines that got tools for deeper searching and possibilities 
of getting answers to important questions, together with results from neuroscience 
and neurobiology.

This development enabled getting a broader field of the investigation, the inter-
action of several disciplines, new perspectives, and a more comprehensive view of 
mind and brain interaction.

Our Mind & Brain Congress was founded 60 years ago as a small gathering of 
colleagues with a special interest in brain diseases. From that time onward, it was 
intensively developing—always being international, interdisciplinary, focused at 
recent knowledge, spreading it among participants from all over the world, on the 
path of what was the founding idea of “Pula School of Science and Humanity”.

And today, with emerging a new discipline Psychoneuroendocrinoimmunology 
and its translation to clinical practice, our long-standing comprehensive approach 
to the interrelation and bridging of the mind and the brain could contribute to a 
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better understanding of this challenging topic. As it is not possible to show in 
detail this huge area of interest, we have tried with a few examples in the follow-
ing chapters to illustrate it from different perspectives.

Brain on the couch (author: Ivan Šarić, courtesy from the private collection)
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Creativity—The Story Continues: 
An Overview of Thoughts on Creativity

Vida Demarin and Filip Derke

© Springer Nature Switzerland AG 2020 
V. Demarin (ed.), Mind and Brain, https://doi.org/10.1007/978-3-030-38606-1_1

What is Creativity? Where does it come from? Are only ‘special’ people creative and 
‘ordinary’ are not? Are we born with it? Or can it be learned, improved and enhanced?

These and similar questions are being present for many years. People were 
always curious to get the right answer. Modern neuroscience with sophisticated 
neuroimaging methods has already given many answers to this important topic and 
intensive research is still going on.

Creativity is the act of turning new and imaginative ideas into reality.
It can perceive the world in new ways, to find hidden patterns, to make connec-

tions between seemingly unrelated phenomena and to generate solutions.
It involves two processes: thinking and producing.
Creativity is a process of bringing something new into being, it requires pas-

sion and commitment. It brings to our awareness what was previously hid-
den and points to new life. The experience is one of heightened consciousness:  
ecstasy.—Rollo May, The Courage to Create [1].

According to Albert Einstein, Creativity is intelligence having fun, while for 
Henri Matisse, Creativity takes Courage.

The human brain supports different kinds of creativity but different human brains 
lead to different kinds of creativity. It is nowadays present in many, almost all seg-
ments of our life, from classrooms to workplaces, science, artistic expression, to 
home decoration, to business, marketing, recreation, even to stylish food preparation.

Beliefs that only special, talented people are creative (and one has to be born 
that way) diminish our confidence in our creative abilities.
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The notion that geniuses such as Shakespeare, Picasso and Mozart were ‘gifted’ 
is a myth, according to a study at Exeter University. Researchers examined out-
standing performances in the arts, mathematics and sports, to find out if ‘the wide-
spread belief that to reach high levels of ability a person must possess an innate 
potential called talent’. The study concludes that excellence is determined by 
opportunities, encouragement, training, motivation, and most of all, practice [2].

But special attention was always given to artistic talent. Orator fit, poeta  
nascitur—‘The orator is made; the poet is born’—is an ancient and well-known 
expression and today it is being supported more and more often by scientific evi-
dence. Many scientists have been interested in the particularities of the ways in 
which artists think, work and create, encouraging them to do research through 
which they would attempt to explain why artists are more special than most other 
‘ordinary’ people and whether, by means of modern technology, it is possible to 
get insight to the structure and function of the brain and it is possible to discover 
the secret of—or rather, ‘embody’ the quality that we call talent.

Csikszentmihalyi [3], after more than 30 years of observing creative people, wrote:
‘If I had to express in one word what makes their personalities different from 

others, it is complexity’.
They show tendencies of thought and action that in most people are segregated. 

They contain contradictory extremes; instead of being an ‘individual,’ each of 
them is a ‘multitude.’

Can Creativity Be Taught?

George Land’s Creativity Test [4]

In 1968, George Land conducted a research study to test the creativity of 1,600 
children ranging from 3 to 5 years of age who were enrolled in a Head Start pro-
gram. This was the same creativity test he devised for NASA to help select inno-
vative engineers and scientists. The assessment worked so well that he decided to 
try it on children. He retested the same on children at 10 years of age, and again 
at 15 years of age. The results were astounding. Among 5-year-olds, creativity 
was present in 98%. When they were retested on 10-year-olds, it was found in 
30%. After 5 more years, when they were 15 years old, the result was even worse. 
Creativity was present in only 12% of them. The same test was given to 280,000 
adults and creativity was present in only 2% of them.

The conclusion from this study is obvious: Non-creative behaviour is learned. 
It is the following results obtained at Exeter university, encouragement, training, 
motivation, and most of all, practice are the most important for further develop-
ment and boosting of this innate feature.
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Fostering creativity in children in all domains and directions of their interest 
is ‘a must’ for parents, teachers and everybody taking care of children and their 
development. For nurturing a child’s imagination and creativity, it is good to 
spend time outdoors. The benefits of nature on a child’s development are endless. 
Because nature is ever-changing, it provides countless opportunities for discov-
ery, creativity and problem-solving. As Albert Einstein said: Imagination is more 
important than knowledge, it is of utmost importance to use our imagination in 
enhancing the children’s one.

Where Creativity Comes from? Is There a Special Place 
in the Brain?

Modern neuroscience has the privilege to investigate the processes of artistic 
performance in a healthy brain using modern techniques such as functional 
MRI (magnetic resonance imaging). Not so long-ago scientists could only 
speculate what brain functions are involved in artistic processes by observ-
ing neurological patients [5]. In the process of explaining the secret of crea-
tivity, a simplified theory started with the known fact of cerebral hemisphere 
dominance; uncreative people have marked hemispheric dominance and  
creative people have less marked hemispheric dominance [6, 7]. The right 
hemisphere is specialized, among other functions, for metaphoric thinking, for 
playfulness, solution-finding and synthesizing. It is the centre of visualization, 
imagination and conceptualization, but the left hemisphere is still needed for 
artistic work to achieve balance by partly suppressing creative states of the 
right hemisphere and for the executive part of a creative process. Numerous 
studies investigating the brain function during the visual art activities have 
shown a very specific functional organization of brain areas. Different parts 
of visual cortex were activated, depending on the type of picture viewed (col-
ours, objects, faces, the position of objects in space, motion or static pictures) 
[8]. Marked hemispheric dominance and area specialization is very prominent 
for music perception. Both brain hemispheres are needed for complete music 
experience, while frontal cortex has a significant role in rhythm and melody 
perception. The centres for perceiving pitch and certain aspects of melody 
and harmony and rhythm are identified in the right hemisphere. The left hem-
isphere is important for processing rapid changes in frequency and intensity 
of tune. Several brain imaging studies have reported activation of many other 
cortical areas besides auditory cortex during listening to music, which can 
explain the impact of listening to music on emotions, cognitive and motor pro-
cesses [9, 10].
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Drawing 2: Brain Tree (Author: Ivan Šarić, Courtesy 
from the Private Collection)

Where it comes from, is crucial for some product to become a piece of art: the 
creativity arising from an artist’s brain is necessary. But it is also interesting 
to establish why a great number of people find a particular piece of art, music, 
dance or a poem beautiful. The saying ‘The beauty is in the eye of the beholder’ is 
known from ancient times. Recently, Tomohiro Ishizu and Semir Zeki conducted 
a study the results of which have revealed that a beauty experience is indeed in 
the beholder, though not in the eye, but the brain [11]. As well as for the art expe-
rience, Zeki pointed out in his book ‘A Vision of the Brain’ that all human expe-
rience is mediated through the brain and is not solely the product of the outside 
world. He says, ‘The more important the experience, the more it can reveal about 
the fundamental properties of the brain’ [12].
Contrary to the ‘right-brain’ myth, which was considered as a rule for many years, 
now we are witnessing data that creativity does not just involve a single brain 
region or even a single side of the brain. Instead, the creative process draws on the 
whole brain. It is a dynamic interplay of many different brain regions, emotions 
and our unconscious and conscious processing systems.
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In an attempt to explain this process, three most frequently used networks are 
as follows [13, 14]:

Network 1: The Executive Attention Network—it is activated when intensive 
attention is needed, with heavy demands at working memory.

It is situated in the lateral region of the prefrontal cortex (PFC) and areas 
towards the back.

Network 2: The Imagination Network (Default Network)
‘Constructing dynamic mental simulations based on personal past experiences 

such as used during remembering, thinking about the future and generally when 
imagining alternative perspectives and scenarios to the present’. The Imagination 
Network is also involved in social cognition—deep insula, PFC and temporal lobe 
communicating with parietal lobe.

Network 3: The Salience Network—Constantly monitor both external and inter-
nal stream of consciousness, what is most salient for a particular task—dorsal 
anterior cingulate cortices (2dACC) and anterior insula (AI).

Creativity might not be a ‘right-brain’ thing after all—but rather the ability of 
both hemispheres to communicate. A new study from Duke University [15] reveals 
that highly creative people have significantly more nerve connections between the 
right and left hemispheres than less creative people.

For the study, healthy college-age volunteers underwent MRI imaging using 
diffusion tensor imaging, which enables following the brain’s white matter tracts 
by tracing the movement of water along with them.

The white matter connections of 68 different brain regions were analyzed 
by statisticians David Dunson of Duke University and Daniele Durante of the 
University of Padova.

Computers Produced 3-D Wiring Diagrams of the Brain

Neuroscientist Rex Jung of the University of New Mexico collected the MRI data 
and performed a variety of tests to assess participants’ level of creativity. Some 
involved problem-solving tests that evaluated divergent thinking, such as coming 
up with as many users as possible for an object like a paperclip or a brick. Another 
example was seeing how many geometric shapes participants could draw in 5 min. 
Jung’s team also administered a survey that asked about achievements in ten areas 
including creative writing, cooking, science and music. In combination, the results 
created a composite creativity score for each participant. Then a computer pro-
gram examined the data from the brain maps and identified structural differences.

The results revealed that participants who were in the top 15% based on their 
creativity score had significantly more connections between the right and left hem-
ispheres of the brain compared to those in the bottom 15%.

Most of the differences were seen in the frontal lobe, which is essentially the 
‘control panel’ of personality and the ability to communicate. The researches did 



6 V. Demarin and F. Derke

not find any statistical differences in the number of connections between men or 
women or within each hemisphere.

‘Maybe by scanning a person’s brain we could tell what they are likely to be 
good at’, Dunson said in a statement. Noting that the technique might be able to 
predict how likely it is that a person will be creative based on their brain network 
structure.

Dunson’s team is now investigating whether brain connectivity is differ-
ent depending on I.Q. and is also using their approach to help distinguish early 
Alzheimer’s disease from normal ageing.

But nevertheless, there is some grain of truth to the left-brain/right-brain dis-
tinction. For instance, spatial reasoning recruits more structures in the right hem-
isphere, and language processing recruits more structures in the left hemisphere. 
Also, there is some really interesting research conducted by Kounios and Beeman 
[16] showing that the A-ha moment of insight—in which participants discover 
seemingly unrelated words—is associated with activation of the right anterior 
superior temporal gyrus. None of these findings, however, negate the fact that the 
entire creative process involves the whole brain [17].

Despite advances in the neuroscience of creativity, the field still lacks clarity 
on whether a specific neural architecture distinguishes the highly creative brain. 
Using methods in network neuroscience, in their recent study, Beaty and col-
leagues modelled individual creative thinking ability as a function of variation in 
whole-brain functional connectivity. They identified a brain network associated 
with creative ability comprised of regions within default, salience and executive 
systems—neural circuits that often work in opposition. Across four independent 
datasets, they show that a person’s capacity to generate original ideas can be reli-
ably predicted from the strength of functional connectivity within this network, 
indicating that creative thinking ability is characterized by a distinct brain connec-
tivity profile [18].

‘Creativity is complex, and we’re only scratching the surface here, so there’s 
much more work that’s needed’, says Beaty.

Expertise and training in fine motor skills have been associated with changes 
in brain structure, function and connectivity. Fewer studies have explored the 
neural effects of athletic activities that do not seem to rely on precise fine motor 
control (e.g., distance running). In the recent study [19], resting-state func-
tional connectivity in a sample of adult male collegiate distance runners (n = 11; 
age = 21.3 ± 2.5) was compared to a group of healthy age-matched non-athlete 
male controls (n = 11; age = 20.6 ± 1.1), to test the hypothesis that expertise in 
sustained aerobic motor behaviours affects resting-state functional connectiv-
ity in young adults. Although generally considered an automated repetitive task, 
locomotion, especially at an elite level, likely engages multiple cognitive actions 
including planning, inhibition, monitoring, attentional switching and multitask-
ing and motor control. Connectivity was examined in three resting-state net-
works that link such executive functions with motor control: the default mode 
network (DMN), the frontoparietal network (FPN) and the motor network (MN). 
Two key patterns of significant between-group differences in connectivity that 
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are consistent with the hypothesized cognitive demands of elite endurance run-
ning were found. First, enhanced connectivity between the FPN and brain regions 
often associated with aspects of working memory and other executive functions 
(frontal cortex) suggest endurance running may stress executive cognitive func-
tions in ways that increase connectivity in associated networks. Second, there 
was also found significant anti-correlations between the DMN and regions asso-
ciated with motor control (paracentral area), somatosensory functions (postcen-
tral region) and visual association abilities (occipital cortex). DMN deactivation 
with task-positive regions is generally beneficial for cognitive performance, sug-
gesting anti-correlated regions observed here are engaged during running. For all 
between-group differences, there were associations between connectivity, self-re-
ported physical activity and estimates of maximum aerobic capacity, suggesting a 
dose-response relationship between engagement in endurance running and connec-
tivity strength. Together these results suggest that differences in experience with 
endurance running are associated with differences in functional brain connectivity. 
High-intensity aerobic activity that requires sustained, repetitive locomotor and 
navigational skills may stress cognitive domains in ways that lead to altered brain 
connectivity, which in turn has implications for understanding the beneficial role 
of exercise for the brain and cognitive function over the lifespan.

This latest University of Arizona study concludes that similar brain changes are 
gained via the precise, fine-tuned motor skills associated with playing a musical 
instrument and the seemingly repetitive action of sustained aerobic motor behav-
iours, such as endurance running.

Future studies will focus on pinpointing how exercise-induced or musical train-
ing-induced neuroplasticity in young adults might improve cognitive function in 
the short and long-term. Regular physical activity and musical training seem to 
share the ability to promote greater brain connectivity and better cognitive func-
tion across the human lifespan.

Creativity is a vast construct, seemingly intractable to scientific inquiry—per-
haps due to the vague concepts applied to the field of research. One attempt to 
limit the purview of creative cognition formulates the construct in terms of evolu-
tionary constraints, namely that of blind variation and selective retention (BVSR). 
Behaviourally, one can limit the ‘blind variation’ component to idea generation 
tests as manifested by measures of divergent thinking. The ‘selective retention’ 
component can be represented by measures of convergent thinking, as repre-
sented by measures of remote associates [20]. The authors summarize results from 
measures of creative cognition, correlated with structural neuroimaging measures 
including structural magnetic resonance imaging (sMRI), diffusion tensor imaging 
(DTI), and proton magnetic resonance spectroscopy (1H-MRS). They also review 
lesion studies, considered to be the ‘gold standard’ of brain–behavioural studies. 
What emerges is a picture consistent with theories of disinhibitory brain features 
subserving creative cognition, as described previously [21]. They provide a per-
spective, involving aspects of the default mode network (DMN), which might pro-
vide a ‘first approximation’ regarding how creative cognition might map on to the 
human brain.
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Their review suggests that when you want to loosen your associations, allow 
your mind to roam free, imagine new possibilities and silence the inner critic, it’s 
good to reduce activation of the Executive Attention Network (a bit, but not com-
pletely) and increase activation of the Imagination and Salience Networks. Indeed, 
recent research on jazz musicians and rappers engaging in creative improvisation 
suggests that is precisely what is happening in the brain while in a flow state.

In a recent review, the authors outlined how three factors crucially shape the 
creative mind: (1) creative cognition and the associated neural systems in human 
and animal models; (2) creative drives such as mood states, emotion, motivation 
and regulatory focus and how their interactions could shape the creative perfor-
mance; and (3) the impacts of three central neuromodulatory systems, i.e., dopa-
minergic (DA), noradrenergic (NE), and serotonergic (5-HT), on the interplay 
between creative cognition and creative drives [22].

Philosophers and scientists have long puzzled over where human imagination 
comes from. In other words, what makes humans able to create art, invent tools, 
think scientifically and perform other incredibly diverse behaviours?

Drawing 3: Flower Brain (Author: Ivan Šarić, Courtesy 
from the Private Collection)

The answer, Dartmouth researchers conclude in a new study, lies in a widespread 
neural network—the brain’s ‘mental workspace’—that consciously manipulates 
images, symbols, ideas and theories and gives humans the laser-like mental focus 
needed to solve complex problems and come up with new ideas.
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Eleven areas of the brain are showing differential activity levels in a Dartmouth 
study using functional MRI to measure how humans manipulate mental 
imagery [23].

Another fMRI study investigated brain activation during creative idea gen-
eration using a novel approach allowing spontaneous self-paced generation and 
expression of ideas, trying to get the answer to the fundamental question of what 
brain processes are relevant for the generation of genuinely new creative ideas, in 
contrast to the mere recollection of old ideas from memory. In general, creative 
idea generation (i.e., divergent thinking) was associated with extended activa-
tions in the left prefrontal cortex and the right medial temporal lobe, and with the 
deactivation of the right temporoparietal junction. The generation of new ideas, 
as opposed to the retrieval of old ideas, was associated with stronger activation in 
the left inferior parietal cortex which is known to be involved in mental simula-
tion, imagining and future thought. Moreover, brain activation in the orbital part 
of the inferior frontal gyrus was found to increase as a function of the creativity 
(i.e., originality and appropriateness) of ideas pointing to the role of executive pro-
cesses for overcoming dominant but uncreative responses. Authors conclude that 
the process of idea generation can be generally understood as a state of focused 
internally directed attention involving controlled semantic retrieval. Moreover, left 
inferior parietal cortex and left prefrontal regions may subserve the flexible inte-
gration of previous knowledge for the construction of new and creative ideas [24].

The importance of the Default mode network in creativity was investigated in 
a structural MRI study. A positive correlation was found between creative perfor-
mance and grey matter volume of the default mode network. These findings sup-
port the idea that the default mode network is important in creativity and provide 
neurostructural support for the idea that unconscious forms of information pro-
cessing are important in creativity [25].

A novel game-like and creativity-conducive fMRI paradigm is developed to 
assess the neural correlates of spontaneous improvisation and figural creativ-
ity in healthy adults. Participants were engaged in the word-guessing game of 
Pictionary™, using an MR-safe drawing tablet and no explicit instructions to be 
‘creative’. Using the primary contrast of drawing a given word versus drawing 
a control word (zigzag), authors observed increased engagement of cerebellum, 
thalamus, left parietal cortex, right superior frontal, left prefrontal and paracin-
gulate/cingulate regions, such that activation in the cingulate and left prefrontal 
cortices negatively influenced task performance. Further, using parametric fMRI 
analysis, increasing subjective difficulty ratings for drawing the word engaged 
higher activations in the left prefrontal cortices, whereas higher expert-rated 
creative content in the drawings was associated with increased engagement of 
bilateral cerebellum. Altogether, these data suggest, rather unexpected result, 
that cerebral–cerebellar interaction underlying implicit processing of men-
tal representations has a facilitative effect on spontaneous improvisation and  
figural creativity [26].

In his excellent review on the possible mechanism of creativity, Heilman [27] 
points out that creative people are often risk-takers and novelty seekers behaviours 
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that activate their ventral striatal reward system. Innovation also requires asso-
ciative and convergent thinking, activities that are dependent on the integration 
of highly distributed networks. People are often most creative when they are in 
mental states associated with reduced levels of brain norepinephrine, which may 
enhance the communication between distributed networks.

Based on this assumption, creative arts-based therapies are used in poststroke 
rehabilitation and enhancing the quality of life. Different art modalities are per-
ceived to be useful in achieving different therapeutic goals. Interventions that 
offer opportunities for the participants to experience different art modalities dur-
ing the process may foster participation and enhance flexibility. Therefore, further 
research is needed to demonstrate the differential benefits or special advantages in 
using single or multiple art modalities as well as having qualified therapists in cre-
ative arts-based therapies [28, 29].

Years ago, Ellis Paul Torrance has started investigation in the field of crea-
tivity, especially in children [30–34]. He pointed out the role of the teacher, the 
importance of developing children’s creativity in the classroom and other scientific 
views.

A great amount of research related to the assessment of creativity was done 
by Robert Sternberg and his colleagues [35], who established the so-called 
Investment Theory of Creativity and Development 1991 [36].

Music and Neuroplasticity

There is tremendous research in the field of music, which is proven to be very 
important in our life. Music is a unique stimulus that activates almost every cogni-
tive system in the brain. It activates so many parts of our brain that it is impossible 
to say that we have a centre for music the way we do for other tasks and subjects, 
such as language. When we hear a song, our frontal lobe and temporal lobe begin 
processing the sounds, with different brain cells working to decipher things like 
rhythm, pitch and melody. In his book This is Your Brain on Music, The Science 
of Human Obsession, Levitin discusses these data in detail [37].

Music is a strong stimulus for neuroplasticity. fMRI studies have shown reor-
ganization of the motor and auditory cortex in professional musicians. Other 
studies showed the changes in neurotransmitter and hormone serum levels in cor-
relation to music [38].

Brain scans reveal that listening to pleasing music increases activity in the 
brain’s reward centre and triggers the release of dopamine. Scientists believe that 
music’s ability to make you feel good maybe one of the ways it helps alleviate the 
pain. The more pleasant the listeners found the music to be, the less pain they felt, 
what was thoroughly explained in Oliver Sacks’s brilliant book Musicophilia [39].

Music can interfere with pain signals even before they reach the brain—at the 
level of the spinal cord and eventually can prevent the transmission of pain signals 
to the brain [37, 39].
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The very prominent connection between music and enhancement of perfor-
mance or changing of neuropsychological activity was shown by studies involving 
Mozart’s music from which the theory of ‘The Mozart Effect’ was derived [40].

Brain images of people listening to music show activity in different parts of the 
brain [41] and there are particular areas of the brain which show idiosyncrasies in 
musicians including the motor cortex, the cerebellum and the corpus callosum.

Results of other numerous studies showed that listening to music can improve 
cognition, motor skills and recovery after brain injury.

To investigate the neural substrates that underlie spontaneous musical perfor-
mance, [42] authors examined improvisation in professional jazz pianists using 
functional MRI. By employing two paradigms that differed widely in musical 
complexity, they found that improvisation (compared to the production of over-
learned musical sequences) was consistently characterized by a dissociated pat-
tern of activity in the prefrontal cortex: extensive deactivation of the dorsolateral 
prefrontal and lateral orbital regions with focal activation of the medial prefrontal 
(frontal polar) cortex. Such a pattern may reflect a combination of psychological 
processes required for spontaneous improvisation, in which internally motivated, 
stimulus-independent behaviours unfold in the absence of central processes that 
typically mediate self-monitoring and conscious volitional control of ongoing 
performance. Changes in prefrontal activity during improvisation were accom-
panied by widespread activation of neocortical sensorimotor areas (that mediate 
the organization and execution of musical performance) as well as deactivation 
of limbic structures (that regulate motivation and emotional tone). This distrib-
uted neural pattern may provide a cognitive context that enables the emergence of 
spontaneous creative activity.

Music, according to old Chinese saying—music has the power to ease tension 
within the heart and lessen and loosen obscure emotions.

The connection between the brain and music is strong and bidirectional. Like 
Oliver Sacks, a professor of neurology and a writer who extensively studied the 
effect of music on human health wrote: ‘We turn to the music, we need it, because 
of its ability to move us, to induce feelings and moods, states of mind’ [39].

Types of Creativity and Creative Thinking

Creativity is often confined and even mixed up with artistic talent, a lot of dispute 
is still going on. Because of this, creativity is often assumed as something lateral, 
without focusing what is inside it. We should not just discount it. We should think 
of creativity as our intelligence with two facets: crystallized and fluid, what can 
be also said for creativity. It is a bit of both and neither at the same time. Dietrich 
[43] has identified four different types of creativity with corresponding brain activ-
ities—a kind of matrix.

Creativity can either be emotionally (based from the heart) or cognitively 
(thoughts, logical intelligence) based, and can also be spontaneous (something 
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unexpected) or deliberate (conscious effort to sustain), what gives us four quad-
rants, each with different and unique aspects to it!

Deliberate and Cognitive—Thomas Edison

Deliberate and cognitive creativity comes from sustained work in the discipline and 
previous body of knowledge. The prefrontal cortex (PFC)—pays focused atten-
tion and makes connections among the information that have been stored—put-
ting together existing information in new and novel work. This type of creativity 
requires a high degree of knowledge and plenty of time and patience.

Personal Breakthrough ‘A-ha’ Moments

Deliberate, emotional–personal ‘A-ha’ moment is characterized by our vibrant 
spectrum of emotion and its deliberate nature to make us feel, this can be encoun-
tered whenever suddenly happens an insight about ourself. Also, PFC is activated 
and deliberate part and cingulate cortex that processes feelings that are related, 
how we interact with others and what is our place in the world.

Isaac Newton ‘Eureka’ Moments

Working on the idea or a problem that we can’t solve need break for getting 
insight, after which we can work better. Basal ganglia, where dopamine is stored 
are involved. When this type of creativity happens, the conscious brain stops 
working on the problem and hands it over to the unconscious brain. By doing this, 
our brains can connect new information to the task via our unconscious mental 
processes. By doing different, unrelated activities, PFC can connect the informa-
tion in new ways. Existing knowledge belongs to the cognitive part.

‘Epiphanies’

Due to the nature of our emotions, epiphanies are difficult to find. This is sponta-
neous and emotional creativity coming from the amygdala—where basic emotions 
are processed. When conscious brain and PFC are resting, spontaneous ideas and 
creations emerge. It happens to artists and musicians, and it is quite a powerful 
feeling, such as epiphany. It is not cognitive, no knowledge, but skill is neces-
sary—writing, artistic, musical …
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Deliberate and cognitive creativity requires a high degree of knowledge and 
lots of time, deliberate and emotional creativity requires quiet time, spontaneous 
and cognitive creativity requires stopping work on the problem and getting away 
while spontaneous and emotional creativity probably cannot be designed for.

After years of research, investigating types of thinking, Ned Herrmann devel-
oped his concept of Whole-Brain Thinking System [44] with four types of 
thinking, each corresponding roughly to one of brain structure. This concept is 
combining the left and right theory and Paul MacLean’s triune theory [45] in a 
new model of thinking styles. Each person has a preference in his/her’s thinking 
style and has to be aware that another person has also his thinking style. Four pat-
terns that emerged in terms of how the brain perceives and processes information 
have led to this Herrmann’s concept and he constructed a measuring tool for see-
ing the difference, called Herrmann Brain Dominance Instrument (HBDI).

In his book The Creative Brain [46], Ned Herrmann explains his four special-
ized clusters of mental activity: A/Facts—Goals driven: Logical, Analytical, Fact-
based, Quantitative intelligence. B/Form—Results Driven: Structural–Operational, 
Sequential, Organized, Detailed Planned Intelligence. C/Feelings—People 
Driven: Social–Relational Intelligence, Interpersonal, Feeling Based, Emotional 
Intelligence and D/Future—Vision Driven: Conceptual Creative, Intuitive, 
Integrating, Syntethesizing Intelligence.

Creativity is personal, we should claim for our creative space at work, within 
the family, everywhere and unleash our enormous creative capability.

Apart from Herrmann’s ways of thinking, convergent and divergent thinking are 
also described as a possible mode of creative thinking. They are the two ways of 
approaching problem-solving [47]. Divergent thinking seeks multiple perspectives 
and multiple possible answers to questions and problems while convergent think-
ing assumes that a question has only one right answer and that a problem has a 
single solution [48]. The divergent thinker does not accept the usual way of doing 
things, to be his way, he always tries to get more ideas and more ways of doing it. 
Divergent thinking is the process of thought where a person uses flexibility, fluency 
and originality to explore as many solutions or options to a problem or issue as pos-
sible. It is the opposite of convergent thinking, which has the characteristic to focus 
on only one idea or single solution, being rather conservative, always accepting the 
answer as being the right, and not even trying to seek for other options. For diver-
gent thinkers, it is rather easy to find additional ideas and answers, contrary to con-
vergent thinkers who are not that good in finding new solutions. But, on the other 
hand, without convergent thinking, it would be rather difficult to come to an end 
and to conclude, as Guilford [49] wrote years ago, and research is going on [50].

Researching through a vast amount of literature on creative thinking, Jorlen 
[51] pointed out to five main types of creative thinking: Divergent thinking (exag-
geration), Lateral thinking (out-of-the-box), Aesthetic thinking (Beauty and 
taste), Systems thinking (Synthesis toward a whole) and Inspirational thinking 
(Emergent, radical insight).

These five types of creative thinking are the basis, but much of the research 
around creativity paints a more nuanced picture.
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There are similarities and correlations between the five clusters, and instead of 
five, there could be even ten. Another challenge is, that much of the literature on 
creativity is based on personal stories, which makes any classification difficult as it 
can never be proven whether different accounts of creativity and creative thinking 
are referring to the same experiences for different people.

Divergent thinking is already mentioned, and brainstorming is a typical example 
of divergent thinking, where ‘downloading’ or emptying the brain of a certain topic 
takes place. This technique is however limited in that it builds on releasing the 
ideas that are already stored in a person’s brain, and not to generate any new ideas.

Lateral Thinking

Creativity involves breaking out of established patterns to look at things differently—
Edward De Bono [52].

Creativity researcher Edward De Bono came up with the term ‘lateral thinking’ 
in 1967 to ‘distinguish between artistic creativity and idea creativity’. The term 
was invented as an alternative to step-by-step thinking, so-called vertical think-
ing, which is justified with sequential steps based on logic. Lateral thinking can 
be used for the generation of new ideas and problem-solving as it by definition 
leaves the already used behind and looks for completely new options. This type 
of thinking is based on avoiding the intrinsic limitations in the brain, which rap-
idly sees patterns and handles information in a distinctive way, where long thought 
sequences are not broken up once formed. Instead, lateral thinking tools and tech-
niques can be used to restructure and escape such as ‘clichéd’ patterns and think 
‘outside the box’.

Aesthetic Thinking

It took me four years to paint like Raphael, but a lifetime to paint like a child—Pablo 
Picasso

This type of thinking involves producing or discovering things, which are pleasant, 
harmonious and beautiful to our senses. It is an ancient form of thinking which 
can be learned by anyone.

It is, however, important to emphasize that this type of creative thinking might 
be enough to build a story but to create a great work of art, other types of creative 
thinking are needed too. The same goes for all work, which is built on aesthetic 
thinking. A person will not become a great artist only by going to art school.
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Systems Thinking

Creativity is just connecting things. When you ask creative people how they did some-
thing, they feel a little guilty because they didn’t do it, they just saw something. It seems 
obvious to them after a while Steve Jobs once said.

Systems thinking can be described as the ability to see how things are interrelated 
and form a larger ‘whole’. Some people seem to be able to perceive such links 
more easily than others, to ‘connect the dots’ and understand that if one thing is 
changed, the whole system will change.

It is closely related to aesthetic thinking in that synthesis and making things 
‘whole’ and perfect, somehow is related to elegance and beauty. It is also closely 
related to the next type of thinking—inspirational thinking.

Inspirational Thinking

This type of creative thinking concerns the perception of receiving insights from 
somewhere or someone else. It often happens in dreams or other states, but some-
times in extremely powerful, rapid bursts of clarity and focus, known as light-bulb 
moments or peak experiences.

As already discussed, by the use of neuroscience methods, it is now possible to 
document what happens in the brain during the creative process. MRI—functional 
MRI and especially diffusion tensor imaging for evaluation of connectivity is of 
utmost importance in collecting new data and building the broader and more exact 
picture. But the results from research in the field of neurophysiology, especially 
EEG and evoked potentials during the last approximately 20 years are also con-
tributing to getting more insight on the neural basis of creativity.

The focus was mainly given towards changes in alpha power related to types 
of thinking and various task solving, being frequently present in divergent think-
ing, in creative idea production, during active thinking and focused attention. 
Meditation has been found as a possible method to enhance creativity [53, 54]. 
The interrelation between intelligence and creativity should be considered in a 
closer look [55].

Reviewing the emerging literature on the neural basis of creativity, Dietrich and 
Kanso [56] classified studies into three categories: divergent thinking, artistic cre-
ativity and insight.

Electroencephalographic studies of divergent thinking yield highly variegated 
results. Neuroimaging studies of this paradigm also indicate no reliable changes 
above and beyond diffuse prefrontal activation. These findings call into question 
the usefulness of the divergent thinking construct in the search for the neural 
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basis of creativity. A similarly inconclusive picture emerges for studies of artistic 
performance, except that this paradigm also often yields activation of motor and 
temporoparietal regions. Neuroelectric and imaging studies of insight are more 
consistent, reflecting changes in anterior cingulate cortex and prefrontal areas. 
Taken together, creative thinking does not appear to critically depend on any sin-
gle mental process or brain region, and it is not especially associated with right 
brains, defocused attention, low arousal or alpha synchronization, as sometimes 
hypothesized. To make creativity tractable in the brain, it must be further subdi-
vided into different types that can be meaningfully associated with specific neuro-
cognitive processes.

In investigating task-related alpha power changes during creative activity, the 
observed time course of alpha activity may reflect the progression of different 
stages in the process of idea generation: an initial bilateral alpha synchronization 
followed by a relative decrease in alpha power and an increasing hemispheric lat-
eralization driven by a reincrease of alpha power at right frontal and posterior cor-
tical sites [57].

Investigating the different patterns of EEG alpha activity related to convergent 
and divergent task processing, divergent processing was found to involve higher 
task-related EEG alpha power than convergent processing in both the alternate 
uses task and the word association task. EEG alpha synchronization can hence 
explicitly be associated with divergent cognitive processing rather than with gen-
eral task characteristics of creative ideation tasks. Further results point to a dif-
ferential involvement of frontal and parietal cortical areas by individuals of lower 
versus higher trait creativity [58].

This distinctive patterns of task-related alpha activity as a function of time 
reflect the sequence of well-known stages of the creative idea generation process: 
initial retrieval of common and old ideas, followed by the actual generation of 
novel and more creative ideas by overcoming typical responses through processes 
of mental stimulation and imagination.

EEG alpha activity is sensitive to different creativity-related demands. 
Creativity is associated with alpha increases at frontal and right parietal sites. 
Alpha increases during creative cognition reflect internal processing demands [59].

Cortical activity in the human electroencephalogram alpha band was meas-
ured (using an event-related approach) in a pre- and a post-test (with intermedi-
ate training) while participants (n = 30) were confronted with divergent thinking 
tasks. Half of the participants received a divergent thinking training (over 2 weeks) 
which was composed of exercises structurally similar to those used in the pre- and 
post-test. Analyses revealed that the training group displayed higher task-related 
synchronization of frontal alpha activity (i.e., increases in alpha power from the 
prestimulus reference to the activation interval) than the control group. These find-
ings are in line with the view of frontal alpha synchronization as a selective top-
down inhibition process that prevents internal or top-down information processing 
being disturbed by incoming external input [60].

Cortical activity in the EEG alpha band has proven to be particularly sensitive 
to creativity-related demands, but its functional meaning in the context of creative 
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cognition has not been clarified yet. Specifically, increases in alpha activity (i.e., 
alpha synchronization) in response to creative thinking can be interpreted in differ-
ent ways: As a functional correlate of cortical idling, as a sign of internal top-down 
activity or, more specifically, as selective inhibition of brain regions. We measured 
brain activity during creative thinking in two studies employing different neuro-
physiologic measurement methods (EEG and fMRI). In both studies, participants 
worked on four verbal tasks differentially drawing on creative idea generation. The 
EEG study revealed that the generation of original ideas was associated with alpha 
synchronization in frontal brain regions and with a diffuse and widespread pattern 
of alpha synchronization over parietal cortical regions. The fMRI study revealed 
that task performance was associated with strong activation in frontal regions of 
the left hemisphere. Besides, we found task-specific effects in parietal–temporal 
brain areas. The findings suggest that EEG alpha band synchronization during cre-
ative thinking can be interpreted as a sign of active cognitive processes rather than 
cortical idling [61].

Another investigation done by the same group from Graz showed that Alpha 
power increase in right parietal cortex reflects focused internal attention [62].

Intelligence and creativity are usually studied as two separate cognitive facul-
ties assessed with standard problems having well- or ill-defined problem spaces; 
intelligence primarily focuses on finding the correct solution, creativity in gener-
ating new approaches. The view emerges, however, that they play complementary 
roles and may be more related than research recognizes. In the present study, par-
ticipants (N = 52) created their intelligence tasks: 3 × 3 matrices featuring relations 
between geometrical components. Using task-related alpha synchronization, it was 
demonstrated that intelligence integrates with creativity in a problem-solving pro-
cess evolving in open problem space. The activity was especially visible at pre-
frontal and frontal sites when information processing was most demanding, i.e., at 
the start of the creative process. This research could open the way to an approach 
to cognition where intelligence-related abilities are studied due to multiplicity of  
ideas, and at the end due to narrowing down alternatives in open problem 
spaces [49].

In several books written by experts in the field of creativity, Arne Dietrich [63], 
Nancy Andreasen [64], Oshin Vartanian [17], Robert Keith Sawyer [65], Ivan 
Šarić [66], Eric Kandel [67], Elkhonen Goldberg [68], Anna Abraham [69] and 
more, different views, understanding and approaches could be found.

In spite of huge research on creativity that has been, and still is going on, the 
best would be to conclude with Eric Jerome Dickey’s thought: It’s impossible to 
explain creativity, It’s like asking a bird, ‘How do you fly?’ You just do!
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Introduction to Artificial Intelligence

Artificial intelligence (AI) is the field of science concerned with the study and 
design of intelligent machines. The goal of AI is to build machines that are capa-
ble of performing tasks that we define as requiring intelligence, such as reason-
ing, learning, planning, problem-solving and perception. The field was given its 
name by computer scientist John McCarty, who along with Arvin Minsky, Nathan 
Rochester and Claude Shannon, organized the Dartmouth Conference in 1956 
(McCarty et al. 1955) [1, 2]. Over the last 60 years, AI has grown into a multi-
disciplinary field involving computer science, engineering, psychology, philoso-
phy, ethics, medicine and more [3]. For the people unfamiliar with AI, the thought 
of intelligent machines may at first conjure images of human-like computers or 
robots, such as those described in SF stories. Because of often misunderstanding 
in public media and general population about what AI is, and consequential fear of 
it, we should consider to maybe find another word that will better explain all the 
benefits of AI such as augmented intelligence.

Intelligent machines have several advantages over human healthcare pro-
fessionals. Modern expert systems and other intelligent machines can help with 
highly complex tasks and do so with greater efficiency, accuracy and reliability 
than humans are able to do. AI technologies can also greatly improve self-care 
options for persons seeking self-treatment or health-related information [1]. In 
Europe, nearly 45 million citizens reside in areas without a sufficient number of 
mental healthcare practitioners to meet the needs of those communities [4]. Now, 
on the one hand, there are so many AI applications that have been deployed in 
high-income country contexts, while on the other, the usage of those applications 
in resource-poor settings remains relatively nascent. Luckily, there are signs that 

F. Derke (*) 
Department of Neurology, Clinical Hospital Dubrava,  
Av. Gojka Šuška 6, HR-10000 Zagreb, Croatia
e-mail: fderke@me.com

https://doi.org/10.1007/978-3-030-38606-1_2
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-38606-1_2&domain=pdf


22 F. Derke

this is changing. In 2017, the United Nations (UN) convened a global meeting to 
discuss the development and deployment of AI applications to reduce poverty and 
deliver a board range of critical public services.

The practical application of AI technologies and techniques in behavioural and 
mental healthcare is a rapidly advancing area that presents many exciting opportu-
nities and benefits [4]. In the context of health, especially mental and brain health, 
AI has the potential to become affordable, advantageous and end-user (i.e., patients) 
friendly toll in mission to improve health, recognize ‘red flag’ symptoms and 
involve patients following the concept about ‘person centre medicine’.

Neurobiology of Creativity and Machine Learning

For better understanding and building ‘the strong AI’, computer scientists asked 
neuroscientist to explain to them about how does the brain work. If they plan to 
build machines with intellectual ability that is indistinguishable from that of 
human beings, they need to know brain physiology and fundamentals of neuro-
science [1]. Maybe the best example of the brain complexity is to try to explain 
neurobiology of creativity.

The first point to make is that creativity is not to be found in one distinct section 
of the brain or a singular clump of nerves behind your left ear. The process is shared 
across a number of regions and involves a concerto of brain-wide neuronal activ-
ity. This makes sense when considering the variety of tasks that exercise our cre-
ative bent. Completing a jigsaw or a sudoku involves a certain amount of creative 
thought, but the sections of the brain relevant to carry out these types of tasks will 
be different from those involved in designing an art installation or forging the per-
fect sentence to explain a complex concept. The general consensus is that the crea-
tive process has two stages. The first stage is the free flow of experimentation and 
the creation of a new concept or work of art. The second phase involves rehearsing, 
editing and assessing the final product as it evolves into the final piece [5].

In this short example, you can see that we don’t have one centre in the brain for 
creativity, there is no one move or one action in ‘doing’ creativity. The creativity 
is the process performed in our brain because of activity of many brain regions, 
many neural connections combined with learned skills, past memories and cre-
ating new pathways. The creativity is one of the most complex processes in our 
brain, evidence-based medicine cannot yet give us answers on questions about the 
process, but we can follow the process, try to find explanations and learn from it.

The last one, learning by watching how brain works, is the most helpful in 
machine learning. On the one side, computer scientists try to make artificial data 
network based on brain networks and pathways. On the other side, neuroscientists 
try to explain neuroplasticity, clinicians (mostly neurologists and psychiatrists) try 
to find the way how to encourage the ‘brain potential’ in recovering or slowing 
down the progression of diseases. All in all, all those scientists try to answer on 
the question: How it works? Some of them in that mission start from the beginning 
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of process, some of them from the end try to explain it, some of them create theo-
ries about how we cannot give the answers, etc.

Machine learning (ML) is a core branch of AI that aims to give computers the 
ability to learn without being explicitly programmed. ML has many subfields and 
applications, including statistical learning methods, neural networks, instance-
based learning, genetic algorithms, data mining, image recognition, natural lan-
guage processing, computational learning theory, inductive logic programming 
and reinforcement learning [6].

Artificial neural networks (ANN) are a type of ML technique that simulates 
the structure and function of neuronal networks in the brain. With traditional dig-
ital computing, the computational steps are sequential and follow linear model-
ling techniques. In contrast, modern neural networks use nonlinear statistical data 
modelling techniques that respond in parallel to the pattern of inputs presented to 
them. As with biological neurons, connections are made and strengthened with 
repeated use [6]. We will present just one example in everyday usage of AI based 
on artificial neural networks. It is the Clinical decision support system or CDSS, 
which is subtype of expert system that is specifically designed to aid in the pro-
cess of clinical decision-making. Traditional CDSS rely on preprogramed facts 
and rules to provide decision options. However, incorporating modern ML and 
ANN methods allows CDSS to provide recommendations without preprogramed 
knowledge. Machine learning as a method of collecting the data provide a useful 
qualitative computational approach for working with uncertainties that can help 
mental healthcare professionals make more optimal decisions that improve patient 
outcomes [6].

Virtual Doctor and Therapeutic Games

Virtual doctors (VDs), in the context of AI, and therapeutic video games are highly 
sophisticated technologies, which represent a culmination of decades of research 
and development across a number of sub-disciplines of commuter science, medi-
cine, engineering and psychology [7].

Virtual doctor, known in some literature as intelligent virtual agent, is comput-
er-controlled characters that can interact with humans. Implementing believable 
and engaging virtual agents requires a board range of computational resources and 
capabilities, including natural language processing (understanding), speech pro-
cessing (speech understanding), dialog management, fundamental artificial intel-
ligence (automated reasoning, machine learning), affective computing (emotion 
recognition, expression of emotions, etc.), human–computer interaction and com-
puter graphics (animation and 3D modelling) [7].

Therapeutic games, known as serious games (in contrast with entertainment 
games), have been developed across diverse contexts and cover a wide range of 
domains, including language and cultural skills, most academic subjects, sports 
and motor skills, a variety of corporate and business skills, etc. In healthcare, 
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games are used both for training and education purposes for healthcare profes-
sionals, and for therapeutic and educational purposes for patients and clients. 
Examples are education about diet and exercise, coaching to increase physi-
cal activity, pain management, social skills training and more [7]. Today on the 
market, there are more than 50% of all serious games intended for brain health 
activities, ‘brain-fitness’, memory improvement, early recognition signs of men-
tal diseases. One of the examples is Ricky and the Spider, game designed to treat 
OCD in children based on a cognitive-behavioural approach. The players are pro-
vided psychoeducation about the condition and are supported in creating a hier-
archy of symptoms and provided with opportunities for simulated exposure and 
response prevention [8]. Another example is Virtual Iraq, the virtual reality thera-
peutic game. The game implements a VR-mediated exposure therapy approach to 
the treatment of PTSD in veterans returning from the Iraq and Afghanistan wars. 
To sum up, therapeutic games have a unique ability to engage the user by provid-
ing an immersive environment, directly engaging the user in a pleasurable activity, 
and by providing immediate positive feedback via a well-defined reward structure 
[7]. There is much research that needs to be done. In order to optimize intelligent 
machine systems for interaction with care seekers, research on human–computer 
and human–robot interaction in the context healthcare is required.

Ethical Issues and Artificial Intelligence  
Technologies in Mental Health

Will AI provide more fair and objective decisions than humans, who are limited 
by our own personal experience and biases? Or will they collect and even amplify 
human prejudices, embedding discrimination within healthcare systems? If the 
training data isn’t representative, or the goals inappropriately chosen, then the 
resulting AI tool could be deeply inequitable. Any technology that has the poten-
tial to track human behaviour and collect personal data must address privacy and 
data security considerations. These considerations have been codified into the 
legal system via regulation [9, 10].

Machine learning algorithms being used outside of healthcare have been crit-
icized for discriminating based on race, gender, age and religion, while chatbots 
have been tricked into propagating hate speech. Artificial intelligence can ‘learn’ 
the wrong values and even become self-fulfilling. For example, an algorithm for 
helping with job hiring decisions might simply reward people who have the same 
background as those in the historical recruitment data, reinforcing its bias with 
every decision.

The ‘black box’ nature of neural networks makes it particularly hard to truly 
assess whether an AI is biased. Worse still, machine learning is very good at iden-
tifying proxies for characteristics, such as predicting race and socioeconomic 
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group from names and postcodes. Tech companies such as IBM, Facebook and 
Microsoft are all creating tools to help identify bias in algorithms [9, 11, 12].

All things considered, one of the hardest tasks is to balance between ethical 
issues about AI and ethical issues about mental health. With all those biases, ine-
qualities and unfairnesses, clinicians and scientists should pay attention to those 
three considerations: (1) clinicians will need to be confident that the decision sup-
port tools are valid for the patient in front of them, not just the specific group that 
made up the training data; (2) algorithms can lead to wrong assumptions based on 
incomplete data and (3) doctors learn from errors through reflection and changing 
future practice, regarding to this statement, we can ask ourselves how can we stop 
algorithms from reinforcing their own behaviour when they make mistakes?

Conclusion

AI holds tremendous promise for transforming the provision of healthcare services 
in resource-poor settings. Advances in AI help humankind to raise the bar of its 
potential for creativity and function. Technological advances can help enhance 
our intellectual and physical capabilities and increase our overall productivity. AI 
is bringing about a paradigm shift for behavioural and mental healthcare. Mental 
healthcare professionals, physicians, ethicists, engineers and others must cooper-
ate and work together to accomplish the full potential of what AI and other tech-
nologies can bring to behavioural and mental healthcare.
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Neuropsychoanalysis is an emerging interdisciplinary field of research aimed 
at applying neuroscientific findings to the psychoanalytic theory and vice versa  
[1, 2]. It links two major conceptual frameworks, neuroscience and psychoanalysis. 
Each field deals with a distinct subject, although both of them are viewed as two sep-
arate aspects of the same matter. While neuroscience studies brain biology, its func-
tions, and structures that can be objectified, psychoanalysis studies subjective mental 
processes. However, neuroscience was faced with several questions: Can it, through 
complex neuronal mechanisms, explain not only workings of the brain, but also 
workings of the mind? And, how likely is it that reducing the human mind to molec-
ular interactions and neural networks could ever account for complex subjective phe-
nomena, such as sensations, perceptions, feelings, thoughts, and consciousness? It 
was precisely these questions that prompted the merging of the two disciplines.

The aim of this review is to discuss how neuropsychoanalysis originated and 
to determine its position in modern medicine, as well as to give basic insights into 
affective neuroscience—a prime mover of this new and exciting scientific disci-
pline. The timing when the merging of disciplines took place is also of impor-
tance because the accumulation of new knowledge arrived at a critical point 
where the unification of neuroscience and psychoanalysis seemed inevitable. One 
of the major figures in neuroscience, Antonio Damasio, has recently implied this 
potentiality. He challenges the mind–body dualism, introduced by a philosophi-
cal view of the mind introduced by the seventeenth-century thinkers, mainly Rene 
Descartes, and argues that emotions guide (or bias) human behavior and that in 
decision-making individuals use not only cognitive, but emotional processes. 
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According to Damasio, “Descartes’ error” is the dualist separation of mind and 
body, rationality and emotion. Damasio’s theory points out the “decisive function 
of emotions in navigating the endless stream of life’s personal decisions” [3, 4].

The other significant dualistic concept named “dual aspect monism” was articu-
lated by Immanuel Kant and Arthur Schopenhauer. During the history of our under-
standing of the mind, not only philosophers, but also scientists adopted the dualistic 
view. Jung is one of the prominent figures who emphasized the dual nature of men-
tal and physical states [5]. Freud, on the contrary, adopted the monistic approach in 
his medical research, but due to the stage of technological development of his time, 
continued to develop only the theory of mind, namely psychoanalytical method. In 
his writings, he speculated that one day, as technology advances, the paradigm will 
have to shift back to the monistic approach [6]. As neuroscience and psychoanal-
ysis continued to advance separately, there was a challenge of bridging the com-
munication gap between them, mainly due to opposing methodological approaches. 
This task was not accomplished for most of the century. Driven by advances in 
research design and methodology and attempts to provide the best practice evi-
dence, neuroscientists and psychologists, similar to experts in other medical fields 
and disciplines, embraced the evidence-based philosophy. At the same time, psy-
choanalysis continued to progress in its own setting without implementing research 
methods used in evidence-based medicine in everyday practice. This inevitably 
led to criticism from other fields and again sparked the old fight between the dis-
ciplines for dominance over matters of the mind. For example, Edwin Garrigues 
Boring, an experimental neuropsychologist, argued that “psychoanalysis does not 
have experiments, and has neither the control nor the ability to distinguish between 
semantic specification and the facts” [7]. Eric Kandel, both neuroscientist and psy-
chiatrist, argued that psychoanalysis was far better at generating ideas then testing 
them, and therefore did not have the ability to progress in the same way as other 
areas of research of the mind and medicine in general. He explored the possibilities 
of biology to refresh the psychoanalytic exploration of the mind [8]. On the other 
hand, psychoanalyst Marshall Edelson holds that biology is irrelevant to psycho-
analysis [9], an opinion he shares with many modern psychoanalysts. Despite all 
these divergent ideas, Mark Solms and several other neuropsychologists who are 
also psychoanalysts made remarkable progress toward providing a dialogue frame-
work for the two fields, and through their research, a new discipline, neuropsychoa-
nalysis, came into existence at the beginning of the third millennium [2, 10].

As Freud had foreseen and Kandel asserted that the technology and knowledge 
had advanced to a point where all prerequisites were met for a dialogue of the 
two disciplines through a monistic approach. The development of new clinical and 
laboratory methods such as electroencephalography, evoked potentials, genetic 
methods and imaging methods made it possible to bring neuroscience and psy-
choanalysis closer together than ever before. One of the most interesting examples 
of such cooperation is the explanation of hemispacial neglect of the left side of 
the body after brain damage. The left-sided hemispacial neglect was traditionally 
thought to be the consequence of the physical damage of the contralateral hemi-
sphere. However, this view was challenged after a detailed observation of several 
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such patients in a psychoanalytic situation. The results of these observations 
imply a different explanatory mechanism, namely that the phenomenon might 
be a consequence of various complex defense mechanisms of the unconscious  
[11, 12]. Another interesting breakthrough in this field came from the research of 
the dreaming process. According to findings from studies on this subject matter, 
the thought process is constantly activated during the awake state, as well as dur-
ing sleep, and the dreams, more or less structured, can appear during every phase 
of the sleeping state, not only as we usually thought, during the rapid eye move-
ment phase. The most important dream generator is a sufficiently intense arousal 
stimulus that initiates the dreaming process by deactivating the motor and premo-
tor frontal cortex. Cortical deactivation releases the mesocortical and mesolimbic 
“seeking systems,” and activates the associative cortex of the occipitotemporopa-
rietal junction to form an illusion, which we call a dream [12]. All of this is in 
absolute concordance with Freud’s idea that the dream protects the subject from 
waking, and that the thought process is continuous during sleep, but that it is con-
verted into dreaming under various stimuli. The dreaming process is not under 
control of the superego, which is more or less the case in the awake state [13, 14].

Still, some scientists mistrust the idea of neuropsychoanalysis, claiming that 
neither of the fields will have much to gain from this conjunction. One of the skep-
tics is the cognitive neuroscientist Marck Ramus, who argues “that the science of 
the mind already exists, and that is psychology.” Psychology already cooperates 
with neuroscience, therefore he sees neuropsychoanalysis as “nothing more than 
an attempt to rehabilitate psychoanalysis by giving it a fashionable prefix and by 
attributing it the merits of other disciplines.” Ramus goes one step further and 
warns about the perils of psychoanalytic treatment in certain cases. He gives the 
example of unsupported psychoanalytical approach in autism, claiming that “psy-
choanalysis rejects international classification of mental disorders in favor of their 
own idiosyncratic ones.” By practicing analytical forms of psychotherapy, whose 
efficacy is not supported by any empirical evidence, psychoanalysts, in his opin-
ion, delay the diagnosis of autism and subsequent educational intervention [15].

It is useful to give a short review on psychoanalytic models of human mind–
work used in everyday psychoanalytic practice. There are two fundamental 
hypotheses in psychoanalysis, which are the principle of psychic determinism—
every action has a reaction, and the proposition that “consciousness is an excep-
tional, rather than a regular attribute of psychic processes” [16]. The forces that 
get us into action are called “drives” and there are basically two of them: eros 
(libido) and thanatos (aggression). Human psyche can be topographically divided 
into Unconscious, Preconscious and Conscious, and structurally into Id, Ego and 
Superego [17]. Interaction of all of those components results in human behavior. 
After Freud’s death and until now, there were various psychoanalytic schools, 
mainly gathered around certain prominent figures such as Melanie Klein (“object 
relations” theory), Donald Winnicott (concepts of “holding”, “good-enough 
mother”, “hate in contratransference”, and importance of child’s play in the psy-
chic development), Wilfred Bion (concepts of “reverie”, “container and contained” 
and “alfa and beta elements”), Karlheinz Kohut (founder of “self psychology” 
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and in-depth analysis of narcissistic patient) and others, and also theories such as 
“attachment theory” and “intersubjectivity.” It is a matter of style of particular psy-
choanalyst which he/she uses in psychoanalytical setting with his/her patients, but 
general assumptions are the same for all. When working with the patient, psycho-
analyst uses patient’s free associations to analyze his/her unconscious thoughts. 
Also, there is a great deal of information about unconscious that can be revealed 
through analysis of dreams (as Freud once said: “Dreams are the royal path to the 
unconscious”), but today, the most important thing in psychoanalysis as a thera-
peutic method is thought to be the analytic process and the setting itself, as well 
as the long-enough experience of a good object. If we presume that a patient is 
fixed in some stage of his psychic development due to an inability of his/her child-
hood caregiver to satisfy its emotional needs, then the experience of psychoanalyst 
being a good-enough “emotional container” and good-enough “caregiver” through 
years of psychoanalysis may lead to the resumption of stopped mental maturation. 
This is nicely seen when working with the patient, but also hardly believed with-
out being in the analytical process itself during the psychoanalytical education 
process.

We should now go through the most recent model of the human mind that neu-
ropsychoanalysis has to offer. In his lecture given to American Psychoanalytic 
Association, in January 2017, Mark Solms, one of the most prominent neu-
ropsychoanalysts indicated these three core claims: “1. The human infant is 
not a blank slate; like all other species, we are born with a set of innate needs; 
2. The main task of mental development is to learn how to meet these needs in 
the world, which implies that mental disorder arises from failures to achieve this 
task; 3. Most of our ways of meeting our needs are executed unconsciously, which 
requires us to bring them to consciousness once more in order to change them.” 
He continues with the statement that “needs are felt and expressed as emotions” 
and proposes seven basic emotions: Seeking, Lust, Fear, Rage, Panic, Care, and 
Play [19]. He also says that “the main task of mental development is to learn how 
to meet our needs in the world.” All these claims are in concordance with Freud’s 
assumptions, and at this very moment are scientifically justifiable [20, 21].

So, after a glimpse into some of the opposing arguments, can we predict the 
future of neuropsychoanalysis? Or maybe psychoanalysis as such? We think that, 
in order to see things more clearly, a change in perspective is paramount. The sub-
ject of psychoanalysis is not the objective reality of an individual, whose features 
and attributes can be counted and statistically analyzed like in somatic diseases, 
where one can measure, for example, blood glucose levels or prove the existence 
of objective markers of hip arthrosis or carotid artery stenosis. Psychoanalysis 
deals with the feelings that patients have about themselves and the surrounding 
world. It also deals with the subjective matter of things, whereas neuroscience 
deals with the objective matter of things. This notion makes psychoanalysis also 
an art form, and art cannot be quantified like blood pressure or neurotransmit-
ter concentration in the synaptic cleft [22, 23]. However, the practitioner’s skill 
and technique can be evaluated, as well as the level of inherent meaning of the 
approach, and eventually its intent to fulfill its purpose, that is, to help the patient. 
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When trying to account for the complexity of the individual psyche, psychol-
ogy, as a “science of the mind” [15] due to its reductionist concepts and clinical 
methodology, faces somewhat similar problems. Indeed the psyche is not equal to 
cognition or even less to consciousness, but is something much wider. In order to 
comprehend it, and to help individuals suffering from mental disorders, we have 
to leave our prejudice behind and move away from the narcissistic phase, but this 
time armed with new technologies and new perspectives. Although the research 
setting of neuroscience is the lab bench, and the setting of psychoanalysis is the 
couch, new interesting insights into our mental functioning arrive daily from both 
of the disciplines. This prompts us to move from brain to bedside, and vice versa 
in order to gain a deeper knowledge about ourselves.
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Healing is defined as restoring health. Further, health is simply defined as the 
state of physical and mental well-being. Health supports life, and life is the most 
valuable treasure for every living being. Life is a marvel we receive at birth, as 
a gift. Among us, humans, each and everyone of us holds our life very dear and 
extremely important. With regard to cherishing our own human life, every single 
one of the seven billion people is the same. To understand life better, we can inves-
tigate its opposite, and ask the questions: “What is the opposite of life? How spe-
cifically it looks when a living being does not have a life?” There is nothing to see, 
hear, smell, taste, or experience, there are no feelings, no perceptions, no concepts. 
There is nothing to win, or lose, nothing to build, or create, nothing to destroy, 
nothing to write about, nothing to be happy, or sad about.

The job of science is finding the truth because we want to make life on our 
planet better, healthier, safer, and happier for all living beings, which means there 
is a constant expansion of the scope of collective scientifically verifiable wisdom 
that benefits all life. We strive to do that in a way better than any other time in 
human history.

“The truth about the mind, as well as the truth about any other phenomenon has 
two entities: one entity is a superficial mode of appearance, and other entity is its 
deep mode of being. These two are called, respectively, conventional and ultimate 
truth” [1].

Two entities mean that conventional and ultimate truths are of the same nature, 
which means they are just a different aspect of the same phenomenon. They are 
different, but inseparable at all times.

From the perspective of the conventional truth, the flower, rose, appears to 
exist solidly, established independently, out there in the garden. While from the 
perspective of the ultimate truth, the rose depends on many causes, parts, as well 
as the name, using which we outerly label the collection of all those conditions. 
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The rose exists only nominally as a linguistic label “the rose”, which is imputed 
on the basis of its parts. If the rose would exist the way it appears, there would 
be an objective rose out there, free from conventions, naming, and labeling. But 
that kind of objective rose does not exist independently from the label “the rose”. 
It comes to existence as “the rose” because we outerly label it that way, not the 
other way around. There was never “the rose” out there, because that name came 
in dependence on our mind.

Who labels the collection of various parts of the rose? The mind. The mind is 
not a part of the rose, and therefore the rose is said to be outerly labeled. It follows 
that our experience of reality does not exist independently out there, but it is in the 
nature of our mind.

If we search for the rose among the parts of the rose, or among many condi-
tions that made rose possible, we will be unable to find the part, or the condition 
named “the rose”.

If we apply this logic to all internal and external phenomena, and search 
for them, they will remain unfindable because they are labeled only through 
conventions.

Conventional truth experiences all internal and external phenomena as 
solid, independent objects, just as they appear to the sense consciousnesses. 
Ultimate truth experiences all internal and external phenomena as a collection of 
dependently originated appearances, empty of any form of independent existence. 
Therefore, phenomena are dependent on various causes, conditions, and parts from 
the side of the phenomena, and the mind which knows the phenomena and con-
ventionally labels them through thinking and naming.

All phenomena can exist only in two ways: independently or dependently. If 
the phenomenon exists independently, it cannot exist dependently, and vice versa. 
Independent and dependent existence of the phenomenon are mutually exclusive.

If the phenomena would exist independently, it would not have parts and would 
not need an outer label in the form of the name. Further, no causes or conditions 
could ever influence that phenomenon. On the other hand, phenomenon that 
exists dependently, has parts, causes, and conditions that influence it, and there is 
an outer label in the form of the name, which distinguishes it from all the other 
phenomena.

Hence, if we try to find an external or internal, solidly existent, independent 
phenomenon, we will not be able to find it.

It follows that there is no internal or external phenomenon which is not 
dependently originated.

Therefore, our experience of the world is also dependently originated phe-
nomenon. Basically, it depends on an observed object, an empowering condition, 
and the mind—the observer. For example, for visual consciousness of the rose 
to arise, three main conditions have to be met: the rose nearby, functioning eye 
organ, and the consciousness that has the potential to be aware of the rose. It fol-
lows that the object, the organ, and the consciousness are intimately interrelated or 
interconnected.
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“In general, the mind can be defined as an entity that has the nature of mere 
experience, that is, clarity and knowing” [2].

It follows that every consciousness is a knower which is incontrovertible with 
regard to its main object, by the power of experience. We will focus on two types 
of consciousnesses: sense and mental consciousness. There are five main types of 
sense consciousness—eye, ear, nose, tongue, and body, which feed mental con-
sciousness with the information about the specific object of perception. Based 
on that, six types of mental consciousnesses can arise: manifest form held by the 
mind, manifest sound held by the mind, manifest taste held by the mind, manifest 
smell held by the mind, manifest tangible object held by the mind, and manifest 
phenomenon held by the mind.

Sense consciousnesses know objects by the power of experience and depend on 
the physical sense power—eye, ear, nose, tongue, and body sense power located 
within the sense organs [3].

Mental consciousness knows its object by the power of experience and depends 
on the mental faculty—previous moment of consciousness.

Definitions of sense and mental consciousnesses reveal an extremely impor-
tant distinction between them, which presents a strong leverage that is needed to 
uncover the mind’s healing potential. For every well-intended health professional, 
healer, or the person who at the moment experiences illness, this leverage will 
become clear throughout the text as we go deeper into the logical reasoning about 
mind, body, and life.

Clear understanding about ultimate and conventional truths and different types 
of consciousnesses, brings numerous benefits to the process of restoring health.

If health professionals, healers, and people suffering from illness do not apply 
any critical analysis, they believe illness exists the way it appears—as a solid, 
independent entity. Falling into this trap brings suffering because the more we 
do it, the more illness becomes solid. Even though we want to restore our health, 
the more we believe in conventional appearance of illness, we are transforming 
merely nominal terms into independently existing, solid thing which creates more 
pain and suffering.

The more we continue with the process of solidifying illness, we are in fact 
reinforcing what we apparently wish to eliminate. We are reinforcing illness, and 
weakening restoring health.

Developing strong reasoning based on the understanding of inseparable nature 
of conventional and ultimate truths enables one to see illness as dependently arisen 
phenomenon, depending on many causes, conditions, parts, and the mind which 
observes, knows, and labels it.

Since our mind is an important condition of dependently arisen phenomenon of 
illness, convictions which emerge as a result of this reasoning will fundamentally 
change the way we experience illnesses and the relationship we have with it. If we 
fixate on solidifying diagnosis, and independent existence of illness, it will drasti-
cally limit our possibilities and the outcomes will mostly rely on statistics, com-
pletely ignoring the reality and the power of mental consciousness. As opposed to 
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that, our ability to see illness as a dependently arisen phenomenon will tap into the 
vast space of numerous healing possibilities and favorable outcomes. It is said that 
once we are able to do it, the progress in mind’s healing abilities becomes unlike 
anything else because it is supported by our sharp intelligence.

Now, to go deeper and take the understanding of that process to a more subtle 
level, we can critically analyze the reality of mind, body, and human life, the way 
it exists, not the way it appears to exist.

Since life is our most precious asset, we will first familiarize with our human 
life. First of all, we know that human life exists, there is no doubt about it, but the 
basic question is “How specifically does human life exist?”

Does it exist as an independently existent phenomenon, as an object that we can 
point at? At first, it may appear that life exists independently by its own side, but 
true scientists cannot be satisfied with appearances. True scientists have developed 
sharp intelligence which they use to go beyond appearances in their quest for truth.

Human life is just a conventionally used term, because no matter how hard we 
try to point at human life, we will be unable to do it. Let us try and find what 
specifically is the human life: Is the blood pressure human life, or is it a blink 
of an eye, or maybe movement of a hand? Is walking human life, is it talking, 
dancing, running, smiling, breathing, sexual arousal, heart rate, body temperature? 
The more we investigate, the more we realize that we cannot point at any spe-
cific evidence and say: “This is human life.” The only thing we can point at when 
searching for human life is the basic vital signs (breathing rate, blood pressure, 
heart rate, and body temperature) and all the other evidence of life. Neither of 
those signs is specifically the human life because all of those signs make life pos-
sible, but none of them is human life. As much as we search for it, we cannot find 
the human life between the vital signs and other evidence of human life. Further, 
human life is a singular term while the vital signs and other evidence are plural. If 
upon search we were unable to find the specific location or the human life, we can 
conclude that human life is not an independently existent phenomenon because 
it depends on vital signs, other causes, conditions, and the mind perceiving it. 
Human life is so rich and full of vital signs, causes, conditions, and other evidence 
of human life, but at the same time, the human life is empty of itself because none 
of those vital signs, causes, conditions, and evidence are a human life.

The human life is a name designated to the attribution of vital signs, other evi-
dence, and conditions of life. Thinking and naming are the products of the mind. 
Vital signs and other evidence of life are experiences of the body. Therefore, we 
can conclude:

Human life is an experience of a constant interplay between mind and body.
To prove that statement as valid, we will employ the critical analysis for the 

mind and the body, just as we did for the human life.
Human mind exists, there is no doubt about it. Just the fact that you are read-

ing this, proves its existence. The question is not, does the human mind exist, but 
“How specifically does the human mind exist?” If we want to find the mind, we 
might ask: Is eye consciousness the mind? Is it the ear, taste, smell, body, or men-
tal consciousness? Are feelings, or perceptions the mind? Or is it maybe different 
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mental states like anger, jealousy, doubt, kindness, generosity, compassion, or 
enthusiasm? Are feelings, or perceptions of pleasure and pain the mind? Which 
one of those is the mind? Just as with human life, the more we search for the 
mind, the more evidence there is of its existence, but none of them can be pointed 
and called the mind. Upon search, we were unable to find the mind among the 
elements of the mind, so we can conclude that the mind is not an independently 
existent phenomenon because it depends on different types of consciousnesses, 
feelings, perceptions, or mental states. Let us investigate further by even question-
ing the way different types of consciousnesses, feelings, perceptions, or mental 
states exist.

“According to research fellow Petr Janata of the Center for Cognitive 
Neuroscience at Dartmouth College, music is such a wanted stimulus: it is not 
particularly important for survival, but still something inside us yearns for it. By 
means of fMRI, Janata and his collaborators not only discovered and mapped the 
areas of the brain associated with melody, but they even confirmed that in every 
listener those mapped areas differed from one music listening session to another, 
which indicates the variability or dynamics of the topography of the mapped areas. 
In other words, every time a person hears the same melody, the same nerve bundle 
perceives it differently” [4].

With regard to what does the consciousness of sound arise? With regard to the 
sound, which means that even the consciousness of sound is not an objectively, 
independently existent phenomenon because it depends on the sound as an object 
of consciousness. “Therefore, without an object of consciousness remaining close 
by, we can definitely say that there is no consciousness that apprehends it” [5].

The mind is so rich and full of evidence of its existence—different types 
of consciousness, feelings, perceptions, and mental states, but at the same time, 
human mind is empty of itself because none of those evidence is the mind. Just 
as the mind is not independently existent phenomenon, even the parts upon which 
the mind is designated are not independently existent objects because they also 
depend upon different types of causes and conditions, and they are all labeled with 
different names.

“How does the human body exist?” Does it exist just as it appears, as a unit, 
independent, and objective phenomenon? In our quest for correct knowledge of 
the phenomenon, we will once again employ the critical analysis of the body. Is 
our head the body? Are eyes, mouth, nose, hands, fists, shoulders, legs, calves, 
feet, or knees the body? Is our heart the body? Can the body be found it our 
organs, muscles, glands, molecules, atoms, or the parts of the atoms? Are the 
blood and other body liquids human body? Can the body be found within the 
breath or the body temperature? The more we search, the more evidence there is of 
a human body, but none of those evidence is the human body. If the human body 
would be existent in the parts and conditions that make the body, then there would 
be as many bodies as there are parts and conditions, which is absurd. Upon search 
we were unable to find the body among the parts and conditions that make the 
body, so we can conclude that even the body is not an independently existent unit 
because it depends upon different parts and conditions.
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It is apparent that the mind consists only out of non-mind elements, upon 
which the term mind is designated. The body consists only out of non-body ele-
ments, upon which the term body is designated. The life consists only out of non-
life elements, upon which the term life is designated. Hence, the reasoning power 
emerging from this critical analysis becomes the cause of correct intellectual 
understanding of dependent nature of mind, body, and human life, as opposed to 
independent existence.

It means that by controlling the causes and conditions involved in the interplay 
between the mind and the body, we can directly influence and shape the product of 
that interplay—the quality of human life.

We approached our quest for the truth with critical analysis using logical rea-
soning, observing mind, body, and human life from the outside, using the third 
person methodology. Intellectual understanding of the dependent nature of mind, 
body, and human life emerged from the third person methodology process.

Our study and contemplation about the mind should not become just mere col-
lecting of new information, but we should assimilate this understanding on an 
emotional level. The best way to do that is through the practice of meditation.

Meditating is a process of exploring the interplay between mind and body. 
Through meditation, we are familiarizing with clear and knowing nature of mind, 
and with positive states of mind. Meditation helps us to develop subjective experi-
ence, and that is called first person methodology.

Meditation practices can generally be divided into two groups: mental stabi-
lization or mindfulness and analytical contemplative practices. Within those two 
groups, there are certain specific practices for accessing mind’s healing abilities. 
Detailed analysis of those meditation practices is beyond the scope of this text, 
and if you want, you should learn it from other books, or even better, directly from 
the teacher with sharp intelligence and kind heart.

Modern medical science is mostly based on a third person methodology, mean-
ing that we look at the patient and disease from the outside, fixing it based on the 
different measurements and analysis. Amazing advances in treatment illness, man-
aging chronic diseases, and health prevention have been made due to third person 
methodology.

Until recently, modern medical science gave very little recognition and aware-
ness to how the mind and the subjective experience of the patient may play a role 
in the physical health. During the last two centuries, people like Sigmund Freud, 
Carl Gustav Jung, and Milton H. Erickson were leading the field of exploring the 
influence of the mind and the patient’s subjective experience on mental health as 
well as human well-being. Taking into account the patient’s subjective experience 
is the basis of the first person methodology.

Those two methodologies; third person methodology which is dominant and 
first person methodology, developed parallel to each other for many years, not 
really overlapping with regard to patient treatment.

The last few decades are the beginning of a new and exciting era for all of us 
because scientists asked the question which is one of the greatest mysteries of human 
existence: “How specifically does the brain work?” Exploration of that question 
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blurred the boundaries between third and first person methodology of scientific 
approach. The field where those two methodologies merge is neuroscience, where 
the tremendous advances have been made with regard to understanding of the human 
brain through one of the greatest discoveries of our times—brain neuroplasticity [6].

“Neuroplasticity, also known as cortical mapping, challenges the idea that brain 
functions are fixed in a certain time. It refers to the ability of the human brain 
to change as a result of one’s experience, that the human brain is ‘plastic’ and  
‘flexible’” [7].

Using modern technology devices like functional magnetic resonance imag-
ing (fMRI), it is possible to scientifically prove such an amazing discovery as 
neuroplasticity.

His Holiness the Dalai Lama says: “…evidence is gradually emerging from 
science, especially psychology and neuroscience, to suggest that it is possible to 
achieve meaningful change in our emotional and behavioral patterns through con-
scious effort….recent discovery of what is called ‘brain plasticity’ may well offer 
a scientific explanation for this possibility of meaningful change. Researchers have 
observed that the patterns and structures of the brain can and do change over time 
in response to our thoughts and experiences. Moreover, scientists are now able to 
observe the interaction between those parts of the brain associated with higher 
cognitive activities such as rational thought (in the prefrontal cortex) and those 
parts known as the limbic system, including the almond-shaped amygdala, which 
are associated with our most primitive instinctual, and emotional reflexes” [8].

Many scientific research have been made with regard to different types of 
meditation, especially mindfulness meditation and the benefits of it regarding the 
improvement of the practitioner’s physical and mental health.

Professor of clinical psychology at Oxford University, Willem Kuyken and his 
colleagues in a Mindfulness-based cognitive therapy for depression, proved that 
effectiveness of mindfulness-based cognitive therapy (MBCT) in the prevention of 
depressive relapses is highly relevant for clinical practice and justifies MBCT as a 
clinically relevant alternative to maintenance antidepressant medication [9].

The results of more than three decades of research have shown the many pos-
itive effects that mindfulness can have on health, improving the quality of life 
both in the general population and in clinical populations, as it is presented by 
Francesco Pagnini, Assistant Professor at Catholic University of Milan and 
Deborah Phillips, Research Associate in Psychology at Harvard University in their 
article Being mindful about mindfulness [10].

Among other benefits, meditation induces equanimity of the mind, a neutral 
mental state, because we train not to get attached to our conceptual imputations, 
which means we create space and harmony between cognition and emotions. 
In our everyday life that is rarely the case. If we imagine mind as a mirror, then 
sensory perceptions of our everyday life would be appearances on that mir-
ror. Appearances on the mirror are not the basic nature of the mirror; clarity is. 
Therefore, through certain types of meditation, we want to familiarize ourselves 
with the clarity of the mind, not the appearances—constructs of the mind. We are 
familiarizing with the knower, not the known. With the observer, not the observed.



40 I. Mošič

Up to this point, we have clearly developed an understanding of causality, 
through logical reasoning of dependent existence of mind, body, and human life, 
because they all arise depending on causes, conditions, and parts. They do not 
come into being from nothing, or independently.

“Just as material things possess their substantial causes and their contributory 
conditions, mental phenomena do as well. Our feelings, our thoughts, and emo-
tions, all of which make up our consciousness, have both substantial causes that 
turn into a particular moment of cognition, and contributory factors that may be 
physical or mental…a substantial cause must be substantially commensurate with 
its effect. A physical phenomenon could therefore not serve as the substantial 
cause of a moment of consciousness, as the nature of clarity and knowing is not 
physical” [11].

“Thus, each moment of consciousness serves as a substantial cause of our sub-
sequent awareness” [12].

It follows, “the mental consciousness does not rely exclusively upon a specific 
physical organ support the way the five sense consciousnesses do. The substantial 
cause of mental consciousness is the previous moment of that consciousness itself. 
Generally speaking, this arises to some extent on the impressions produced by the 
physical experience of the senses. So, indirectly we could say that the organ sup-
port for the mental consciousness is the momentum of all of the consciousnesses 
connected with sense experience. But the mental consciousness is that which gen-
erates and experiences all of the varieties of emotion and thought that we know— 
attachment, aversion, bewilderment, apathy, pride, jealousy, feelings of joy and 
delight, feelings of sadness, feelings of faith and compassion, etc.— all of these 
different emotional states and all of the thoughts connected with them are vari-
eties of experiences of the sixth or mental consciousness. Now, as these various 
thoughts and emotions pass through our minds, they transform and influence that 
consciousness itself. But not only that, they also affect the five sense conscious-
nesses. For example, when you are very sad and you look at something, you will 
perceive it as sad, or unpleasant. If you look at the identical object when you are 
happy, you will see that same thing as pleasant. And if you look at it when you are 
angry, you will see, again, the same object as entirely different. This is a very sim-
ple example of how the mental consciousness is particular and our mind in gen-
eral affects our experience of sense objects and the sense consciousnesses and the 
sense organs themselves” [13].

With regard to the mind’s innate healing ability, the essential point is that men-
tal consciousness does not get the information about the body directly from the 
body, but through the body consciousness, which is a sense consciousness. In the 
same way, mental consciousness does not get the information about the external 
environment from the environment directly, but through the five sense conscious-
nesses—eye, ear, smell, taste, and body consciousness. It follows that internal and 
external phenomena do not communicate with mental consciousness directly, but 
through the five sense consciousnesses.

It follows, that the way we experience our body is determined by mental con-
sciousness. It is a completely subjective category, dependent on the mind.
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Conversely, mental consciousness communicates directly with the body and 
environment, which means it does not need the five sense consciousnesses to do 
that.

Studying, contemplating, and meditating about the nature of the mind are 
means of using human intelligence to train our mental consciousness in develop-
ing the correct view of how all internal and external phenomena exist, which can 
transform our mind into the instrument of healing.

How is that possible? Since it is proved that mindfulness meditations induce 
equanimous states of mind which positively affect our quality of life, we can take 
that one step further and ask: “What would happen if we familiarize ourselves 
with the positive states of mind?” We can define the positive states of mind by 
thinking about their opposites, negative states of mind—anger, hatred, jealousy, 
doubt, arrogance, excessive attachment, grasping, ill will, cruelty, dullness, lazi-
ness, dishonesty, and the like. The common denominator between them is that 
they make us and others agitated, sad, and disturbed. Conversely, positive states 
of mind contribute to inner-peace and create a sense of well-being for oneself and 
others. The most important positive states of mind are compassion, kindness, gen-
erosity, moral conduct, patience, enthusiasm, and altruism. Just as light and dark-
ness cannot coexist, the positive and negative states of mind cannot coexist, also. 
Positive states of mind are the antidotes to negative states of mind.

Who experiences positive or negative states of mind? Us, but more accurately, 
it is our mental consciousness. This understanding is extremely important.

Therefore, once the mind is equanimous and calm, we can proceed with mind 
training or meditation and familiarize ourselves with the qualities like compassion 
and kindness. Compassion is the positive orientation toward the well-being of oth-
ers and the sincere wish to help them reduce or eliminate their pain, challenges, 
or suffering if we can. If we cannot, we should at least refrain from hurting them 
more.

“While science has made great strides in treating pathologies of the human 
mind, far less research exists to date on positive qualities of the human mind 
including compassion, altruism, and empathy. Yet these prosocial traits are 
innate to us and lie at the very centerpiece of our common humanity. Our capac-
ity to feel compassion has ensured the survival and thriving of our species over 
millennia. For this reason, the Center for Compassion and Altruism Research 
and Education (CCARE) at Stanford University School of Medicine was 
founded in 2008 with the explicit goal of promoting, supporting, and conduct-
ing rigorous scientific studies of compassion and altruistic behavior. Founded 
and directed by Dr. James Doty, Clinical Professor of Neurosurgery, CCARE 
is established within the Department of Neurosurgery. To date, CCARE has 
collaborated with a number of prominent neuroscientists, behavioral scientists, 
geneticists, and biomedical researchers to closely examine the physiological and 
psychological correlates of compassion and altruism. CCARE investigates meth-
ods for cultivating compassion and promoting altruism within individuals and 
society through rigorous research, scientific collaborations, and academic con-
ferences” [14].
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Our human life does not exist as an independent phenomenon, which means it 
is dependent upon vital signs, causes, and conditions. None of those vital signs, 
causes, or conditions are “our human life”. Meaning, our human life consists only 
out of “non-our human life” elements upon which the term “our human life” is 
designated. What are the constituent elements of the set “non-our human life”? As 
we have already mentioned those are our vital signs and other sensory measurable 
evidence, but also different causes like food that we eat, the air that we breathe, 
water, sunlight, etc. Since we constantly associate with other people that greatly 
influence our well-being, “other’s human lives” are also the elements of the set 
“non-our human life”, isn’t it? Further, “lives of all other living beings” are also 
the elements of the set “non-our human life”.

There is no phenomenon that is not dependently arisen. Therefore there is no 
phenomenon that is not empty [15] (of independent exisstence).

It follows, if we want to make our human life better, healthier, safer, and hap-
pier, the only way to do that is to use the interplay of our mind and body, and 
positively influence the constituent elements of “our human life”. One of the most 
important constituent elements of “our human life” is “other’s human life”, or on a 
higher logical level “all life”.

This kind of logical reasoning shows we are completely safe when we sup-
port the marvel of our human life by helping other living beings support their life, 
with compassion, kindness, enthusiasm, and wisdom as opposed to not helping 
them. If we do help, we are completely safe. The life will prevail. All life without 
exception.

Therefore, the essential ingredients of this wisdom are kindness and compas-
sion. Here, we are talking about the wisdom that realizes how things exist in real-
ity, as opposed to how things appear to exist.

Gradual development of that wisdom is the prerequisite that serves as the cause 
for uncovering and activating innate healing potential of the mind. The progress in 
developing that wisdom depends on the study of the science of the mind, contem-
plating about it using reason and logic, and then integrating newfound convictions 
on an emotional level, through the practice of meditation.

Health and life are conventional terms which complement and support 
each other. Therefore, whatever is true for life, could be applied to health and  
healing.

Illness is not independently established, we can say that it is empty of inde-
pendent existence. That does not mean, the illness does not exist, on the contrary, 
it exists, but just as a collection of dependent arisings coming from the side of the 
body, as well as from the side of the mind, or the observer.

Without realizing deeper mode of ultimate reality, we are trapped in the lab-
yrinth of independent, solidly existent appearances; such as illness. Mind that 
is trained with study of the science of mind, contemplation, and meditation will 
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realize incontrovertible truth with regard to the true mode of existence of illness. 
The truth is based on reality, not appearances. The benefit of that process, unlike 
anything else, weakens the solidity of illness, and opens vast space for healing 
ability of the mind to emerge in its full potential.

For the health professionals, this reasoning is a profound way to help patients 
to restore health, by seeing them the way they really exist, not the way they appear 
to exist as “ill human beings”. For people who experience illness, this reasoning 
can serve as an inspiration and sound logical base to unsolidify illness and start 
training the mind to heal the body.

To present all in a condensed way, “consciousness pervades the experience of 
its objects and the experience of the organs, if the consciousness is transformed, or 
one’s mode of experience of consciousness is transformed into the pure realization 
of final mode of abiding or the ultimate truth, then the appearances of the objects, 
and also the organs themselves, will become pure and sacred” [13].

Pure and ill are mutually exclusive, meaning those two modes of being can-
not coexist. In this way, developing strong, logically supported conviction based 
on the same nature of ultimate and conventional truth, and assimilating it on an 
emotional level through the specific practices of meditation, could benefit not only 
mind, but also the body.

Familiarizing with subjective realization of the ultimate mode of abiding 
of illness will weaken the power of illness to bring suffering, because our expe-
rience of illness comes into existence in dependence on our mental conscious-
ness. Therefore, the experience of illness also dissolves through the power 
of the wisdom that realizes reality as it exists, as opposed to the way reality 
appears to exist. That wisdom emerges from the mental consciousness through 
the study of science of the mind, contemplation, and meditation. Hence, mental 
consciousness, which has the ability to develop that kind of wisdom, pervades 
the experience of our body and our mind. Depending on that kind of reasoning, 
we can infer that innate healing potential of the mind is always accessible and  
healing is possible.

Since healing is a hidden phenomenon, we used logical reasoning to prove that 
the pure view, based on the indivisibility of conventional and ultimate truth, is 
valid and supported by reality.

In conclusion, despite all possible logical fallacies and inconsistencies which 
stem from my lack of higher knowledge or special wisdom, this paper is my hum-
ble effort to single-handedly approach human ability to heal mind and body, using 
mind’s innate healing potential. It is my wish that thoughts presented here serve 
as a spur for the rest of the scientific community with more resources and wisdom 
to keep expanding the field of research, so we could gain more practical under-
standing about the ways to uncover and access the mind’s healing potential, for the 
benefit of all.
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A headache is a perception of pain in the head. In primary headaches such as 
migraine and tension headaches, we do not find any source for nociceptive activity 
such as a haemorrhage or inflammation. We believe that biopsychosocial factors are 
involved in headache perception, acting interactively through the circle of biologi-
cal, psychological and social items, which are inseparable. The final consequence 
is distress. From the biological view, it represents the organism’s response to stress 
such as environmental conditions, and its adaptation to changes. However, we are 
now living in a more complex social environment and thus we need to adapt to 
the challenges of social situations. Transaction models deal with psychobiological  
responses to stress that arise from the disproportion in perceived requirements, as 
well as the individual’s personal and social capabilities to meet the requirements. 
Distress most commonly occurs when perceived requirements exceed the perceived 
capabilities or can also occur when the perceived sources exceed requirements. 
Therefore, the distress from a headache creates a more subjective assessment in 
an individual as to how they perceive the requirements that define the distress 
level, rather than an objective assessment of the requirements and abilities [1]. 
Nevertheless, distress is not always due to physical stress, but social situations in 
which they cannot cope, can also be a source of social stress. We also need to raise 
awareness about the social aspects of the pain in society itself, as well as to reduce 
negative social processes that create ‘bad’ social situations.

Interoceptive Model of a Headache

Interoception is a sense of the internal state or homeostasis of the body and it 
includes visceral as well as nociception [2]. Physical stress on the body produces a 
disturbance of the internal environment and to the physiological responses needed 
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to maintain the body’s homeostasis. The nervous system is important with regards 
to coordinating the physiological response. On the other hand, the brain can pre-
dict future physiological states from past experiences. The representation of the 
body and the homeostatic states constitutes the basis for our predictions. To man-
age our life in accordance with external demands without overstraining, the pre-
dictions should be aligned with our sensations. The mismatch between predictions 
and sensations produces the prediction error which means a ‘surprise’ for the nerv-
ous system, which therefore could evoke a behaviour or autonomic response to 
minimise the prediction error [3], and, to correct the prediction error or stress on 
the body, we consume additional energy. Distress may arise when the perceived 
capabilities do not meet the perceived requirements and thus, it is a subjective 
state. Personality features, especially catastrophising, may promote distress and 
headaches.

The predictions on future states could be wrong but very precise. For exam-
ple, the precise prediction of pain under certain circumstances situations can 
evoke a headache despite nonspecific sensory input. The result is a headache, 
which reflects distress because of the unpredictable situation and we feel unpleas-
ant. In this state, the active and perceptual inference [4] may operate with auto-
nomic response such as trigeminovascular vasodilatation of cerebral arteries with 
calcitonin gene-related peptide (CGRP) in order to eliminate the prediction error. 
However, the autonomic response could reinforce the perception of the headache. 
In addition, the sickness behaviour develops to diminish the sensory inputs, and 
as the episode progresses the headache should gradually subside. The source of 
wrong predictions could be the social environment, cultural features, individual 
experiences from the childhood period or examples in the family. Mood disorders 
may highlight the predictions and feelings of pain.

From the neurophysiological point, the headache represents the nociceptive 
activation of trigeminocervical complex in pain perception [5]. This model does 
not distinguish between sensation and perception. Other models include the sen-
sitisation of second and higher order neurons due to excessive stimulation, which 
leads to hyper sensibility states. The others prefer to regard the neuromodulatory 
pain system in the brain stem as the origin of the headache. Nevertheless, all of 
the models should explain the influences of psychosocial factors on patients with 
headaches.

Social Stress

Social stress is the most common type of stress experienced by people on a daily 
basis and affects us more than other types of stress [6]. By nature, people are 
social beings and have a fundamental need and desire to maintain positive social 
connections. Social connections offer a caring environment that supports individ-
uals in an emotional and physical sense and promote a feeling of social inclusion. 
They lead to the creative success and performance of an individual. All actions 
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that destroy or threaten social connections with other people cause social distress 
in an individual [7]. Social stress arises from an individual’s relationships or con-
nections with other people and from the social environment in general. According 
to the concept of emotion assessment, distress occurs when an individual assesses 
a situation as being personally important and perceives that they are no longer able 
to solve a specific situation. Researchers have identified social stress and stress-
ors in various ways. Social stressors were defined as a set of characteristics, situ-
ations, episodes, and behaviours related to psychological and physical strains and 
tensions, and are of a social nature [8]. Wadman [9] defined it as a feeling of dis-
comfort and fear that individuals experience in a social situation and is related to 
the behaviour or tendency to avoid potentially stressful social situations. This is 
in accordance with the interoceptive model in which the perception of pain and 
emotions arise as a consequence of homeostatic disturbance and cognitive factors. 
Ilfield [10] defined social stressors as situations in everyday social roles that are 
generally problematic and unwanted.

Among the social stressors, we distinguish three types: life events that are 
defined as sudden, severe life changes that require rapid adaptation, such as a sud-
den injury or sexual assault, chronic stress is defined as continuous events that 
require long-term adaptation such as divorce or loss of a job; and daily stress as 
small events that require adaptation throughout the day.

Individual’s Response to Stress

Each of us is different and unique. Therefore, our characteristics as an individual, 
such as personality, desires, motivation, knowledge and emotions, importantly 
affect our perceptions and social behaviour. At the same time, our behaviour sig-
nificantly affects the social situation and people with whom we have daily contact. 
We are living in a form of equilibrium with our social environment. Social stress-
ors create turbulence in such balance and produce social stress that causes distress 
for some individuals. This could evoke our perceptions of distress and pain, and 
induce behaviours to minimise these effects, and even to change our social envi-
ronment. Our social influence happens through the thought processes with which 
other people change their thoughts, feelings and experiences. Psychologist Lewin 
defined the group’s influence as the individual variable and the situational varia-
ble that are known as interaction with the individual [11]. Evolutionary adapta-
tion has provided us with two basic motivations [12]. The first one is related to 
us (ego). Freud divided personality into three layers, named “id”—unconscious, 
“ego”—conscious, and “superego”, which contains a consciousness and a moral-
ity acquired in society. “Id” consists of two needs: a need for sexuality (Eros) and 
destruction (Tanatos). The libido pushes a human to fulfil these two needs. Ego 
(me) is everything we are aware of. Motivation is related to us (ego) protects us, 
increases our ego and the ego of people who are psychologically close or similar 
to us. The second is the motivation that is related to a social situation, namely, 
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connecting with others, accepting, and being accepted. These two motivations are 
related to the care of oneself and taking care of others. The conflict between dif-
ferent parts of a personality, usually ego and superego, can lead to psychological 
stress and distress, which creates headaches.

Distress as a Trigger Factor of Primary Headaches and as 
a Risk for Chronic Headaches

The retrospective studies almost entirely show that distress is the most common 
trigger for migraine and tension-type headaches in adults. Various researches 
confirm distress as a trigger for primary headaches, especially migraines [13]. 
Recently published meta-analysis of the existing studies on connections among 
distress and primary headaches, clearly showed that the most important trig-
gering events for primary headaches are distress and sleeping disorders [14]. 
Studies have reported important connections between distress and headaches, but 
they also emphasised individual differences in relation stress headaches. Recent 
major research examined distress levels and the number of days with headaches 
per month, in 3-month periods over a period of 2 years. Distress intensity was 
related to headaches in individuals who had tension-type headaches, migraines, 
and accompanying migraines. In tension-type headaches, there was a stronger 
relationship between distress and headaches in younger participants [15]. Another 
piece of research studied the decrease of distress as a possible triggering fac-
tor for migraines, which in the literature is described as a weekend headache. 
The research establishes that the distress level is not related to headaches, but a 
decrease of distress from one evening to the next is related to a higher incidence of 
migraines [16]. One of the studies actually reported on the protective role of relax-
ation after distress in migraines. Researches that deal with distress as a setting 
for headaches, include analyses of life events, everyday problems, and distress in 
relation to headaches. Researches that studied a relationship between stressful life 
events and headaches used various measurements and obtained different results 
[17]. When using an inventory of life events and a questionnaire about life experi-
ences, it found small, but important differences, which indicated a higher number 
of stressful life events in persons suffering from headaches. In studies related to 
everyday life problems, they uniformly report that persons with headaches expe-
rience more everyday problems than control groups [18]. Researches into distress 
consistently report on higher stress in persons with headaches than in control 
groups. Holm presented that individuals with tension-type headache assess distress 
events more negatively than the control groups [19]. When the potential influence 
of a stressful event was ambiguous, people with headaches perceived this event 
as being more significant and that they had less control over it. They found that 
persons with headaches had fewer effective strategies for coping with stressful 
events, since they relied on relatively ineffective stress management strategies, 
such as avoidance and self-blaming, and used less support from their surroundings 
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than the control group [20]. Also, Hassinger reports that persons suffering from 
migraines are more likely to respond to stress with unreal desires, self-criticism, 
isolation, and negative thinking in comparison to the control group. Numerous 
researches revealed that people with headaches have less support from family 
and their surroundings compared to control groups [21]. Martin and Theunissen 
reported about the differences among persons suffering from headaches and con-
trol groups in terms of social support [18]. Martin and Soon discovered that per-
sons with headaches are significantly less satisfied with the support available to 
them, and they received lower assessments in all four types of functional support 
(assessment, self-esteem, belonging, and tangibility). Findings show that clinics 
and researchers should pay more attention to the social dimension of headaches 
[22]. Eskin and co-workers reported that patients suffering from tension-type 
headaches and migraines experience a higher level of stress and a greater lack of 
help from their surroundings, in solving problems, compared to control groups 
[21]. Santos discovered that migraines are related to the influence of negative 
events on life and lower support levels from the surroundings. Financial problems 
and hospitalisation revealed both direct and independent relationships with diag-
nosis and migraine frequency. Also, the death of a relative was independently and 
strongly related to migraines [23]. Many authors assumed that stress was a risk 
factor for chronic headaches, but evidence for this assumption is limited. D’Amico 
reports that in 44.8% of the cases in their sample, a stressful event was related to 
the transition of episodic headaches into chronic headaches. Minor events such as 
everyday problems have a bigger role in transforming headache than major events. 
The authors interpret this in a way that patients with transformed headaches react 
to stress differently, and not that these individuals have been more exposed to 
major stressful life events [24]. Considering pre-emptive prior headache factors, 
for many years they claimed that persons suffering from headaches have a certain 
personality profile. They described them as tense, obsessive perfectionists with 
a non-flexible personality and holding grudges, which they cannot express nor 
resolve. In an overview containing findings from more than a hundred researches, 
Blanchard and co-workers concluded that the data did not point to headaches 
being related to a certain personality type, but persons with headaches had more 
frequently experienced psychological distress [25].

Cognitive Factors

When managing patient with primary headaches it is important to evaluate cog-
nitive factors which encompass thoughts, beliefs, expectations, and individual’s 
principles. We are using these when we connect with our social environment. The 
influence of cognition is obvious when patients occupy themselves with behav-
iours to decrease the probability of a migraine episode. It includes taking med-
ications and using coping strategies for migraine attacks. Most important are 
locus of control and self-efficiency. The locus of control is the degree to which 
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an individual perceives that an event is under his or her personal control [26]. The 
two extremes are complete external and internal locus of control (LOC). The first 
meaning that the control of headaches is completely accomplished by external fac-
tors such as tablets or doctors, and the second is when someone believes the event 
is under his or her control. It is typical that patients with frequent headache have 
more external then internal LOC. That’s why we should always ask the patients 
what, or who, is the most important thing in controlling their headaches. They 
were shown that internal LOC was related to a better treatment outcome and less 
disability [27]. Low internal LOC is related to behaviours to reduce headache fre-
quency such as avoiding headache triggers or taking medication to eliminate head-
aches leading to an intense headache. Higher levels of depression were detected in 
patients with high external LOC who believe that they cannot control their head-
ache by accidental factors. For optimal outcomes, the patients should have high 
internal and low external LOC.

Self-efficiency (SE) relates to patients’ beliefs that they can successfully act in 
the process of preventing or alleviating their headaches. It depends on individu-
als’ past experiences. High SE is associated with less anxious emotions [28] and 
increases autonomic arousal. Both concepts, LOC and SE are linked to the predic-
tion of headaches in certain situations and responses to stress in the interoception 
headache model.

Negative Emotions and Precision of Predictions

Affects associated with pain and headaches encompass negative effects (NA) and 
emotional states such as depression, anxiety and anger. They can trigger the head-
ache or have an influence on the intensity of the pain. NA is inseparably connected 
with pain because they are aversive. NA can influence the probability for the 
oncome, and experiencing, of headaches, their intensity and the headache-related 
disabilities [29]. In terms of the predictive coding concept, NA has an influence on 
the precision of our predictions. NA comprises a basic unpleasant defensive moti-
vation system that exacerbates a headache.

Anxiety is an emotional state of excessive worry, fear, or apprehension. It is 
associated with negative thoughts of being unable to control the situation and the 
headache. It is a form of distress with emotional feelings of incompetency and 
a feeling of powerlessness when patients exposed to a stressor become stressed, 
which then heightens their anxiety, and thus creates a vicious anxiety/stress 
cycle. This is anticipated anxiety. Anxious feelings are one of the most common 
headache triggers and individuals with headaches are more anxious than persons  
without pain [30].

Another emotional state connection to chronic pain and headaches is depres-
sion. It is a clinical syndrome described by feelings of sadness, despair, empti-
ness, and loss of will. A more common form is a dysphoric feeling, which has 
symptoms like depression but is transitory. It was found that a dysphoric feeling 
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is more common in patients with headaches compared to those without headaches 
[31]. According to the interoception model the dysphoria increases the precision 
of predictions, and the prediction error as to why the stress is higher and the like-
lihood of experiencing distress and headaches is higher. In addition, hopelessness, 
a thought associated by low internal LOC and low SE and heightened pessimism, 
often accompanies dysphoric feelings and increased headache-related disabilities 
[32].

Anger is an effect associated with displeasure and it is perceived in the situa-
tion when an individual’s well-being is endangered. From the sociological point 
it could arise when the well-being of others is endangered, especially those with 
whom we identify [33]. The anger expression can be divided into anger in and 
anger out expressions. Anger out expressions are socially unacceptable. It is 
known that patients with headaches are more prone to hold their anger in than 
those without headaches [34]. The patients who hold their anger have increased 
pain intensity and a failure to express anger leads to more disability [35]. Overall 
anger in or out has negative influences on communication and cause more social 
stress.

Biopsychosocial Approach to Headache Treatment

According to the interoceptive model of headaches, in order to decrease headache 
frequency, intensity and disability we should change the high precision predictions 
which produce excessive, and sometimes unneeded, stress, and consequently dis-
tress. Social stress, due to wrong predictions, is known as a trigger for headaches. 
Therefore, clinics should pay more attention to the social aspects of headaches 
and include them in the treatment process. Recognising and managing psychoso-
cial factors could be crucial for the same patients. Educating the patient about how 
social triggers influence a headache attack, and how managing triggers can reduce 
the number of headache attacks, increases internal LOC. Keeping regular diaries 
of potential headache triggers allows the patient to see how triggers are related 
to headaches [36]. Teaching skills for self-managing triggers could increase SE. 
Individuals with catastrophic fears about being exposed to a potential trigger will 
need to become aware that triggers can set the stage for headaches, but exposure 
to a trigger does not mean they will experience a debilitating headache. It is nec-
essary to do this in combination with taking medications for headache treatment. 
Reinforcing the adherence to medication could increase SE and the perception 
of headache control, which can decrease NA related to headaches. To manage 
social stress in some cases, more decisive behavioural forms, such as more asser-
tive behaviour, are useful. We should pay attention to the exclusion processes in 
patients’ working environments and in social environments in general. Exclusion 
is recognised as a serious threat and motivates individual to a defensive posture. 
It can produce excessive social stress. Nowadays mobbing in the workplace is a 
common form of social stress. Overall, inadequately managed NA increases the 
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individual’s risk of experiencing more headache attacks, more intense headache 
pain, and more headache-related disabilities. Early recognition and management 
of the emotional state are mandatory in primary headache management.

Conclusions

Pain and also headaches are not just a consequence of the sensations of biological 
processes but also consequences of cognition and emotional factors. Social stress 
due to social interactions is the most frequent form of stress. Social situations 
together with the personality features of a headache sufferer can produce social 
stress, which can lead to distress, headache perception and NA. Chronic headaches 
are importantly related to psychosocial factors. Therefore, in analysis of the caus-
ative factors and risk factors, it is important to consider social stress and recognise 
mechanisms that trigger and maintain headaches. We must be aware that social 
processes themselves can lead to emotional states, such as depression and anxiety, 
as well as sleeping disorders that form a vicious circle together with headaches. 
This can deteriorate the social status and the individual’s role in society. Therefore, 
sometimes, a social worker should be included in the treatment of a patient with 
chronic headaches.
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At the Beginning an Appreciation of Personalities 
and Atmosphere of Pula Congresses

The interdisciplinary character of Pula neuropsychiatric congresses involved 
and encouraged early on the just slowly emerging psycho-neuroimmunological 
research field, especially its rare clinical psychiatric parts and persons. Myself 
was first invited to present studies on the potential role of Bornavirus in the eti-
ology of neurological and psychiatric disorders by Gerd Huber: He was the 
renown disciple of Kurt Schneider, appreciating and continuing Schneider’s 
psychopathology and developing it in some important aspect further to the 
Basic Symptoms concept [1], intending to better assess and define the biologi-
cal basis of major psychoses, especially of schizophrenia. The Basic Symptoms 
were thought to represent symptoms most closely (basically) related to assumed 
underlying organic causes of major psychoses, whatever these causes might be, 
e.g., viruses. The respective questionnaires developed by him, Süllwold, Gross, 
Schüttler and others, tried to systematically and sensitively recognize especially 
the subjective “basic” experiences of the patient, because these subjective expe-
riences were thought to be lastly and specifically of “organic” origin. Beyond it 
was assumed, that Basic Symptom might represent especially sensitive symp-
toms of organic brain disturbances, because the individual might be most sen-
sitive for such himself yet fro minor “organic” dysfunction. Nevertheless, these 
subjective symptoms might additionally and regularly be shaped by normal 
psychological individual functioning (as far as normal psychological func-
tions remained conserved despite the organic dysfunction) and beyond be 
characterized by previous (“non-organic”) experiences. The Basic Symptom 
concept has up to now been further worked out and used by disciples and 
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followers internationally and gained special reputation mainly in schizophrenia  
studies on disease course and prevention [2, 3].

The personal discussions during the Pula congresses with these outstanding 
psychiatric researchers and many international renown neurologists and experts 
from neighboring disciplines were of great value for my own thinking. The Pula 
faculty was not only open-minded but also critical and rewarding in the best sense. 
Such atmosphere was very helpful for consolidation of my personal development 
in the difficult etiology focused research I had chosen at these times, when main-
stream opinion in psychiatry was mostly discouraging for my own views.

Only from recent research, there is good evidence that infections frequently may 
trigger autoimmunity. Another surprising knowledge now is that autoimmunity  
itself may have rather diverse consequences, including pathogenic and protective 
roles. Such complex scenario was in the nineties of the twentieth century far from 
clear or considered highly speculative. Now the psychoneuroimmunology field 
came into mainstream psychiatric research, which includes my own views, as doc-
umented by a new diagnostic entity, introduced most recently after a long process 
of international consensus finding: Autoimmune Psychosis (AP) was proposed 
as a term yet in 2017 [4], then picked up under extended perspective and defini-
tion by others [5], and in 2019 for the first time established with internationally 
consented diagnostic criteria and treatment recommendations [6]. AP as defined 
now appears synonymous to autoimmune mild encephalitis. The Mild Encephalitis 
(ME) hypothesis was proposed some years ago [7, 8] and repeatedly discussed and 
updated at Pula congresses [9–11]. The Pula audience was supportive yet in times 
of broad rejection of ME hypothesis in the field. Thus, it appears justified and fair 
to outline the story from early ME hypothesis to AP description, on the one hand 
from a personal perspective including the role of Pula congresses yet mentioned 
above, on the other hand from an actual researchers perspective on many open 
questions left in context with ME hypothesis and AP description, with some ideas 
to inform research to come.

From Mild Encephalitis Hypothesis to First Consensus 
Description of Autoimmune Psychosis

There is emerging evidence that a subgroup of severe mental disorders (SMI), 
especially of the broadly defined affective and schizophrenic spectrum, may 
be ultimately caused by underlying neuroinflammatory and/or autoimmune or 
immune-pathological processes, outlined in recent reviews [4, 5, 9, 12, 13]. Such 
scenario was predicted with the Mild Encephalitis (ME) hypothesis [7, 9, 14]: ME 
was assumed to be elicited by various etiologies including immunopathology/auto-
immunity, infections, toxicity (exogenous, endogenous), and trauma, these factors 
representing safely known risk factors in such scenario. ME was also assumed 
to possibly link to yet unknown causes; with regard to the latter rather recently 
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discovered mechanisms like autoinflammation, inflammasome activation, and 
genetic-driven vasculopathy might be considered.

Most important in the early times of ME hypothesis was the admittedly rare 
observation (only few cases treated by this procedure), that even severe thera-
py-resistant SMI cases often rapidly improved or fully remitted in few days when 
treated with CSF filtration, a comparably aggressive immune-modulating ther-
apy used in neurology for the typically infection-induced autoimmune disorder 
Guillain–Barre syndrome [11, 13–16].

The idea of ME to prevail in a subgroup of SMI but remaining undiagnosed due 
to insensitive methods [7, 9] was strongly supported from the development in psy-
chiatry after the discovery of NMDAR autoantibodies in neurological patients and 
the consequent description of Autoimmune Encephalitis (AE) by Josep Dalmau 
and colleagues in 2007/8 [17–19], a now well established new neurological diag-
nosis [18]. Actual consensus diagnosis of AE includes a guide to major differential 
diagnosis and treatment also of psychiatric syndromes [19]. Interestingly, the num-
ber of cases diagnosed as (neurological) encephalitis increased considerably with 
the discovery of a further emerging number of CNS autoantibodies being discov-
ered [17, 20, 21 and others not reviewed here].

This development in neurology reinforced a development in psychiatry to 
detect CNS autoantibodies in SMI cases, but only in recent years comparably 
aggressive immune-modulatory treatments (high dose cortisone, intravenous 
immune globulins, plasmapheresis, rituximab, and others) were used in thera-
py-resistant SMI cases under the idea of an underlying autoimmune pathogenesis 
and appear to bring about similar often rapid and striking therapeutic success alike 
which were seen with CSF filtration (for reviews and single case presentations see 
[5, 8, 12, 20, 22–25, 29]).

AE presents initially typically with varying psychiatric syndromes and only 
later the onset of severe neurological symptoms [17–19]. Part of AE cases was 
known for long and was previously diagnosed as limbic encephalitis (LE), cases 
being observed mainly in neurological clinics. However, rare cases of LE were for 
long described also in psychiatry, an aspect especially addressed by Gerd Huber 
and colleague in catatonic schizophrenias with lethal outcome, where mild neu-
roinflammation was suggested in very rare and debated post-mortem evidence 
(reviewed in [7]). But with the discovery of NMDAR autoantibodies, and an 
emerging number of further previously unknown CNS autoantibodies [20], the 
size of the neurological AE subgroup increased considerably since, now including 
also clinical syndromes not previously attributed to encephalitis, e.g., some cases 
of epilepsy [21, others].

The newly defined neurological AE cases in principle and often fulfill estab-
lished criteria of encephalitis, but it should be recognized that with the discovery 
of more and more CNS autoantibodies the defining criteria of AE were extending 
in parallel and seem still broadening beyond the borders and criteria of previous 
encephalitis definitions. It may be recognized at this point that the number of the 
new AE cases would match the ME criteria as originally proposed, which rejected 
by many for long.
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Emerging Clinical and Therapeutic Relevance  
of the ME/AP Concept

Interestingly and accordingly, due to still improved laboratory diagnostic approach 
to detect CNS antibodies in parallel the spectrum of neuropsychiatric syndromes 
not fulfilling previous criteria of neurological encephalitis or the initial description 
of AE is emerging since AE cases including now also classical neurological dis-
ease cases like epilepsy, and, as predicted with ME hypothesis, also cases of SMI 
of various syndromal presentation [5, 6, 21]. So, not only some of the newly diag-
nosed AE cases would fulfill diagnostic criteria of ME, but also number of cases 
presenting with pure psychiatric syndromes without neurological hard signs, a 
subgroup of those now newly defined as AP [6]. ME as compared to AE is harder 
to diagnose, which is not surprising as being of a purely psychiatric presentation, 
thus requiring very careful multimodal evaluation of symptoms and findings (see 
detailed case descriptions and reviews in Research Topic Frontiers [8];). Given 
this intriguing research field and clinical approach appears to be in an early phase 
of knowledge, it may be justified for specialized departments/specialists in the 
field to challenge the established psychiatric diagnosis even with yet borderline 
diagnostic and treatment approaches, as an emerging number of published cases 
demonstrates by dramatic improvements with immune-modulatory treatments 
[23, 25–27]. Thus, it appears also justified to further questioning present diagnos-
tic borders in context with the ME hypothesis more generally, because more and 
more single cases, when carefully diagnosed with multimodal clinical approach 
(including CSF examination and neuroimaging with various MRI and PET meth-
ods, EEG, brain biopsy) were successfully treated under AP/ME diagnosis, before 
being left to therapy resistance.

ME was proposed to be mainly characterized by severe psychiatric syndromes 
often accompanied by neurological soft but not hard signs (see Table in [7]), ME 
expected to be diagnosed with improved and emerging diagnostic methods includ-
ing neuroimaging, laboratory methods, and especially CSF examination. The size 
of the hypothetic ME subgroup within SMI cohort remained unclear though with 
respect to a mosaic of findings was held possible to have considerable size [9]. 
Recent rare post-mortem and clinical studies presented evidence of a potentially 
considerable size of ME subgroup in schizophrenia, i.e. of about 20% of cases 
(compare 28) or up to 60% (compare 29). Such findings could match with clin-
ical CSF findings: Mild neuroinflammation appears from an increasing number 
of studies, performed according to defined modern criteria of CSF examination 
and interpretation in neurology, involved in a SMI subgroup of 10–15% of cases. 
However, in considerably larger subgroup of affective and schizophrenic spec-
trum therapy-resistant cases some other minor CSF pathologies were found and 
confirmed in large cohorts (albumin and protein increase; neopterin increase and 
some cytokines, or CSF cell activation), but the exact clinical meaning of these 
abnormal CSF findings has still to be better explained/understood [22, 30–33].

Beyond schizophrenia and psychosis a variety of clinical syndromes are still 
to be considered in the perspective of ME hypothesis, although may be rare, as 
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the general unspecificity of etiologies suggests [7, 9]. Such view is supported 
by emerging findings, for example in rare case of adult depression with chronic 
fatigue syndrome [34], or in cases in childhood/adolescent psychiatry: An exam-
ple similar to AP/ME seems to represent the defined PANS/PANDAS syndrome, 
in which after decennia of research now complicated diagnostic and treatment rec-
ommendations including antibiotic and/or immune-modulatory treatment options 
have been worked out [35, 36]. The categorical classification of PANDAS/PANS 
resembles AP, thus may be considered a childhood/adolescence subtype of auto-
immune ME in etiological or pathogenetic perspective. But herein an interdiscipli-
nary discussion might be required or be useful including such aspects like the use 
of diagnostic measures also.

ME Hypothesis, AP Diagnosis, and Beyond

ME hypothesis and diagnosis appeared early on rather speculative to many col-
leagues, nevertheless, it was based on animal models of Bornavirus infection and ME 
was first diagnosed in Bornavirus seropositive patients presenting in parallel some 
CSF abnormalities evaluated compatible with ME, to select cases suitable for CSF 
filtration [11, 13–15]. CSF filtration was before successfully used in neurology for 
cases suffering from the typically infection-induced autoimmune disorder Guillain–
Barre syndrome [16]. Indeed, majority of therapy-resistant psychiatric cases selected 
by these above criteria for potential application of CSF filtration improved with 
CSF filtration. The recent consensus definition of AP [6] match widely with the pre-
vious ME criteria, but were refined and safer by detection of CNS autoantibodies, 
which can be assessed now. Despite this important progress from the discovery of 
CNS autoantibodies, there is still rather good plausibility, that also other ME/AP sub-
groups may prevail and remain undiagnosed with available antibody assays, respec-
tively that other subgroup may exist which does not produce CNS autoantibodies 
instead may be characterized by cellular or innate immune pathology, as supported 
for example by rarely performed brain biopsy. Thus, the tentative AP subgroup might 
eventually embrace at least three autoimmune respectively immune-pathological sub-
groups [5]: 1. AP presenting with CNS autoantibodies, 2. AP accompanying systemic 
autoimmune diseases, 3. AP presenting without (known) CNS autoantibodies.

Other open questions in this research field include the interaction between 
genes and environment, a cardinal feature of ME hypothesis (compare 7, 9), but 
which is difficult to enlighten because of the variability and complexity of such 
interaction. Genes may for example shape the clinical appearance (syndrome) and 
outcome in case of infection or may predispose to infection-induced autoimmunity 
or the genetic base may infer low resistance to infection (in latter case may end up 
in infectious ME or in infectious classical encephalitis). Also, an important role of 
the inflammatory response system by MHC 4 related genes was recently found for 
schizophrenia [37], but interpretation of these findings could be various and could 
also well fit with ME scenario. Other scenarios can be discussed, but such under-
taken goes beyond the focused review here.
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Conclusion

From early days of ME hypothesis with broad rejection of the hypothesis, there 
is now surprisingly rapid change to acceptance. An ever broadening application 
of immune-modulatory treatments in SMI, mainly in cases of the affective and 
schizophrenic spectrum including bipolar and/or schizoaffective and rarely other 
syndromes, clearly supports ME hypothesis, though indirect, but in principle as 
predicted. Nevertheless, ME diagnosis required ultimately the proof of mild neu-
roinflammation, assumed to prevail especially in active disease stages. But such 
proof was hampered by the limited sensitivity of available clinical methods and 
low accessibility of the brain in clinical reality and due to apparent ethical aspects. 
In addition, mild neuroinflammation required a consensus definition, clinically 
differentiating mild neuroinflammation from classical neuroinflammation and 
also from parainflammation (but which may have some overlap) or from stress-in-
duced parainflammation [38]. Such is difficult to achieve, as also demonstrated 
by the rather limited consensus on established terms in clinical use (compare 
38). Even for long-traded clinical terms with recent international consensus cri-
teria established like encephalitis and encephalopathy [24] the limitations of clin-
ical diagnostic precision are apparent [38]. Nevertheless, such consensus criteria, 
though only case sensitive not theoretically sound, are very important for clini-
cal approach, representing the best available evidence for sound diagnosis and 
appropriate treatment. Such criteria are also prerequisite for research when apply-
ing new potentially more successful treatments, to provide the most responsible 
approach to patients possible when nevertheless recognizing mayn remaining 
circumstantial uncertainties. The recent consensus criteria of AP thus represent a 
landmark achievement for psychiatry, AP as defined now representing a CNS anti-
body-positive autoimmune subtype of ME. The prevalence of still more ME sub-
types remains to being predicted and to become discovered.
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Introduction

Psychiatric disorders (PDs) in neurology are more frequent then it verified in 
routine exam, not only in the less developed but also in large and very devel-
oped neurological departments [1, 2]. Furthermore, psychiatric symptoms (PSs) 
in neurological diseases (NDs) among primary health care physicians and other 
specialties are often neglected. Anxiety and depression are most common, but 
hallucinations, delusions, obsessive-compulsive disorder, delirium or confusional 
state and cognitive disturbances are also frequent comorbidity in many neurolog-
ical conditions such as stroke, epilepsy, multiple sclerosis (MS), Parkinson’s dis-
ease (PD), Huntington’s disease, and Wilson’s disease [3, 4].

Clinical neurologists and psychiatrists have long recognized the frequent 
occurrence of psychiatric conditions in the context of neurologic (brain) disease. 
Indeed, this frequent co-occurrence of psychiatric with neurologic symptoms 
should come as no surprise, since psychiatric disorders, such as schizophrenia and 
the mood disorders, can be induced by structural brain disease. Presumably, brain 
dysfunction from conditions that cause neurologic symptoms—such as seizures, 
and impairments in movement, sensation, speech, or language—also affects areas 
of the brain that regulate mood, emotion, cognition, and perception [5].
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Stroke

Stroke can be defined as a sudden attack of a specific neurological deficit, caused 
by thrombosis or hemorrhage in the cerebral circulation, and it is the third lead-
ing cause of death in developed countries [5, 6]. Psychiatric syndromes associated 
with stroke lead to significant psychological distress, functional impairments, poor 
rehabilitation outcomes, and excess mortality [5, 6]. The most common psychi-
atric disturbances seen after stroke include cognitive impairment and dementia, 
depression, mania, anxiety disorders, and pathological laughing and crying—now 
referred to as involuntary emotional expression disorder [8].

Cognitive deficits of several types have been reported, typically in relationship 
to the location of brain injury. Left-hemisphere strokes frequently cause dyspha-
sia, whereas right-hemisphere strokes are associated with anosognosia, inattention, 
impaired spatial reasoning, and neglect syndromes. Motivation, memory, judg-
ment, and impulse control may be affected after frontal stroke. Additionally, brain 
vascular disease is associated with the emergence of dementia. This can be the 
result of one stroke affecting a single critical area, such as the thalamus, several 
strokes affecting areas important to cognition, or chronic vascular insufficiency 
leading to white matter changes with associated cognitive problems (“vascular 
cognitive impairment”) [9–12].

Stroke is a leading cause of disability. Research and interventions have histor-
ically focused on physical disabilities, while cognitive impairment—an important 
aspect for stroke survivors—has been rather neglected. Even minor stroke affects 
daily functioning, executive functions, and cognition, consequently affecting par-
ticipation, quality of life, and return to work. Stroke survivors are at increased 
risk of developing cognitive impairment. Obviously, the acute tissue damage may 
affect cognition [12].

A variety of classifications, diagnostic criteria, and descriptive syndromes are 
used to define post-stroke cognitive impairment (PSCI), but a widely accepted 
and harmonized terminology is still missing. Post-stroke neuropsychological syn-
dromes overlap—PSCI is responsible for a substantial number of vascular cogni-
tive impairment (VCI) syndromes; PSCI includes the subgroups of PSD and PSCI 
not fulfilling criteria for dementia.

Stroke is recognized as one of the major causes of adult disability globally. VaD 
including PSD is the second most common cause of cognitive decline, with only 
Alzheimer’s disease (AD) being more prevalent. The lifetime risk of developing 
either stroke or dementia at the age of 65 is one in three in men and one in two 
in women. With changing population demographics, increased life expectancy and 
improved survival from stroke, the absolute numbers of patients with PSD will 
increase. However, due to its relationship with stroke incidence, PSD might be 
reduced with improved stroke prevention [12, 13].
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Cerebral Autosomal Dominant Arteriopathy with Subcortical 
Infarcts and Leukoencephalopathy (CADASIL)

Cerebral small vessel disease (SVD) is an important cause of stroke, cognitive 
impairment, and mood disorders in the elderly. Besides the common sporadic 
forms, mostly related to age and hypertension, a minority of SVD has a mono-
genic cause, among which the most common and best known is cerebral autoso-
mal dominant arteriopathy with subcortical infarcts and leukoencephalopathy 
(CADASIL). CADASIL provides a unique model for the study of the most prev-
alent forms of sporadic SVD. CADASIL is caused by mutations in the NOTCH3 
gene, which maps to the short arm of chromosome 19 and encodes the NOTCH3 
receptor protein, predominantly expressed in adults by vascular smooth mus-
cle cells and pericytes [1]. Thousands of families with CADASIL have now been 
diagnosed worldwide in many different ethnic groups. The disorder is often over-
looked and misdiagnosed. Its minimum prevalence has been estimated between 2 
and 5 in 100,000 but may vary between populations [14, 15].

The main clinical features include migraine usually with aura presenting 
in early adulthood, recurrent subcortical ischemic events, mood disturbances, 
progressive cognitive impairment mostly affecting executive function, and ac 
Subcortical ischemic events. Transient ischemic attacks and stroke are reported 
in approximately 85% of symptomatic individuals and are related to cerebral 
small vessel pathology. Mean age at onset of ischemic episodes is approximately 
45–50 years, but the range at onset is broad (third to eighth decade). Ischemic 
episodes typically present as a classical lacunar syndrome (pure motor stroke, 
ataxic hemiparesis/dysarthria-clumsy hand syndrome, pure sensory stroke, sen-
sorimotor stroke), but other lacunar syndromes (brain stem or hemispheric) are 
also observed. The total lacunar lesion load, symptomatic and asymptomatic, is 
strongly associated with the development of severe disability with gait distur-
bance, urinary incontinence, pseudobulbar palsy, and cognitive impairment. 
Strokes involving the territory of a large artery have occasionally been reported 
but whether these are coincidental or related to the CADASIL pathology itself is 
uncertain [15].

Encephalopathy

An acute encephalopathy has been described in 10% of CADASIL patients, and 
in the majority of these it was the first major symptom, with a mean age of onset 
of 42 years. It is frequently misdiagnosed as encephalitis, particularly if it is the 
initial presentation in a patient without known CADASIL. It usually evolves from 



68 O. Sinanović

a migraine attack, including confusion, reduced consciousness, seizures, and cor-
tical signs, with spontaneous resolution. Cognitive impairment in CADASIL first 
involves information processing speed and executive functions, with relative pres-
ervation of episodic memory, and is associated with apathy and depression. The 
cognitive deficits were initially attributed to subcortical origin. More recently, the 
cerebral cortex was shown also to be affected in CADASIL by direct mechanisms 
(cortical microinfarcts), or through secondary degeneration. Memory impairment 
in CADASIL is probably related to different causes, due to both white matter 
infarcts with disruption of either cortico-cortical or subcortical networks mainly in 
the frontal lobe and primary damage of the cortex. In a recent longitudinal study, 
processing speed slowing was related to a decrease of sulcal depth, but not to 
global brain atrophy or cortical thinning, suggesting that early cognitive changes 
may be more specifically related to sulcal morphology than to other anatomical 
changes. Moreover, studies in mouse models of CADASIL have detected dysregu-
lation of hippocampal neurogenesis, a process essential for the integration of new 
spatial memory records.

Psychiatric Disturbances

Although the clinical expression of the disease is mainly neurological, CADASIL 
is also characterized by psychiatric disturbances (20–41%). Apathy and major 
depression are commonly observed in CADASIL. Also, bipolar disorder and emo-
tional incontinence are present in a consistent percentage of patients. The direct 
consequence is a negative effect on patient’s quality of life and caregiver bur-
den, with different degrees. Other psychiatric manifestations, such as psychotic 
disorders, adjustment disorders, personality disorders, drug addiction, and abuse 
of substances, are less frequent. The pathogenesis of psychiatric disturbances in 
CADASIL is incompletely understood, but, similarly to other cerebrovascular dis-
eases, may depend on the damage of the cortical–subcortical circuits, leading to 
the consideration of mood disorders in CADASIL under the concept of “vascular 
depression”. In conclusion, CADASIL symptoms may be highly variable, usually 
starting in adulthood, but also reported in older age. The wide clinical spectrum 
includes complex migraine attacks with prominent aura, acute confusional states 
or coma, lacunar strokes, and pure psychiatric or cognitive presentations.

Depression

Depression following a stroke, also referred to as post-stroke depression (PSD), 
is one of the more frequent complications of stroke, and has significant negative 
consequences on the recovery of motor and cognitive deficits, as well as the mor-
tality risks associated with stroke, and has negative consequences on the recov-
ery of motor and cognitive deficits, as well as the mortality risks associated with 
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stroke. The prevalence of PSD has ranged from 5 to 63% of patients in several 
cross-sectional studies, peaking three to six months after a stroke, peaking three to 
six months after stroke [3, 10, 16]. The systematic review of 51 studies (reported 
in 96 publications) conducted between 1977 and 2002 by Maree et al. [17] showed 
that frequencies of depresssion varied considerably across studies, but the pooled 
estimate was 33% (95% confidence interval, 29–36%) of all stroke survivors expe-
riencing depression.

Major depression and minor depression are the most frequently recognized 
expression of PSD, and clinical manifestations of PSD are similar to those of 
idiosyncratic late-onset depression, but psychomotor retardation may be fre-
quently identified. Twenty-five percent of patients hospitalized with an acute 
stroke develop major depression which is phenomenologically indistinguishable 
from idiopathic major depression [5]. Moreover, depresssion in stroke also has 
a bidirectional relationship, as not only are patients with stroke at greater risk of 
developing depression, but patients with depression have a twofold greater risk of 
developing a stroke, even after controlling for other risk factors [3, 10].

Anxiety accompanies a large number of neurological disorders, has been 
observed in many medical conditions, and may be induced by a wide variety of 
substances [18, 19]. Anxiety that is manifestation of the brain disorder resembles 
the symptomatology of idiopathic generalized anxiety disorder (GAD), including 
excessive worry or unwarranted apprehension: shakiness, trembling, and restless-
ness; shortness of breath; palpitations, excessive sweating; clammy hands, dry 
mouth, light-headedness, flushes or chills, and frequent urination; and agitation, 
increased startle response, poor concentration, and irritability [20]. In a study by 
Starkstein et al. [20] GAD was found in 24% of patients with acute stroke. Most 
of these patients also had a diagnosis of major depression. GAD alone was found 
in 6%. In a study by Castillo et al. [21] GAD occurred in 11% of nondepressed 
stroke patients. In one of our studies [22] anxiety was found in 30% of patients 
48 hours after acute stroke and 25% after 15 days of stroke onset. According 
to study made by Astrom [23] the prevalence of GAD after stroke was 28% in 
the acute stage, and there was no significant decrease through the 3 years of fol-
low-up. At 1 year, only 23% of the patients with early GAD (0–3 months) had 
recovered; those not recovered at this follow-up had a high risk of a chronic devel-
opment of the anxiety disorder. Comorbidity with major depression was high and 
seemed to impair the prognosis of depression. At the acute stage after stroke, GAD 
plus depression was associated with left-hemispheric lesion, whereas anxiety 
alone was associated with right-hemispheric lesion. Cerebral atrophy was associ-
ated with both depression and anxiety disorder late but not early after stroke.

Delirium

Delirium, synonymous with the acute confusional state, is a condition of relatively 
abrupt onset and short duration whose major behavioral characteristics are altered 
attention. It is acute reversible mental disorders characterized by confessional 
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state with disorientation for time or place [18]. Other behavioral abnormalities fre-
quently coexist including mood and emotional alterations, illusions, hallucinations 
with increased or decreased psychomotor activity.

There are different reports on frequency of delirium in acute stroke, from 24 
to 48%, and it is more frequent in hemorrhagic then ischemic stoke [10, 16, 24]. 
Delirium is not stable state. The level of consciousness may be reduced or may 
fluctuate between drowsiness and hypervigilance, but the patient is unable to 
maintain attention for any substantial period of time. The principal effort in the 
management of the patient in delirium is directed at identifying and treating the 
underlying disease process [10].

Post-stroke Language Disorders

Post-stroke language disorders are frequent and include aphasia, alexia, agraphia, 
and acalculia. There are different definitions of aphasias, but the most widely 
accepted neurologic and/or neuropsychological definition is that aphasia is a loss 
or impairment of verbal communication, which occurs as a consequence of brain 
dysfunction. It manifests as impairment of almost all verbal abilities, e.g., abnor-
mal verbal expression, difficulties in understanding spoken or written language, 
repetition, naming, reading, and writing. During history, many classifications of 
aphasia syndromes were established. For practical use, classification of aphasias 
according to fluency, comprehension, and abilities of naming it seems to be most 
suitable (nonfluent aphasias: Broca’s, transcortical motor, global and mixed trans-
cortical aphasia; fluent aphasias: anomic, conduction, Wernicke’s, transcortical 
sensory, subcortical aphasia).

Aphasia is a common consequence of left-hemispheric lesion and most com-
mon neuropsychological consequence of stroke, with a prevalence of one-third of 
all stroke patients in acute phase, although there are reports on even higher figures. 
Many speech impairments have a tendency of spontaneous recovery. Spontaneous 
recovery is most remarkable in the first three months after stroke onset. Recovery 
of aphasias caused by ischemic stroke occurs earlier and it is most intensive in the 
first two weeks. In aphasias caused by hemorrhagic stroke, spontaneous recovery 
is slower and occurs from the fourth to the eighth week after stroke. The course 
and outcome of aphasia depend greatly on the type of aphasia. Regardless of the 
fact that a significant number of aphasias spontaneously improve, it is necessary to 
start treatment as soon as possible.

The writing and reading disorders in stroke patients (alexias and agraphias) are 
more frequent than verified on routine examination, not only in less developed but 
also in large neurologic departments.

Alexia is an acquired type of sensory aphasia where damage to the brain 
causes the patient to lose the ability to read. It is also called word blindness, 
text blindness or visual aphasia. Alexia refers to an acquired inability to read 
due to brain damage and must be distinguished from dyslexia, a developmental 
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abnormality in which the individual is unable to learn to read, and from illiter-
acy, which reflects a poor educational background. Most aphasics are also alexic, 
but alexia may occur in the absence of aphasia and may occasionally be the sole 
disability resulting from specific brain lesions. There are different classifications 
of alexias. Traditionally, alexias are divided into three categories: pure alexia 
with agraphia, pure alexia without agraphia, and alexia associated with aphasia  
(“aphasic alexia”).

Agraphia is defined as a disruption of previously intact writing skills by brain 
damage. Writing involves several elements: language processing, spelling, visual 
perception, visuospatial orientation for graphic symbols, motor planning, and 
motor control of writing. A disturbance of any of these processes can impair writ-
ing. Agraphia may occur by itself or in association with aphasias, alexia, agnosia 
and apraxia. Agraphia can also result from “peripheral” involvement of the motor 
act of writing. Like alexia, agraphia must be distinguished from illiteracy, where 
writing skills were never developed.

Acalculia is a clinical syndrome of acquired deficits in mathematical calcula-
tion, either mentally or with paper and pencil. These language disturbances can 
be classified differently, but there are three principal types of acalculia: acalcu-
lia associated with language disturbances, including number paraphasia, number 
agraphia, or number alexia; acalculia secondary to visuospatial dysfunction with 
malalignment of numbers and columns, and primary anarithmetria entailing dis-
ruption of the computation process [11].

Neuropsychology of Acute Stroke

Neuropsychology includes both the psychiatric manifestations of neurological 
illness (primary brain-based disorders) and neurobiology of “idiopathic” psychi-
atric disorders. Neurological primary brain disorders provoke broad spectrum of 
brain pathophysiology that causes deficit sin human behavior, and the magnitude 
of neurobehavioral-related problems is a worldwide health concern. Speech disor-
ders of aphasic type, unilateral neglect, anosognosia (deficit disorders), delirium, 
and mood disorders (productive disorders) in urgent neurology, first of all in acute 
phase of stroke are more frequent disorders then it verified in routine exam, not 
only in the developed and large neurological departments.

Aphasia is common consequence of left-hemispheric lesion and most common 
neuropsychological consequence of stroke, with prevalence of one-third of all 
stroke patients in acute phase although exist reports on greater frequency.

Unilateral neglect is a disorder that mostly affects the patient after the lesion 
of the right hemisphere, mostly caused by a cerebrovascular insult (infarct or hem-
orrhage affecting a large area—up to two-thirds of the right hemisphere), and in 
general, the left-side neglect is the most widespread neuropsychological deficit 
after the lesion of the right cerebral hemisphere. Reports on the incidence of visual 
neglect vary and they range from 13 to 85%.



72 O. Sinanović

Anosognosia is the second place as neuropsychological syndrome of stroke 
in right hemisphere, characterized by the denial of the motor, visual or cognitive  
deficit. This syndrome, defined as denial of hemiparesis or hemianopsia, is a com-
mon disorder verified in 17–28% of all patients with acute brain stoke [10].

Multiple Sclerosis

Psychiatric syndromes seen in multiple sclerosis (MS) include demoralization, 
major depression, mania, involuntary emotional expression disorder, cognitive 
impairment, and psychosis. Demoralization is particularly complex in the context 
of MS because of the intermittent nature of the condition, which can make it par-
ticularly difficult to cope with. Patients usually have more difficulty adapting to 
acute rather than gradual changes in disease course. They can become increasingly 
demoralized in a condition that remits, remains quiescent for a while, and then 
returns, often with more severe symptoms. Several studies suggest that over time 
many MS patients find it increasingly difficult to adapt psychologically to new 
episodes and that this can adversely impact their relationships and psychosocial 
functioning [5, 25].

The high prevalence of depression was recognized in Charcot’s early character-
ization of MS. Review of various studies has indicated the presence of depressive 
symptoms in approximately 80% of all patients with MS, and estimated lifetime 
prevalence rates of major depressive disorders to range from 10 to 60% [3, 27, 
28]. Diagnosing depression in an MS patient can be difficult because many symp-
toms such as sleep disorder, fatigue, and apathy overlap with the primary disease. 
Nevertheless, with careful clinical assessment, depression can be confidently diag-
nosed. It is a major source of disability and quality of life impairment. Suicidal 
ideation is fairly prominent in MS patients with the prevalence across the disease 
of the order of 30% [29].

Treatment of depression in MS should include pharmacotherapy and differ-
ent types of psychotherapy. There are a few controlled studies that have exam-
ined the pharmacotherapy responses of depression in MS patients, and treatment 
basically should be the same as treatment of idiopathic depression [3]. Euphoria 
and other manic symptoms have been reported in MS patients back to the days of 
Charcot. Up to 10% of patients develop euphoria or more severe forms of mania. 
Additionally, euphoria and mania can be the result of MS treatments, and in par-
ticular steroid use.

Cognitive impairment occurs in 40–65% of multiple sclerosis (MS) patients, 
typically involving complex attention, information processing speed, (episodic) 
memory and executive functions. It is seen in the subclinical radiologically iso-
lated syndrome, clinically isolated syndrome, and all phases of clinical MS. 
In pediatric-onset MS cognition is frequently impaired and worsens relatively 
rapidly. Cognitive impairment often affects personal life and vocational status. 
Depression, anxiety, and fatigue aggravate symptoms, whereas cognitive reserve 
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partially protects. Cognitive dysfunction correlates to brain magnetic resonance 
imaging (MRI) lesion volumes and (regional) atrophy, and degree of and increase 
in MRI abnormalities predict further worsening [30].

Parkinson’s Disease

Nowadays, Parkinson’s disease (PD) is generally considered a multifaceted dis-
ease with a broad spectrum of symptoms and has been associated with cognitive 
disorders, affective disorders, psychotic phenomena, impulse control disorders, 
and problematic repetitive behaviors [5]. In an era where the motor symptoms can 
be relatively well controlled with L-dopa in the early and middle stages of PD, the 
psychiatric syndromes are often a major source of disability, distress, and quality 
of life impairment for both patients and caregivers.

Most patients with PD experience some cognitive impairment, with 25% to 
40% developing dementia over the course of their illness. Longitudinal studies 
suggest that the type and severity of cognitive disturbances are stage dependent. 
In early stages, patients primarily develop problems with memory and information 
processing, probably as a result of the disease’s primary involvement of subcorti-
cal structures. In later stages, impairments in cortical functions, such as dyspraxia 
and amnesia, emerge in many patients [3, 5, 31].

Depressive disturbances are common in PD, with a prevalence of 25% to 
50% over the course of the illness. Fewer than half have major depression; most 
patients have milder forms of depression referred to as dysthymia or subsyndromal 
depression [3, 5]. In one of our previous studies [32] some depressive symptoms 
were present in all 35 PD patients, but moderate depression in 22.85% and severe 
in 45.71%. As in the case of epilepsy and stroke, depression and PD appear to 
have a bidirectional relationship. That is, not only are patients with PD at greater 
risk to developing depression, but patients with a depressive disorder have been 
found to be at greater risk of developing PD [3, 33].

Anxiety is very common in PD but has not been sufficiently studied. Up to 40% 
of PD patients have anxiety symptoms. Panic disorder is very common, with a 
prevalence as high as 25%. Panic attacks are fairly typical in their form, in that 
they are of sudden onset with apprehension and anxiety, associated fears of hav-
ing a heart attack or dying, and a range of uncomfortable accompanying physical 
symptoms. The comorbidity of depressive and anxiety disorders in PD is com-
mon; most of the time neither occurs alone [5, 34]. According to review paper by 
Leentjens in 2012 [35] the prevalence and cumulative incidence of psychopatho-
logical symptoms are high. The reported prevalence is 17% for major depressive 
disorder, 34% for anxiety disorder, 17% for apathy, 14% for impulse control dis-
orders, 88% for sleep disturbances, and 60% for sexual problems. The cumulative 
incidence of hallucinations is 60%. Mild cognitive impairment is present in at least 
50% with a cumulative incidence of 66% for dementia after 12 years. All psy-
chopathological syndromes have a strong negative impact on a number of disease 
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parameters, other psychiatric comorbidity, and quality of life. All psychopatholog-
ical syndromes tend to occur with higher frequency in patients with the hypoki-
netic rigid type of PD. Other risk factors divide into general and disease-specific 
risk factors and may vary between the different syndromes.

Huntington Disease

Huntington’s disease (HD) is neurodegenerative disease inherited in an autoso-
mal domiant fashion, characterized by progressive movement disorders associ-
ated with cognitive and psychiatric symptoms [36, 37]. By the 1980s, the name 
of the disease becomes known as Huntington’s disease, with the recognition of 
its motor and non-motor signs and symptoms. The underlying genetic defect is 
an unstable CAG trinucleotide repeat expansion in exon 1 of the HD gene, for-
merly called IT-15, on the short arm of chromosome 4. A repeat CAG length of 36 
and longer is pathogenic and results in the synthesis of an abnormal polyglutamic 
tract in Huntington’s, a widely expressed protein of uncertain function causing 
accumulation of intracellular protein aggregates, neurotrophic factor deprivation, 
impairment of energetic metabolism, transcriptional deregulation and, finally, 
hyperactivation of programmed cell-death mechanism [37].

In most cases, the age of onset of HD is between 35 and 45 years, whereas 
the mean duration of the disease is 16 years. Different stages of the disease may 
be described (premanifest, with soft signs, phenoconversion, and manifest), each 
being characterized by decreasing independence and the need for help caused by a 
deterioration of motor and cognitive performance and the presence od psychiatric 
symptoms [38–40].

Clinical pictures of HD comprise motor abnormalities (chorea, dystonia, brady-
kinesia, and oculomotor dysfunction), cognitive impairment, behavioral problems, 
and psychiatric disorders [38]. The latter are major constitutions of the clinical 
spectrum of HD and have a substantial impact on daily functioning, constituting 
the most distressing aspect (for both patient and relatives) and often the reason for 
hospitalization.

In the early description of HD, more attention was given to its cognitive fea-
tures and dementia. Starting in the literature published in the 1990s, many facts 
of HD have been described including specific psychiatric aspects. Behavioral and 
psychiatric symptoms (also called prodromal) often precede the manifestation 
of motor abnormalities of HD. Historical description estimated rates for lifetime 
prevalence of psychiatric disorders among HD patients vary widely between 33 
and 76% [37, 41].

Several recent studies have described neuropsychiatric symptoms including 
depressed mood, mania, irritability, anxiety, apathy, obsessions-compulsions, and 
psychosis. Prevalence variation depends on the different methods used to detect 
and evaluate (e.g., interview, rating scales, self-report questionnaires) [37]. The 
most frequent psychiatric sign occurring in HD patients consists of a depressive 
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symptomatology (DS). The estimated prevalence of depression in HD varies 
widely, ranging from 9 to 63%, with several studies suggesting rates between 40 
and 50% [37].

In his original description of the disease, George Huntington stated that there 
was “a tendency to insanity and suicide”. The suicide rate estimate for HD patients 
is traditionally 4–6 times higher than in general population. However, recent stud-
ies have confirmed the need to distinguish suicide ideation from attempted sui-
cide, as well as considering differently several groups with different characteristics 
in order not to introduce confounding data [37, 41]. Anxiety has often reported 
in HD patients, independent of gender (17–61%), both due to the course of the 
disease and from the neurodegenerative process itself. There are contrasting data 
regarding the critical stage for anxiety and depression to arise, with some studies 
identifying stage 2 as the most critical and others suggesting stages 4–5.

The presence of obsessive and compulsive symptoms (OCs) has previously 
documented in patients with HD as less common than other psychiatric symptoms. 
However, a study by Marder et al. [42] reported that 22.3% had obsessive and 
compulsive symptoms as their first clinical visit, suggesting that these symptoms 
may be more common than previously recognized in this population. These symp-
toms show an increase with disease progression with a trend similar to the one of 
depression and anxiety in the stage of the disease [37, 43]. Prevalence of psychotic 
symptoms (PS), including paranoia and delusional and psychotic states resembling 
various types of schizophrenia-like psychosis, varies between 3 and 11% [37].

Wilson Disease

Wilson’s disease (WD), also named hepatolenticular degeneration, is an autosomal 
recessive genetic disorder caused by defects of ATP7B gene. This disease occurs 
sporadically all over the world. It is found in individuals aged 3–80 years, but 
mainly in children and adolescents, males have a slightly higher risk of develop-
ing WD than females, possibly because of differences in estrogen level and iron 
metabolism. Worldwide prevalence of WD is around 1:30,000, carrier rate is about 
0.022, and the gene frequency is about 0.56 [44].

The frequency of distinct neurological features of WD such as dystonia or par-
kinsonism varies widely in different case series. The presence of classical “wing 
beating tremor” or “flapping temor” in combination with dysarthria strongly sug-
gests the diagnosis of WD. However, any of the other, more common forms of 
tremors such as rest, action, or intention tremor can occur as well. The most com-
mon form of tremor in WD is an irregular, and somewhat jerky, dystonic termor. 
Dystonia is present in at least a third of all patients with a neurological presenta-
tion of WD and can be generalized, segmental, multifocal or focal [45].

Psychiatric symptoms can occur in both untreated and treated WD patients. 
According to one recent literature review, 20% will have seen a psychiatric before 
a formal diagnosis of WD was reached. The average time between the onset of 



76 O. Sinanović

psychiatric symptoms and the diagnosis of WD was 864 days for WD patients in 
whom psychiatric symptoms preceded neurological or hepatic involvement. The 
most common psychiatric features are abnormal behavior (typically increased irri-
tability or disinhibition), personality changes, anxiety, and depression. Psychosis 
is considerably less common [46]. The most common psychiatric features are 
abnormal behavior (typically increased irritability or disinhibition), personality 
changes, anxiety and depression. Psychosis is considerable less common [47].

Epilepsy

Up to 50% of patients with epilepsy have psychiatric syndromes. Cognitive, mood, 
anxiety, and psychotic disturbances are most common [5, 18]. Since the epilep-
sies are heterogeneous and chronic conditions, this complexity is also reflected in 
the associated psychiatric disturbances. For the most part, psychiatric disturbances 
have been categorized according to whether they are direct expressions of a sei-
zure, features of a postictal state, or phenomena that occur during the interictal 
period.

The majority of psychiatric syndromes in epilepsy occur in the interictal period, 
and thus probably have more to do with the state of the brain in the absence of 
excessive electrical discharge than with the discharge itself [5].

Depression is the most common psychiatric comorbidity in patients with epi-
lepsy. Prevalence is higher than in a matched population of healthy controls and 
ranges from 3.9% in patients with controlled epilepsy to 20–55 in patients with 
recurrent seizures [5]. As in the case of Parkinson’s disease and stroke, depression 
and epilepsy appear to have also a bidirectional relationship [3, 10]. The clinical 
presentation of depressive disturbances is for the most part typical for idiopathic 
depression. However, about a third of patients with epilepsy present with atypical 
features of depression that tends to be intermittent.

They also resemble dysthymia and include anhedonia, fatigue, anxiety, and irri-
tability with less prominent impairments in self-attitude, self-depreciative ideas, or 
suicidal ideation.

The rate of manic syndromes appear to be higher in epilepsy, and these usually 
are atypical in presentation and more likely to present with irritability and over-
activity than idiopathic bipolar disorder, which itself does not appear to be more 
prevalent in epilepsy relative to the general population. This has led to the belief 
that epilepsy-associated brain damage is a major component in the occurrence of 
mania and temporal lobe epilepsy.

The prevalence of psychotic symptoms in interictal periods is on the order of 
5% to 7% in patients with epilepsy. In patients with temporal lobe epilepsy, these 
disturbances are often schizophrenia-like in their presentation. Paranoid or perse-
cutory delusions and both visual and auditory hallucinations have been reported. 
Also “negative symptoms” of schizophrenia such as motivation, apathy, flattened 
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affect, and disorganized behavior have been reported in association with delusions 
and hallucinations. This has given rise to the hypothesis of the “schizophrenia-like 
psychoses of epilepsy” which remains controversial [5, 48].
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History and Epidemiology

In his seminal 1872 paper, George Huntington provided a detailed description of 
a hereditary illness that emerges in mid-life, manifested by progressive chorea 
and clinical deterioration [1]. Subsequently, William Osler recognized the hered-
ity of the illness as a clear example of an autosomal dominant Mendelian inher-
itance pattern [2]. George Huntington’s precise, articulate, and crisp description 
of this illness led to its designation as Huntington’s chorea and, subsequently, as 
Huntington’s disease (HD). The responsible gene mutation was identified on the 
short arm of chromosome 4 in 1993 [3].

Although Huntington believed that the disease was restricted mainly to his 
native Long Island, today we know that HD is a globally widespread disorder 
with an approximate worldwide prevalence of 5–10 per 100,000 population, not-
withstanding some regional and ethnic variability [4]. There is a notably lower 
prevalence of HD in Asia as compared to Europe, North America, and Australia 
[5], while some countries have distinctively low prevalence rates, such as Japan 
and Finland, with respective 0.1 and 0.5 HD cases per 100,000 population  
[6–8]. In the US, HD has been designated as an orphan disorder, with 25–35,000 
individuals having clinical illness and 2–3 times as many pre-symptomatic gene 
carriers [4, 9].
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Natural History

Huntington’s disease (HD) is a complex neurodegenerative disorder with a highly 
penetrant autosomal dominant inheritance pattern, with both sexes having a 50% 
chance of inheriting the genetic defect from the affected parent. The genetic defect 
consists of CAG trinucleotide expansion on the short arm of chromosome 4, which 
translates into polyglutamine chain expansion in the mutant huntingtin protein, 
resulting in abnormal protein aggregation and neurodegeneration. The illness 
usually emerges in mid-life, around the mean age of 40 years. The course is man-
ifested by progressive motor, cognitive, and psychiatric deterioration. Juvenile-
onset, before the age of 20 years, is seen in up to 10% of cases [10, 11].

In affected adults, chorea is the most notable feature and is often seen as the 
initial symptom of the disease. However, up to several years prior to the onset of 
chorea, subtle personality changes, psychological, and motor deficits can be iden-
tified on a detailed examination in individuals otherwise deemed asymptomatic 
[12, 13]. Neuroimaging studies have demonstrated subtle but definite structural 
changes in pre-symptomatic patients, particularly progressive atrophic changes 
in the striatum and caudate nuclei [14, 15]. The progression of motor symptoms 
is associated with intellectual decline and psychiatric disturbances, as a result of 
neurodegeneration. The rate of progression and duration of the illness may vary, 
but the majority of patients will survive 10–20 years after onset [16]. With the pro-
gression of HD, immobility and dystonia become more prominent, together with 
dysphagia, which directly contributes to weight loss and aspiration pneumonia, a 
common cause of death [17]. Terminally, pneumonia and cardiovascular disease 
are cited as common causes of death [18].

Juvenile HD usually presents with a hypokinetic form of the disease manifested 
primarily by bradykinesia, dystonia, and rigidity. Chorea is not a prominent fea-
ture, while myoclonus and epilepsy are more frequently seen than in the adult 
form [11, 19]. In affected children, initial symptoms may present as personality 
changes, attention and concentration disturbances, followed by a decline in cog-
nitive function manifested by loss of previously achieved milestones and skills, 
as well as a steep decline in school performance and behavioral disturbances. 
Juvenile-onset HD has a higher risk of rapid progression and is more likely to be 
inherited from an affected father [19–21].

There is a clear relationship between the number of CAG repeats within the 
huntingtin gene and the expression of the disease. Individuals with 40 or more 
repeats will have a full expression of HD, with the progressive motor, cogni-
tive, and psychiatric symptoms, while individuals carrying 36–39 repeats will 
have reduced penetrance, and attenuated or incomplete expression of the illness. 
Offspring in both of these groups carry a 50% risk of inheriting the illness. 
Individuals with 27–35 repeats will not develop HD, but their offspring will be 
at risk due to the phenomenon of meiotic instability [21, 22]. Individuals with 
less than 27 repeats will not develop HD, and their offspring will not be at risk. 
There is also a confirmed inverse correlation between age at onset of HD and 
CAG repeat length within the abnormal Huntingtin gene [23–27]. This correlation 
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accounts for only about 50% of the variance in age at onset. Therefore, CAG 
repeat length alone is not a sufficient predictor of onset [23]. There is also familial 
influence on age of onset which is independent of the effect of the CAG repeat 
expansion, suggesting a contribution from additional modifiers [28]. The rela-
tionship between CAG repeat length and the rate of clinical progression of illness 
remains unsettled.

Pathology and Pathophysiology

There is a selective pattern of neuronal vulnerability to huntingtin protein aggre-
gation, with a particular susceptibility and loss of medium spiny neurons that use 
gamma-aminobutyric acid (GABA) as their neurotransmitter [29, 30]. In the early 
stages of HD, medium spiny neurons projecting into the external segment of the 
globus pallidus (GPe) are more prominently lost in comparison to those project-
ing into the internal segment of the globus pallidus (GPi) [31]. This differential 
loss of striatal projections has been postulated to result in imbalanced activity in 
the so-called direct and indirect pathways, causing chorea [31, 32]. More balanced 
loss of neurons projecting to both, GPi and GPe may result in a rigid-akinetic 
variant of HD, such as seen in juvenile cases [33]. Therefore, in the early stages, 
increased dopamine neurotransmission results in hyperkinetic movements, while, 
in the late stages, dopamine deficits produce hypokinesia [34]. During the long 
process of progression, several types of neurons vulnerable in HD undergo prolif-
erative and degenerative alterations [35, 36]. At the point when neurons become 
unable to compensate for the ongoing cellular stress, they degenerate in a process 
similar to apoptosis, finally resulting in cell death [37].

The severity of atrophy in the striatum, as well as in the cortex and thalamus, 
correlates with the clinical progression of the disease [38, 39]. There is a 15–30% 
loss in brain weight that occurs in the course of HD [39, 40]. The most prominent 
pathological changes in HD are seen in the neostriatum, manifested particularly 
by atrophy of the caudate nucleus and putamen, with associated neuronal loss, 
astrogliosis, as well as reactive microgliosis [41, 42]. Neuropathological changes 
may precede clinical onset by several years and maybe manifested by huntingtin 
protein aggregation, striatal atrophy, neuronal loss, and oligodendrogliosis [43]. 
In the process of globus pallidus atrophy, GPi and GPe may lose more than 50% 
of volume and 40% of neurons, while glia increases in concentration, as well as 
in absolute number [40]. Atrophy and gliosis in HD have also been described in 
the substantia nigra, including both the pars compacta and pars reticulata, with a 
cross-sectional area loss up to 40% [36, 44]. Neuronal loss has also been found 
within the thalamic and subthalamic nuclei but has not been studied extensively 
[40, 45]. In the hypothalamus, the significant neuronal loss has been described in 
the supraoptic nucleus, lateral hypothalamic, and lateral tuberal nuclei, which has 
been postulated to play a role in cachexia in HD [46, 47]. Generalized cortical 
atrophy is often noted at autopsy, and accounts for most of the loss in brain mass 
associated with HD [39, 40]. The loss of neurons and volume is most prominent in 
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cortical layers III, V, and VI [48, 49]. The mean neuronal loss in the entire cortical 
hemisphere maybe as high as 33%, while astrocyte and oligodendrocyte concen-
trations may significantly increase, particularly in layers III–VI [50].

In the cells of individuals with Huntington’s disease, both mutant and normal 
huntingtin proteins are present [51–53]. The function of normal, wild-type, hunting-
tin is not fully elucidated. Within the cell, normal huntingtin is associated with den-
dritic microtubules, as well as organelles such as mitochondria, transport vesicles, 
synaptic vesicles, and portions of the endocytic system [54–57]. Such associations 
and distribution allude to its role in the function of these organelles. The expanded 
CAG trinucleotide repeat sequence in the huntingtin gene translates into an elon-
gated polyglutamine chain that results in an abnormal conformational change in the 
protein [51, 58]. In the process of misfolding, the polyglutamine sequence bonds 
within itself and with other molecules [59]. In addition, mutant huntingtin under-
goes proteolytic cleavage producing fragments that form macromolecular aggre-
gates among themselves and with other proteins, visible in the cytoplasm, processes 
and nuclei of neurons [54]. These aggregates can be found throughout the brain 
particularly in the cortical regions, and less so in the striatum [55, 60]. Relatively 
high concentrations of huntingtin aggregates are found in dendrites and axons, with 
lower concentrations in neural cell bodies and nuclei [55, 56].

Aggregation of huntingtin fragments is dependent on the length of its glu-
tamine repeats, occurring when 39 or more molecules in the polyglutamine chain 
are present [58, 61, 62]. However, the role of aggregation directly causing neurode-
generation has been questioned due to findings of a relatively low concentration of 
aggregates in the striatum compared to other areas of the brain [55, 56]. In addition, 
the vulnerable medium spiny neurons are less prone to have huntingtin aggregates 
than the resistant striatal interneurons [63]. There is a broader agreement that the 
effects of mutant huntingtin are the result of its abnormal interactions with proteins 
involved in signal transduction and metabolism, endocytosis and endosome trans-
port, as well as proteins involved in intracellular transport of organelles [64–72]. 
Additionally, mutant huntingtin protein interacts with proteins associated with gene 
transcription, as well as proteolytic enzymes, such as caspases and calpains, which 
have been implicated in the production of toxic fragments of the mutant protein [73].

In addition to the above-mentioned protein aggregation, cleavage and deg-
radation, there are multiple pathways proposed to play a role in the etiology of 
neurotoxicity in HD. These include transcriptional dysregulation [74], mitochon-
drial energy dysfunction [75], glutamate and dopamine excitotoxicity [76, 77], 
brain-derived neurotrophic factor (BDNF) deficit [78], axonal transport impair-
ment [79], autophagy, and immune system-mediated neuroinflammation [80–82]. 
Despite significant gains in the understanding of the underlying pathophysiological  
mechanisms in HD, we still have not materialized these advancements into the 
development of viable disease-modifying therapies.
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Neuroimaging

Neuroimaging is not routinely used in the diagnosis of HD, as it has been ren-
dered obsolete by genetic testing. However, novel imaging techniques provide 
new opportunities in HD research, as they enable us to study brain changes in vivo 
and follow morphological changes that take place as the disease progresses. High-
resolution Magnetic Resonance Imaging (MRI) has been used to obtain accurate 
measurements of brain atrophy. In addition to atrophy and volume loss in the stri-
atum and basal ganglia, more recent studies have demonstrated regional cortical 
thinning in the frontal, parietal, posterior temporal, parahippocampal, and occip-
ital regions, some of which have been found even in pre-symptomatic individuals  
[83–85]. Selective atrophic changes have been shown to correlate with total func-
tional capacity and duration of symptoms [85].

Besides striatal dysfunction, functional MRI imaging studies have reported a 
variable pattern of increased and decreased activation in cortical regions in both 
pre-clinical and clinically manifest HD gene mutation carriers. Beyond regional 
brain activation changes, evidence from functional and diffusion-weighted MRI 
further suggests disrupted connectivity between corticocortical and corticostriatal 
areas. However, substantial inconsistencies with respect to structural and func-
tional changes have been reported [86].

Use of Positron Emission Tomography (PET) imaging for evaluation of 
brain metabolism, postsynaptic dopaminergic function and phosphodiesterase 
10A has shown promise in assessing disease progression. However, no single 
technique may be currently considered an optimal biomarker, and an integra-
tive multimodal imaging approach, combining different techniques, may be 
needed for monitoring potential neuroprotective and preventive treatment in 
HD [87].

Clinical Features

Although HD is the result of a single-gene mutation, with a well-defined patho-
genic protein, its clinical picture is strikingly complex, manifested by a unique 
combination of motor, cognitive, and psychiatric symptoms in each indi-
vidual case. Therefore, each patient should be evaluated in a comprehensive  
manner to define their specific needs and treatment plan. However, for the 
purposes of this chapter, we will discuss the features of each symptom set 
separately.
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Motor Symptoms

Movement disorders are the hallmark of HD, with chorea being its most recogniz-
able symptom. Although the term “chorea” is derived from the Greek verb mean-
ing “to dance,” there is very little compatibility with this term in Huntington’s 
chorea, as its clinical appearance lacks any symmetry, rhythmicity or gracious-
ness. Chorea in HD is manifested by involuntary movements which are sudden, 
irregular, asynchronous, purposeless, but frequently “masked up” into semi-pur-
poseful movements. It usually emerges in the distal muscles of the extremities, but 
with the progression of the disease, it gradually spreads to involve more proxi-
mal muscles in the extremities, face, neck, and paraspinal muscles. With further 
progression, chorea increases in frequency, duration, and amplitude, sometimes 
to ballistic proportions [88]. Although chorea is the most dramatic symptom, the 
affected individual may be able to function quite well, even with relatively prom-
inent movements [89]. Nonetheless, in very advanced cases, chorea will interfere 
with self-care and activities of daily living. Finally, in the later stages of the dis-
ease, chorea settles down and gradually yields to dystonia, rigidity, and contrac-
tures [90].

Although not as noticeable as chorea, dystonia also presents as a relatively 
early motor feature of HD, adding to the choreoathetoid and writhing appear-
ance of the involuntary movements. Dystonia is frequently manifested by repet-
itive, abnormal muscle contraction, sometimes with a twisting component. With 
subsequent progression, dystonia involves the limbs, neck, and trunk resulting 
in abnormal and prolonged posturing. In the terminal stages of the disease, dys-
tonia, bradykinesia, rigidity, and contractures dominate the clinical picture [90]. 
Particularly in juvenile-onset HD (Westphal variant), dystonia, rigidity, and brad-
ykinesia are prominent from the onset of the disease and dominate throughout the 
course of the illness, while chorea is not as prominent [19, 91]. In general, dys-
tonia may have a more detrimental effect on daily functioning than chorea does, 
as it contributes to postural instability, dysarthria, and dysphagia resulting in falls, 
communication difficulties, and aspiration pneumonia. Myoclonus maybe seen in 
the adult-onset form, but it is much more frequently encountered in the juvenile 
variant of HD [91]. Additionally, some HD patients may exhibit utterances, vocali-
zations and tics akin to Tourette’s syndrome [92].

In addition to involuntary movements, progressive impairment of voluntary 
motor control is a core feature of HD, occurring relatively early in the disease. 
Particularly, voluntary eye movement abnormalities are some of the earliest signs 
of HD. Interrupted smooth pursuit, slow initiation, and impaired coordination of 
voluntary saccades are typical features, together with restrictions in the range of 
eye movements, particularly in a vertical plane. Even in presumably pre-symp-
tomatic gene carriers, a detailed exam may reveal significantly more abnor-
malities of ocular function than in gene negative individuals [93]. Worsening in 
manual dexterity is another early sign of HD, manifested in the examination as 
slowness in finger tapping and rapid alternating movements of the hands. Motor 
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impersistence is manifested by the inability to maintain voluntary motor contrac-
tion, which further contributes to difficulties with manual tasks. Clinical exam 
for motor impersistence reveals an inability to maintain prolonged tongue protru-
sion and “milk-maid’s grip.” It has been proposed that depressed synaptic trans-
mission plays a role in motor impersistence [94]. Upper motor neuron signs also 
may occur in the course of HD, such as spasticity, clonus, and extensor plantar 
responses. Impairment of voluntary motor control correlates with a disability and 
functional decline perhaps even more so than involuntary movement disorder [89]. 
Unfortunately, there are no effective medications to improve voluntary motor 
control.

The compounding effects of involuntary movements and impaired voluntary 
motor control result in a multi-faceted gait disorder in more advanced stages of HD. 
Progressive worsening of dystonia, ballistic chorea, motor impersistence, and vol-
untary eye movements all contribute to incoordination, impaired ambulation with a 
propensity towards falls and injuries, resulting in wheelchair dependence [95].

Cognitive Disorder

Although movement disorders and chorea are the most recognized symptoms of 
HD, cognitive impairment is a much more disabling and distressing manifesta-
tion of the disease and presents the greatest burden to the patients and their fami-
lies [96]. Dementia in HD is classified as “subcortical,” as it lacks typical cortical  
deficits such as aphasia, amnesia, and agnosia, typically seen in Alzheimer’s dis-
ease [97, 98]. The cognitive disorder in HD consists of bradyphrenia, impairments 
in attention, sequencing, executive function, perceptual skills, as well as learning 
and memory impairments [97, 99, 100]. Registration and immediate recall are rel-
atively spared, while retrieval of recent and remote memories are impaired [97, 
99, 100]. Explicit sequence learning appears to be more affected than implicit, 
both in pre-manifest and manifest individuals [101]. For routine monitoring of 
cognitive status, most HD clinics utilize the Unified Huntington Disease Rating 
Scale (UHDRS), which, in addition to motor and behavioral scales, also incor-
porates reliable indicators of cognitive decline including the Symbol Digit 
Modality Test, the Stroop Color Word Test, and the Verbal Fluency Subtest of 
the Multilingual Aphasia Examination [102]. In asymptomatic HD gene carriers, 
subtle cognitive deficits may be present many years before the onset of motor 
symptoms [103]. Asymptomatic gene carriers test lower than non-carriers in all 
portions of the Wechsler Adult Intelligence Scale-Revised (WAIS-R), and there is 
an inverse correlation between the scores and the number of CAG repeats in the  
HD gene carriers [104].

Executive functioning and efficiency in HD are affected by changes in the 
speed of cognitive processing, attention, initiation, planning, and organization, 
as well as by perseveration, impulsivity and decline of other regulatory processes 
[105–107]. In HD, patients have difficulty learning new information and retrieving 
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previously learned information, possibly due to impaired speed of processing 
and organizing information [108]. A change in the speed of cognitive processing 
is one of the earliest and most sensitive indicators of early HD, as completion of 
previously ordinary mental tasks becomes more time consuming [105, 108]. The 
slowing of cognitive processing may result from recruitment of alternate cerebral 
pathways for cognitive tasks, as an attempt to compensate for deficits in implicit 
memory [109, 110].

Perceptual problems further compound the cognitive issues from early on, 
sometimes more than a decade before the onset of more obvious symptoms of HD 
[103]. More specific perceptual deficits include the inability to recognize the emo-
tions of others communicated by facial expression, perception and estimation of 
time, spatial perception, and smell identification [111–114]. Lack of awareness of 
one’s own symptoms, actions and feelings may be impaired in as many as one-
third of individuals with HD. This is thought to result from interruptions in the 
pathways between the frontal lobes and the basal ganglia and is felt to be a type of 
agnosia [115]. Central visual and auditory processing deficits additionally contrib-
ute to general perceptual and cognitive impairment [116].

Although typical aphasia or impairment in semantic memory is rarely seen in 
HD, language and communication are still remarkably affected, primarily by defi-
cits in articulation, initiation, and cognitive processing. Individuals with HD may 
have difficulties with the integration of thought sequencing, information process-
ing, muscle control, and breathing. Despite impairment in language output, com-
prehension may be relatively preserved, even in advanced stages of HD [100, 117].

Psychiatric Symptoms

Depression is the most common psychiatric presentation in HD, affecting up to 
40% of patients in the course of the illness [118, 119]. The symptoms may start in 
the pre-motor manifest stage, evidenced by subtle impairment of working mem-
ory [97, 120]. Depression in HD has all the symptoms and signs of major depres-
sion syndrome, such as sustained low mood, tearfulness, sadness, low self-esteem, 
loss of appetite, sleep disturbances, feelings of guilt, shame, hopelessness, and 
helplessness [121]. In severe cases, depression may progress and individuals may 
develop psychotic symptoms such as delusions and hallucinations or even more 
profound psychomotor retardation and catatonia. Sometimes it may be difficult to 
distinguish depression from other symptoms seen with HD, such as apathy, circa-
dian sleep dysregulation, weight loss, impaired attention, and concentration span. 
Apathy, in particular, is one of the most common symptoms of the disease and is 
gradually progressive, in synchrony with other symptoms of neurodegeneration, 
such as motor and cognitive decline [119, 122]. The course of depressive symp-
toms does not follow the pattern of progression one would expect if the process 
was directly linked to the pathophysiology of neurodegeneration [88]. On the con-
trary, depression is most common at early points in the illness, during the period 
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around the initial diagnosis and in the early stage when the impairments begin 
affecting daily functioning [123]. Subsequently, depressive symptoms seem to 
decline in prevalence [123]. Nonetheless, the use of strict diagnostic criteria for 
major depression usually helps to establish an accurate diagnosis.

Symptoms suggestive of bipolar disorder such as elated affect, mania, and agi-
tation, as well as alterations between depressive and manic episodes may develop 
in approximately 10% of patients [119, 124]. Irritability in HD may be severe, 
presenting with outbursts of anger and aggression, affecting up to two-thirds of 
patients in the course of the illness [125]. One should be cautious not to mistak-
enly diagnose HD-associated dysexecutive syndrome as bipolar disorder, given 
that some symptoms of the former, such as irritability, impulsivity, disinhibition, 
and hypersexuality may imitate symptoms of the latter disorder [106].

The risk of suicide was recognized even by Huntington in his publication in 
1872 and has remained a significant concern to present. Identified risk factors 
include depression, single marital status, childlessness, living alone, and family 
history of suicide [126]. Additional factors that modify the risk include the level 
of insight, the severity of affective symptoms, and social support [127–129]. Up to 
25% of HD patients may attempt suicide in the course of the disease, with a mor-
tality rate of 5–13% [130, 131]. The rate of suicide is higher in pre-symptomatic 
individuals at risk for HD [18, 130, 132]. Individuals that are undergoing predic-
tive testing for HD may also be at an increased risk for suicide [127, 129]. The 
risk of suicide should be discussed with patients, their families, and caregivers. As 
suicide is a preventable outcome of disease, suicidal ideation should be screened 
for during each clinical visit.

Psychotic features in HD may include a multitude of symptoms, auditory or 
visual hallucinations, delusions, particularly of the paranoid type, as well as 
social withdrawal [118, 122, 131]. The lifetime prevalence of psychosis in HD is 
between 1 and 15%. However, additional familial modifiers may affect the inci-
dence [119, 122, 133]. In cases when psychiatric symptoms occur before motor 
symptoms, patients may be mistakenly diagnosed with schizophrenia [134]. In 
such cases, the subsequent emergence of chorea may be further mistakenly inter-
preted as neuroleptics related tardive dyskinesia. Therefore, in a psychiatric set-
ting, a high index of suspicion for HD is advised in cases of progressive chorea, 
in association with an uncertain or unreliable family history. In most such cases, 
clarifying the family history and monitoring for other signs of HD is sufficient to 
confirm the diagnosis. However, in certain instances, the issue can only be settled 
by genetic testing.

Although recent theories have implicated the basal ganglia and frontal lobes 
in the development of obsessive-compulsive disorder (OCD), HD patients rarely 
develop the full syndrome. Nonetheless, some HD patients may develop a preoc-
cupation with misophobia, contamination, or may engage in excessive checking 
and rechecking routines. Some individuals may become fixated on a perceived 
need or a prior unresolved issue [135]. If the symptoms become so severe as to 
interfere with the quality of life, a treatment usually applied for OCD may be 
indicated.
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Sleep disturbances are common in HD, and they contribute to progression and 
overall deterioration. Polysomnographic sleep patterns in HD have been studied 
sporadically in small groups of patients, providing variable results. However, more 
recent studies have confirmed delayed nocturnal sleep onset latency as one of the 
earliest sleep-related findings, with a virtual absence of nocturnal respiratory dis-
turbances in early HD [136]. Polysomnographic studies correlated delayed sleep 
onset, awakenings, and reduction of slow-wave sleep with the severity of motor 
symptoms, duration of illness, and degree of caudate atrophy on computed tomog-
raphy (CT) [137].

Personality changes are hard to categorize but are clearly evident very early 
in HD. There are various terms used to define them, such as organic personality 
disorder, dysexecutive syndrome or frontal lobe syndrome, as there is no specific 
diagnosis to encompass them. The earliest personality changes are often mani-
fested by anxiety, irritability or apathy [138]. Overall, personality changes seem to 
be widespread in HD, perhaps more common than depression, and sometimes may 
precede the onset of cognitive and motor symptoms by many years [12, 139, 118].

Diagnosis

HD should be considered in the differential diagnosis of any disorder presenting 
with a combination of symptoms that includes chorea, dementia, and psychiatric 
disturbances. The diagnosis is relatively easy to establish in individuals with typ-
ical clinical features and a positive family history of HD. Non-inherited disorders 
that can present with chorea such as thyrotoxicosis, cerebral lupus, cerebrovascu-
lar disease, polycythemia or tardive dyskinesia usually can be excluded by routine 
laboratory tests and by their clinical course. The recommended basic laboratory 
workup would include a blood count, with a smear for acanthocytes, sedimenta-
tion rate, metabolic panel, thyroid parameters, vitamin B12 level, and autoanti-
bodies including lupus anticoagulant, antinuclear, anticardiolipin, antistreptolysin, 
and anti-DNase-B antibodies [140]. As there are viable treatment options for it, 
Wilson’s disease should always be included in the differential diagnosis of move-
ment disorders and screened for by serum ceruloplasmin levels [141].

There are several familial disorders with clinical features that may overlap 
with HD, such as X-linked McLeod neuroacanthocytosis syndrome, as well as 
autosomal recessive disorders, including Chorea-acanthocytosis, Spinocerebellar 
ataxia type 17, and Dentatorubral-pallidoluysian atrophy [142–145]. Even a very 
detailed family history may not be able to distinguish the latter disorders from 
HD. There are also at least two disorders with an autosomal dominant inheritance 
pattern and clinical features very similar to HD, that should be taken into consid-
eration: Huntington disease-like1, a slowly progressive prion disease [146, 147], 
and Huntington disease-like 2, that is clinically indistinguishable from HD, but is 
much more prevalent in individuals of African descent [148]. Negative family his-
tory does not necessarily exclude a diagnosis of HD. There are several instances in 
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which HD may be present in the context of negative family history, such as paren-
tal or ancestral death before the age of HD expression, an intermediate number 
of paternal CAG repeats resulting in meiotic instability and expansion in the sub-
sequent generation into HD range, lack of information about family and de novo 
mutation.

Although clinical evaluation and family history analysis still play a very impor-
tant role, genetic testing is now considered the gold standard in the diagnosis of 
HD. When completed in clinically plausible cases, genetic testing has a sensitiv-
ity as high as 98.8% and specificity of 100% [149]. Genetic testing can be used 
for confirmation of the diagnosis in asymptomatic patient, or as predictive test-
ing in an asymptomatic individual at risk for HD. However, the availability of 
genetic testing in a non-curable disease has raised a myriad of ethical and practical 
questions [150–152]. Nonetheless, there is a wide consensus that genetic testing 
should not be a single encounter, but rather a process that involves confidentiality, 
informed consent, and multidisciplinary supportive counseling, before, during, and 
after testing and disclosure [153, 154]. The role of psychological and psychiatric 
counseling is crucial during this process, as the risk of suicide in HD tends to peak 
around the time of diagnosis [129]. Predictive testing is discouraged in minors, and 
it is usually pursued only in exceptional circumstances [155]. Despite the availa-
bility of the test, only a small proportion, less than 10%, of asymptomatic at-risk 
individuals decide to undergo predictive testing [154]. Although psychological 
attributes are similar among individuals who do and do not pursue testing [156], 
baseline behavioral status has been more strongly associated with the decision to 
undergo predictive testing than motor symptoms [157]. Following genetic testing, 
about half of individuals who tested negative for the HD gene had less depression 
when compared prior to testing, but depression remained the same or worsened in 
two-thirds of individuals with a positive HD genetic test [157]. In addition, indi-
viduals undergoing predictive genetic testing are often concerned about potentially 
losing their medical insurance as a result of possible subsequent discrimination 
[156]. Therefore, a structured process of genetic testing for HD that involves psy-
chological and social support, as well as genetic counseling, is justified.

There are several diagnostic options available in the process of family planning 
for couples affected or at risk for HD. During the initial stages of pregnancy plan-
ning, a couple may choose pre-implantation genetic testing in the context of an 
in vitro fertilization procedure in a specialized center. In this procedure, maternal 
oocytes are fertilized by the partner’s sperm in vitro, and resulting embryos undergo 
genetic testing prior to implantation. Only embryos without the HD mutation are 
implanted, assuring that the child born after this procedure will be free of HD [158].

Diagnostic options during pregnancy at risk for HD, include chorionic villus 
sampling, which can be performed at 8–10 weeks after conception. Amniocentesis 
may be performed at 14–16 weeks after conception. After the tissue is tested, ter-
mination of the pregnancy may be considered by the parents if an HD mutation is 
found [158]. Non-invasive prenatal diagnosis techniques are also being developed 
using circulating fetal DNA in the maternal blood to perform testing for the HD 
mutation during the first trimester of pregnancy [158–160].
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Treatment

Currently, there is no disease-modifying therapies or a cure for HD. Therefore, 
treatment is based largely on lifestyle interventions, supportive management, and 
symptomatic treatment.

Healthy lifestyle habits may be important not only to symptomatic HD patients 
but also to asymptomatic carriers. Avoidance of alcohol, drugs, and tobacco is not 
only good advice for the general population but may also have significant impli-
cations in the pre-manifest HD population. A recently completed study on a large 
cohort of HD patients suggests that the frequent use of tobacco, alcohol, and illicit 
drugs (including cannabis) may significantly accelerate the onset of motor symp-
toms in HD, by 2.3, 1.0, and 3.3 years, respectively, with the effects being sig-
nificantly more prominent in women [161]. Moderate physical activity, such as 
walking, biking or swimming, is known to have a clear benefit for general health, 
but particularly in HD, which may help to optimize motor function and hence sta-
bilize motor deficits [162]. In HD, a moderate adherence to the Mediterranean diet 
has been reported to correlate with a better quality of life, lower comorbidity and 
less motor impairment [163]. The use of vitamins and dietary supplements is a rel-
atively common practice in the HD community, although such use has not shown 
any specific benefit to HD patients in clinical trials [164]. Medical practitioners 
should be vigilant and monitor for signs of overuse of vitamins that may result in 
toxicity, such as vitamins D, E, K, and A [165].

Due to the complexities of HD, supportive management should not only be 
aimed at patients but also caregivers and families. Supportive services are most 
effectively delivered through a comprehensive, multidisciplinary, yet dynamic, 
program that adjusts to the progressive nature of the disease [166].

In the early stages of the disease, patients and their families can derive a signif-
icant benefit from psychological counseling which can help alleviate the stress of 
genetic testing, manage expectations during the progression of the disease, facil-
itate effective communication among family members, manage behavioral prob-
lems, and monitor for signs of suicide risk. At such time as disease progression 
affects working capacity, a social worker can assist patients with applications for 
disability and medical benefits. As the disability progresses, patients and their 
caregivers benefit from home health service visits for help with daily activities, 
which in turn may also help prevent caregiver burn-out. With the progression of 
motor symptoms, physical therapy services may help enhance strength, flexibil-
ity, and coordination, help prevent contractures, and also aid in gait recondition-
ing and fall prevention [167]. Occupational therapy is helpful with training in the 
use of assistive devices and adapted utensils. Furthermore, periodic speech ther-
apy evaluations are recommended for evaluation and management of swallowing, 
for prevention of aspiration pneumonia, to improve speech clarity and to provide 
assistive communication devices when applicable. Multiple observational studies 
(without control groups) of multidisciplinary rehabilitation in HD demonstrated 
not only improvements in motor function but also reduction in depression and 
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anxiety [168, 169]. Positive effects on the gray matter have also been shown on 
neuroimaging, as well as improvement in cognitive function [170]. A living will, 
advanced medical directives and surrogate decision maker designation should be 
addressed by a physician or social worker before the patient becomes cognitively 
unaccountable [171]. In the later stages of the disease, placement in an assisted 
living or nursing care facility becomes necessary. In terminal stages, enrollment 
in hospice for comfort care is an appropriate option to consider [172]. Over the 
years, multidisciplinary clinics have emerged as a destination where patients, car-
egivers, and affected families can address a multitude of problems and needs at 
one location. Further initiatives are being pursued with the intent of moving multi-
disciplinary care from the clinic and outreach to patient’s homes as they become 
immobile with the progression of the illness [173].

Pharmacological therapy in HD is primarily utilized for the treatment of symp-
toms and does not have any beneficial effect on the progression of the disease. 
Therefore, initiation and choice of pharmacological therapy for any symptom 
should be based on the patient’s needs and preferences, in corroboration with the 
caregiver. Often, impairment in patient’s perception of their own symptoms may 
initially result in a delay in treatment [115]. Additionally, the superposition of psy-
chiatric symptoms and cognitive decline affect compliance and increase the risk of 
complications related to possible incorrect dose intake and interactions. The risks 
and benefits of medications should be discussed not only with patients but also 
with caregivers, as well as the possible need, for early supervision with the dis-
pensing of the medications.

Currently, there are no evidence-based treatment recommendations for cog-
nitive decline in HD, as prior clinical trials have not identified any viable phar-
macological options. Cholinesterase inhibitors have been proven to be ineffective 
in designated clinical trials, while preliminary reports from the MITIGATE-HD 
memantine trial presented at the 2010 Huntington Study Group symposium, sug-
gested worse outcomes for some motor symptoms and only partial improvement 
of some cognitive measures [174–176]. Apart from general supportive measures, it 
is important that the physician closely monitor for and correct any toxic metabolic 
encephalopathies which may result from medications utilized for psychiatric and 
motor symptoms, as well as other associated conditions in each individual case 
[177].

The choice and use of pharmacotherapy for psychiatric symptoms are largely 
based on general psychiatric indications for each medication in the context of 
the set of psychiatric symptoms in consideration, as there is practically no evi-
dence-based support for its use in HD [176]. As per common practice and expert 
opinion, selective serotonin reuptake inhibitors (SSRI), as well as serotonin-nor-
epinephrine reuptake inhibitors (SNRI) are the mainstay of pharmacotherapy for 
depression in HD, primarily due to their favorable side effect profile, safety, and 
tolerability [178]. Popular SSRIs include fluoxetine, paroxetine, sertraline, citalo-
pram, and escitalopram. Commonly used SRNIs include venlafaxine, duloxetine, 
and desvenlafaxine. Additional choices may include an atypical antidepressant, 
such as mirtazapine or bupropion. Tricyclic antidepressants are generally out of 
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favor due to their anticholinergic profile and may worsen hyperkinesia and cog-
nition. Monoamine oxidase inhibitors are largely avoided, due to intolerability. 
Antidepressants may sometimes exert an initially stimulating effect, resulting 
in impulsive, disruptive, and self-destructive behaviors. In the United States, all 
antidepressants carry a black box warning emphasizing that antidepressants may 
worsen suicidal impulses and behaviors.

For the management of psychotic symptoms with or without depression, the 
usual choices include new generation neuroleptics such as olanzapine, quetiapine, 
ziprasidone, aripiprazole, and risperidone [179, 180]. Classic neuroleptics are used 
less frequently due to a more pronounced side effect profile which may include 
worsening of cognition, tardive dyskinesia, and dystonia. For the treatment of peri-
odic agitation, irritability or aggressive behaviors, mood stabilizers such as val-
proic acid, carbamazepine or other anticonvulsant medications are widely utilized, 
as well as olanzapine, a new generation neuroleptics [179]. Lithium is rarely pre-
scribed due to its potential to worsen involuntary movement, as well as cardiac, 
endocrine, and metabolic issues. Short-acting benzodiazepines such as lorazepam 
and alprazolam are preferred choices for acute agitation or anxiety attack treat-
ment. For chronic anxiety, the usual first choices are SSRI’s, non-benzodiazepine 
anxiolytic bupropion or long-acting benzodiazepine clonazepam [178]. Obsessive-
compulsive symptoms may respond to SSRI’s or a new generation neuroleptic in 
refractory cases [178]. Although some experts have suggested that stimulants may 
be beneficial for the treatment of apathy, they should be used with great caution 
due to their potential to worsen irritability and abuse potential. For sleep disorders, 
some experts suggest mirtazapine, the benzodiazepine receptor inducer zoldipem, 
the atypical sedating antidepressant trazodone or new generation neuroleptic quet-
iapine [176, 178].

There are multiple treatments available for the options of chorea and other 
motor symptoms in HD. As opposed to the treatment of cognitive and psychiat-
ric symptoms, there are well-defined evidence-based treatments that can be rec-
ommended for chorea in HD. The vesicular monoamine transporter-2 (VMAT-2) 
inhibitors tetrabenazine and deutetrabenazine have demonstrated effectiveness 
in reducing chorea in HD in well-designed multicenter trials [181, 182]. Both 
medications received the United States of America Federal Drug Administration 
(USFDA) approval for treatment of chorea in HD, tetrabenazine in 2008 and deu-
tetrabenazine in 2017. Although both medications demonstrated statistically sig-
nificant reductions in chorea scores, they have no effect on the natural progression 
of the illness. Compared to tetrabenazine, the newer medication deutetrabena-
zine, contains deuterium in its molecule, a naturally occurring non-toxic form of 
hydrogen. This extends the active metabolites half-lives and minimizes through-
to-peak drug concentration fluctuations and peak concentration-related toxicity. 
In a meta-analysis comparison, deutetrabezine may have less adverse effects than 
tetrabenazine, particularly a lower rate of psychiatric adverse effects such as irrita-
bility, agitated depression, and suicidal ideation [183]. In addition, deutetrabena-
zine has demonstrated a tendency towards reduction of dystonia [182]. However, 
head to head comparison studies would be needed to substantiate and clarify such 
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claims. Nonetheless, both medications have a similar side effect profile and carry 
a USFDA black box warning for potential worsening of suicidal ideation in the 
context of untreated or inadequately treated depression. Additional contraindica-
tions include concomitant MAOI or reserpine treatment and hepatic impairment. 
Both medications have the same precautions, which include renal impairment, 
QTc interval prolongation, pregnancy (category C), lactation, and concomitant use 
of CYP 2D6 inhibitors, such as fluoxetine and paroxetine, which are often used for 
depression in HD [181, 182].

Both classic and new generation neuroleptics have been used in clinical prac-
tice for chorea in HD and have the additional benefit of lessening concomitant 
psychiatric symptoms. However, neuroleptics also have the potential disadvantage 
of exacerbating dystonia, tardive dyskinesia, and parkinsonism, with a higher pro-
pensity to cause neuroleptic malignant syndrome compared to VMAT-2 medica-
tions. Most experts agree that initially, the new generation neuroleptics, should be 
used due to their better side effect profile, but advanced cases with severe chorea 
in association with psychosis may require classic neuroleptics. Frequently consid-
ered new generation neuroleptics include olanzapine, risperidone, and aripipra-
zole, while commonly used classic neuroleptics include haloperidol, fluphenazine, 
and chlorpromazine [184]. The benefits of neuroleptics have been documented 
mainly in relatively small, open-labeled studies [176]. Additional medications 
used for the treatment of chorea include amantadine, for which there has been lim-
ited concordance in prior studies, and clonazepam, which may also be beneficial 
for myoclonus, but shares a potential risk of dependency and abuse with other ben-
zodiazepines [178]. In any case, the use of all these medications should be tailored 
individually to the patient’s needs and tolerability.

Pharmacologic treatment of dystonia is often needed in advanced stages of HD, 
both in the juvenile and adult form and may include benzodiazepines, baclofen, 
and occasionally dopaminergic anti-parkinsonian medications. Botulinum toxin 
injections may also be used for focal dystonia [184]. Anticholinergic medications 
such as benztropine and trihexyphenidyl are best avoided due to potential cogni-
tive side effects, as well as the potential to precipitate delirium.

Experimental Therapeutics and Prospects

Over the last decade and a half, ninety-nine clinical trials have been completed in 
HD, evaluating 41 compounds and 11 non-pharmacological interventions, includ-
ing cell therapies, for possible therapeutic effects, with an overall very low success 
rate at 3.5% [185]. The most significant outcomes were the two USFDA approvals 
for tetrabenazine and deutetrabenazine for the treatment of chorea.

As the HD gene mutation can be identified decades before disease onset, the 
ultimate aim of therapy would be to delay the onset of the disease or possibly 
completely prevent it from emerging. Current HD research is, therefore, focused 
on finding the most accurate markers of progression in the pre-manifest phase, to 
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enable evaluation of efficacy for potential therapeutic agents prior to the emer-
gence of HD symptoms. Large neuroimaging observational studies have demon-
strated that quantitative measurements of the striatum and adjacent brain regions, 
as well as some cognitive and motor scales, are reliable biomarkers of degenera-
tive progression in pre-manifest HD [186]. Additional markers are being verified 
including neurofilament light protein in the blood, total tau concentration, and 
mutant huntingtin protein quantification in the cerebrospinal fluid [187–189].

Correlation between the age at onset of HD and CAG repeat length within the 
Huntingtin gene, accounts only for approximately 50% of the variance in age at 
onset, due to the effects of additional genetic modifiers [23, 28]. Hence, there is 
a remarkable research interest in identifying genetic modifiers that accelerate or 
delay HD expression as a potential disease-modifying treatment targets [190]. 
Recently, this has been facilitated by the development of the Genetic Modifiers of 
Motor Onset Age (GeM MOA) website, where researchers can use single nucleo-
tide polymorphisms as genetic markers within a genome-wide association studies 
database, in search of genetic HD modifiers [191].

To date, the most promising advances in HD research have been accomplished 
in the field of gene therapy. In an autosomal dominant disorder such as HD, silenc-
ing the mutant gene may potentially have a disease-modifying or even curative 
effect. The main principles in gene silencing include repression of transcription of 
DNA information into messenger RNA by using zinc finger proteins, repression of 
translation of mutant huntingtin by antisense oligonucleotides, and blocking pro-
tein translation by RNA interference techniques [160]. Gene silencing techniques 
have demonstrated a consistent and significant reduction in mutant huntingtin 
expression in animal HD models [192]. In 2017, a phase 1b–2a clinical trial evalu-
ating the safety of antisense oligonucleotide (ASO) therapy in HD in humans, has 
been completed. The study utilized ASO designed to inhibit huntingtin messenger 
RNA and thereby reduce concentrations of mutant huntingtin. It entailed intrathe-
cal bolus application of ASO every four weeks for 4 doses, in patients with early 
HD. The final report cited a favorable safety profile of this treatment, without the 
encounter of serious adverse events, with an observed dose-dependent reduction 
in concentrations of mutant huntingtin in CSF [193]. Open-label extension of this 
study has continued beyond the completion of 1b–2a phase. In 2018, the pivotal 
phase 3 trial has been initiated to evaluate the efficacy and safety of this intrathe-
cally administrated ASO drug. There are two additional ongoing phase 1b–2a clin-
ical trials evaluating safety and pharmacokinetics of intrathecal application of two 
distinct allele-specific ASO drugs, designed to lower only mutant huntingtin. All 
these studies are expected to be completed by late 2020 or early 2021 and HD 
community is eagerly awaiting the outcomes.



97Huntington’s Disease

References

 1. Huntington G. On chorea. J Neuropsychiatry Clin Neurosci. 2003 Winter;15(1):109–12.
 2. Osler W. Historical note on hereditary chorea. In: Browning W, editor. Neurographs. 

Brooklyn, NY: Albert C. Huntington Publishing; 1908. p. 113–6.
 3. The Huntington’s disease collaborative research group [no authors listed]. A novel gene 

containing a trinucleotide repeat that is expanded and unstable on Huntington’s disease 
chromosomes. Cell. 1993;72(6):971–83.

 4. Conneally PM. Huntington disease: genetics and epidemiology. Am J Hum Genet. 
1984;36(3):506–26.

 5. Pringsheim T, Wiltshire K, Day L, Dykeman J, Steeves T, Jette N. The incidence and 
prevalence of Huntington’s disease: a systematic review and meta-analysis. Mov Disord. 
2012;27(9):1083–91.

 6. Harper PS. The epidemiology of Huntington’s disease. Hum Genet. 1992;89(4):365–76.
 7. Kanazawa I, Kondo I, Ikeda JE, Ikeda T, Shizu Y, Yoshida M, et al. Huntington’s disease 

genetics. NeuroRx. 2004;1(2):255–62.
 8. Sipilä JO, Hietala M, Siitonen A, Päivärinta M, Majamaa K. Epidemiology of Huntington’s 

disease in Finland. Parkinsonism Relat Disord [Internert]. 2015;21(1):46–9. http://sciencedi-
rect.com/science/journal/13538020, https://doi.org/10.1016/j.parkreldis.2014.10.025.

 9. Tanner CM, Goldman SM. Epidemiology of movement disorders. Curr Opin Neurol. 
1994;7(4):340–5.

 10. Adams P, Falek A, Arnold J. Huntington disease in Georgia: age at onset. Am J Hum Genet. 
1988;43(5):695–704.

 11. Reyes Molón L, Yáñez Sáez RM, López-Ibor Alcocer MI. Juvenile Huntington’s disease: a 
case report and literature review. Actas Esp Psiquiatr. 2010;38(5):285–94.

 12. Duff K, Paulsen JS, Beglinger LJ, Langbehn DR, Stout JC, Predict-HD Investigators of the 
Huntington Study Group. Psychiatric symptoms in Huntington’s disease before diagnosis: 
the predict-HD study. Biol Psychiatry. 2007;62(12):1341–6.

 13. Kirkwood SC, Siemers E, Bond C, Conneally PM, Christian JC, Foroud T. Confirmation of 
subtle motor changes among presymptomatic carriers of the Huntington disease gene. Arch 
Neurol. 2000;57(7):1040–4.

 14. Aylward EH, Codori AM, Rosenblatt A, Sherr M, Brandt J, Stine OC, et al. Rate of caudate 
atrophy in presymptomatic and symptomatic stages of Huntington’s disease. Mov Disord. 
2000;15(3):552–60.

 15. Aylward EH, Harrington DL, Mills JA, Nopoulos PC, Ross CA, Long JD, et al. Regional 
atrophy associated with cognitive and motor function in prodromal Huntington disease. J 
Huntingtons Dis [Internet]. 2013;2(4):477–89. http://content.iospress.com/journals/jour-
nal-of-huntingtons-disease https://doi.org/10.3233/jhd-130076.

 16. Nance M, Paulsen J, Rosenblatt A, Wheelock V. A physician’s guide to the management of 
Huntington’s disease. New York: Huntigton’s Disease Society of America; 2012. p. 6.

 17. Moskowitz CB, Marder K. Palliative care for people with late-stage Huntington’s disease. 
Neurol Clin. 2001;19(4):849–65.

 18. Sørensen SA, Fenger K. Causes of death in patients with Huntington’s disease and in unaf-
fected first degree relatives. J Med Genet. 1992;29(12):911–4.

 19. Gonzalez-Alegre P, Afifi AK. Clinical characteristics of childhood-onset (juvenile) 
Huntington disease: report of 12 patients and review of the literature. J Child Neurol. 
2006;21(3):223–9.

http://sciencedirect.com/science/journal/13538020
http://sciencedirect.com/science/journal/13538020
http://dx.doi.org/10.1016/j.parkreldis.2014.10.025
http://content.iospress.com/journals/journal-of-huntingtons-disease
http://content.iospress.com/journals/journal-of-huntingtons-disease
http://dx.doi.org/10.3233/jhd-130076


98 M. Cuturic

 20. Bird ED, Caro AJ, Pilling JB. A sex related factor in the inheritance of Huntington’s chorea. 
Ann Hum Genet. 1974;37(3):255–60.

 21. Myers RH, Sax DS, Koroshetz WJ, Mastromauro C, Cupples LA, Kiely DK, et al. Factors 
associated with slow progression in Huntington’s disease. Arch Neurol. 1991;48(8):800–4.

 22. Lee JM, Ramos EM, Lee JH, Gillis T, Mysore JS, Hayden MR, et al. CAG repeat 
expansion in Huntington disease determines age at onset in a fully dominant fash-
ion. Neurology [Internet]. 2012;78(10):690–5. http://ovidsp.ovid.com/ovidweb.cgi?T= 
JS&NEWS=n&CSC=Y&PAGE=toc&D=yrovft&AN=00006114-000000000-00000, 
https://doi.org/10.1212/wnl.0b013e318249f683.

 23. Duyao M, Ambrose C, Myers R, Novelletto A, Persichetti F, Frontali M, et al. 
Trinucleotide repeat length instability and age of onset in Huntington’s disease. Nat Genet. 
1993;4(4):387–92.

 24. Stine OC, Pleasant N, Franz ML, Abbott MH, Folstein SE, Ross CA. Correlation between 
the onset age of Huntington’s disease and length of the trinucleotide repeat in IT-15. Hum 
Mol Genet. 1993;2(10):1547–9.

 25. Craufurd D, Dodge A. Mutation size and age at onset in Huntington’s disease. J Med Genet. 
1993;30(12):1008–11.

 26. Simpson SA, Davidson MJ, Barron LH. Huntington’s disease in Grampian region: cor-
relation of the CAG repeat number and the age of onset of the disease. J Med Genet. 
1993;30(12):1014–7.

 27. Andrew SE, Goldberg YP, Kremer B, Telenius H, Theilmann J, Adam S, et al. The relation-
ship between trinucleotide (CAG) repeat length and clinical features of Huntington’s dis-
ease. Nat Genet. 1993;4(4):398–403.

 28. Rosenblatt A, Brinkman RR, Liang KY, Almqvist EW, Margolis RL, Huang CY, et al. 
Familial influence on age of onset among siblings with Huntington disease. Am J Med 
Genet. 2001;105(5):399–403.

 29. Carter CJ. Reduced GABA transaminase activity in the Huntington’s disease putamen. 
Neurosci Lett. 1984;48(3):339–42.

 30. Reynolds GP, Pearson SJ. Decreased glutamic acid and increased 5-hydroxytryptamine in 
Huntington’s disease brain. Neurosci Lett. 1987;78(2):233–8.

 31. Reiner A, Albin RL, Anderson KD, D’Amato CJ, Penney JB, Young AB. Differential 
loss of striatal projection neurons in Huntington disease. Proc Natl Acad Sci USA. 
1988;85(15):5733–7.

 32. Storey E, Beal MF. Neurochemical substrates of rigidity and chorea in Huntington’s disease. 
Brain. 1993;116(5):1201–22.

 33. Albin RL, Young AB, Penney JB, Handelin B, Balfour R, Anderson KD, et al. 
Abnormalities of striatal projection neurons and N-methyl-D-aspartate receptors in pre-
symptomatic Huntington’s disease. N Engl J Med. 1990;322(18):1293–8.

 34. Cepeda C, Murphy KP, Parent M, Levine MS. The role of dopamine in Huntington’s dis-
ease. Prog Brain Res [Internet]. 2014;211:235–54. http://www.sciencedirect.com/science/
bookseries/00796123, https://doi.org/10.1016/b978-0-444-63425-2.00010-6.

 35. Graveland GA, Williams RS, DiFiglia M. Evidence for degenerative and regen-
erative changes in neostriatal spiny neurons in Huntington’s disease. Science. 
1985;227(4688):770–3.

 36. Ferrante RJ, Kowall NW, Richardson EP Jr. Proliferative and degenerative changes in stri-
atal spiny neurons in Huntington’s disease: a combined study using the section-Golgi 
method and calbindin D28k immunocytochemistry. J Neurosci. 1991;11(12):3877–87.

 37. Portera-Cailliau C, Hedreen JC, Price DL, Koliatsos VE. Evidence for apoptotic cell death 
in Huntington disease and excitotoxic animal models. J Neurosci. 1995;15(5):3775–87.

 38. Vonsattel JP, Myers RH, Stevens TJ, Ferrante RJ, Bird ED, Richardson EP Jr. 
Neuropathological classification of Huntington’s disease. J Neuropathol Exp Neurol. 
1985;44(6):559–77.

http://ovidsp.ovid.com/ovidweb.cgi%3fT%3dJS%26NEWS%3dn%26CSC%3dY%26PAGE%3dtoc%26D%3dyrovft%26AN%3d00006114-000000000-00000
http://ovidsp.ovid.com/ovidweb.cgi%3fT%3dJS%26NEWS%3dn%26CSC%3dY%26PAGE%3dtoc%26D%3dyrovft%26AN%3d00006114-000000000-00000
http://dx.doi.org/10.1212/wnl.0b013e318249f683
http://www.sciencedirect.com/science/bookseries/00796123
http://www.sciencedirect.com/science/bookseries/00796123
http://dx.doi.org/10.1016/b978-0-444-63425-2.00010-6


99Huntington’s Disease

 39. De la Monte SM, Vonsattel JP, Richardson EP Jr. Morphometric demonstration of atrophic 
changes in the cerebral cortex, white matter, and neostriatum in Huntington’s disease. J 
Neuropathol Exp Neurol. 1988;47(5):516–25.

 40. Lange H, Thörner G, Hopf A, Schröder KF. Morphometric studies of the neuropathological 
changes in choreatic diseases. J Neurol Sci. 1976;28(4):401–25.

 41. Sapp E, Kegel KB, Aronin N, Hashikawa T, Uchiyama Y, Tohyama K, et al. Early and pro-
gressive accumulation of reactive microglia in the Huntington disease brain. J Neuropathol 
Exp Neurol. 2001;60(2):161–72.

 42. Singhrao SK, Neal JW, Morgan BP, Gasque P. Increased complement biosynthesis by 
microglia and complement activation on neurons in Huntington’s disease. Exp Neurol. 
1999;159(2):362–76.

 43. Gómez-Tortosa E, MacDonald ME, Friend JC, Taylor SA, Weiler LJ, Cupples LA, et al. 
Quantitative neuropathological changes in presymptomatic Huntington’s disease. Ann 
Neurol. 2001;49(1):29–34.

 44. Oyanagi K, Takeda S, Takahashi H, Ohama E, Ikuta F. A quantitative investigation of the 
substantia nigra in Huntington’s disease. Ann Neurol. 1989;26(1):13–9.

 45. Heinsen H, Rüb U, Bauer M, Ulmar G, Bethke B, Schüler M, et al. Nerve cell loss 
in the thalamic mediodorsal nucleus in Huntington’s disease. Acta Neuropathol. 
1999;97(6):613–22.

 46. Kremer HP, Roos RA, Dingjan G, Marani E, Bots GT. Atrophy of the hypothalamic lateral 
tuberal nucleus in Huntington’s disease. J Neuropathol Exp Neurol. 1990;49(4):371–82.

 47. Kremer HP, Roos RA, Dingjan GM, Bots GT, Bruyn GW, Hofman MA. The hypothalamic 
lateral tuberal nucleus and the characteristics of neuronal loss in Huntington’s disease. 
Neurosci Lett. 1991;132(1):101–4.

 48. Sotrel A, Paskevich PA, Kiely DK, Bird ED, Williams RS, Myers RH. Morphometric analy-
sis of the prefrontal cortex in Huntington’s disease. Neurology. 1991;41(7):1117–23.

 49. Hedreen JC, Peyser CE, Folstein SE, Ross CA. Neuronal loss in layers V and VI of cerebral 
cortex in Huntington’s disease. Neurosci Lett. 1991;133(2):257–61.

 50. Heinsen H, Strik M, Bauer M, Luther K, Ulmar G, Gangnus D, et al. Cortical and striatal 
neurone number in Huntington’s disease. Acta Neuropathol. 1994;88(4):320–33.

 51. Trottier Y, Devys D, Imbert G, Saudou F, An I, Lutz Y, et al. Cellular localization of the 
Huntington’s disease protein and discrimination of the normal and mutated form. Nat Genet. 
1995;10(1):104–10.

 52. Sharp AH, Loev SJ, Schilling G, Li SH, Li XJ, Bao J, et al. Widespread expression of 
Huntington’s disease gene (IT15) protein product. Neuron. 1995;14(5):1065–74.

 53. Gutekunst CA, Levey AI, Heilman CJ, Whaley WL, Yi H, Nash NR, et al. Identification and 
localization of huntingtin in brain and human lymphoblastoid cell lines with anti-fusion pro-
tein antibodies. Proc Natl Acad Sci USA. 1995;92(19):8710–4.

 54. DiFiglia M, Sapp E, Chase K, Schwarz C, Meloni A, Young C, et al. Huntingtin is a 
cytoplasmic protein associated with vesicles in human and rat brain neurons. Neuron. 
1995;14(5):1075–81.

 55. Gutekunst CA, Li SH, Yi H, Mulroy JS, Kuemmerle S, Jones R, et al. Nuclear and neu-
ropil aggregates in Huntington’s disease: relationship to neuropathology. J Neurosci. 
1999;19(7):2522–34.

 56. Gutekunst CA, Li SH, Yi H, Ferrante RJ, Li XJ, Hersch SM. The cellular and subcellular 
localization of huntingtin-associated protein 1 (HAP1): comparison with huntingtin in rat 
and human. J Neurosci. 1998;18(19):7674–86.

 57. Kegel KB, Kim M, Sapp E, McIntyre C, Castaño JG, Aronin N, et al. Huntingtin expression 
stimulates endosomal-lysosomal activity, endosome tubulation, and autophagy. J Neurosci. 
2000;20(19):7268–78.

 58. Li SH, Li XJ. Aggregation of N-terminal huntingtin is dependent on the length of its glu-
tamine repeats. Hum Mol Genet. 1998;7(5):777–82.



100 M. Cuturic

 59. Perutz MF, Johnson T, Suzuki M, Finch JT. Glutamine repeats as polar zippers: 
their possible role in inherited neurodegenerative diseases. Proc Natl Acad Sci USA. 
1994;91(12):5355–8.

 60. Gourfinkel-An I, Cancel G, Trottier Y, Devys D, Tora L, Lutz Y, et al. Differential distri-
bution of the normal and mutated forms of huntingtin in the human brain. Ann Neurol. 
1997;42(5):712–9.

 61. Scherzinger E, Lurz R, Turmaine M, Mangiarini L, Hollenbach B, Hasenbank R, et al. 
Huntingtin-encoded polyglutamine expansions form amyloid-like protein aggregates in vitro 
and in vivo. Cell. 1997;90(3):549–58.

 62. Martindale D, Hackam A, Wieczorek A, Ellerby L, Wellington C, McCutcheon K, et al. 
Length of huntingtin and its polyglutamine tract influences localization and frequency of 
intracellular aggregates. Nat Genet. 1998;18(2):150–4.

 63. Kuemmerle S, Gutekunst CA, Klein AM, Li XJ, Li SH, Beal MF, et al. Ferrante RJ. 
Huntington aggregates may not predict neuronal death in Huntington’s disease. Ann Neurol. 
1999;46(6):842–9.

 64. Li SH, Gutekunst CA, Hersch SM, Li XJ. Interaction of huntingtin-associated protein with 
dynactin P150Glued. J Neurosci. 1998;18(4):1261–9.

 65. Li SH, Cheng AL, Zhou H, Lam S, Rao M, Li H, et al. Interaction of Huntington disease 
protein with transcriptional activator Sp1. Mol Cell Biol. 2002;22(5):1277–87.

 66. Li XJ, Li SH, Sharp AH, Nucifora FC Jr, Schilling G, Lanahan A, et al. A hunting-
tin-associated protein enriched in brain with implications for pathology. Nature. 
1995;378(6555):398–402.

 67. Li Y, Chin LS, Levey AI, Li L. Huntingtin-associated protein 1 interacts with hepatocyte 
growth factor-regulated tyrosine kinase substrate and functions in endosomal trafficking. J 
Biol Chem. 2002;277(31):28212–21.

 68. Sittler A, Wälter S, Wedemeyer N, Hasenbank R, Scherzinger E, Eickhoff H, et al. SH3GL3 
associates with the Huntingtin exon 1 protein and promotes the formation of polygln-con-
taining protein aggregates. Mol Cell. 1998;2(4):427–36.

 69. Kalchman MA, Graham RK, Xia G, Koide HB, Hodgson JG, Graham KC, et al. Huntingtin 
is ubiquitinated and interacts with a specific ubiquitin-conjugating enzyme. J Biol Chem. 
1996;271(32):19385–94.

 70. Kalchman MA, Koide HB, McCutcheon K, Graham RK, Nichol K, Nishiyama K, et al. 
HIP1, a human homologue of S. cerevisiae Sla2p, interacts with membrane-associated hun-
tingtin in the brain. Nat Genet. 1997;16(1):44–53.

 71. Wanker EE, Rovira C, Scherzinger E, Hasenbank R, Wälter S, Tait D, et al. HIP-I: a hun-
tingtin interacting protein isolated by the yeast two-hybrid system. Hum Mol Genet. 
1997;6(3):487–95.

 72. Metzler M, Legendre-Guillemin V, Gan L, Chopra V, Kwok A, McPherson PS, et al. HIP1 
functions in clathrin-mediated endocytosis through binding to clathrin and adaptor protein 
2. J Biol Chem. 2001;276(42):39271–6.

 73. Lunkes A, Lindenberg KS, Ben-Haïem L, Weber C, Devys D, Landwehrmeyer GB, et al. 
Proteases acting on mutant huntingtin generate cleaved products that differentially build up 
cytoplasmic and nuclear inclusions. Mol Cell. 2002;10(2):259–69.

 74. Zucker B, Kama JA, Kuhn A, Thu D, Orlando LR, Dunah AW, et al. Decreased Lin7b 
expression in layer 5 pyramidal neurons may contribute to impaired corticostriatal con-
nectivity in huntington disease. J Neuropathol Exp Neurol [Internet]. 2010;69(9):880–95. 
https://academic.oup.com/jnen, https://doi.org/10.1097/nen.0b013e3181ed7a41.

 75. Chakraborty J, Rajamma U, Mohanakumar KP. A mitochondrial basis for Huntington’s dis-
ease: therapeutic prospects. Mol Cell Biochem [Internet]. 2014;389(1–2):277–91. http://
link.springer.com/journal/11010 https://doi.org/10.1007/s11010-013-1951-9.

 76. Gladding CM. Raymond LA Mechanisms underlying NMDA receptor synaptic/extrasynap-
tic distribution and function. Mol Cell Neurosci. 2011;48(4):308–20.

https://academic.oup.com/jnen
http://dx.doi.org/10.1097/nen.0b013e3181ed7a41
http://springerlink.bibliotecabuap.elogim.com/journal/11010
http://springerlink.bibliotecabuap.elogim.com/journal/11010
http://dx.doi.org/10.1007/s11010-013-1951-9


101Huntington’s Disease

 77. Deyts C, Galan-Rodriguez B, Martin E, Bouveyron N, Roze E, Charvin D, et al. Dopamine 
D2 receptor stimulation potentiates PolyQ-Huntingtin-induced mouse striatal neuron dys-
functions via Rho/ROCK-II activation. PLoS One [Internet]. 2009;4(12):e8287. http://www.
ncbi.nlm.nih.gov/pmc/journals/440/.

 78. Strand AD, Baquet ZC, Aragaki AK, Holmans P, Yang L, Cleren C, et al. Expression profil-
ing of Huntington’s disease models suggests that brain-derived neurotrophic factor depletion 
plays a major role in striatal degeneration. J Neurosci [Internet]. 2007;27(43):11758–68. 
http://www.jneurosci.org/, https://doi.org/10.1523/jneurosci.2461-07.2007.

 79. Li JY, Conforti L. Axonopathy in Huntington’s disease. Exp Neurol [Internet]. 
2013;246:62–71. http://www.sciencedirect.com/science/journal/00144886, https://doi.
org/10.1016/j.expneurol.2012.08.010.

 80. Crotti A, Glass CK. The choreography of neuroinflammation in Huntington’s disease. 
Trends Immunol. 2015;36(6):364–73.

 81. Cortes CJ, La Spada AR. The many faces of autophagy dysfunction in Huntington’s disease: 
from mechanism to therapy. Drug Discov Today [Internet]. 2014;19(7):963–71. http://sci-
encedirect.com/science/journal/13596446, https://doi.org/10.1016/j.drudis.2014.02.014.

 82. Ellrichmann G, Reick C, Saft C, Linker RA. The role of the immune system in Huntington’s 
disease. Clin Dev Immunol [Internet]. 2013;2013:541259. http://www.ncbi.nlm.nih.gov/
pmc/journals/499/#cdi, https://doi.org/10.1155/2013/541259.

 83. Rosas HD, Liu AK, Hersch S, Glessner M, Ferrante RJ, Salat DH, et al. Regional 
and progressive thinning of the cortical ribbon in Huntington’s disease. Neurology. 
2002;58(5):695–701.

 84. Rosas HD, Koroshetz WJ, Chen YI, Skeuse C, Vangel M, Cudkowicz ME, et al. Evidence 
for more widespread cerebral pathology in early HD: an MRI-based morphometric analysis. 
Neurology. 2003;60(10):1615–20.

 85. Thieben MJ, Duggins AJ, Good CD, Gomes L, Mahant N, Richards F, et al. The dis-
tribution of structural neuropathology in pre-clinical Huntington’s disease. Brain. 
2002;125(8):1815–28.

 86. Klöppel S, Henley SM, Hobbs NZ, Wolf RC, Kassubek J, Tabrizi SJ, et al. Magnetic reso-
nance imaging of Huntington’s disease: preparing for clinical trials. Neuroscience [Internet]. 
2009;164(1):205–19. http://sciencedirect.com/science/journal/03064522, https://doi.
org/10.1016/j.neuroscience.2009.01.045.

 87. Pagano G, Niccolini F, Politis M. Current status of PET imaging in Huntington’s disease. 
Eur J Nucl Med Mol Imaging [Internet]. 2016;43(6):1171–82. http://link.springer.com/jour-
nal/259, https://doi.org/10.1007/s00259-016-3324-6.

 88. Nopoulos PC. Huntington disease: a single-gene degenerative disorder of the striatum. 
Dialogues Clin Neurosci. 2016;18(1):91–8.

 89. Mahant N, McCusker EA, Byth K, Graham S, Huntington Study Group. Huntington’s dis-
ease: clinical correlates of disability and progression. Neurology. 2003;61(8):1085–92.

 90. Novak MJ, Tabrizi SJ. Huntington’s disease. BMJ [Internet]. 2010;340:c3109. http://www.
ncbi.nlm.nih.gov/pmc/journals/3/ https://doi.org/10.1136/bmj.c3109.

 91. Quarrell OW, Nance MA, Nopoulos P, Paulsen JS, Smith JA, Squitieri F. Managing juvenile 
Huntington’s disease. Neurodegener Dis Manag [Internet]. 2013;3(3). http://www.future-
medicine.com/loi/nmt, https://doi.org/10.2217/nmt.13.18.

 92. Cui SS, Ren RJ, Wang Y, Wang G, Chen SD. Tics as an initial manifestation of juve-
nile Huntington’s disease: case report and literature review. BMC Neurol [Internet]. 
2017;17(1):152. http://www.ncbi.nlm.nih.gov/pmc/journals/48/, https://doi.org/10.1186/
s12883-017-0923-1.

 93. Kirkwood SC, Siemers E, Stout JC, Hodes ME, Conneally PM, Christian JC, et al. 
Longitudinal cognitive and motor changes among presymptomatic Huntington disease gene 
carriers. Arch Neurol. 1999;56(5):563–8.

 94. Khedraki A, Reed EJ, Romer SH, Wang Q, Romine W, Rich MM, Talmadge RJ, Voss 
AA. Depressed synaptic transmission and reduced vesicle release sites in Huntington’s 

http://www.ncbi.nlm.nih.gov/pmc/journals/440/
http://www.ncbi.nlm.nih.gov/pmc/journals/440/
http://www.jneurosci.org/
http://dx.doi.org/10.1523/jneurosci.2461-07.2007
http://www.sciencedirect.com/science/journal/00144886
http://dx.doi.org/10.1016/j.expneurol.2012.08.010
http://dx.doi.org/10.1016/j.expneurol.2012.08.010
http://sciencedirect.com/science/journal/13596446
http://sciencedirect.com/science/journal/13596446
http://dx.doi.org/10.1016/j.drudis.2014.02.014
http://www.ncbi.nlm.nih.gov/pmc/journals/499/#cdi
http://www.ncbi.nlm.nih.gov/pmc/journals/499/#cdi
http://dx.doi.org/10.1155/2013/541259
http://sciencedirect.com/science/journal/03064522
http://dx.doi.org/10.1016/j.neuroscience.2009.01.045
http://dx.doi.org/10.1016/j.neuroscience.2009.01.045
http://springerlink.bibliotecabuap.elogim.com/journal/259
http://springerlink.bibliotecabuap.elogim.com/journal/259
http://dx.doi.org/10.1007/s00259-016-3324-6
http://www.ncbi.nlm.nih.gov/pmc/journals/3/
http://www.ncbi.nlm.nih.gov/pmc/journals/3/
http://dx.doi.org/10.1136/bmj.c3109
http://www.futuremedicine.com/loi/nmt
http://www.futuremedicine.com/loi/nmt
http://dx.doi.org/10.2217/nmt.13.18
http://www.ncbi.nlm.nih.gov/pmc/journals/48/
http://dx.doi.org/10.1186/s12883-017-0923-1
http://dx.doi.org/10.1186/s12883-017-0923-1


102 M. Cuturic

disease neuromuscular junctions. J Neurosci. 2017;37(34):8077–91. https://doi.org/10.1523/
JNEUROSCI.0313-17.2017.

 95. Danoudis M, Iansek R. Gait in Huntington’s disease and the stride length-cadence relation-
ship. BMC Neurol [Internet]. 2014;14:161. http://www.ncbi.nlm.nih.gov/pmc/journals/48/, 
https://doi.org/10.1186/s12883-014-0161-8.

 96. Simpson JA, Lovecky D, Kogan J, Vetter LA, Yohrling GJ. Survey of the Huntington’s 
disease patient and caregiver community reveals most impactful symptoms and treat-
ment needs. J Huntingtons Dis [Internet]. 2016;5(4):395–403. http://content.iospress.com/
journals/journal-of-huntingtons-disease.

 97. Lange KW, Sahakian BJ, Quinn NP, Marsden CD, Robbins TW. Comparison of executive 
and visuospatial memory function in Huntington’s disease and dementia of Alzheimer type 
matched for degree of dementia. J Neurol Neurosurg Psychiatry. 1995;58(5):598–606.

 98. Paulsen JS, Butters N, Sadek JR, Johnson SA, Salmon DP, Swerdlow NR, et al. Distinct 
cognitive profiles of cortical and subcortical dementia in advanced illness. Neurology. 
1995;45(5):951–6.

 99. Bamford KA, Caine ED, Kido DK, Cox C, Shoulson I. A prospective evaluation of cog-
nitive decline in early Huntington’s disease: functional and radiographic correlates. 
Neurology. 1995;45(10):1867–73.

 100. Paulsen JS. Cognitive impairment in Huntington disease: diagnosis and treatment. Curr 
Neurol Neurosci Rep [Internet]. 2011;11(5):474–83. http://link.springer.com/journal/11910, 
https://doi.org/10.1007/s11910-011-0215-x.

 101. Schneider SA, Wilkinson L, Bhatia KP, Henley SM, Rothwell JC, Tabrizi SJ. et al. 
Abnormal explicit but normal implicit sequence learning in premanifest and early 
Huntington’s disease. Mov Disord [Internet]. 2010;25(10):1343–9. http://onlinelibrary.
wiley.com/journal/10.1002/(ISSN)1531-8257, https://doi.org/10.1002/mds.22692.

 102. Huntington Study Group [No authors listed]. Unified Huntington’s disease rating scale: reli-
ability and consistency. Mov Disord. 1996;11(2):136–42.

 103. Paulsen JS, Langbehn DR, Stout JC, Aylward E, Ross CA, Nance M, et al. Detection of 
Huntington’s disease decades before diagnosis: the Predict-HD study. J Neurol Neurosurg 
Psychiatry. 2008;79(8):874–80.

 104. Foroud T, Siemers E, Kleindorfer D, Bill DJ, Hodes ME, Norton JA, et al. Cognitive 
scores in carriers of Huntington’s disease gene compared to noncarriers. Ann Neurol. 
1995;37(5):657–64.

 105. Unmack Larsen I, Vinther-Jensen T, Gade A, Nielsen JE, Vogel A. Assessing impairment 
of executive function and psychomotor speed in premanifest and manifest Huntington’s 
disease gene-expansion carriers. J Int Neuropsychol Soc [Internet]. 2015;21(3):193–202. 
https://www.cambridge.org/core/journals/journal-of-the-international-neuropsychologi-
cal-society, https://doi.org/10.1017/s1355617715000090.

 106. Duff K, Paulsen JS, Beglinger LJ, Langbehn DR, Wang C, Stout JC, et al. “Frontal” behav-
iors before the diagnosis of Huntington’s disease and their relationship to markers of dis-
ease progression: evidence of early lack of awareness. J Neuropsychiatry Clin Neurosci 
[Internet]. 2010;22(2):196–207. http://neuro.psychiatryonline.org/journal.aspx?journalid=62,  
https://doi.org/10.1176/appi.neuropsych.22.2.196.

 107. Mörkl S, Müller NJ, Blesl C, Wilkinson L, Tmava A, Wurm W, et al. Problem solving, 
impulse control and planning in patients with early- and late-stage Huntington’s disease. 
Eur Arch Psychiatry Clin Neurosci [Internet]. 2016;266(7):663–71. http://link.springer.com/
journal/406, https://doi.org/10.1007/s00406-016-0707-4.

 108. Dumas EM, van den Bogaard SJ, Middelkoop HA, Roos RA. A review of cognition in 
Huntington’s disease. Front Biosci. 2013;1(5):1–18.

 109. Nance M, Paulsen J, Rosenblatt A, Wheelock V. A physician’s guide to the management of 
Huntington’s disease. New York: Huntigton’s Disease Society of America; 2012. p. 55.

http://dx.doi.org/10.1523/JNEUROSCI.0313-17.2017
http://dx.doi.org/10.1523/JNEUROSCI.0313-17.2017
http://www.ncbi.nlm.nih.gov/pmc/journals/48/
http://dx.doi.org/10.1186/s12883-014-0161-8
http://content.iospress.com/journals/journal-of-huntingtons-disease
http://content.iospress.com/journals/journal-of-huntingtons-disease
http://springerlink.bibliotecabuap.elogim.com/journal/11910
http://dx.doi.org/10.1007/s11910-011-0215-x
http://onlinelibrary.wiley.com/journal/10.1002/(ISSN)1531-8257
http://onlinelibrary.wiley.com/journal/10.1002/(ISSN)1531-8257
http://dx.doi.org/10.1002/mds.22692
https://www.cambridge.org/core/journals/journal-of-the-international-neuropsychological-society
https://www.cambridge.org/core/journals/journal-of-the-international-neuropsychological-society
http://dx.doi.org/10.1017/s1355617715000090
http://neuro.psychiatryonline.org/journal.aspx?journalid=62
http://dx.doi.org/10.1176/appi.neuropsych.22.2.196
http://springerlink.bibliotecabuap.elogim.com/journal/406
http://springerlink.bibliotecabuap.elogim.com/journal/406
http://dx.doi.org/10.1007/s00406-016-0707-4


103Huntington’s Disease

 110. Feigin A, Ghilardi MF, Huang C, Ma Y, Carbon M, Guttman M, Paulsen JS, Ghez CP, 
Eidelberg D. Preclinical Huntington’s disease: compensatory brain responses during learn-
ing. Ann Neurol. 2006;59(1):53–9.

 111. Johnson SA, Stout JC, Solomon AC, Langbehn DR, Aylward EH, Cruce CB, et al. Beyond 
disgust: impaired recognition of negative emotions prior to diagnosis in Huntington’s dis-
ease. Brain. 2007;130(Pt 7):1732–44.

 112. Brandt J, Shpritz B, Munro CA, Marsh L, Rosenblatt A. Differential impairment of 
spatial location memory in Huntington’s disease. J Neurol Neurosurg Psychiatry. 
2005;76(11):1516–9.

 113. Hamilton JM, Murphy C, Paulsen JS. Odor detection, learning, and memory in Huntington’s 
disease. J Int Neuropsychol Soc. 1999;5(7):609–15.

 114. Rowe KC, Paulsen JS, Langbehn DR, Duff K, Beglinger LJ, Wang C, et al. Self-paced 
timing detects and tracks change in prodromal Huntington disease. Neuropsychology 
[Internet]. 2010;24(4):435–42. http://search.ebscohost.com/direct.asp?db=pdh&jid=NEU-
&scope=site, https://doi.org/10.1037/a0018905.

 115. Sitek EJ, Sołtan W, Wieczorek D, Schinwelski M, Robowski P, Reilmann R, et al. 
Self-awareness of motor dysfunction in patients with Huntington’s disease in compar-
ison to Parkinson’s disease and cervical dystonia. J Int Neuropsychol Soc [Internet]. 
2011;17(5):788–95. https://www.cambridge.org/core/journals/journal-of-the-internation-
al-neuropsychological-society, https://doi.org/10.1017/s1355617711000725.

 116. Frank E, Morrow-Odom KL, Abramson RK, Cuturic M. Central auditory and visual pro-
cessing in Huntington’s disease. J Med Speech Lang Pathol [Internet]. 2009;17(1):3. https://
www.pluralpublishing.com/journals_JMSLP.htm.

 117. Saldert C, Fors A, Ströberg S, Hartelius L. Comprehension of complex discourse in differ-
ent stages of Huntington’s disease. Int J Lang Commun Disord [Internet]. 2010;45(6):656–
69. http://onlinelibrary.wiley.com/journal/10.1111/(ISSN)1460-6984, https://doi.
org/10.3109/13682820903494742.

 118. Shiwach R. Psychopathology in Huntington’s disease patients. Acta Psychiatr Scand. 
1994;90(4):241–6.

 119. Van Duijn E, Craufurd D, Hubers AA, Giltay EJ, Bonelli R, Rickards H, et al. 
Neuropsychiatric symptoms in a European Huntington’s disease cohort (REGISTRY). J 
Neurol Neurosurg Psychiatry [Internet]. 2014;85(12):1411–8. http://www.ncbi.nlm.nih.gov/
pmc/journals/192/, https://doi.org/10.1136/jnnp-2013-307343.

 120. Ghosh R, Tabrizi SJ. Clinical aspects of Huntington’s disease. Curr Top Behav Neurosci. 
2015;22:3–31.

 121. Vaccarino AL, Sills T, Anderson KE, Bachoud-Lévi AC, Borowsky B, Craufurd D, 
et al. Assessment of depression, anxiety and apathy in prodromal and early hunting-
ton disease. PLoS Curr [Internet]. 2011;3:RRN1242. http://www.ncbi.nlm.nih.gov/
pmc/?term=%22PLoS+Curr%22%5Bjournal%5D.

 122. Epping EA, Kim JI, Craufurd D, Brashers-Krug TM, Anderson KE, McCusker E. 
Longitudinal psychiatric symptoms in prodromal Huntington’s disease: a decade of data. 
Am J Psychiatry [Internet]. 2016;173(2):184–92. http://ajp.psychiatryonline.org/journal.
aspx?journalid=13, https://doi.org/10.1176/appi.ajp.2015.14121551.

 123. Paulsen JS, Nehl C, Hoth KF, Kanz JE, Benjamin M, Conybeare R, et al. Depression and 
stages of Huntington’s disease. J Neuropsychiatry Clin Neurosci. 2005;17(4):496–502.

 124. Mendez MF. Huntington’s disease: update and review of neuropsychiatric aspects. Int J 
Psychiatry Med. 1994;24(3):189–208.

 125. Fisher CA, Sewell K, Brown A, Churchyard A. Aggression in Huntington’s disease: a sys-
tematic review of rates of aggression and treatment methods. J Huntingtons Dis [Internet]. 
2014;3(4):319–32. http://content.iospress.com/journals/journal-of-huntingtons-disease, 
https://doi.org/10.3233/jhd-140127.

http://search.ebscohost.com/direct.asp?db=pdh&jid=NEU&scope=site
http://search.ebscohost.com/direct.asp?db=pdh&jid=NEU&scope=site
http://dx.doi.org/10.1037/a0018905
https://www.cambridge.org/core/journals/journal-of-the-international-neuropsychological-society
https://www.cambridge.org/core/journals/journal-of-the-international-neuropsychological-society
http://dx.doi.org/10.1017/s1355617711000725
https://www.pluralpublishing.com/journals_JMSLP.htm
https://www.pluralpublishing.com/journals_JMSLP.htm
http://onlinelibrary.wiley.com/journal/10.1111/(ISSN)1460-6984
http://dx.doi.org/10.3109/13682820903494742
http://dx.doi.org/10.3109/13682820903494742
http://www.ncbi.nlm.nih.gov/pmc/journals/192/
http://www.ncbi.nlm.nih.gov/pmc/journals/192/
http://dx.doi.org/10.1136/jnnp-2013-307343
http://www.ncbi.nlm.nih.gov/pmc/%3fterm%3d%2522PLoS%2bCurr%2522%255Bjournal%255D
http://www.ncbi.nlm.nih.gov/pmc/%3fterm%3d%2522PLoS%2bCurr%2522%255Bjournal%255D
http://ajp.psychiatryonline.org/journal.aspx?journalid=13
http://ajp.psychiatryonline.org/journal.aspx?journalid=13
http://dx.doi.org/10.1176/appi.ajp.2015.14121551
http://content.iospress.com/journals/journal-of-huntingtons-disease
http://dx.doi.org/10.3233/jhd-140127


104 M. Cuturic

 126. Lipe H, Schultz A, Bird TD. Risk factors for suicide in Huntingtons disease: a retrospective 
case controlled study. Am J Med Genet. 1993;48(4):231–3.

 127. Almqvist EW, Bloch M, Brinkman R, Craufurd D, Hayden MR. A worldwide assessment 
of the frequency of suicide, suicide attempts, or psychiatric hospitalization after predictive 
testing for Huntington disease. Am J Hum Genet. 1999;64(5):1293–304.

 128. Wetzel HH, Gehl CR, Dellefave-Castillo L, Schiffman JF, Shannon KM, Paulsen JS, et al. 
Suicidal ideation in Huntington disease: the role of comorbidity. Psychiatry Res [Internet]. 
2011;188(3):372–6. http://www.sciencedirect.com/science/journal/09254927, https://doi.
org/10.1016/j.psychres.2011.05.006.

 129. Paulsen JS, Hoth KF, Nehl C, Stierman L. Critical periods of suicide risk in Huntington’s 
disease. Am J Psychiatry. 2005;162(4):725–31.

 130. Farrer LA. Suicide and attempted suicide in Huntington disease: implications for preclinical 
testing of persons at risk. Am J Med Genet. 1986;24(2):305–11.

 131. Cummings J. Behavioral and psychiatric symptoms associated with Huntington disease. 
In: Weiner WJ, Lang AE, editors. Behavioral neurology of movement disorders. New York: 
Raven Press; 1995. p. 179–86.

 132. Schoenfeld M, Myers RH, Cupples LA, Berkman B, Sax DS, Clark E. Increased rate 
of suicide among patients with Huntington’s disease. J Neurol Neurosurg Psychiatry. 
1984;47(12):1283–7.

 133. Lovestone S, Hodgson S, Sham P, Differ AM, Levy R. Familial psychiatric presentation of 
Huntington’s disease. J Med Genet. 1996;33(2):128–31.

 134. Nagel M, Rumpf HJ, Kasten M. Acute psychosis in a verified Huntington disease gene car-
rier with subtle motor signs: psychiatric criteria should be considered for the diagnosis. Gen 
Hosp Psychiatry [Internet]. 2014;36(3):361.e3–4. http://www.sciencedirect.com/science/
journal/01638343, https://doi.org/10.1016/j.genhosppsych.2014.01.008.

 135. Cummings JL, Cunningham K. Obsessive-compulsive disorder in Huntington’s disease. 
Biol Psychiatry. 1992;31(3):263–70.

 136. Cuturic M, Abramson RK, Vallini D, Frank EM, Shamsnia M. Sleep patterns in patients 
with Huntington’s disease and their unaffected first-degree relatives: a brief report. Behav 
Sleep Med [Internet]. 2009;7(4):245–54. http://www.tandfonline.com/loi/hbsm, https://doi.
org/10.1080/15402000903190215.

 137. Wiegand M, Möller AA, Lauer CJ, Stolz S, Schreiber W, Dose M, et al. Nocturnal sleep in 
Huntington’s disease. J Neurol. 1991;238(4):203–8.

 138. Pflanz S, Besson JA, Ebmeier KP, Simpson S. The clinical manifestation of mental disor-
der in Huntington’s disease: a retrospective case record study of disease progression. Acta 
Psychiatr Scand. 1991;83(1):53–60.

 139. Kirkwood SC, Siemers E, Viken R, Hodes ME, Conneally PM, Christian JC, et al. 
Longitudinal personality changes among presymptomatic Huntington disease gene carriers. 
Neuropsychiatry Neuropsychol Behav Neurol. 2002;15(3):192–7.

 140. Cardoso F, Seppi K, Mair KJ, Wenning GK, Poewe W. Seminar on choreas. Lancet Neurol. 
2006;5(7):589–602.

 141. Rosencrantz R, Schilsky M. Wilson disease: pathogenesis and clinical considerations in 
diagnosis and treatment. Semin Liver Dis [Internet]. 2011;31(3):245–59. https://www.
thieme-connect.de/products/ejournals/journal/10.1055/s-00000069, https://doi.org/10.105
5/s-0031-1286056.

 142. Walker RH, Jung HH, Danek A. Neuroacanthocytosis. Handb Clin Neurol. 
2011;100:141–51.

 143. Stevanin G, Brice A. Spinocerebellar ataxia 17 (SCA17) and Huntington’s disease-like 4 
(HDL4). Cerebellum [Intertnet]. 2008;7(2):170–8. http://link.springer.com/journal/12311, 
https://doi.org/10.1007/s12311-008-0016-1.

 144. Iizuka R, Hirayama K, Maehara KA. Dentato-rubro-pallido-luysian atrophy: a clini-
co-pathological study. Huntingtin is ubiquitinated and interacts with a specific ubiqui-
tin-conjugating enzyme. J Neurol Neurosurg Psychiatry. 1984;47(12):1288–98.

http://www.sciencedirect.com/science/journal/09254927
http://dx.doi.org/10.1016/j.psychres.2011.05.006
http://dx.doi.org/10.1016/j.psychres.2011.05.006
http://www.sciencedirect.com/science/journal/01638343
http://www.sciencedirect.com/science/journal/01638343
http://dx.doi.org/10.1016/j.genhosppsych.2014.01.008
http://www.tandfonline.com/loi/hbsm
http://dx.doi.org/10.1080/15402000903190215
http://dx.doi.org/10.1080/15402000903190215
https://www.thieme-connect.de/products/ejournals/journal/10.1055/s-00000069
https://www.thieme-connect.de/products/ejournals/journal/10.1055/s-00000069
http://dx.doi.org/10.1055/s-0031-1286056
http://dx.doi.org/10.1055/s-0031-1286056
http://springerlink.bibliotecabuap.elogim.com/journal/12311
http://dx.doi.org/10.1007/s12311-008-0016-1


105Huntington’s Disease

 145. Hardie RJ, Pullon HW, Harding AE, Owen JS, Pires M, Daniels GL, et al. Neuroacanthocytosis. 
A clinical, haematological and pathological study of 19 cases. Brain. 1991;114(Pt 1A):13–49.

 146. Laplanche JL, Hachimi KH, Durieux I, Thuillet P, Defebvre L, Delasnerie-Laupretre N, et al. 
Prominent psychiatric features and early onset in an inherited prion disease with a new inser-
tional mutation in the prion protein gene. Brain. 1999;122:2375–86.

 147. Moore RC, Xiang F, Monaghan J, Han D, Zhang Z, Edstrom L, et al. Huntington disease 
phenocopy is a familial prion disease. Am J Hum Genet. 2001;69:1385–8.

 148. Margolis RL, Rudnicki DD, Holmes SE. Huntington’s disease like-2: review and update. 
Acta Neurol Taiwan. 2005;14:1–8.

 149. Kremer B, Goldberg P, Andrew SE, Theilmann J, Telenius H, Zeisler J, et al. A worldwide 
study of the Huntington’s disease mutation. The sensitivity and specificity of measuring 
CAG repeats. N Engl J Med. 1994;330(20):1401–6.

 150. Terrenoire G. Huntington’s disease and the ethics of genetic prediction. J Med Ethics. 
1992;18(2):79–85.

 151. Hayden MR, Bloch M, Wiggins S. Psychological effects of predictive testing for 
Huntington’s disease. Adv Neurol. 1995;65:201–10.

 152. Harper PS. Clinical consequences of isolating the gene for Huntington’s disease. BMJ. 
1993;307(6901):397–8.

 153. International Huntington Association (IHA) and the World Federation of Neurology (WFN) 
Research Group on Huntington’s Chorea. [No authors listed]. Guidelines for the molecular 
genetics predictive test in Huntington’s disease. Neurology. 1994;44(8):1533–6.

 154. Nance M, Paulsen J, Rosenblatt A, Wheelock V. A physician’s guide to the management of 
Huntington’s disease. New York: Huntigton’s Disease Society of America; 2012. p. 16–23.

 155. Richards FH. Maturity of judgement in decision making for predictive testing for nontreat-
able adult-onset neurogenetic conditions: a case against predictive testing of minors. Clin 
Genet. 2006;70(5):396–401.

 156. Oster E, Dorsey ER, Bausch J, Shinaman A, Kayson E, Oakes D, et al. Fear of health insur-
ance loss among individuals at risk for Huntington disease. Am J Med Genet A [Internet]. 
2008;146A(16):2070–7. http://onlinelibrary.wiley.com/journal/10.1002/(ISSN)1552-4833, 
https://doi.org/10.1002/ajmg.a.32422.

 157. Quaid KA, Eberly SW, Kayson-Rubin E, Oakes D, Shoulson I; Huntington Study Group 
PHAROS Investigators and Coordinators. Factors related to genetic testing in adults at risk 
for Huntington disease: the prospective Huntington at-risk observational study (PHAROS). 
Clin Genet [Internet]. 2017;91(6):824–31. http://onlinelibrary.wiley.com/journal/10.1111/
(ISSN)1399-0004, https://doi.org/10.1111/cge.12893.

 158. De Die-Smulders CE, de Wert GM, Liebaers I, Tibben A, Evers-Kiebooms G. Reproductive 
options for prospective parents in families with Huntington’s disease: clinical, psychologi-
cal and ethical reflections. Hum Reprod Update [Internet]. 2013;19(3):304–15. https://aca-
demic.oup.com/humupd, https://doi.org/10.1093/humupd/dms058.

 159. Bustamante-Aragonés A, Rodríguez de Alba M, Perlado S, Trujillo-Tiebas MJ, Arranz JP, 
Díaz-Recasens et al. Non-invasive prenatal diagnosis of single-gene disorders from mater-
nal blood. Gene [Internet]. 2012;504(1):144–9. http://sciencedirect.com/science/jour-
nal/03781119, https://doi.org/10.1016/j.gene.2012.04.045.

 160. Van den Oever JM, Bijlsma EK, Feenstra I, Muntjewerff N, Mathijssen IB, Bakker E, et al. 
Noninvasive prenatal diagnosis of Huntington disease: detection of the paternally inherited 
expanded CAG repeat in maternal plasma. Prenat Diagn [Internet]. 2015;35(10):945–9. 
http://onlinelibrary.wiley.com/journal/10.1002/(ISSN)1097-0223, https://doi.org/10.1002/
pd.4593.

 161. Schultz JL, Kamholz JA, Moser DJ, Feely SM, Paulsen JS, Nopoulos PC. Substance 
abuse may hasten motor onset of Huntington disease: evaluating the enroll-HD data-
base. Neurology [Internet]. 2017;88(9):909–15. http://ovidsp.ovid.com/ovidweb.cgi?T= 
JS&NEWS=n&CSC=Y&PAGE=toc&D=yrovft&AN=00006114-000000000-00000, 
https://doi.org/10.1212/wnl.0000000000003661.

http://onlinelibrary.wiley.com/journal/10.1002/(ISSN)1552-4833
http://dx.doi.org/10.1002/ajmg.a.32422
http://onlinelibrary.wiley.com/journal/10.1111/(ISSN)1399-0004
http://onlinelibrary.wiley.com/journal/10.1111/(ISSN)1399-0004
http://dx.doi.org/10.1111/cge.12893
https://academic.oup.com/humupd
https://academic.oup.com/humupd
http://dx.doi.org/10.1093/humupd/dms058
http://sciencedirect.com/science/journal/03781119
http://sciencedirect.com/science/journal/03781119
http://dx.doi.org/10.1016/j.gene.2012.04.045
http://onlinelibrary.wiley.com/journal/10.1002/(ISSN)1097-0223
http://dx.doi.org/10.1002/pd.4593
http://dx.doi.org/10.1002/pd.4593
http://ovidsp.ovid.com/ovidweb.cgi%3fT%3dJS%26NEWS%3dn%26CSC%3dY%26PAGE%3dtoc%26D%3dyrovft%26AN%3d00006114-000000000-00000
http://ovidsp.ovid.com/ovidweb.cgi%3fT%3dJS%26NEWS%3dn%26CSC%3dY%26PAGE%3dtoc%26D%3dyrovft%26AN%3d00006114-000000000-00000
http://dx.doi.org/10.1212/wnl.0000000000003661


106 M. Cuturic

 162. Frese S, Petersen JA, Ligon-Auer M, Mueller SM, Mihaylova V, Gehrig SM, et al. Exercise 
effects in Huntington disease. J Neurol [Internet]. 2017;264(1):32–39. http://link.springer.
com/journal/415, https://doi.org/10.1007/s00415-016-8310-1.

 163. Rivadeneyra J, Cubo E, Gil C, Calvo S, Mariscal N, Martínez A. Factors associated with 
Mediterranean diet adherence in Huntington’s disease. Clin Nutr ESPEN [Internet]. 
2016;12:e7–13. http://www.sciencedirect.com/science/journal/24054577, https://doi.
org/10.1016/j.clnesp.2016.01.001.

 164. Shannon KM, Fraint A. Therapeutic advances in Huntington’s disease. Mov Disord 
[Internet]. 2015;30(11):1539–46. http://onlinelibrary.wiley.com/journal/10.1002/(ISSN)1531-
8257, https://doi.org/10.1002/mds.26331.

 165. Marosz A, Chlubek D. The risk of abuse of vitamin supplements. Ann Acad Med Stetin. 
2014;60(1):60–4.

 166. Klimek ML, Rohs G, Young L, Suchowersky O, Trew M. Multidisciplinary approach 
to management of a hereditary neurodegenerative disorder: Huntington disease. Axone. 
1997;19(2):34–8.

 167. Quinn L, Busse M, Carrier J, Fritz N, Harden J, Hartel L, et al. Physical therapy and exercise 
interventions in Huntington’s disease: a mixed methods systematic review protocol. JBI Database 
System Rev Implement Rep [Internet]. 2017;15(7):1783–99. http://ovidsp.ovid.com/ovidweb.
cgi?T=JS&CSC=Y&NEWS=N&PAGE=toc&SEARCH=01938924-201606000-00000.
kc&LINKTYPE=asBody&LINKPOS=1&D=yrovft, https://doi.org/10.11124/jbisrir-2016- 
003274.

 168. Piira A, van Walsem MR, Mikalsen G, Øie L, Frich JC, Knutsen S. Effects of a two-year 
intensive multidisciplinary rehabilitation program for patients with Huntington’s disease: 
a prospective intervention study. Version 2. PLoS Curr [Internet]. 2014 [revised 2014 Jan 
1];6. pii: ecurrents.hd.2c56ceef7f9f8e239a59ecf2d94cddac. http://www.ncbi.nlm.nih.
gov/pmc/?term=%22PLoS+Curr%22%5Bjournal%5D, https://doi.org/10.1371/currents.
hd.2c56ceef7f9f8e239a59ecf2d94cddac.

 169. Zinzi P, Salmaso D, De Grandis R, Graziani G, Maceroni S, Bentivoglio A, et al. Effects of 
an intensive rehabilitation programme on patients with Huntington’s disease: a pilot study. 
Clin Rehabil. 2007;21(7):603–13.

 170. Cruickshank TM, Thompson JA, Domínguez D JF, Reyes AP, Bynevelt M, Georgiou-
Karistianis N, et al. The effect of multidisciplinary rehabilitation on brain structure 
and cognition in Huntington’s disease: an exploratory study. Brain Behav [Internet]. 
2015;5(2):e00312. http://www.ncbi.nlm.nih.gov/pmc/journals/1650/, https://doi.
org/10.1002/brb3.312.

 171. Downing NR, Goodnight S, Chae S, Perlmutter JS, McCormack M, Hahn E, et al. Factors 
associated with end-of-life planning in Huntington disease. Am J Hosp Palliat Care 
[Internet]. 2017:1049909117708195. http://journals.sagepub.com/home/ajh, https://doi.
org/10.1177/1049909117708195.

 172. Dellefield ME, Ferrini R. Promoting Excellence in end-of-life care: lessons learned 
from a cohort of nursing home residents with advanced Huntington disease. J 
Neurosci Nurs [Internet]. 2011;43(4):186–92. http://ovidsp.ovid.com/ovidweb.cgi?T= 
JS&NEWS=n&CSC=Y&PAGE=toc&D=yrovft&AN=01376517-000000000-00000, 
https://doi.org/10.1097/jnn.0b013e3182212a52.

 173. Veenhuizen RB, Kootstra B, Vink W, Posthumus J, van Bekkum P, Zijlstra M, et al. 
Coordinated multidisciplinary care for ambulatory Huntington’s disease patients. Evaluation 
of 18 months of implementation. Orphanet J Rare Dis [Internet]. 2011;6:77. http://www.
ncbi.nlm.nih.gov/pmc/journals/401/, https://doi.org/10.1186/1750-1172-6-77.

 174. Bonelli RM, Wenning GK. Pharmacological management of Huntington’s disease: an evi-
dence-based review. Curr Pharm Des. 2006;12(21):2701–20.

http://springerlink.bibliotecabuap.elogim.com/journal/415
http://springerlink.bibliotecabuap.elogim.com/journal/415
http://dx.doi.org/10.1007/s00415-016-8310-1
http://www.sciencedirect.com/science/journal/24054577
http://dx.doi.org/10.1016/j.clnesp.2016.01.001
http://dx.doi.org/10.1016/j.clnesp.2016.01.001
http://onlinelibrary.wiley.com/journal/10.1002/(ISSN)1531-8257
http://onlinelibrary.wiley.com/journal/10.1002/(ISSN)1531-8257
http://dx.doi.org/10.1002/mds.26331
http://ovidsp.ovid.com/ovidweb.cgi%3fT%3dJS%26CSC%3dY%26NEWS%3dN%26PAGE%3dtoc%26SEARCH%3d01938924-201606000-00000.kc%26LINKTYPE%3dasBody%26LINKPOS%3d1%26D%3dyrovft
http://ovidsp.ovid.com/ovidweb.cgi%3fT%3dJS%26CSC%3dY%26NEWS%3dN%26PAGE%3dtoc%26SEARCH%3d01938924-201606000-00000.kc%26LINKTYPE%3dasBody%26LINKPOS%3d1%26D%3dyrovft
http://ovidsp.ovid.com/ovidweb.cgi%3fT%3dJS%26CSC%3dY%26NEWS%3dN%26PAGE%3dtoc%26SEARCH%3d01938924-201606000-00000.kc%26LINKTYPE%3dasBody%26LINKPOS%3d1%26D%3dyrovft
http://dx.doi.org/10.11124/jbisrir-2016-003274
http://dx.doi.org/10.11124/jbisrir-2016-003274
http://www.ncbi.nlm.nih.gov/pmc/%3fterm%3d%2522PLoS%2bCurr%2522%255Bjournal%255D
http://www.ncbi.nlm.nih.gov/pmc/%3fterm%3d%2522PLoS%2bCurr%2522%255Bjournal%255D
http://dx.doi.org/10.1371/currents.hd.2c56ceef7f9f8e239a59ecf2d94cddac
http://dx.doi.org/10.1371/currents.hd.2c56ceef7f9f8e239a59ecf2d94cddac
http://www.ncbi.nlm.nih.gov/pmc/journals/1650/
http://dx.doi.org/10.1002/brb3.312
http://dx.doi.org/10.1002/brb3.312
http://journals.sagepub.com/home/ajh
http://dx.doi.org/10.1177/1049909117708195
http://dx.doi.org/10.1177/1049909117708195
http://ovidsp.ovid.com/ovidweb.cgi%3fT%3dJS%26NEWS%3dn%26CSC%3dY%26PAGE%3dtoc%26D%3dyrovft%26AN%3d01376517-000000000-00000
http://ovidsp.ovid.com/ovidweb.cgi%3fT%3dJS%26NEWS%3dn%26CSC%3dY%26PAGE%3dtoc%26D%3dyrovft%26AN%3d01376517-000000000-00000
http://dx.doi.org/10.1097/jnn.0b013e3182212a52
http://www.ncbi.nlm.nih.gov/pmc/journals/401/
http://www.ncbi.nlm.nih.gov/pmc/journals/401/
http://dx.doi.org/10.1186/1750-1172-6-77


107Huntington’s Disease

 175. Mestre T, Ferreira J, Coelho MM, Rosa M, Sampaio C. Therapeutic interventions for 
symptomatic treatment in Huntington’s disease. Cochrane Database Syst Rev [Internet]. 
2009;(3):CD006456. http://www.thecochranelibrary.com/view/0/index.html, https://doi.
org/10.1002/14651858.cd006456.pub2.

 176. Scheifer J, Werner CJ, Reetz K. Clinical diagnosis and management in early Huntington’s 
disease: a review. Degener Neurol Neuromuscul Dis. 2015;5: 37–50.

 177. Cuturic M, Abramson RK, Moran RR, Hardin JW, Frank EM, Sellers AA. Serum carnitine 
levels and levocarnitine supplementation in institutionalized Huntington’s disease patients. 
Neurol Sci. 2013;34(1):93–8.

 178. Nance M, Paulsen J, Rosenblatt A, Wheelock V. A physician’s guide to the management of 
Huntington’s disease. New York: Huntigton’s Disease Society of America; 2012. p. 64–58.

 179. Squitieri F, Cannella M, Porcellini A, Brusa L, Simonelli M, Ruggieri S. Short-term 
effects of olanzapine in Huntington disease. Neuropsychiatry Neuropsychol Behav Neurol. 
2001;14(1):69–72.

 180. Duff K, Beglinger LJ, O’Rourke ME, Nopoulos P, Paulson HL, Paulsen JS. Risperidone and 
the treatment of psychiatric, motor, and cognitive symptoms in Huntington’s disease. Ann 
Clin Psychiatry [Internet]. 2008;20(1):1–3. http://portico.org/stable?cs=ISSN_10401237, 
https://doi.org/10.1080/10401230701844802.

 181. Huntington Study Group. Tetrabenazine as antichorea therapy in Huntington disease: a ran-
domized controlled trial. Neurology. 2006;66(3):366–72.

 182. Huntington Study Group, Frank S, Testa CM, Stamler D, Kayson E, Davis C, et al. Effect of 
deutetrabenazine on chorea among patients with Huntington disease: a randomized clinical 
trial. JAMA. 2016;316(1):40–50. http://www.ncbi.nlm.nih.gov/pmc/journals/48/, https://doi.
org/10.1001/jama.2016.8655.

 183. Claassen DO, Carroll B, De Boer LM, Wu E, Ayyagari R, Gandhi S, et al. Indirect toler-
ability comparison of Deutetrabenazine and Tetrabenazine for Huntington disease. J Clin 
Mov Disord [Inernet]. 2017;4:3. http://www.clinicalmovementdisorders.com/, https://doi.
org/10.1186/s40734-017-0051-5.

 184. Nance M, Paulsen J, Rosenblatt A, Wheelock V. A physician’s guide to the management of 
Huntington’s disease. New York: Huntigton’s Disease Society of America; 2012. p. 42–4.

 185. Travessa AM, Rodrigues FB, Mestre TA, Ferreira JJ. Fifteen years of clinical trials in 
Huntington’s disease: a very low clinical drug development success rate. J Huntingtons 
Dis [Internet]. 2017;6(2):157–63. http://content.iospress.com/journals/journal-of-hunting-
tons-disease, https://doi.org/10.3233/jhd-170245.

 186. Paulsen JS, Long JD, Johnson HJ, Aylward EH, Ross CA, Williams JK, et al. Clinical and 
biomarker changes in premanifest Huntington disease show trial feasibility: a decade of the 
PREDICT-HD Study. Front Aging Neurosci [Internet]. 2014;6:78. http://www.ncbi.nlm.nih.
gov/pmc/journals/1239/, https://doi.org/10.3389/fnagi.2014.00078.

 187. Byrne LM, Rodrigues FB, Blennow K, Durr A, Leavitt BR, Roos RAC, et al. Neurofilament 
light protein in blood as a potential biomarker of neurodegeneration in Huntington’s disease: 
a retrospective cohort analysis. Lancet Neurol [Internet]. 2017;16(8):601–9. http://www.sci-
encedirect.com/science/journal/14744422, https://doi.org/10.1016/s1474-4422(17)30124-2.

 188. Rodrigues FB, Byrne L, McColgan P, Robertson N, Tabrizi SJ, Leavitt BR, et al. 
Cerebrospinal fluid total tau concentration predicts clinical phenotype in Huntington’s 
disease. J Neurochem [Internet]. 2016;139(1):22–5. http://onlinelibrary.wiley.com/jour-
nal/10.1111/(ISSN)1471-4159, https://doi.org/10.1111/jnc.13719.

 189. Wild EJ, Boggio R, Langbehn D, Robertson N, Haider S, Miller JR, et al. Quantification of 
mutant huntingtin protein in cerebrospinal fluid from Huntington’s disease patients. J Clin 
Invest [Internet]. 2015;125(5):1979–86. http://www.ncbi.nlm.nih.gov/pmc/journals/120/, 
https://doi.org/10.1172/jci80743.

http://www.thecochranelibrary.com/view/0/index.html
http://dx.doi.org/10.1002/14651858.cd006456.pub2
http://dx.doi.org/10.1002/14651858.cd006456.pub2
http://portico.org/stable%3fcs%3dISSN_10401237
http://dx.doi.org/10.1080/10401230701844802
http://www.ncbi.nlm.nih.gov/pmc/journals/48/
http://dx.doi.org/10.1001/jama.2016.8655
http://dx.doi.org/10.1001/jama.2016.8655
http://www.clinicalmovementdisorders.com/
http://dx.doi.org/10.1186/s40734-017-0051-5
http://dx.doi.org/10.1186/s40734-017-0051-5
http://content.iospress.com/journals/journal-of-huntingtons-disease
http://content.iospress.com/journals/journal-of-huntingtons-disease
http://dx.doi.org/10.3233/jhd-170245
http://www.ncbi.nlm.nih.gov/pmc/journals/1239/
http://www.ncbi.nlm.nih.gov/pmc/journals/1239/
http://dx.doi.org/10.3389/fnagi.2014.00078
http://www.sciencedirect.com/science/journal/14744422
http://www.sciencedirect.com/science/journal/14744422
http://dx.doi.org/10.1016/s1474-4422(17)30124-2
http://onlinelibrary.wiley.com/journal/10.1111/(ISSN)1471-4159
http://onlinelibrary.wiley.com/journal/10.1111/(ISSN)1471-4159
http://dx.doi.org/10.1111/jnc.13719
http://www.ncbi.nlm.nih.gov/pmc/journals/120/
http://dx.doi.org/10.1172/jci80743


108 M. Cuturic

 190. Holmans P, Stone T. Using genomic data to find disease-modifying loci in Huntington’s dis-
ease (HD). Methods Mol Biol [Internet]. 2018;1780:443–61. https://link.springer.com/book-
series/7651, https://doi.org/10.1007/978-1-4939-7825-0_20.

 191. Correia K, Harold D, Kim KH, Holmans P, Jones L, Orth M, et al. The genetic modifiers of 
motor onset age (GeM MOA) website: genome-wide association analysis for genetic modi-
fiers of Huntington’s disease. J Huntingtons Dis [Internet]. 2015;4(3):279–84. http://content.
iospress.com/journals/journal-of-huntingtons-disease, https://doi.org/10.3233/jhd-150169.

 192. Keiser MS, Kordasiewicz HB, McBride JL. Gene suppression strategies for dominantly 
inherited neurodegenerative diseases: lessons from Huntington’s disease and spinocerebellar 
ataxia. Hum Mol Genet [Internet]. 2016 Apr 15;25(R1):R53–64. https://academic.oup.com/
hmg, https://doi.org/10.1093/hmg/ddv442. Epub 2015 Oct 26.

 193. Tabrizi SJ, Leavitt BR, Landwehrmeyer GB, Wild EJ, Saft C, Barker RA, Blair NF et al. 
Targeting Huntington expression in patients with Huntington’s disease. N Engl J Med 
[Internet]. 2019;380(24):2307–16. http://www.nejm.org/, https://doi.org/10.1056/nej-
moa1900907. Epub 2019 May 6.

https://springerlink.bibliotecabuap.elogim.com/bookseries/7651
https://springerlink.bibliotecabuap.elogim.com/bookseries/7651
http://dx.doi.org/10.1007/978-1-4939-7825-0_20
http://content.iospress.com/journals/journal-of-huntingtons-disease
http://content.iospress.com/journals/journal-of-huntingtons-disease
http://dx.doi.org/10.3233/jhd-150169
https://academic.oup.com/hmg
https://academic.oup.com/hmg
http://dx.doi.org/10.1093/hmg/ddv442
http://www.nejm.org/
http://dx.doi.org/10.1056/nejmoa1900907
http://dx.doi.org/10.1056/nejmoa1900907


109

Non-motor Symptoms in Parkinson’s 
Disease

Vladimira Vuletić

© Springer Nature Switzerland AG 2020 
V. Demarin (ed.), Mind and Brain, https://doi.org/10.1007/978-3-030-38606-1_9

Introduction

Parkinson’s disease (PD) is a chronic neurodegenerative disease characterized 
by motor symptoms (bradykinesia, rigidity, rest tremor, postural instability) and 
non-motor symptoms (pain, autonomic dysfunction, cognitive function, depres-
sion, fatigue, apathy, sleep disturbances). Although we usually think about motor 
symptoms (MS) when treating Parkinson’s disease (PD), the non-motor symptoms 
(NMS) may precede the appearance of motor symptoms by several years and are a 
major cause of disability for PD patients [1]. But they are often unrecognized and 
untreated, although they can be successfully treated by medications and invasive 
methods, like deep brain stimulation (DBS) [2, 3]. Nevertheless, NMS correlate 
with advancing age and disease severity [4]. A modern holistic approach to treat 
PD should include the recognition and assessment of NMS. Probably, non-motor  
symptoms and their management will become more important as the average life 
expectancy of the population increases especially considering their impact also on 
the quality of life, institutionalization rates, health economics and mortality rates 
[5, 6]. We have new scales that have been developed which allow us the accu-
rate qualitative and quantitative measurement of all NMS in PD patients (NMS 
Questionnaire-NMSQ and NMS scale—NMSS) [7, 8] and there are a lot of scales 
for each NMS [9, 10]. PD results from degeneration of the substantia nigra pars 
compacta and the consequent dysfunction of the dopaminergic nigrostriatal path-
way and presence of Lewy bodies (misfolded α-synuclein), but additional involve-
ment of serotonergic, noradrenergic, and cholinergic pathways are important 
especially in non-motor symptoms [11].
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Cognitive Problems and Dementia

Cognitive problems from mild dysfunction (mild cognitive impairment) to demen-
tia (Parkinson’s disease dementia- PDD) are among the most important NMS and 
can be present in up to 83% of PD patients [12]. The point prevalence of dementia 
is around 30% and the incidence and risk of dementia in PD is 4–6 times higher 
than in the age-matched controls [13]. The risks for developing dementia are older 
age of onset, akinetic-rigid subtype, motor impairment severity, men gender, gait 
problems, sleep behavior disorder, cardiovascular autonomic [13–19]. The most 
common cognitive decline in people with PD is in executive, attentional, visu-
ospatial domains, and memory [20]. Dementia in PD is associated with institu-
tionalization, quality of life, caregiver burden, and health-related costs [20]. The 
International Parkinson and Movement Disorder Society (MDS) published a 
review and clinical criteria for PD dementia (PDD) and diagnostic criteria for mild 
cognitive impairment in PD (PD-MCI in 2007 [13, 20]), that can help us in accu-
rately detecting cognitive problems in PD patients. Most neuropathological stud-
ies indicate Braak’s hypothesis of spreading α-synuclein pathology (Lewy bodies) 
from sites in the lower brainstem or even extracranially from the gut or other areas 
innervated by the vagus nucleus to the midbrain, forebrain, limbic structures, and 
neocortical regions [22, 23] but Alzheimer’s disease pathology is also often seen 
in up to one-third of patients with PD and can contribute to dementia [24, 25]. 
Nevertheless, considering neurotransmitter changes in PDD beside severe dopa-
mine deficits, there is a marked loss of limbic and cortically projecting dopamine, 
noradrenaline, serotonin, and acetylcholine neurons. However, mitochondrial dis-
turbances, inflammatory changes and genetic factors are other potential mech-
anisms that can contribute to cognitive decline in PD [22]. Biomarkers that will 
help us with predicting future cognitive decline are needed. There is some evi-
dence showing that low cerebrospinal fluid levels of amyloid-β42, can be predic-
tive for future cognitive decline and dementia in PD [26–28]. Genetic factors like 
the APOE*ε4 allele, GBA mutations, triplications in the α-synuclein gene are very 
important for predicting cognitive problems in PD [29–32]. New neuroimaging, 
especially MRI and PET are also very helpful in early recognition of cognitive 
decline. Multiple brain regions are suggested and investigated to be involved in 
cognitive decline PDD patients by neuroimaging methods. MRI studies have 
shown that cognitive decline in PD is associated with disruption of corticos-triatal 
and frontal cortex functional connectivity [33, 34] and PET studies with glucose 
metabolism have shown metabolic decreases in the parietal, temporal, cingulate, 
and frontal cortices in PD-MCI and PDD [35, 36]. Some reports are showing asso-
ciations between the slowing of the EEG in PD and cognitive deficits and even a 
predictive role of EEG slowing for the transition to dementia at 5 years [37, 38]. 
The treatment options are still not very effective considering PD-MCI and PDD. 
A treatment that can stop or delay cognitive decline is needed. Using antidementia 
drugs like cholinesterase inhibitors especially rivastigmine has some effect on PD 
dementia. Other non-pharmacological methods are cognitive training and physical 
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exercise. There are some investigations in finding good target places for DBS in 
PDD. One of them is the stimulation of the cholinergic nucleus basalis of Meynert 
although DBS can decrease slightly executive functions [39, 40].

Depression

Depression is very common in PD patients (about 35%of PD patients) but often 
untreated [41]. Less than 20% of PD patients with depression are treated [42]. It is 
associated with poor quality of life, cognitive impairment, functional limitations, 
caregiver burden, disease duration, use of levodopa in therapy and mortality [43]. 
Risk factors are also female gender, a history of anxiety or depression, a family 
history of depression, worse functioning on activities of daily living. Depression 
together with hyposmia, rapid eye movements sleep behavior disorder (RBD), 
and constipation can precede the onset of motor symptoms. Depression in PD 
is also related to changes in dopaminergic, noradrenergic, and serotonergic sys-
tems [44]. Some neuroimaging studies have shown frontal lobe atrophy, increased 
neural activity in the prefrontal regions and decreased functional connectivity 
between the prefrontal—limbic networks, amygdala, and hippocampus [45, 46]. 
There are a lot of scales for the detection of depression and should be used rou-
tinely. After the recognition, the appropriate management is very important. There 
are a lot of studies showing that antidepressants, monoamine oxidase-B inhibi-
tors, and dopamine agonists are effective in treating depressive symptoms in PD 
[47–49]. Repetitive transcranial magnetic stimulation (rTMS) is still in research 
for depression in PD but is promising [50], like electroconvulsive therapy [51]. A 
lot of non-pharmacological methods like psychodynamic therapy, exercise, stress 
release, pet therapy, light therapy, group music, dancing, and singing therapies can 
help [52]. DBS effect on depression is controversial. Some studies have shown no 
difference between DBS treating patients and best medical treatment [53], some 
that there is worsening of depression [54] and some improvement [55].

Anxiety

Anxiety is also very frequent in PD patients (up to 60% of PD patients) and can 
precede together with depression the onset of motor symptoms [56]. It can be pre-
sented as generalized anxiety with fear and worry, panic attacks, and social pho-
bia. Risk factors for anxiety are motor severity, women gender, motor fluctuations, 
and younger age of onset [57]. A new study has shown that anxiety is associated, 
also, with higher complications of PD therapy, higher depression, and lower qual-
ity of life and it is also poorly recognized and undertreated. Although it contributes 
to greater disability and worse quality of life, up to 60% of PD patients with anx-
iety are not treated for anxiety [58]. The pathophysiology and biochemical basis 
for anxiety in PD are still unknown. There are a lot of scales for anxiety but the 
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Hamilton Anxiety (HAM-A) rating scale is used the most [59]. Treatment options 
are benzodiazepines or selective serotonin reuptake inhibitors (SSRIs), cognitive 
behavioral therapy, and psychotherapy. Subthalamic DBS can improve anxiety in 
PD patients [60]. In PD patients with anxiety and depression together the treat-
ment should be more aggressive and intensive.

Apathy and Fatigue

Apathy can be present in up to 60% of PD patients with or without depression and 
dementia [61]. Clinical manifestation of apathy is a loss of motivation, but it also 
cavers a decrease in goal-directed behavior, cognition and emotions. Nevertheless, 
there is still no consensus about the definition and validated diagnostic criteria for 
apathy in PD. Risk factors for apathy in PD are older age, lower cognitive score, 
higher motor scores and worse activities of daily living function, and poor inde-
pendency. It is connected with poor quality of life and increased caregiver burden 
[62]. Some neuroimaging studies have found importance of the frontal, limbic, 
and striatal connections, marked serotonin denervation in some brain regions in 
PD patients with apathy [63]. Dopaminergic therapy and DBS can help, but some 
studies have shown that in the first months after DBS apathy can increase, prob-
ably due to a rapid withdrawal of dopaminergic drugs after DBS. However, the 
influence of greater mesolimbic degeneration, non-motor fluctuations and dyskine-
sias is very important in increasing the apathy after DBS [64].

Fatigue is also a frequent non-motor symptom in PD patients. Approximately 
50% of PD patients complain of fatigue [65]. Patients’ complains are lack of energy, 
exhaustion, and tiredness. It can be present in patients with good motor function or 
bad motor function. It is often present in patients with sleep problems, depression, 
and autonomic dysfunction. With decreasing off periods, fatigue can be reduced [66].

The pathophysiology of fatigue in PD is unknown but it is suggested that it 
is connected with basal ganglia dysfunction. The Fatigue Severity Scale and 
Parkinson’s Fatigue Scale are used for screening of fatigue. Due to the fact that 
fatigue is one of a major source of disability, regular screening has to be stand-
ardized. Known medications for fatigue failed so far in reducing of fatigue in PD 
patients, but we have to support also non-pharmacological methods like regular 
exercise and increased physical activity.

Impulse Control Disorders

Impulse control disorder (ICD) includes behavioral disorders with stereotyped, 
useless and obsessive activities that influence activities of daily life and nor-
mal social functioning. It includes hypersexuality, gambling, shopping, pund-
ing, and compulsive eating, but the number is growing. Studies have shown that 
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is connected to using dopamine agonists in PD, restless legs syndrome and pro-
lactinomas, but some reported it in cases with using levodopa alone. The influ-
ence of dopamine D3 activity is suggested as a major role in ICD, although the 
pathophysiology has to be elucidated [67]. Up to 40% of PD patients treated with 
dopamine agonists have ICD. Risk factors are younger age, being unmarried, tak-
ing levodopa, a family history of ICD or alcoholism and smoking. Shopping is 
more frequent in women and hypersexuality in men [68]. There are some bene-
fits in ICD reducing antipsychotics, reduction or withdrawal of dopamine agonist, 
however, the results of DBS studies are controversial. Good results in DBS treated 
PD patients with ICD are in a hyperdopaminergic condition of patients due to a 
reduction of the dopaminergic drugs after DBS [69].

Psychosis

Psychosis is a non-motor symptom with usual onset in late phase of drug-treated 
PD patients, but minor symptoms can be present earlier. It includes mostly 
visual hallucinations and delusions (up to 40% of PD patients) and rarely audi-
tory, tactile, olfactory, and gustatory hallucinations [70]. Mental state, changing 
of environment, abnormalities in visual pathways, presences of Lewy bodies in 
amygdala, frontal, temporal-parietal, and visual cortices, disturbances of sero-
tonin and sleep problems are associated with hallucinations in PD patients. Risk 
factors are also anticholinergic bladder medications, narcotics, sleep medica-
tions, and infectious disorders, therefore, have to be avoided [71]. Delusions 
are often paranoid and often about feints of family members, especially spouse. 
Antiparkinsonian drugs should be reduced, first anticholinergics, then amantadin, 
and dopamine agonist. If this is not enough, we can reduce monoamine oxidase-B 
inhibitors and in the end levodopa. Pimavanserin is a new drug for PD psychosis. 
Other possibilities are clozapine and quetiapine.

Future Perspective

Recent studies have shown that pump-based Parkinson (PD) therapies, including 
subcutaneous apomorphine infusion (CSA) and levodopa-carbidopa intestinal gel 
(LCIG) may improve sleep, mood, and apathy, gastrointestinal symptoms, and 
urological symptoms. However, they can worsen some NMS [72, 73]. Knowing 
effects on NMS of all available medications and invasive treatments (DBS, CSA, 
and LCIG) is very important in decision-making which invasive treatment to 
choose [74]. This is the first step to the personalized management of PD, which 
is with precision medicine and pharmacogenetics the future in PD treatment [75]. 
The update of NMS treatment options is recently published and has to be regularly 
published to provide clinicians and investigators with an up-to-date evidence base 
for better management of NMS in PD [76].
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Conclusions

Earlier recognition of non-motor symptoms especially neuropsychiatric features 
is needed for prompt intensive treatment that will lead to improvement of quality 
of life PD patients and their caregivers. Early recognition and effective treatment 
of NMS will be some of the most challenging achievements for clinicians and 
researchers in the PD field. The personalized treatment of PD involves holistic, 
modern treatment of motor and non-motor symptoms and future studies have to 
bring us more reliable evidence of the best treatment options for that.
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Introduction

Dementia is a syndrome characterized by the deterioration of cognitive functions, 
beyond what might be expected from normal aging, leading to the disruption of 
the ability to perform daily activities [1]. Dementia is one of the main causes of 
disability and personal care assistance requirements in elderly people throughout 
the world [2]. The prevalence of dementia is 5–10% in people over 65, and the 
prevalence of vascular dementia doubles every 5.3 years [3].

Clinically we can distinguish cortical and subcortical dementia. Cortical 
dementia is characterized by aphasia, agnosia, apraxia, and amnesia with 
impaired executive function (planning, organization, judgment). The proto-
type for this type of dementia is Alzheimer’s dementia (AD). For instance, in 
different cortical types of dementia, patients with medial frontal lobe lesions 
present with executive function impairment, abulia, and/or apathy. Patients with 
bilateral frontal damage present with akinetic mutism. Patients with left pari-
etal lobe lesions present with aphasia, apraxia and agnosia, while right parietal 
lobe lesions cause neglect (anosognosia, asomatognosia), confusion, agitation. 
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In patients with medial temporal lobe lesions, anterograde amnesia can be 
expected [4]. Subcortical dementia is characterized primarily by bradyphrenia 
(decline in mental processing speed) and impairment of procedural memory, 
planning and reasoning, with associated focal motor signs, gait and urination 
disorders, pseudobulbar paralysis, and emotional incontinence [5]. The proto-
type of subcortical dementia is vascular dementia. In vascular dementia, exec-
utive functions are usually impaired and milder memory impairment maybe 
present [6]. The onset of vascular dementia can be sudden, usually after strokes, 
but more often the course is progressive with worsening of symptoms after each 
new vascular event [7].

Traditionally, the most common type of dementia is considered to be 
Alzheimer’s dementia, the cause of all chronic dementia in 50–75% of cases [8]. 
Mild cognitive impairment is a transitional form between normal cognitive status 
and Alzheimer’s dementia [9]. Vascular dementia is the second most common type 
of dementia [10]. It is a result of cerebrovascular disease and is thought to be the 
cause of 20–30% of all chronic dementias [11]. Men are more likely to be affected 
by vascular dementia than women [12].

10% of patients already have dementia at stroke onset. 10% of patients will 
develop dementia after a first-ever stroke. One-third of patients will develop 
dementia with stroke recurrence [13].

In total, post-stroke dementia (PSD) or post-stroke cognitive impairment 
(PSCI) may affect up to one-third of stroke survivors [14]. The transitional form 
between normal cognitive status and vascular dementia is called vascular cognitive 
impairment (VCI) [15]. VCI may be the most preventable and treatable cause of 
dementia [16].

In general, 90% of strokes and 35% of dementias have been estimated to be 
preventable. A stroke doubles the chance of developing dementia and stroke is 
more common than dementia, therefore, more than one-third of dementia could be 
prevented by preventing stroke [17].

More recent imaging and clinical-pathological studies demonstrated that 
ischemic lesions, neurovascular dysfunction, and AD pathology most often coexist 
in the same brain, and verified destructive cerebrovascular effects of amyloid-beta, 
so “mixed dementia” maybe the most common cause of cognitive impairment in 
the elderly, after all [18].

Cognitive symptoms in vascular cognitive impairment are characterized by 
psychomotor slowing, complex attention deficits, executive function and mem-
ory retrieval deficits. On the contrary, cognitive symptoms in Alzheimer’s disease 
are related to short-term memory deficits, word-finding difficulties, visuospa-
tial and memory encoding deficits [17]. Vascular dementia is usually associated 
with apathy, depression or hallucinations, and delirium. On the other hand, in 
Alzheimer’s disease delusions and loss of insight are more common [17]. Contrary 
to Alzheimer’s disease, vascular dementia is often associated with focal neurologi-
cal signs or parkinsonism [17].
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Pathophysiology

In the pathophysiology of vascular cognitive impairment, the function of the neu-
rovascular unit is impaired, including neurons, glial cells, perivascular, and vas-
cular structures [19]. The accumulation of beta-amyloid has an important role in 
this process: it is a powerful vasoconstrictor, participating in the development of 
cerebral amyloid angiopathy [20]. In addition, lipohyalinosis, reactive astrocy-
tosis, and microglial activation play an important role in pathophysiology [21]. 
Oxidative stress and inflammation induced by cardiovascular risk factors and Aβ 
(amyloid-beta) are responsible for the impairment of the neurovascular unit func-
tions, leading to local hypoxia–ischemia, axonal demyelination, and decreased 
repair potential of the white matter [22].

Myelin loss increases energy consumption and increases local hypoxia [23].
In vascular dementia, cerebrovascular risk factors induce neurovascular dys-

function, leading to cerebrovascular insufficiency, resulting in brain dysfunction. 
Aβ induces vascular dysregulation and aggravates the vascular insufficiency, wors-
ening the brain dysfunction associated with vascular risk factors [24].

On the other hand, the hypoxia–ischemia caused by vascular insufficiency 
increases Aβ cleavage from amyloid precursor protein and diminishes Aβ clear-
ance, promoting Aβ accumulation and the resulting nocuous effects [25].

Given the vascular genesis of the disease, most of the risk factors overlap with 
risk factors for stroke and coronary artery disease, such as age, physical inactiv-
ity, obesity, smoking, inappropriate diet, excessive alcohol consumption, arterial 
hypertension, diabetes, peripheral arterial disease, chronic kidney disease and 
coronary artery disease, low cardiac output, and atrial fibrillation [26]. Additional 
overlapping risk factors with Alzheimer’s disease are low levels of education and 
social isolation [27].

Subclassification of Vascular Cognitive Impairment

VCI can be further classified into two forms: post-stroke and non-stroke related 
[28]. VCI can occur as a result of a single stroke in strategic locations, particularly 
if the following regions are affected: the angular gyrus, left hemisphere perisyl-
vian language areas, the mediodorsal part of the temporal lobe and the anterior 
thalamus, the midbrain, the medial frontal lobe [29]. VCI may also result from the 
joined effect of multiple strokes involving sufficient brain regions, for instance, 
the prefrontal lobes, participating in cognitive processing (previously known as 
multi-infarct dementia) [30]. However, VCI may also be non-stroke related, as a 
result of diffuse, severe subcortical cerebrovascular disease as part of microangi-
opathy, cerebral small vessel disease, also known as Binswanger’s disease [31].
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Classification Criteria

The classification criteria for VCI have been published by the AHA/ASA, Vas-
Cog, DSM-5, ICD-10, NINDS-AIREN, and ADDTC: all of them require some 
extent of cognitive impairment should be present, as well as affirmation of a vas-
cular contribution to the cognitive impairment [31–36].

As reported by the more recent classification system, we can differentiate the 
full spectrum of cognition; from vascular mild cognitive impairment (or minor 
vascular neurocognitive disorder) and vascular dementia (or major vascular neuro-
cognitive disorder) [31, 33].

VCI can be further classified as probable or possible, based on the presence or 
absence of indicators for competing causes of dementia (i.e. Alzheimer disease), 
or the completeness of the diagnostic examination [31, 33].

Neuroimaging has determined that clinically silent, “covert” cerebrovascular 
disease becomes common with aging and is sometimes sufficient to cause cogni-
tive impairment, therefore, the non-existence of a clinical history of stroke does 
not exclude VCI [37].

Vascular pathologies underlying vascular cognitive impairment are extremely 
diverse, therefore, management and prognosis must be highly individualized [31].

All patients with cognitive impairment should be evaluated for contributing to 
vascular causes. The diagnostic process consists of three stages: determination of 
cognitive impairment; presence, severity, and cause of vascular disease; indicators 
of vascular contribution to the cognitive impairment [28].

Cognitive Evaluation

To assess the presence and the severity of cognitive impairment, we can use the 
following rating scales: (1) the Mini Mental Status Examination (MMSE) [38],  
(2) the Montreal Cognitive Assessment (MoCA) [39]—including the clock  
drawing test (Clock Drawing Test (CDT) [40] and (3) the Hachinski Ischemic 
Score (HIS) [41]. Useful bedside screening tools sensitive for VCI detection 
should assess primarily processing speed and executive function, as they manifest 
with relatively greater impairments than episodic memory: MoCA appears to be 
more sensitive than the MMSE in the assessment of VCI [42].

Assessment of Cerebrovascular Disease

A synthesis of history, examination, and neuroimaging are fundamental for the 
assessment of the presence of cerebrovascular disease. The clearest evidence of 
cerebrovascular disease is when a clinical history of stroke exists, or the physi-
cal examination shows focal neurologic signs. On the other hand, neuroimaging 
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identifies evidence of silent strokes; clinical signs and symptoms may also be sug-
gestive of non-stroke VCI (stepwise progressions of cognitive impairment, frontal 
gait disorder, urinary incontinence, executive dysfunction, and slowed process-
ing speed, minor asymmetric neurologic signs such as increased tone, Babinski 
responses, reflex asymmetry, frontal release signs), the presence of vascular risk 
factors should increase suspicion for VCI [31]. Although, each of the abovemen-
tioned signs individually should not be taken as proof of VCI, only as a possible 
contributing factor to strengthen the clinical judgment that the vascular disease is 
causing the cognitive impairment.

The role of neuroimaging, preferably MRI, is particularly important in the diag-
nosis of VCI, to confirm the presence of cerebrovascular disease, to assess the 
severity of the disease and the location of the cerebrovascular lesions [43]. This is 
important to determine the clinical significance of the lesions and whether they are 
sufficient to account for cognitive impairment. The diagnosis of probable vascular 
cognitive impairment requires confirmation of cognitive impairment, cerebrovascu-
lar disease, and a clear relationship between the two conditions. AHA/ASA, NINDS-
AIREN, and DSM-5 diagnostic criteria are based on this principle [32–34, 42].  
Nevertheless, other causes of dementia should be ruled out.

Assessment of the Relationship Between Cerebrovascular 
Disease and Cognitive Impairment

Assessing the relationship between cerebrovascular disease and cognitive impair-
ment is probably the most clinically challenging part. Clinical judgment is needed to 
determine whether cerebrovascular lesions are sufficient to cause cognitive impair-
ment on a case-by-case basis because the cerebrovascular disease is relatively com-
mon and can be incidental. It is important not to overlook a history of pre-stroke 
cognitive decline, which could indicate a competing cause of cognitive impairment.

Exact thresholds of lesion number and volume are not well determined and 
likely vary depending on the location [33]. Also, the clinician must keep in mind 
that neuroimaging does not have perfect sensitivity; it is unable to detect microin-
farcts (infarcts as small as 0.2 mm in diameter) [44].

In addition, the clinical signs of VCI can manifest with other motor and non-
cognitive manifestations of cerebrovascular disease (apathy, depression, urinary 
incontinence, frontal gait disorder, lower-body parkinsonism, spasticity, hyperre-
flexia, frontal release signs) and behavioral disturbances (emotional incontinence, 
apathy, depression) [31].

Other Causes of Vascular Cognitive Impairment

It is also important to keep in mind nonatherosclerotic and nonarteriolosclerotic causes 
of VCI: Cerebral amyloid angiopathy and monogenetic inherited causes of VCI.
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Cerebral amyloid angiopathy is caused by vascular beta-amyloid deposition in 
the cerebral cortex and leptomeninges, causing fragility of the vessel wall with 
rupture and bleeding in some patients. It is the second most common cause of 
intracerebral bleeding in elderly patients, located primarily in the superficial, 
lobar portions of the cortex, and underlying white matter, or in the subarachnoid 
space [45].

Monogenetic inherited causes of VCI should be suspected when the exist-
ence of confluent white matter hyperintensities or multiple lacunae are remark-
ably greater than that expected by age and can’t be explained by traditional 
vascular risk factors [46]. The best-studied inherited cause of VCI is CADASIL 
(cerebral autosomal dominant arteriopathy with subcortical infarcts and 
leukoencephalopathy).

Management

Management of VCI includes patient and caregiver support, cognitive rehabili-
tation of post-stroke VCI including cognitive skills training or training for com-
pensatory strategies, cognitive-enhancing medications, treatment, and secondary 
prevention and probably the most significant part of management, to prevent the 
recurrence and progression of the causative cerebrovascular processes [33]. Recent 
studies show that drugs used to treat Alzheimer disease, such as donepezil and 
memantine show the modest benefit in patients with VCI, if any, on standard cog-
nitive measures: small samples of executive dysfunctions, inconsistent benefit in 
global and daily function, not distinguishable from Alzheimer’s disease [33].

Treatment of VCI should be aimed at treating vascular risk factors (arterial 
hypertension, diabetes, hyperlipidemia) and prevention of stroke [47].

Hypertension is the strongest risk factor for stroke overall [48]. Patients with 
cerebral small vessel disease should have a measurement of blood pressure, ECG 
to assess for atrial fibrillation, serum lipid profile, and blood glucose measure-
ment. The more extensive evaluation includes assessment for proximal sources of 
embolism (echocardiography, prolonged cardiac rhythm monitoring, noninvasive 
carotid imaging).

There are no proven preventive measures for cognitive impairment in patients 
with cerebral small vessel disease [49]. In this subset of patients is reasonable to 
start aspirin, and the use of statins may be considered on a case-by-case basis. 
Good blood pressure control probably slows the progression of white matter 
hyperintensity [50].

According to the FINGER study, effective prevention includes improved pop-
ulation control of vascular risk factors: multidomain intervention, including diet, 
exercise, and cognitive training prevented a decline in cognitive test scores [51]. 
Lifestyle modification with adequate nutrition and hydration, physical activity, 
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smoking cessation, weight control, and moderate alcohol consumption should 
certainly be an integral part of the prevention and treatment of vascular cognitive 
impairment [28].
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As the old saying goes: “We are as old as our blood vessels.” We all know what 
aging looks like on the outside, but do we know what aging looks like on the 
inside? For arteries, aging means losing elasticity. Elasticity decline is defined by 
an increase in stiffness. Nowadays arterial stiffness is accepted to be a subclinical 
marker of cardiovascular and cerebrovascular disease. Arterial stiffness increases 
progressively with age, and its increase is in correlation with increased blood 
pressure. For many years now, studies have been proving an association between 
increased arterial stiffness and poor cognition [1]. Increased arterial stiffness is 
related to a greater age, male sex, African American race, lower education, higher 
BMI, lower HDL, higher mean arterial blood pressure, diabetes type 2, myocar-
dial infarction, hypertension, and lower cognitive score. Some studies examined 
whether increased arterial stiffness is associated with a decline in specific cogni-
tive domains. Tests were created for examining and following cognitive domains: 
memory, executive function, language, and visuospatial domain. Results showed 
that there was a great decline in visual, spatial, and language tasks in compari-
son to executive function or memory tasks. A study with a nine-year follow-up 
confirmed that higher arterial stiffness is associated with a faster rate of cognitive 
decline. Beyond traditional cardiovascular risk factors, such as BMI, type 2 diabe-
tes, hypertension, and mean arterial blood pressure. Pathways explaining arterial 
stiffness and cognitive decline have been postulated. The first postulate says that 
when arteries undergo stiffness, this results in damages to pressure pulsatility. This 
causes hemodynamic stress in the heart and end organs such as the brain to which 
it is transmitted. These changes result in structural changes to cerebral blood ves-
sels that may interfere with the transport of important nutrients to the brain and 
interfere with the clearance of toxic byproducts out of the brain. Also, recent 
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imaging studies link arterial stiffness to cerebrovascular disease and changes in the 
functioning of frontal subcortical regions of the brain. Changes like white matter 
hyperintensities are associated with cognitive impairment. In the end, arterial stiff-
ness can be considered an independent predictor of cerebrovascular events and one 
of the important predictors of cognitive decline [1].

Consensus on Arterial Stiffness

As a non-invasive method, arterial stiffness has gained many followers. Due to 
the fact that, in the beginning, researchers used different methods to calculate 
arterial stiffness, a consensus was needed. Until then, the results were difficult 
to compare due to different methodologies used to assess arterial stiffness. The 
first guidelines for arterial stiffness measurements were introduced in 2006 in the 
European consensus document. The 2006 consensus document was the first publi-
cation to organize the approach to arterial stiffness, especially given the variety of 
approaches (tonometry, ultrasound, oscillometry, and magnetic resonance imaging)  
and the vascular territories studied. The main recommendations from this effort 
included a review of arterial stiffness physiology, measurement techniques, impli-
cations of arterial stiffness, and the effects of medications [2].

International reference standards were published in 2010, with normal and ref-
erence values for pulse wave velocity (PWV), the non-invasive gold standard for 
measuring arterial stiffness [3]. This huge effort included nearly 17,000 subjects 
(about 1,500 were normal subjects) from several cohorts and provided decade-spe-
cific values for carotid-femoral PWV in normal people, and in those with hyper-
tension. The recommendation from this report, that clinical concern was warranted 
when carotid-femoral PWVs exceeded 12 m/s, was later modified by the artery 
research group of Europe to a value of 10 m/s [4].

The American Heart Association (AHA) scientific statement on arterial stiff-
ness measurements in the USA, was published in 2015 [5]. These guidelines 
improved guidance and led to greater uniformity in clinical studies. This statement 
reviewed the physiology behind the arterial stiffness measurements, the value that 
arterial stiffness brings into the clinical field, and the various methodologies used 
to assess PWV, etc.

Arterial Stiffness—A Parameter of Cognitive Impairment

Vascular aging shows a strong relationship between age and changes in large 
artery structure and function. Several arterial parameters have been selected for 
clinical investigation, based on their predictive value of cardiovascular events [6]. 
Subclinical atherosclerosis involves intima-media thickness (IMT), plaque forma-
tion and composition, and alterations in arterial mechanisms. Studies dealing with 
subclinical atherosclerosis are based on B-mode ultrasound imaging [7]. Cyclic 
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vessel distention in normal aging (i.e., beat-to-beat change in vessel diameter in 
response to the pulsatility of blood pressure) is thought to cause fragmentation and 
depletion of elastin and increased collagen deposition, resulting in an increase in 
IMT [8]. The relationship between carotid IMT and cognitive function has been 
analyzed cross-sectionally [9, 10], and longitudinally [11–13] in several studies. 
A significant inverse relationship between carotid IMT and cognitive function was 
observed in all studies; specifically, the thicker the artery, the lower the cognitive 
performance. This relationship was significant after controlling for age and educa-
tion. Some studies further adjusted for the presence of depressive symptoms [11, 
13] and/or cardiovascular risk factor levels [13]. The precise causal association of 
carotid IMT with vascular cognitive impairment (VCI) is uncertain. Carotid IMT 
can reflect either a media thickening in response to the increase in blood pressure 
in hypertensive patients, and intima thickening in response to atherosclerotic risk 
factors, or most often a combination of both. Nearly all types of vascular dis-
ease that may increase IMT may also affect cognitive function through a variety 
of mechanisms, directly or indirectly. Carotid atherosclerosis and IMT have been 
associated with cardiovascular risk factors, including metabolic, inflammatory, 
and dietary factors, which have also been associated with cognitive decline [13, 
14]. IMT, plaque formation, and alterations in arterial mechanics are the markers 
of subclinical atherosclerotic changes. Carotid IMT is a sensitive marker of ath-
erosclerosis [15]. Abnormal IMT was found to be associated with memory loss 
one year after stroke [16]. While the IMT measured at the time of stroke may 
predict cognitive decline a year later, this is not true with regard to the degree of 
carotid stenosis. The IMT is uniformly distributed along the arteries and its main 
predictors are age and blood pressure [17]. Carotid IMT was associated with an 
increased risk for cognitive deficits, particularly poor memory and cognitive speed 
in elderly women [18, 19]. In clinical practice, the measurement of IMT is rela-
tively simple, safe, inexpensive, precise, and reproducible, and may help to moni-
tor the response of atherosclerosis to treatment.

Recent data have described an association between high pulse pressure (PP) 
and Alzheimer’s disease (AD) [19, 20]. PP displays a linear increase with age 
and represents an index of vascular aging. Alterations in pulse wave velocity 
(PWV) and wave reflection timing associated with age-related arterial stiffening 
are responsible for the increased systolic and decreased diastolic pressure (i.e., 
increased PP) characteristic of vascular aging. PP elevation is associated with 
an increased risk of AD, independent of clinical stroke, and hypertension, even 
in older patients [20]. Pulse pressure elevation is associated with increased cer-
ebrospinal fluid levels of p-tau and decreased A1-42 in cognitively normal older 
adults, suggesting that pulsatile hemodynamics may be related to amyloidosis and  
tau-related neurodegeneration. The relationship between PP and cerebrospinal 
fluid biomarkers is age-dependent and observed only in participants in the fifth 
and sixth decades of life [21].

Arterial stiffness is a clinical indicator of high PP. One hypothesis is that 
functional changes in the arterial system may be involved in the pathogenesis of 
dementia. Specific measures of large artery structure and function, such as aor-
tofemoral or brachial-ankle PWV, can be regarded as useful markers of subclinical 
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vascular disease and are reliable predictors of vascular accidents such as stroke. 
Pulse wave analysis measures arterial stiffness between two points of the arterial 
tree [22].

Ultrasound technology is used to identify an approaching arterial pulse and 
measure the velocity of a pulse wave. This method is considered to represent a 
gold standard in arterial stiffness measurement [4]. It allows for the detection of 
pathology prior to the appearance of morphological changes in the vasculature.

Arterial stiffness has also been shown to be associated with cognitive changes 
[23]. PWV is associated with the cognitive deficit and with greater personal 
dependency, independently of major modifiable cerebrovascular risk factors. PWV 
is also a strong predictor of cognitive impairment, independent of age, gender, 
education, and traditional cardiovascular risk factors. Depending on further stud-
ies, PWV may be shown to be valuable as a marker of progression from MCI to 
clinical dementia [24].

The most simple, non-invasive, robust, and reproducible method with which to 
determine aortic stiffness is the measurement of carotid-femoral PWV, using the 
foot-to-foot velocity method from various waveforms (pressure, Doppler, disten-
tion) [6]. The analysis of aortic pressure waveform allows the calculation of cen-
tral systolic blood pressure and PP, which are influenced by aortic stiffness and the 
geometry and vasomotor tone of small arteries. Central systolic blood pressure and 
PP can be estimated noninvasively either from the radial artery waveform, using 
a transfer function, or from the common carotid waveform. The aortic PWV, the 
central systolic blood pressure, and the PP each predict cardiovascular events inde-
pendent of classic cardiovascular risk factors.

Carotid-femoral PWV, the “gold standard” for evaluating arterial stiffness 
[6], was higher in any group of cognitively impaired subjects with or without  
dementia [25]. An inverse relationship between PWV and cognitive performance 
was reported cross-sectionally. Carotid-femoral PWV was also associated prospec-
tively with cognitive decline before dementia in studies using a cognitive screen-
ing test and more specific tests for verbal learning, delayed recall, and nonverbal 
memory. These relationships remained significant after controlling for age, gender, 
education, and blood pressure levels. Other studies reported a significant positive 
relationship between arterial stiffness and volume or localization of white matter 
lesions, a known factor known to predispose for dementia on neuroimaging [26].

Several pathways may link aortic stiffness to microvascular brain damage. 
They include endothelial dysfunction and oxidative stress, a mutually reinforc-
ing remodeling of large and small vessels (i.e., large/small artery cross-talk), and 
exposure of small vessels to the high-pressure fluctuations of the cerebral circula-
tion, which is perfused at high-volume flow throughout systole and diastole, with 
very low vascular resistance. Additionally, stiffer large arteries are associated with 
increased left ventricular mass. Of note, left ventricular remodeling and hypertro-
phy have been associated with higher frequency and severity of subclinical brain 
damage. Recently, higher left ventricular mass in older people has been inde-
pendently associated with a two-fold higher likelihood of having dementia, inde-
pendent of blood pressure levels [26].
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The mechanistic pathways linking microvascular brain damage to carotid IMT, 
aortic stiffness, and small artery remodeling are complementary. Aortic stiffness 
predicts cardiovascular events independent of carotid IMT [27]. A large/small 
artery cross-talk has already been described in hypertensive patients [28]. These 
data suggest that the non-invasive investigation of large and small arteries could 
demonstrate additional and independent predictive values for VCI and demen-
tia. In addition, such a non-invasive investigation could help in determining the 
relative weight of each arterial parameter in contributing to all types of dementia 
(from vascular dementia to Alzheimer’s disease) in the general population [28].

Flow-mediated dilation, the ability of the vasculature to adjust flow in response 
to endogenous or exogenous stimuli, provides another measure of vascular func-
tion distinct from arterial stiffness. Reduced flow-mediated dilation is associated 
with increased cardiovascular risk and is a surrogate for vascular dysfunction  
[22, 29, 30]. Studies in small samples have reported an association of impaired 
vascular function with subclinical markers of cerebral dysfunction including white 
matter hyperintensities [31] and cognitive decline [32].

Elevated central arterial stiffness and pulsatility lead to distal cerebral micro-
vascular damage and brain atrophy, which manifests in subclinical cognitive 
dysfunction.

Increased aortic stiffness and elevated PP may stimulate vascular hypertrophy, 
remodeling, or rarefaction in the microcirculation, leading to increased resistance 
to mean flow and impaired microvascular reserve. Endothelial function also is 
impaired by increased pressure pulsatility. Increased arterial stiffness is associated 
with abnormal blood flow patterns, which increase the transmission of pulsatile 
energy into the microcirculation, damaging it. These abnormal physical forces in 
the arteries also trigger atherogenic, hypertrophic, and inflammatory responses, 
which may contribute to multisystem end-organ damage. In the brain, patho-
logic studies have demonstrated arteriosclerotic changes in small vessels in brain 
regions with white matter hyperintensity [33].
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