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v

Wireless sensor networks (WSNs) cover an extensive range of applications in vari-
ous areas, including control networks, health care, smart living scenarios, smart 
industries, real-time production monitoring and many other domains. Internet of 
Things (IoT) has ensured smart human being life, through communications among 
objects, people and devices. Therefore, transfer of Internet from things (termed as 
people, objects and devices) towards an Internet of Things (IoT) and incorporation 
of WSNs in to IoT enable sensor nodes join Internet dynamically in order to cooper-
ate and accomplish responsibilities. However, when WSNs become a part of the 
Internet, there is a need to carefully investigate and analyse the issues involved with 
WSN-IoT integration.

IOT can be defined in various ways. It involves many features of life such as con-
nected homes, roads, devices and cities which can trace an individual’s behaviour. 
It is expected that around 1 trillion Internet-connected devices will be accessible 
with mobile phones as the only one means of the applications connecting all of 
associated things. It is the IoT only which made billion objects to interact and com-
municate all over public and private worldwide networks. Around 12.5 billion 
things were connected in 2010-2011. The IoT approach has attracted many research-
ers due to its huge future-predicted impact on the daily life of people and society. 
Remote communication with the help of new mobile applications is made possible 
with the help of tiny nodes known as sensors. Therefore, WSNs have become the 
crucial subpart of the IoT platform. When things are connected in a network, they 
work together as the one scenario and provide service as a whole and not as a col-
lection of independently working devices. This is useful for various real-world 
applications and services. For example, this approach would be useful for smart 
homes, smart transportation, smart healthcare, etc. IoT is useful for the needy and 
disabled people because it serves and supports many human activities at a huge scale.

Machine learning techniques, block chain services, cloud services, security para-
digms, named data networking, software-defined networks have boost up the IoT 
technology at a large platform and have made it more sustainable. WSNs are well 
suitable for long-standing environmental data retrieval for IoT illustration.
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The editors would like to offer an overview of recent developments in WSN and 
IoT integration. It will lead to introduction of various approaches like protocols, 
smart city scenarios, black chain technology, SDN, NDN, etc. Current research on 
various approaches and subareas is given to help the researchers to find out the clas-
sification for their new research areas. Beginners can make themselves aware about 
the current trends by the overview of the diverse approaches. It is beneficial for the 
students who are involved in technical studies. The aim of this book is to present 
some of the most relevant results achieved by applying technical approaches to the 
research on WSN-IOT integration. The unique aspect of the book is to present mea-
surements, experiences and lessons obtained by reviewing recent technologies and 
areas of WSN and IoT.
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Software-Defined Networking Framework 
Securing Internet of Things

Himanshi Babbar and Shalli Rani

1  Introduction to Internet of Things (IoT)

The Internet plays a very essential role in the scenario of the latest wireless telecom-
munications. The IoT was first coined by Kevin Ashton in the year 1998 and has been 
pondered as the interaction and collaboration of smart objects (things) [1]. The influence 
of IoT leads to the novel context of the forthcoming applications and services. There are 
multiple objects that serve as the basic building blocks, including sensors, mobile 
phones, radio frequency identification (RFID) tags, etc., which are the various key com-
ponents of IoT. Therefore, to fulfill the basic necessities of users, the smart objects are 
able to sense, gather, and transmit the data. Internet of Things is defined as follows: it 
“permits the people and things to be interconnected anytime, anywhere, anyplace, any-
thing and anytime by using any pathway or any service” [2]. The main goal of the IoT, 
which is shown in Fig. 1, is to generate a preferable world for the human beings in which 
the objects surrounding our environment know what we like and what we want, etc.

IoT is broadly classified into three layers:

• Perception Layer: The role of this layer is to sense and gather the data from the 
real life and physical world. Due to its functionality, it has become the core layer 
of the IoT [3]. The main key components of this layer are RFID devices, GPS, 
and camera-enabled devices.

• Network Layer: The responsibility of this layer is to interchange information and 
transfer data.

• Application Layer: This layer provides the human-to-machine interface. 
Nowadays, machine-to-machine (M2M) interface is the important and frequently 
used application form of the IoT [4].
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The value that is added into the business using IoT is generated by the informa-
tion that has been gathered by the devices of IoT which have gone through various 
five phases of IoT lifecycle:

 1. Create Phase: in this phase, devices or sensors gather the information from the 
physical environment surrounding us. The data that is generated from smart 
devices can be used to produce understanding that can help the businesses, part-
ners, etc.

 2. Communicate Phase: in this phase, the events that are generated are transmitted 
through the network in the appropriate destination.

 3. Aggregate Phase: data that was gathered is aggregated by the devices itself.
 4. Analyze Phase: wherein upon the further experienced analytics, the data aggre-

gated is needed to produce the basic patterns and hence optimize the processes.
 5. Act Phase: where appropriate actions are being performed on the basis of infor-

mation that is being generated [5].

1.1  Bits of Software-Defined Networking

With the increasing services of cloud have undertaken the researchers to think again 
on today’s architecture of the network. The equipment used in today’s network are 
load balancers, firewalls, Intrusion Detection System, etc.; these devices and net-
work appliances are hard to manage and difficult to reconfigure and reinstall, so in 
the upcoming years, Software-Defined Networking (SDN) would be the recent and 
hot topic. In traditional networks, many devices of the network have routers and 
switches that are comprised of forwarding plane, control plane, and application 
plane, and these are embedded into the network device [6]. In SDN, control plane 
(how the packets are forwarded and where to forward the packets) and data plane 
(handles the packet with respect to the rules that are defined in the control plane) are 
decoupled from each other; by decoupling it has changed the resources of the net-
work into programmable, automation and network control to make it more scalable 
and flexible enough [7].

Fig. 1 Internet of Things
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In traditional networks, the approach followed had certain boundaries, so the 
solution for this is SDN.  SDN has some basic features: (1) In the previous few 
years, SDN had attracted many academia and industries and had many pros due to 
the network virtualization. (2) The main significant characteristic of SDN is the 
division of control plane and data plane, as one plane handles single network com-
ponents that can manage and control the different elements of the data plane [8]. (3) 
So, in this case, SDN furnishes the solutions to all the issues that are in the tradi-
tional network which comprises of the separation of the control plane for each 
device of the network. There are various components of SDN: OpenFlow protocol 
(interface between control plane and OpenFlow switch), Open vSwitch (OpenFlow- 
based switches), controllers in Software-Defined Networking (POX, Ryu, 
OpenDaylight, Floodlight), and applications of Software-Defined Networking (hub, 
switch, routers, firewall, and load balancer), which is explained in Fig. 2.

Software-Defined Networking (SDN) emerges as one of the noteworthy forms of 
networking concepts. It helps in lubricating a convenient and efficient flow of network 
control that facilitates the cost of investment in the meantime which is availing the 
huge number of users [9]. SDN has transposed the way of managing the network, and 
it is defined by two different tendencies: (1) SDN disassociates the control level (con-
trollers) from the data level (forwarding plane). (2) Decoupling makes the control 
level programmable by the end users. In conventional networks, it is hardly possible 
to separate the control level from the data level. Therefore, the end users had to be 
dependent on the merchants for the configurations of a software network and its users. 
In this traditional network, data plane informs your data where it is required to go and 
control plane is situated inside a switch or router; in this, one device could take the 
decision of progressing the packet, and it also is in charge of maintaining the routing 
table information and required to reserve the data, and SDN was refined to design, 
build, and manage the networks that decouple the network layer and forwarding layer 
becoming directly programmable by the source automation tools [6].

Fig. 2 Software-Defined Networking
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1.2  Role of Software-Defined Networking in the Internet 
of Things

Nowadays SDN can be utilized as the overlay for the adoption of IoT into the real 
world. Any of the objects in IoT can be interconnected with another object with 
respect to the network cable of SDN. So, each device in the network has the IoT 
agent that communicates with the IoT controller as shown in Fig. 3 [10].

IoT Agent: In order to gain the objective of users, IoT agent has to be supervised 
to detect, accumulate, and break down the information from the physical environ-
ment. Every IoT agent needs to be enrolled with the controller of IoT having the 
details that incorporate the address and item’s identifier and collaborate with the 
network protocol and the hidden system.

IoT Controller: Important choices will be taken by the agents of IoT on the basis 
of the data or information provided to them. These choices are reflected in the dedi-
cated physical network via the controller of SDN. Controller of IoT, on recieving 
the request of connection from the agent of IoT will develop the forwarding rules on 
the basis of networking protocols; they utilize and collaborate these guidelines to 
the controller of SDN. Once the goal address is received by the controller of IoT, it 
is required to seek it in the network. This turns out to be simple as the agents of IoT 
will be registered with the controllers of IoT and they necessitate their respective 
location or identifier [9].

Fig. 3 SDN-based IoT architecture
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SDN Controller: This controller creates the path of the network that interconnects 
both the objects by running an algorithm based on routing with the topology infor-
mation that is produced from both IoT and levels of SDN.

1.3  Integration of SDN and IoT

IoT and SDN are the two prominent technologies that are rising toward the growth 
and development of society. The main goal of IoT is to interconnect the objects to 
the Internet, whereas SDN provides the uniformity for the management of the net-
work by disassociating the control plane from the data plane [2]. The devices con-
nected to the Internet are in billions, and the network management is a difficult task 
for the huge distribution network.

Since we all know that scalability and flexibility are the most common chal-
lenges that service providers are facing, various researchers have been exploring 
the various alternative solutions that include SDN which increases the bandwidth 
of IoTs. The most important feature of SDN is the decoupling of the control plane 
from the forwarding plane. In conventional networks, all the routers in the network 
devices apply to the high-level algorithms [11]. In SDN, the decision process is 
being controlled and managed by the controller of SDN, and forwarding of data is 
being managed by the switches. Simplification of devices of the network and cen-
tral management are the two most prominent features of SDN. Since we know a 
massive number of devices of the network that exists, we can take advantage of the 
reduction in their costs. In conventional networks, each device of the network can 
handle all the updates by itself, but in SDN, they are managed centrally. So, net-
work devices meet the static requirements of the network because of the environ-
ment of IoT is flexible enough as conventional networks are unable to meet the 
requirements of the user. Integration of SDN clarifies the simplification analysis 
and the decision- making processes. SDN facilitates debugging of the tools that can 
be used in the environment of IoT so as to increase the ability of the network in 
gathering the data for the purpose of debugging [2]. Therefore, the facilities availed 
for the integration of SDN-IoT have been diagnosed in various domains that include 
smart transportation, smart grid, etc. Integration of SDN and IoT provides the secu-
rity in IoT because many mechanisms are being easily implemented by exploiting 
the features of SDN.

2  Threats and Vulnerabilities in Internet of Things

There are various challenges in IoT, and they are both technical and social to over-
come the adoption of IoT explained in Fig. 4.

Software-Defined Networking Framework Securing Internet of Things
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2.1  Security

Gadgets in IoT are wireless and are situated near public places. These challenges in 
IoT are separated into technological and security challenges [1]. The creative chal-
lenges emerge due to the heterogeneous and universal nature of IoT gadgets, while 
the security troubles are related to the norms and functionalities that should be 
maintained to accomplish a protected framework. There are various parts to ensure 
security, including:

• The item running on all IoT devices ought to be endorsed.
• When an IoT device is turned on, it ought to firstly confirm itself into the system 

before transmitting information [12].
• Since the IoT devices have obliged estimation of memory capacities, firewalling 

is significant in IoT framework to channel bundles facilitated to the devices.
• The updates and fixes on the device should be presented with the end goal that 

additional information exchange limit isn’t consumed.

2.2  Privacy

We explained the significance of safeguarding protection in IoT.  In this, we will 
delineate the difficulties of IoT arrangement on safeguarding protection. The diffi-
culties can be isolated into two classifications: information accumulation strategy 
and information anonymization.

• Information Accumulation Strategy: It defines the policy in the middle of gather-
ing the information where it imposes the type of data that is gathered and the 
access control of a thing to the data [2]. Using the information gathering policy, 
the amount of information gathered is bounded in the information accumulation 

Fig. 4 Challenges of the 
Internet of Things
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phase. Since we know that gathering and storing of personal information is 
secured, privacy preservation can be ensured.

• Information Anonymization: For ensuring the information anonymization, the 
most desirable techniques are the protection of cryptographic and concealment 
of data relations. By the diversity of the things, multiple unique cryptographic 
schemes may be taken into consideration.

2.3  Authentication and Authorization

Authorization is defined as the procedure that determines whether the entity or user 
can access the resources. For example, reading or writing of data, executing the 
programs, and controlling the actuators. It includes rejecting or revoking access, 
especially for someone or something that is malicious [13].

Authentication is defined as the procedure that recognizes the entity and is neces-
sary for authorization. In general, authorization is not possible without authentica-
tion. How might we concede or deny access to a person or thing that we don’t 
think about?

Each and every object in the IoT must be able to undoubtedly recognize and 
authenticate these objects. The undergoing process may become very challenging 
due to the nature of IoT and various number of entities being involved; aside from 
that, many of the times, objects may require to communicate with one another for 
the first time, and because of all of these, a mechanism was developed to mutually 
authenticate the entities in each and every interaction in the IoT [14].

3  Security Challenges of Software-Defined Networking

There are multiple attacks that were conducted in a very much complex way. As 
defined in the structure of SDN, there are challenges in security that were concluded 
in two different aspects:

3.1  Challenges Based on Hardware

Controllers are considered as the primary source for the attackers as the controller 
is said to be a centralized gadget, which acts as the brain of the network. There are 
numerous conventional approaches, and behavior of various latest attacks is effi-
cient and effective in making the controller disabled. For example, Classic DDoS 
assault can choose the controller as the objective [15]. Aggressors can generate an 
enormous number of fraud packets and transmit them to the switches simultane-
ously. All the fraud packets are considered as new in switches which would later 
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generate the least or equal amount of the fraud transmission of requests to the 
 controller. So, in this way, computational assets of the controller will be drained in 
not much stipulated time.

The switch has also been considered vulnerable in the mind of attackers. As 
switches have very least execution in the hardware resources, aggressors can ini-
tially assault the channel of correspondence between the controllers and switches; 
therefore, according to the OpenFlow protocol, the switches would be likely altered 
into the independent mode or the fail-secure mode [16]. This would definitely be 
harming the performance of the network.

3.2  Challenges Based on Protocol

There is a huge growth in the development of OpenFlow, still various aspects are 
there to be undertaken. The upcoming version of OpenFlow instead of the first edi-
tion creates the mutual authentication optional between the controllers and switches. 
So, the OpenFlow protocol may also be undertaken to induce the challenges of 
security at the system level [17]. Controller deals with the various modules for the 
effective management of network and monitoring.

4  Security Attacks in Internet of Things

As talked in the past section, IoT is classified into three layers: perception layer, 
network layer, and application layer. Perception layer is comprised of different 
types of sensor devices that include RFID, barcodes, etc. The main motive of this 
layer is to acquire the data from the physical environment by the use of sensors and 
then transmit it to the network layer. The main aim of the network layer is to send 
the data that is gathered from the previous layer to any specified information pro-
cessing system through the Internet [4]. IoT security is one of the biggest challenges 
due to the diversification, complexity, etc. On the basis of these vulnerabilities, we 
have categorized the attack into four different categories:

• Physical attack
• Network attack
• Software attack
• Encryption attack

From each of the above-listed attacks in Fig. 5, there would be one most danger-
ous attack in each from all the attacks available. From the Physical Attack, Malicious 
Node Injection Attack has been considered as the most dangerous attack. This attack 
is transforming the data and inhibits all the services. Network Attack, Sinkhole 
Attack has been taken as the most threatening attack. In this, the attacker can install 
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threats such as modifying and dropping the packets. Software Attack, Worm Attack 
is a risky attack. This attack is the riskiest form of attack on the Internet nowadays. 
It is the self-owned program which destroys the PC by the use of security holes in 
the networking hardware and software. It can even erase all the files from the system 
and even thieve all the data like passwords; passwords can be changed without 
informing the user. Encryption Attack, Side Channel Attack is the most unsafe 
attack and not easy to handle. It is tough to perceive as an attacker uses the side 
channel information to perform this attack.

Description of the attacks is given below:

• Malicious Node Injection Attack: This assault is also known as the man in the 
middle assault. The adversary can create a new malicious node among the two or 
more than two nodes. The attacker can set up a latest malicious node between the 
sender and receiver nodes by using this mechanism; it inhibits all the present data 
from one end to the other in the system of IoT. In this attack, assailants immunize 
a new malicious node among two or more nodes physically. It later changes the 
data that crosses the phony information to all the other nodes. So, the attacker 
used several nodes to execute the malicious node injection attack [10]. The 
enemy firstly adds the replica of the node B and then later on adds all the other 
malicious nodes. Both of these nodes conjointly perform the attack. Thus, the 
collision is being arisen at the victim node. As the attacked node is unable to 
transmit or receive any packet, to forestall this assault, we have used the monitor-
ing verification (MOVE) scheme. Now they can check the node monitoring con-
clusion and identify correctly any malicious behavior. According to the 
acknowledgment, the node that was checked will assume the liability of whether 
the node is malicious or not.

Fig. 5 Attacks in the Internet of Things
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• Sink Hole Attack: This type of attack tempts all the traffic from the wireless sen-
sor network nodes and produces the metaphorical nodes. So, this attack inhibits 
secret information and also disproves the network service by relinquishing all the 
packets rather than passing them to their desired destination. In this, the enemy 
adjusts the node that lies in the network and executes the attack by the use of this 
node [10]. The adjusted node transmits the fraud information of routing to its 
neighboring nodes that have the least distance path to the base station and then 
inhibits the traffic. It then modifies the data and later drops the packets.

• Worm Attack: In this type of attack, the attacker has a great impact on the IoT 
system by injecting the malicious software there in the system which results in 
different outcomes. So, this type of attack affects the system by denying its ser-
vices, modifying the information, and getting access to all personal information. 
The enemy can degenerate the system by utilizing the malicious code. In this 
way, these codes are dissipated through email connections, downloading all the 
documents from the web [4]. The worm, therefore, has the ability to reproduce 
itself without the utilization of human intervention. We can now utilize the indi-
cator of the worm, IDS, etc. so as to distinguish the infection.

• Side Channel Attack: In this, the attacker uses the side channel information that 
is changed by the devices that are in encrypted form. Information is neither in 
the plaintext nor ciphertext form. Side channel attack stores the information 
about the time required to execute this operation; then attackers reuse this 
information to detect the encryption key. By this way, the adversaries get access 
to the hacked data by the use of some technique or mechanism known as elec-
tromagnetic analysis and power.

5  Software-Defined Networking-Based Ad hoc Architecture

OpenDayLight Controller is being set up as default on the equal interaction. 
Complete access to the switch is permitted, and controllers have similar rules. On 
the basis of the approach followed, we have highlighted the “Multiple SDN 
Controller Architecture for the Ad-Hoc Networks” [14]. It comprises of SDN-based 
architecture as mentioned in  Fig. 6.

• Legacy interfaces: the physical layer
• Programmable layer: virtual switch compatible with SDN and controller of SDN
• Operating system and their individual applications: the layer of operating 

system

The proposed ad hoc architecture of SDN as given in Fig. 6 consists of the legacy 
interfaces which are interconnected to the virtual switch and is dominated by the 
controller of SDN. We all know that the controllers of SDN in every node are con-
trived in the equal interactions. In this case, they will not have the requirements of 
being interconnected through them. Simultaneously the controller of SDN can 
expand the security and availability among each of the nodes [18]. One of the main 
accomplishments of this architecture is its similarity with the SDN legacy network. 

H. Babbar and S. Rani



11

As every node in the ad hoc system has an embedded SDN-compatible virtual 
switch and the controller of SDN, we can essentially associate the ad hoc system to 
the legacy network so as to develop the domain of SDN.

In the ongoing work done so far, we have discovered that the domain of SDN is 
regularly constrained to the system with the infrastructure. Ad hoc users have to 
incorporate utilizing all the other nodes in this configuration that are associated 
legitimately to the area of SDN. In our proposed design, the area of SDN is 
upgraded so as to incorporate all the other devices of Ad-Hoc Architecture. The 
solution emerged from the architecture of Ad-Hoc, as shown in Fig.  7, which 
involves arranging the OpenFlow virtual switch in every ad hoc node. This sort of 
arrangement empowers the ad hoc nodes to interconnect to the network as a fea-
ture of the area of SDN [14].

6  Conclusion

IoT has emerged as one of the important topics of research. It facilitates the inter-
connection of various objects and sensors to integrate with one another without the 
need for human intervention. We have contributed to the review of the IoT security 
threats and vulnerabilities. In this chapter, we have proposed an SDN-based ad hoc 
architecture with multiple controllers. Moreover, our proposed concept can be used 
in the context of the ad hoc network and IoT. This is the foremost step toward the 
building of a secured framework of SDN based on the environment of IoT. We have 
made an attempt to focus on the various issues and attacks of security in the field of 
IoT and SDN.

Key Points to Remember
 1. The Internet of Things was first coined by Kevin Ashton in the year 1998 and 

has been pondered as the interaction and collaboration of smart objects (things).
 2. The main goal of the Internet of Things is to generate a better world for the 

human beings in which the objects surrounding our environment know what we 
like and what we want, etc.

Fig. 6 SDN-based 
architecture
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 3. In traditional networks, many devices of the network have routers and switches 
that are comprised of forwarding plane, control plane, and application plane, 
and these are embedded into the network device.

 4. In SDN, the control plane (how the packets are forwarded and where to forward 
the packets) and data plane (handles the packet with respect to the rules that are 
defined in the control plane) are decoupled from each other.

 5. Every IoT agent needs to be registered with the controller of IoT having the 
details that include address, identifier of the object, communicating network 
protocol, and the underlying network.

 6. The main aim of IoT is to interconnect the objects to the Internet, whereas SDN 
provides the uniformity for the management of the network by disassociating 
the control plane from the data plane.

 7. The facilities availed for the integration of SDN-IoT have been diagnosed in 
various domains that include smart transportation, smart grid, etc. Integration 
of SDN and IoT provides the security in IoT because many mechanisms are 
being easily implemented by exploiting the features of SDN.

 8. Authorization is defined as the procedure that determines whether the entity or 
user can access the resources.

 9. Authentication is defined as the procedure that recognizes the entity and is 
necessary for authorization.

 10. IoT is categorized into three layers: perception layer, network layer, and appli-
cation layer.

OFSwitch

OFSwitch OF-     Open Flow
Wired link

Wireless Link

OFSwitch

Access Point

Ad-Hoc 
Network

OF Enabled Node

Fig. 7 SDN-based ad hoc architecture
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 11. Physical Attack, Malicious Node Injection Attack has been considered as the 
most dangerous attack. This attack is transforming the data and inhibits all the 
services.

 12. Network Attack, Sinkhole Attack has been taken as the most threatening attack. 
In this, the attacker can install threats such as modifying and dropping the 
packets.

 13. Software Attack, Worm Attack is a risky attack. This attack is the riskiest form 
of attack on the Internet nowadays. It is the self-owned program which destroys 
the PC by the use of security holes in the networking hardware and software.

 14. Encryption Attack, Side Channel Attack is the most unsafe attack and not easy 
to handle. It is tough to perceive as an attacker uses the side channel informa-
tion to perform this attack.

 15. On the basis of the approach followed, we have highlighted the “Multiple SDN 
Controller Architecture for the Ad-Hoc Networks.”

 16. The proposed architecture of SDN-Ad-Hoc consists of the legacy interfaces 
which are interconnected to the virtual switch and is controlled by the control-
ler of SDN.

 17. Ad hoc users have to integrate using all the other nodes in this configuration 
that are connected directly to the domain of SDN.
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1  Introduction

In 1999, the term “Internet-of-things” (IoT) was first used by Kevin Ashton. Such 
devices are able to assemble information more accurately and efficiently than a 
person, and this assembled data has possibly changed the human life-style [1]. It 
combines the ‘Internet’ with devices such as sensors, mobiles, actuators, localiza-
tion systems or Radio Frequency Identification (RFID) tags called “things” having 
a unique address and provides a network of different devices. By 2025, the US 
National Intelligence Council expects that chips will resides in everything, includ-
ing paper documents, furniture, and food packaging [2]. The integral elements of 
the IoT are Wireless Sensor Networks (WSN) and Machine-to-Machine (M2M) 
systems. With the arrival of smart homes, cities, and smart vehicles, the Internet of 
things (IoT) has developed as a territory of unbelievable effect, capability, and 
development, and according to the prediction of Cisco Inc., by 2020 there will be 
50 billion interconnected devices [3]. Most of these devices are easily hackable 
because of limited computation, repository, and network capacity; therefore, they 
are unsafe from endpoint devices such as computers and smartphones. To protect 
all these devices from the different kinds of attacks, blockchain technology has 
come into use. Blockchain technology was used by a group of researchers to time 
stamp digital documents in 1991 [4]. In 2008, this technology was reinvented by 
Satoshi Nakamoto for bitcoin (cryptocurrency) [5]. Blockchain has been imple-

P. Kaur · S. Rani (*) 
Chitkara University Institute of Engineering and Technology, Chitkara University,  
Rajpura, Punjab, India
e-mail: pardeep.kaur@chitkara.edu.in; shalli.rani@chitkara.edu.in

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-38516-3_2&domain=pdf
mailto:pardeep.kaur@chitkara.edu.in
mailto:shalli.rani@chitkara.edu.in


16

mented over a wide range of industries, including real estate, finance, healthcare, 
the government sector [6], and the IoT. This explosion occurred because applica-
tions that could only run through a central system can now run without any trusted 
third party through peer-to-peer connectivity with the same functionality and the 
same amount of certainty. Due to the fast development of smart devices, such as 
smart television, cars, and smart phones, with high-speed networking capacity, the 
IoT has achieved vast popularity and acknowledgment. It depicts a network where 
“things” are embedded devices, and they have sensors/chips. These sensors/chips 
are able to communicate through a public or private network [1], and these devices 
can remotely control and provide ideal functionality. The information sharing from 
one node to another node takes place over a network that deploys the standard pro-
tocols of communications. These smart connected devices range from small devices 
to broad machines, and each of these devices contains sensors or chips. For 
instance, according to the American College of Cardiology, Apple Watch’s effec-
tiveness at detecting heart conditions such as AFib is promising; this test is the 
largest ever conducted. Apple watch users who received notifications from the 
watch about an irregular heart beat were given an electrocardiogram device to 
wear. Using the ECG, the scientists were able to confirm that a third of those who 
received a warning from the watch actually had AFib. About 84% of notifications 
from the watch were confirmed to be AFib episodes since the condition can be 
intermittent [7]. Similarly, home devices, such as television, lights, refrigerators, 
and washing machines, can also be controlled remotely through the IoT. Similarly, 
smart cars contain many features such as an auto gear system and auto parking 
system. There are manifold other applications, such as industrial controlling and 
monitoring, location determination at hazard sites, smart badges and tag, monitor-
ing tire pressure, monitoring soil for moisture, pesticide, herbicide, and pH levels, 
as well as peripheral devices, such as joystick, wireless mouse, and games. Home 
automation involves heating, air conditioners, security, lighting, ventilation, auto-
matic curtains, windows, doors, locks, etc.

The IoT is not only available for personal use; it also serves in national needs. 
Different smart devices perform various activities, such as traceability of objects 
through chips so that the current location of an object can be known, interconnectiv-
ity in automobiles, placing the chips on birds helps to uncover areas for maps, moni-
toring surgery in hospitals, identifying climate conditions, and distinguishing proof 
of creatures using biochips. The information gathered through these devices is used 
in real time to enhance the performance of the entire framework. Distributed com-
puting gives the virtual framework to utility processing, which incorporates exam-
ine devices, repository devices, visualization platforms, analytics tools, and 
customer shipments [8]. On demand customers can access the data from anywhere 
at any time. Smart connectivity with existing networks using the network’s resources 
is an essential element of the IoT.
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2  Security Requirement for the IoT

2.1  Privacy, Integrity, and Confidentiality of Data

In IoT networks, data travels over various devices; therefore, to ensure the confiden-
tiality of data, cryptography techniques such as the encryption decryption mecha-
nism of data are required. For pernicious goals, attackers may attack the data stored 
in IoT devices by modifying that data to violate its integrity.

2.2  Authorization, Verification, and Accounting

Authorization mechanisms ensure that information access is only provided to autho-
rized users. Authentication is essential in IoT devices to secure the communication 
between two parties. The devices in the network must be verified so that privileged 
access can be given to specific devices. Because IoT architecture contains heteroge-
neous devices, the verification mechanisms must be diverse. The combination of 
verification and authorization provides a proper secure and trustworthy environment 
for interaction. Accounting represents the source utilization, and a solid mechanism 
for protecting the network framework is given by evaluating and maintaining 
records.

2.3  Services Availability

Denial-of-service attacks might block the availability of services given by IoT 
devices. To degrade the services provided by IoT devices to their users, at various 
levels attackers use different attack approaches, such as Spoofing attacks, Sinkhole 
attacks, Blackhole attack, Buffer reservation attack, jamming adversaries or replay 
attacks.

2.4  Energy Efficient

With low power consumption and short storage memory, IoT devices provide services 
to their users at very low cost.

By producing unnecessary artificial service requests, attackers cause network 
overflow to exhaust the IoT devices, resulting in an increase in power utilization [3].
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3  Failure of Single Point

A regular development of heterogeneous systems on the IoT-based framework may 
disclose countless single-points of failure. It is necessary to develop a protected 
environment for a large network of IoT devices.

4  Attack at Access Level

Attackers can access IoT devices in two ways:

Passive attack: In this type, the attacker can only read the data that is sent from 
sender node to receiver node.

Active attack: In this type, the attacker can read as well as modify the data over the 
communication medium.

5  Categories of Security Issues with Their Solutions

The IoT has a wide range of heterogeneous devices from small chips to large-end 
users. Therefore, security and privacy issues take place at different levels [1]. 
Detecting attacks is essential, as it is the primary step toward constructing a harm-
less and trustworthy wireless network. In recent years, the IoT has been a focal point 
of research, and since everything is connected to the Internet, security and protec-
tion of broadcasted and stored data are the main concerns in IoT applications. 
As security threats, various vulnerabilities exist at different levels.

5.1  Security Issue at Low Level

 Jamming Attack (Denial-of-Service)

The jamming style attacks occur due to a shared medium in wireless networks. In 
this type of attack, a jammer repeatedly ejects radio frequency signals to block the 
traffic on the network [9, 10]. A jammer remains silent when there is no action taking 
place over the channel but when it identifies activity on the channel it starts interfer-
ence over the network and stops following MAC protocols. Before transmitting it 
does not wait for channels to become ideal. Sometimes, instead of injecting bits, it 
alternates the network between sleeping and jamming. As a result, the attacks target 
the reception of messages. There are four categories of jamming attack models: 
(a) Constant (b) Deceptive (c) Random, and (d) Reactive jammer [11].
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For wireless sensor networks, a jammer is an element that is intentionally 
attempting to hamper communication to corrupt packages over transmission. The 
presence of a jamming attack can be determined by different techniques such as 
signal strength (ambient energy) and carrier sensing time. Both of these techniques 
are able to detect a constant jammer and deceptive jammer but are not able to detect 
random and reactive jammers effectively. Xu et  al. [11] proposed a technique to 
identify jamming attacks through the procedure of successful Packet Delivery Ratio 
(PDR). The PDR is either calculated by the sending node or by the receiving node 
in communication. The PDR on the sender side is evaluated by keeping track of 
acknowledgements received from the receiver. On the other hand, the PDR is evalu-
ated by the ratio of packages that pass the Cyclic Redundancy Check (CRC) to the 
number of packages that reach the receiver side. There are two detection algorithms: 
(a) Consistency check signal strength can be achieved by evaluating PDR between 
each node with its neighboring nodes and then checking whether this PDR value is 
consistent with signal strength. (b) Consistency check location information uses the 
PDR value to indicate the link quality and provide location information of the 
WSN. The jamming status of a node can be concluded by checking whether the 
node’s calculated PDR value is consistent with the given location of its neighboring 
nodes. A High PDR value means neighboring nodes are close to that particular 
node, and if all neighboring nodes have low PDR values, it means the node is 
affected by a jamming attack.

Another anti-jamming technique is dependent upon the integration of error- 
correction codes with cryptographically strong interleaves (i.e., attackers are not 
able to estimate the interleaving function). Existing anti-jamming systems depend 
upon a broad utilization of spread-spectrum techniques utilized at the bit level to 
protect data packages. This kind of technique independently assures bits from jam-
mers and are satisfactory for sound communication in which the jammer blocks the 
communication channel so that packages would not reach their destination in the 
appropriate time. The interconnecting nodes use a high-gain spread sequence to 
reduce the energy of jammers. In a “non-error-correction” encoded data package, a 
single bit error causes deprivation to the loss of the full package generating a CRC 
error [12].

 Insecure Initialization

For appropriate functionality of an integrated system without breach security and 
privacy of network services, a secure method is required to initialize and configure 
the IoT framework at the physical level. Due to the broadcast behavior in wireless 
networks at the medium access control (MAC) layer or network layer, communica-
tion over the channel is generally vulnerable to intrusion by unauthorized receivers. 
That is why security becomes an essential issue as well as a challenge. Cryptographic 
technologies are the center attraction of security issues; however, they also have 
some limitations including computational complexity because it is tough to perform 
resource constrained wireless networks and proper arrangement of secret keys [13].
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The existing physical layer security mechanism was introduced by Pecorella 
et  al. [14], and these mechanisms are categorized into four parts on the basis of 
physical characteristics such as secrecy transmission capability, channel fingerprint, 
spectrum spreading of signal power, and cooperative. The physical layer technique 
is used to upgrade secrecy for WSN in which an unauthorized user is unfamiliar 
with the communication channel or the communication channel of an authorized 
user is less noisy than for an unauthorized user. The secrecy transmission rate is the 
rate at which secrecy data is transferred from sender to receiver, and both of them 
are assured that there is no eavesdropper within the specific area. The maximum 
secrecy rate is called its secrecy capacity.

Using the physical layer security technique makes it more challenging for attack-
ers to analyze the broadcasted data [13]. Signal processing methods play an essen-
tial role in developing physical-layer secrecy in multiantenna wireless systems. In 
the data transmission phase, artificial noise and secrecy precoding transmission 
mechanisms are appropriate ways to expand the signal quality difference at the 
intruder [15].

 Low Level Sybil Attack

Sybil attacks are popular in peer-to-peer networks where the communicating 
medium is broadcasting and are generated because of malicious Sybil nodes, which 
operate a huge number of forged identities. By using random medium access con-
trol (MAC) protocols a Sybil node might throw a channel demand message of high 
rate to an access point to mimic a huge number of clients so that the IoT applica-
tion’s performance can be degraded. As a result, appropriate nodes in the same 
network are refused access once the Sybil node has dominated an access point’s 
channel schedule [16]. One approach to execute a Sybil attack is to have the Sybil 
node directly interact with appropriate nodes, and when this appropriate node 
broadcasts a message to the Sybil node, the existing malicious node reads the infor-
mation. A second approach is that no appropriate node directly interacts with Sybil 
nodes. Messages broadcasted to a Sybil node are transmitted through one of these 
malicious nodes, and that intermediator malicious node pretends to pass on the 
information to a Sybil node [17].

In Sybil attacks, a malicious node illegally claims a huge number of forged iden-
tities and exhausts resources over the network. In a Rich-scattering environment, to 
detect Sybil attacks, Hong et  al. [15] introduced a channel-based authentication 
method that uses the uniqueness of channel responses in indoor and urban environ-
ments. The Sybil indicator includes a test measurement that is selected on the basis 
of attack procedure, number of claimed identities, and synchronous access points. 
The test examines various parameters such as number of channel estimates, total 
users, Sybil users, access point, bandwidth, and signal power. Demirbas and Song 
[18] find Received Signal Strength Indicator (RSSI) to be a reliable and time- 
varying solution to Sybil attacks because it does not burden WSN with keys pair. 
When the destination node receives a message from the sending node, the receiver 
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joins the sender identity with RSSI of the message. When other messages using the 
same RSSI associate with various sender identities, the receiver will be able to 
detect the Sybil attack.

 Spoofing Attacks

Spoofing attacks such as IP address spoofing attack and address routing protocol are 
genuine risks and occur when a malicious party mimics another user in a network to 
eject attacks so that it will be able to read stored or transmitted data from the sender 
to the intended receiver. It is necessary to identify the existence of spoofing attacks 
and remove them from the network. Using cryptographic verification is the conven-
tional way to deal with such attacks [19].

Full-scale cryptography authentication is not enough for identity verification; it 
needs a proper key-management system, further infrastructure and computational 
load. K-mean cluster analysis is the mechanism for identifying spoofing attacks 
along with locating the address of the performers of the attacks. The position of the 
attacker can be identified by using localization algorithms, which are based on area 
or point. The functionality of the K-means spoofing identifier is calculated in terms 
of detection rates and receiver operating characteristic curves. Normally, the gap 
among the original node and spoofing node can be predicted with a median error of 
10 feet [19]. Another approach, proposed by Xiao et al. [20], is a rich scattering 
environment, the physical layer technique for upgrading authentication. This tech-
nique uses hypothesis test and channel frequency response measurements to distin-
guish between unauthorized and authorized users. Another approach proposed by 
Li et al. [21] is the idea of a forge-resistant link related to transmitted packages and 
when forge-resistant consistency verifies, which allows other network items to 
identify abnormal functionality.

 Sleep Deprivation Attack

Sleep deprivation attack is a destructive attack and especially appears in a link layer, 
where a pernicious node insists for appropriate nodes to waste their power by 
restricting the sensor nodes from going into low power sleep mode. The main aim 
of this attack is to enlarge the power consumption of the target node. In the 
6LoWPAN environment, when a huge number of activities are performed at a time 
it causes reduction of battery life.

Rivest et  al. [22] introduced a system of cluster-based layered technique to 
design a lightweight Insomnia Mitigating Intrusion Detection System (IMIDS) that 
can mitigate this kind of attack without utilizing MAC protocols, such as G-MAC, 
S-MAC, B-MAC, and T-MAC. The goal of this system is to increase the lifetime of 
the WSN, and this system framework can productively relieve sleep deprivation 
assault in WSN. Computer Simulation conclusions in MATLAB display the viabil-
ity of the introduced model in finding sleep deprivation attacks. Bhattasali and 
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Chaki [23] solve the problem of WSN by utilizing multiagent and semantic tech-
niques. Network security consists of two categories: prevention-based techniques 
and detection-based techniques. At the point when an interruption happens, 
prevention- based techniques are regularly the main line of defense against assaults. 
After the failure of prevention-based techniques, then the detection-based technique 
is used to identify and exclude the attacker. The detection-based technique is further 
categorized: misuse detection and anomaly detection. After attack, misuse detection 
is used to define a changed pattern from the original pattern. Anomaly detection 
uses a set of typical profiles and distinguishes uncommon deviations from the ordi-
nary conduct as anomalies.

5.2  Security Issues at the Intermediate Level

At the IoT network layer and transport layer, intermediate-level security issues take 
place that are primarily concerned with session management, routing, and interac-
tion between nodes.

 Fragmentation Caused Replay or Duplication Attacks

The fragmentation procedure is a breakdown of an IP datagram into small packages 
so that they can be easily transferred over different networks from a sender and 
assembled on the receiver side. A datagram receipt consists of the sender’s address, 
receiver’s address, size of datagram, and tag of datagram. Several styles exist where 
attackers can use fragmentation to percolate, causing denial of service or replay 
attack to networks. Only a sender and receiver is required for fragmenting and reas-
sembling of packages. Thus, in-between routers and switches should not include the 
fragmentation process. If the IP package is modified in between sender and receiver, 
a security hole exists. An attacker can block the successful transmission of packages 
at the destination node. Additionally, an attacker can manipulate the datagram 
receipt based on which sensor nodes will suffer from re-booting, performance can 
be stopped or shutdown, because of re-sequencing of packages re-assembling buffer 
overflowed at receiver side, exhausting processing sources, etc. Some IP package 
fragmentation attacks include ping of death, jolt, fragrouter, new teardrop, and tiny 
fragmentation. [24].

Kim [24] introduced a replay attack protection technique. This technique adds a 
timestamp for unidirectional fragmented packages and a nonce for bidirectional 
fields to the datagram receipt. Without any serial number, timestamp and nonce 
provide security against replay attacks. The main aim of the timestamp filed is to fit 
a datagram within a single frame by dividing it into small packages. All packages, 
except the last one, are a multiple of eight bytes. The nonce field consists of an 
arbitrary number of at least 6 bytes that is chosen by the sender of the requesting 
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message. The main aim of nonce is to ensure that packaging is a fresh reaction to a 
request sent previously by the node.

Hummen et al. [25] proposed two other approaches: content chaining scheme 
and split buffer. In the content chaining approach, a node is able to cryptographi-
cally check that accepted fragments at the receiver end belong to the same package 
on a pre-fragment basis. In the split buffer approach, the appropriate sender directly 
competes with an attacker to assemble buffer sources and splits the assembled buf-
fer into fragment-size buffer slots. The buffer slot will be filled when a complete 
package has been delivered or overload condition is reached. If overload condition 
is reached, then the node has the capability to take the decision of which package to 
discard, and this decision depends upon per-package scores. Packages with lower 
score will be discarded, and those with highest score will be accepted.

 Buffer Reservation Attack

The buffer reservation attack reserves the memory space of the receiving node for a 
time period of package reassembly timeout. If all fragments are delivered success-
fully, the attacker benefits from the recipient of a fragmented package not being able 
to determine that most of the space has been misused by the attacker. The receiving 
node in the network is the buffer space used to store the fragmented packages for 
assembly, and the attacker can misuse this space by sending inadequate packages to 
the target node. The space is occupied by these inadequate packages, causing the 
overflow condition. Now the targeted node has to discard some packages.

The attacker can block this space at very low cost. Hummen et al. [25] proposed 
a scheme that increases this cost for the attacker so that the attacker has to send 
inadequate fragmented packages continuously in short bursts to keep the network 
busy and reserve space at the target node and the appropriate node would not be able 
to reserve space for package assembly at the receiver end, causing the buffer reser-
vation attack to suffer from a flooding attack. Thus, the attacker gains no advantage 
by sending unfragmented packages to the target node.

Another approach sets the reassemble timeout of fragmented packages to 60 sec-
onds to handle fragment loss during communication. The goal of this timeout is to 
decrease the space occupied by incomplete reassemble fragments. When this time 
runs out, the receiving node will drop all the incomplete fragments so that memory 
can be free for new fragmented packages.

 Insecure Neighbor Discovery

In IoT development architecture, each device has to be especially distinguished over 
the network. It is necessary to secure the particular channel through which informa-
tion is to transfer to a specific destination in the end-to-end message communica-
tion. The sensors in WSN have less power, are less expensive, of small size, and are 
capable of doing small computations. Thus, these sensors are penetrable to different 
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attacks, such as man in middle of communication of two nodes, tracing of router, 
and duplicate address identification, and these are neighbor discovery attacks. If the 
neighbor discovery signals penetrate toward wormholes (discussed later), the appro-
priate nodes will get the wrong routing information about their neighbors. This 
might prompt the decision of a non-existence route [26].

To secure neighbor discovery packages directly, a security framework with mod-
ules is explained by Riaz et al. [27], and it can be achieved by using an IP security 
authentication header with a pair of symmetric keys. This pair of keys is only known 
to participation nodes of the network. However, it stills faces some security issues, 
and to overcome this problem it uses a public key signature for verification of neigh-
bor discovery packages. When one node finds its neighbor node, before set up com-
munication keys, first it will verify that discovered node by applying some 
verifications methods.

 Sinkhole Attack and Blackhole Attack

A sinkhole is a kind of denial of service (DoS) attack engaged by an inner attacker 
to disturb the functionality of a wireless sensor network. Basically, a sinkhole attack 
happens when a bargained node executes two pernicious acts. The first act is, by 
advertising a favorable path, the sinkhole attracts valid traffic from its surrounding 
nodes by modifying the rank of messages in the destination information object 
(DIO) message. The rank field describes the positivity of the node to its neighbors. 
The bargained node creates false routing rumors that it has power and spreads it to 
neighboring nodes. When the bargained node broadcasts its low rank then all traffic 
moves toward this node, causing its neighbor to choose it as a parent, and it becomes 
the cluster header of each round. The second act is, when all nodes start transferring 
packages to this malicious cluster header, it starts dropping only selected packages. 
A sinkhole attack slows down the process of message sending from the sender node 
to the receiver node to reduce the end-to-end delivery functionality. In a blackhole 
attack, the procedure is the same, except that the malicious cluster header drops all 
the packages.

Weekly and Pister [28] found two methods to overcome the sinkhole problem. 
The first is rank verification and the second is parent failover. These methods allow 
complete packages to be sent to their destination.

The rank verification method necessitates that bargained nodes lower their rank 
by 1 and all the edges in the graph should be of equal weight. Moreover, together 
these techniques are more effective than if they are applied individually. The method 
is based on a one-way hash function such as SHA1 [29] and a hash chain. This 
technique can help to acquire high quality end-to-end performance by upgrading the 
density of routers in the network. The root node begins with any random number 
and calculates its hash. When this hash is broadcasted, the DIO rank is accordingly 
increased or replaced. In the network, before forwarding, the appropriate nodes 
execute further hashing, but on the other hand the bargained node starts communi-
cating with the hash value. After some time, to assure that the routing tree has 
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 converged, for verification by individual nodes, the root node executes a broadcast 
of the random value selected at first to all the nodes in the network. If a discrepancy 
occurs at a node, it means an inauthentic parent rank value.

In the end-to-end acknowledgement method or parent failover method, when the 
root node first transmits the DIO message, it inserts an unheard noise set (UNS) 
attribute to this message. This UNS is approved by the root node so that no one can 
change the transmitted data. The UNS is used to identify the bargained node by a 
sinkhole in the network. After an interval of 10 seconds, non-root nodes transfer 
data. If the root receives this data less than 30%, this node will be added by the root 
to the UNS. Carefully choose the threshold value. When a node receives the DIO 
message with itself involved in the UNS, the node blacklists its parent for conse-
quent intercommunication, so that no node would ever select it as parent.

Firoz et al. [30] introduced two approaches for blackhole attack: local decision 
and global verification. Every node in the network notices the communication 
behavior of its neighbor by eavesdrop data packages transferred by its neighbors, 
and a node identifies a mistrustful node based on the data collection of the commu-
nication behavior of its neighbor nodes. After finding a mistrustful node, the check- 
out procedure starts, and, here, a validating node validates a mistrustful node. 
Verification is started by a query from the root node to find out if it received 
packages.

 Wormhole Attacks and Rushing Attack

In networks, sensors use radio channels to transfer data/information from a sender 
to an intended destination. Malicious nodes intercept the packages and pass them 
through to some other location in the same network and retransfer them, and this 
penetrating process makes a wormhole in the sensor network [26]. If a fast transmis-
sion path lies in-between the two ends of a wormhole, the penetrated packages can 
propagate faster than the normal multi-jump route, causing a rushing attack [31].

The previous approaches require that the node should be prepared with special 
hardware, such as a synchronized clock or antenna. Wang and Bhargava [26] pre-
sented a method to protect a network from such wormhole attacks, MDS–VOW 
(Multi-Dimensional Scaling – Visualization Of Wormhole). In this method, special 
hardware does not need to be attached to sensors, and it selects and combines mech-
anisms from sociology, PC illustrations, and logical representation. By using mul-
tiple dimension scaling, MDS–VOW retraces the network to find the positions of 
fake identities.

 RPL Routing Attack

Due to the increasing demand for wireless sensors with short memory and low 
power, IPv6 Routing protocol was deployed by IETF [32] ROLL Working Group to 
provide routing solutions. The IPv6 Routing Protocol for Low-power and Lossy 
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Networks (RPL), constructs and maintains directed acyclic graphs (DAG) routed to 
at least one base station. The base station compiles the information evaluated by 
other participating nodes in the network and controls these nodes. Thus, the destina-
tion node in the network is the base station. An attacker enters into the base station 
or attacks the nodes near the base station and can modify, intercept, forge, replay, 
and create messages so that they can interfere with the function of the whole net-
work by divert routing toward a large path so that the node batteries are exhausted. 
If the attack impact is major then it will lead to reconstructing of the entire DAG and 
may exhaust the node’s batteries. An attacker can achieve this by modifying the ver-
sion number of the Destination Oriented Directed Acyclic Graph (DODAG) or by 
modifying the DODAG node’s rank value.

The term rank value defines the node’s level in the graph. If the rank is low, the 
node is close to the base station, or if its rank is high, the node is far from the base 
station. Sibling nodes of a particular node also have the same rank value, as a node 
will forward more messages to the closest one. If a node sets one node as a base 
station, a loop can occur in the network. If the network find such loops, and some-
times it is difficult to solve loops, then the whole graph might reconstruct, and this 
construction starts when the base station transfers DIO messages with an upgraded 
version number.

To block loop generation in the network, the RPL follows the rank rules that in 
the network a child node should always have greater rank than its parent. The DIO 
message has the version number as a component, which is correlated to the network. 
At each time, the version number is augmented monotonically by the network root, 
and to revalidate the integrity and enable worldwide occurrence, the root of DODAG 
chooses to form a new version of the DODAG. The version number is channeled 
unchanged down the DODAG as nodes join the new DODAG. For verification ver-
sion numbers and ranks, the proposed security system is known as Version Number 
and Rank Authentication (VeRA) [33] and uses the hash function such as SHA [29] 
and MAC function such as digital signature RSA [33] and HMAC [34]. According 
to RPL protocol, the rank value of a child node is greater than the selected DODAG 
parent node to stop generation of loops, and the rank value of sibling should be 
equal to that node. RPL provides cryptography methods for securing control mes-
sages, but the network is still able to be attacked because sensor objects are not 
manipulation resistant. In RPL, through control messages, the child gets the par-
ent’s information messages, causing it to follow a poor quality route because it is 
not able to check the service provided by the parent node, and it may be possible 
that there is a malicious node.

 Sybil Attacks at the Intermediate Layer

When attackers generate fake identities, IoT devices are penetrable to Sybil attack 
so that system efficiency will be compromised. Due to Sybil attack, the IoT system 
may generate wrong reports, which is like cheating a user, the privacy of the system 
can be lost, and the effectiveness of the network reduced. Users might receive spam 
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messages or mails. These Sybil identities attract other users by sending spam adver-
tisements and mails to other users to steal other client’s private data. Sybil identities 
disperse malware and phishing sites. In a dispersed vehicular correspondence 
framework [35] and portable social frameworks [36], Sybil identities produce one- 
sided choices with “legible” accounts. Without a successful Sybil detection system, 
the aggregate outcomes can be effectively controlled by the attackers. Since most 
Sybil identities behave like ordinary clients, it is difficult to distinguish them [37]. 
Usually, the Sybil identities exist in sensing and social domains, such as Online vot-
ing systems [38] or mobile sensing systems [39].

Yu et al. [40] presented SybilGuard as a novel decentralized protocol against 
Sybil attackers by limiting the size and number of the Sybil group. This protocol 
depends upon the “social network”, where a connection among two users defines a 
human-established trust relationship like a friend relationship. Sybil users can cre-
ate many accounts in one network but there are few true relationships. The attack 
edges connect the honest region (which contains all honest users) to the Sybil 
region (which contains all malicious users). For 99.8% of the honest users, 
SybilGuard assures that the size and count of Sybil groups are bounded, and then 
only these honest nodes will be accepted in the same network by 99.8% of all other 
honest nodes. These attack edges effect both distributed and peer-to-peer systems 
including the IoT. The protocol assures that the count of Sybil identities are inde-
pendent from attack edges, but it depends upon trust edges among Sybil nodes and 
honest nodes.

Du et al. [41] analyzed various Sybil attacks with their solutions in the IoT. Sybil 
attacks are divide into three categories based on Sybil attacker’s capabilities: Sybil 
Attack-1, Sybil Attack-2, and Sybil Attack-3. The Sybil attack’s solutions are: (a) 
social graph-based Sybil detection (SGSD), (b) behavior classification-based Sybil 
detection (BCSD), and (c) mobile Sybil detection (MSD). In Sybil Attack-1, Sybil 
identities strongly connect with Sybil identities and there are limited relations 
between Sybil identities and honest identities. In Sybil Attack-2, attackers exist in a 
social domain. Sybil Attack-2 builds social connections with Sybil identities and 
true identities. The aim of Sybil Attack-2 is to steal the user’s personal information 
to violate the user’s privacy by modifying their personal details. In Sybil Attack-3, 
Sybil attackers exist in a mobile domain. Basically, Sybil Attack-3 has the same aim 
as Sybil Attack-2. Due to the dynamic nature of a mobile network, Sybil identities 
cannot connect with others for a long time period. The aim of SGSD is to label 
nodes “Sybil” or “honest”. Consequently, there are basically two types of SGSD: (a) 
social network-based Sybil detection (SNSD) [40] and (b) social community-based 
detection (SCSD) [42]. Analyses of the Orbit Showtime Network (OSN) in [43] 
compares true and Sybil client’s behavior by their clicking habit and browser his-
tory and distinguishes them [43]. According to the client’s behavior categorization 
and learning, the BCSD [44] can identify Sybil Attack-2. The aim of MSD [45] is to 
either identify Sybil Attack-3 or to limit Sybil attacker’s behaviors by three ways: 
(a) Friend Relationship-Based Sybil Detection (FRSD) (b) Cryptography-Based 
Mobile Sybil Detection, and (c) Feature-Based Mobile Sybil Detection.
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 Verification and Secure Communication

For secure communication in various IoT devices, verification and access control 
are essential activities. Due to weak physical security, mobility and dynamic net-
work topology of low power and small storage devices in IoT networks are penetra-
ble to several attacks [46]. Any ambiguity in security at the network layer might 
expose the network to a large number of dangers [47, 48]. Moreover, because of the 
constrained resources nature of the smart object, the overhead of Datagram Transport 
Level Security (DTLS) needs to be reduced and standard protocols established, but 
direct solutions cannot be used in 6LoWPAN/CoAP networks [49].

To achieve security in wireless networks, the IoT devices and clients are authen-
ticated through key management systems [41]. With the origination of IPv6, a 
unique ID is assigned to each and every device in the entire world. It is easy to 
detect what data is sent or received by which device at what time, etc. To ensure data 
exchanges, IPv6 protocol stacks use IP security [50]. Today, in the evolution of the 
Internet, the IPv6 protocol and the LoWPAN adaption layer play an important role. 
Myriad sensing applications have come into existence on the basis of end-to-end 
communication and secure group communication among the internet administrator 
and sensing devices. These types of communications are only executable if proper 
security processes are adhered to in LowPAN [49]. For proper security in the net-
work layer, Granjal et al. [50] proposed an authentication header [51] and encapsu-
lating security payload (ESP) [52] on wireless sensor networks that provides 
security for IPv6 communications. Security headers with the cryptographic algo-
rithms are particularly used with the IP security architecture while providing funda-
mental security guarantees independently of the applications running on sensor 
nodes. For the network layer, security schemes are mapped to adapt to the require-
ments of various wireless sensor network applications.

 Transport Level End-to-End Security

For end-to-end communications between sensor objects and other internet objects, 
a wireless sensor network application requires these devices to be interconnected 
with internet hosts. By using a pre-shared key distributed to participating nodes in 
advance and datagram transport layer security (DTLS) (advanced version of trans-
port layer security (TLS)) [53], devices that depend upon constrained application 
protocols (CoAP) [49] can protect their communications [54]. At transport-layer, 
TLS provides end-to-end security and plays an important role. With the aim of mini-
mum communication errors, the constraints such as microprocessor, energy, and 
memory evaluate how much energy is required for low-energy wireless communi-
cations and provide small packages with low communication speeds. The aim of 
transport level end-to-end security is to send data from a sender to a desired receiver; 
therefore, it requires authentication mechanisms so that data can be transmitted over 
a network in a secure manner without violating privacy [55].
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There are three key security management and verification approaches for end-to- 
end communication with other devices: (a) In a Pre-shared key approach, devices 
save preconfigured keys. (b) In a Raw Public key approach, identification devices 
have at least one public key. (c) In certification mode, certification authority devices 
get public keys [55].

For end-to-end secure communication among IoT devices, Kothmayr et al. [56] 
proposed a scheme using two-way authentication based on RSA [57] that used a 
public key cryptography algorithm dependent upon existing Internet standard pro-
tocols such as Datagram Transport Layer Security (DTLS) protocol. The verifica-
tion can be executed either by fully authenticated DTLS handshakes pre-shared 
keys or by a trusted platform module (TPM) [58] using RSA. The RSA certificates 
are transmitted in X.509 format with the help of RSA. The proposed architecture is 
an appropriate solution for the IoT because it provides confidentiality, integrity, 
verification with low energy, end-to-end potential, and memory overhead.

When Hyper Text Transfer Protocol (HTTP) clients approach the Constrained 
Application Protocol (CoAP) server at the back end, the proxy is required to trans-
late packages. At the application layer, a mapping is required between HTTP and 
COAP so that no malicious code will be added. One solution is to use a Transport 
Layer Security pre-shared key (TLS-PSK) [59] for transport between routers, in 
which DTLS packages are encoded into TLS packages and TLS packages are 
encoded into DTLS packages. Each stream of data has its own TCP connection and 
protected TCP header.

Another approach is integrated transport layer security (ITLS) [60]. A package 
sent by a sender is encrypted with a pair of keys. The proxy uses the primary key to 
decrypt a package and then forward that package to the intended destination. DTLS 
does not support multicast; therefore, two participating nodes using DTLS first dis-
cuss a session key for communication. The key is evaluated by a pre-shared key and 
a pair of nonce generated by the server and client.

The requirements to fulfill the multicast for CoAP are defined in [61]. Another 
framework, BlinkToSCoAP [63], implements lightweight versions of DTLS, CoAP, 
and 6LoWPAN protocols over a tiny operating system. BlinkToSCoAP messages 
interchange among two Zolertia Zl devices, permit evaluation of energy consump-
tion, memory footprint, and package overhead and potential. The obtained outcome 
demonstrates that securing CoAP with DTLS in the IoT is absolutely achievable 
without bringing about much overhead.

 Session Establishment and Resumption

At transport layer, a session can be hijacked with a forged message, which can cause 
replay attacks, denial-of-service (DOS), wiretapped secret-key attacks, man in the 
middle attacks, etc. [62, 63]. An attacking node plays the role of a victim node to 
continue the session among two nodes. By changing the serial number, communi-
cating devices have to re-transmission the message [1].
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Peretti et al. [62] suggested a mutual authentication based on cryptographic mod-
ule and session key distribution for a secure session management that is robust to 
various attacks. In this scheme, first an arbitrary number is selected, then encoding is 
applied on that number to produce a session key; afterwards, that key is used for 
encoding of another arbitrary number. This encoded value will be used for verifica-
tion. Without repetition of parameters, a new session key can be generated for each 
session. Another verification method is the Edge-Fog-Cloud network architecture; at 
the Edge of the network Fog user’s smart cards/devices are mutually verified with the 
Fog servers at the Fog layer. This scheme is known as Octopus and needs a roamer 
user in the network, who holds one long-lived master secret key so that they can com-
municate with any of the Fog servers in the network with the proper verifiable method 
[63]. Without any extra overhead and re-enrolment, the fog users can mutually 
authenticate with this new Fog server. For each user the Fog server stores only one 
secret key and fog users have no concern with public-key architecture. In this method, 
the fog user has to perform a few hash functions and symmetric cryptography.

 Cloud-Based Privacy Violation

Network-based arrangements inside the IoT depend on cloud organizations. This 
methodology permits the advantageous and dependable communication of net-
works [64]. Due to the source constraints of IoT devices, the entire data related to a 
user is stored in clouds. These clouds can be used at anytime from anywhere. Cloud 
services are cheap compared to building one’s own storage mechanisms. The input, 
output, and computation function are nearly correlated to the IoT user’s privacy, 
which should not be presented to malignant IoT clients and pernicious cloud servers 
[65]. IoT attacks can breach a user’s privacy and location privacy that is stored in the 
cloud. A pernicious cloud service could manipulate confidential data that is trans-
ferred from a sender to receiver or may modify data stores in clouds.

To overcome the concerns such as a pernicious cloud service provider that 
manipulates confidential data or an attack on the cloud, Henze et al. [64] proposed 
D-CAM, which uses the hash chain and digital signatures to tackle the issues of 
distributed and secure design, authorization and management borders in a cloud- 
based IoT network. To control messages, the cloud with D-CAM provides highly 
available and scalable storage.

5.3  Security Issues at High Level

 Constrained Application Protocol Security with Internet

The application layer is penetrable to various attacks. The CoAP is a synchronized 
web transfer protocol constructed by IETF using HTTP for use with constrained 
networks and constrained sources, such as low power and short memory. CoAP 
gives a request/response communication system among end user applications by 
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running over User Datagram Protocol (UDP) for both synchronized and unsynchro-
nized acknowledgement. In a client-server system, to provide resource-oriented 
communication, CoAP uses HTTP commands such as PUT, POST, GET, and 
DELETE. The main purpose of designing a UDP-based application layer protocol 
is to overcome TCP overhead and bandwidth needs. Each header of the two bits 
package describes the Quality of service rank, what type of message the package 
contains, and the state of the package. The CoAP messages use a particular format 
described in RFC-7252 [66] for secure communication. The multicast support in 
CoAP requires verification methods and proper key management [67].

CoAP does not involve any inbuilt security functions; it was designed for 
machine-to-machine and IoT devices interactions. To protect CoAP-based networks 
and to assure end-to-end protection among two end users located in different net-
works, Datagram Transport Layer Security (DTLS) is used. DTLS fulfills all the 
requirements of an IoT environment, such as key management, cryptographic algo-
rithms, integrity of data, and verification of data. At the application layer, during 
transition these protocols do not allow access to data at the gateway. One solution to 
secure LLN from various attacks is to use tunnels such as Virtual Private Network 
(VPN) [67]. At the network layer, VPN is used to interconnect two independent 
networks through a tunnel to hide the actual receiver and messages. The tunnel ends 
at the gateway such as the 6LoWPAN Border Router (6LBR) in another network. 
Support from the operating system is not important for utilizing the DTLS-DTLS 
tunnel method; however, it needs changes in the network stack of the back end sys-
tem. Another approach proposed in [68] provides a protection system promoting 
internet-integrated wireless sensing applications and LoWPANs.

 Middleware Security

In the IoT worldview, owing to the enormous number of technologies that take part 
in the exchange of data, some type of middleware layer is employed. The Naming 
Addressing Profile server (NAPS) connects various platforms as a middleware in 
the IoT environment. At the back end NAPS provides the services of collecting sen-
sor’s data, filtering data on the basis of content, and matching [69].

These devices are deployed across various platforms and middleware is used in 
the IoT for communication between different devices, networking, verification, to 
handle all the data transfer over a platform, for service support, protection, security, 
encryption, etc. Conzon et al. [70] proposed VIRTUS as a middleware solution to 
implement authentication and encryption for distributed application running in the 
IoT environment by using open standard protocols such as XMPP [71] and OSGi 
[72] for private networks only. By utilizing the standard security highlights given by 
the XMPP protocol, the middleware provides a solid and protected communication 
medium for distributed applications, ensured with both encryption and verification 
systems. Because of the scalability problem, for Java the OSGi scheme is a produc-
tive unit management framework and gives the primary standardized solution that 
enables applications to be made out of small, recyclable, and collective elements. In 
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order to support the dynamic modules combination to simplify the configuration 
and the deployment, OSGi gives structuralism to runtime units’ management and 
has been exploited in VIRTUS to deal with automatic supervising of dependencies 
and updates. The XMPP protocol is open for everyone, it is free, provides long-time 
security, being decentralized means anyone can individually manage the network by 
using its XAPP server, and being extensible means anyone can insert their features 
into the existing core features.

6  Blockchain

A blockchain is a chain made up of blocks, where every block consists of a public 
ledger or history of all the transactions made in a distributed manner and a copy 
of this ledger is shared among all the participating nodes in the network. Instead 
of a central server there is a peer-to-peer connectivity and each and every transac-
tion is confirmed by consensus of a majority of participating nodes. Once infor-
mation is entered into the public ledger it is almost impossible to delete it. 
Blockchain [73] is the technology behind the most famous digital currency—bit-
coin [5], and it was introduced by Satoshi Nakamoto to solve the problem of 
double spending [74].

7  Blockchain Concept

Blockchain came into existence to solve the conventional problem of lack of trust in 
central authority. Blockchain technologies consist of cryptography algorithms, such 
as Security hash algorithm 256, mathematical puzzle, economic model, networks, 
and distributed consensus algorithms, for example, Proof-of-stake and Proof-of- 
work. Some essential elements of blockchain technology are: decentralized, trans-
parent, open source, immutable, and anonymity [3].

7.1  Decentralized

Nodes are connected in a peer-to-peer manner in a blockchain network so that they 
can share their data directly with others. Distributary data can be stored and updated.

7.2  Anonymity

Trust issues between node to node in a blockchain network are solved by keeping 
transactions anonymous; only the node’s public key address needs to be known.
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7.3  Transparent

The recorded, stored, and updated data is transparent to every node in a blockchain 
network. It helps to understand when which transaction takes place, with whom it 
takes place, and who knows about the data.

7.4  Open Source

Anyone can join a blockchain network because it is open to each person.

7.5  Immutable

Once data is packed in a blockchain, it is impossible to tamper with it, unless at the 
same time an attacker or any other node can take control of over 51% of the network.

8  The Need of Blockchain in the IoT

The updated digital world still depends upon a trusted third party to send or receive 
their data. Most access solutions such as an email service provider that is a certifica-
tion authority send notifications to us that an email has been delivered successfully 
or an email address is invalid. It could be any social network such as Facebook, 
Instagram or it could be a bank sending time-to-time notifications about a person’s 
account balance or transactions and thus they have collected a user’s personal data. 
The conventional truth of the digital universe is it depends on a trusted third party 
for the security and protection of our digital resources. In some companies such as 
Fitbit, the data they gather is public by default. Now the problem is hackers can hack 
these resources; they can modify these resources. That is why blockchain has come 
into use for security and privacy in every field, including the IoT. Blockchain has the 
potential to covert the third-party dependent world into independent by empowering 
a distributive consensus in which at any time in the future every single online trans-
action involving past and present digital assets can be verified without violating the 
protection of the involved digital resources and participating parties.

9  Types of Blockchain

9.1  Public Blockchain

In public blockchain each node can verify every transaction and by voting can take 
part in the consensus process. Examples of public blockchain are bitcoin and 
Ethereum [75].
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9.2  Consortium Blockchain

Partially decentralized, open or private data. In this blockchain the node that has 
authority can be chosen in advance. An example of a consortium blockchain is 
hyper ledger [76].

9.3  Private Blockchain

Because accessing data for nodes will be restricted by authority, only selected nodes 
can participate in this blockchain.

10  Workings

The name ‘blockchain’ indicates that it is a chain of sequenced blocks in a chrono-
logical order. Every individual block consists of a unique hash, transactions that 
occur at the same time, the hash of the previous block that is mainly responsible for 
the chain, and the size of the block depends upon the transaction size. The first block 
of the chain is known as the genesis block as it does not contain any previous hash. 
Instead of a trusted third party, blockchain uses cryptography to execute a  transaction 
between two willing parties. As shown in Fig. 1, each transaction is secured with a 
digital signature using a private key and shared public key [77]. The node that first 
receives the transaction confirms the digital signature with the help of the “public 
key” of the sending owner of the respective transaction.

In a network, Bob (a node) initializes a transaction request that he wants to send 
money to Alice (another node) and broadcasts this request over the network. The 
other nodes in the network verify this request by checking the history of whether the 
node that generated the request has enough balance to send money. If the transaction 
is valid then other nodes add this transaction into the public ledger. Then, nodes 
collect transactions that occur at the same time in a block and broadcast this block 
over the network. A problem exists here because nodes can also collect unconfirmed 
transactions and insert them into their block and can broadcast that created block 
over the network as a suggestion for the next block in the network. The order in 
which transactions are generated is different from the order in which they are 
received by different nodes in the network. How is it decided which block should be 
selected next for the chain? A number of blocks are generated by different nodes at 
the same time. To solve this problem Satoshi Nakamoto introduced a mathematical 
puzzle [5]. Each and every block is only accepted into the chain if it is able to solve 
the answer to this special mathematical puzzle.

This whole procedure is called “proof of work”. The miner has to show that he 
has enough computing resources and is able to solve the mathematical problem for 
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generating a new block. Moreover, a node has to evaluate a “nonce” that is hashed 
with hashes of the last blocks and both transactions generate a hash with four lead-
ing zeros. The standard work needed is exponential in the count of zero bits required 
and by executing a single hash authentication procedure. The complexity of the 
mathematical puzzle is adjusted such that on average a node takes 10 minutes in a 
blockchain network to make a true answer and is able to add a new block in the 
chain. The first successful user to solve the puzzle will broadcast the block over the 
network. Sometimes, more than one block will be solved, leading to several branches 
in the chain. To order blocks in the chain according to agreement, nodes have to 
donate their computing resources to solve the puzzle and generate blocks. The 
nodes that donate their resources are called “miners” and they are awarded for their 
efforts (Fig. 2).

The longest chain is considered the only appropriate chain in the network. A 
node can generate a block not only by solving a mathematical puzzle but also there 
is a mathematical race with honest nodes in the network. Therefore, it is very diffi-
cult for an attacker to generate a fraudulent transaction. If a miner mines a block 

Fig. 1 Workings of blockchain
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with fraudulent transactions then he can lose his computing resources; therefore, 
every miner mines a block with valid transactions only. As blocks in the blockchain 
are linked cryptographically together, the whole procedure becomes more 
challenging.

11  Blockchain Solution for the IoT

As we have discussed, there are several types of attacks in the IoT environment. 
Blockchain provides a better, more robust and distributed peer-to-peer mechanism 
to prevent attacks, identify incompatibility and forks, and automatically resolve 
them without any help from a trusted central server. According to a client’s require-
ment in the case of energy, the integration of the IoT with blockchains takes into 
consideration a shared market in which machines can buy and sell vitality energy 
automatically. For example, TransActive Grid [79] is exploring various avenues 
regarding the idea of a shared market for a sustainable power source in an area of 
Brooklyn, NY [80]. Solar panels record their overabundance yield on a blockchain, 
and sell it to neighboring nodes through smart contracts.

11.1  Identity of IoT Devices

IoT devices have relationships with persons, and these persons could be users, 
manufacturers, administrators or suppliers. Management of this relationship is a 
difficult task because ownership of IoT devices changes during their lifetime from 
manufacturer to suppliers, then supplier to retailer, retailer to consumer, thus affect-
ing their identity procedures such as verification and authorization of data. When 
devices are delivered at a destination through shipping, at the destination the owner 
sends a signed message to a smart contract to inform everyone that the IoT device 
has successfully reached the destination. Now this signed transaction plays the role 
of a verifiable cryptographic receipt of the delivery party’s claim that IoT devices 
were received. On the other end, the receiving party also posts that it is in posses-
sion of the IoT devices. When devices get resold, the ownership of devices will be 
changed and revoked. The whole procedure includes a number of stakeholders and 

B9 B10 B11

G11 G12

B12 B13 B14 B15 B16

A longer blockchain adopted as the correct one

Fig. 2 Select longest chain [78]
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checks. To keep track of IoT devices, each and every stakeholder in this network 
maintains their own database, and the input from other parties in the same block-
chain updates this database. Other challenges are management of IoT device attri-
butes, such as type, location features, make, manufacturer, deployment, serial 
number, Global Positioning System coordinates, and capabilities, and relation-
ships, such as deployed by, dispatched by, utilized by, updated by device-to-service, 
device-to- device, and device-to-human [6]. Blockchain has the capability to effec-
tively resolve these kinds of issues. Blockchain provides a faithful, honest, reliable, 
authentic environment for observation and trace ownership of goods and assets. 
When IoT devices register in a blockchain network, then it provides an identity, 
attributes set, and complex relations to connect, and these attributes and relation-
ships can upload, store, and update distributary on the blockchain network. 
TrustChain [81] is capable of generating such transactions among unknowns with-
out any trusted central control. TrustChain is a permission-less tamper-proof ware-
house to store transaction details regarding ownership of IoT devices. TrustChain 
generates a temporally immutable chain that is parallel to the original chain for 
each owner to keep their records; thus, every client can create their own gene-
sis block.

11.2  Address Space

Blockchain is more scalable than IPV6 for IoT devices because blockchain supplies 
4.3 billion addresses, and this count is extremely greater than IPV6. The address 
space of blockchain is 160-bit. A blockchain address is 20 bytes or a 160-bit hash of 
the public key generated by the Elliptic Curve Digital Signature Algorithm (ECDSA) 
[82]. Blockchain is able to produce and allocate addresses offline for around 
1.46×1048 IoT devices. The probability of address collision is approximately 1048, 
which is considered sufficiently secure to provide a GUID (Global Unique 
Identifier). GUID requires no registration or verification when assigning and allo-
cating an address to an IoT device [6].

11.3  Storing Data

Constantly, every second, a huge amount of data is collected and analysis results in 
economic growth. Data can be public or private. On the basis of this collected data, 
various organizations predict the future and much more. Each block contains a num-
ber of transactions, and each transaction contains one hash value. Storing each hash 
value requires a large amount of space; therefore, blockchain provides a solution to 
huge data by storing data in a Merkle tree root form. It combines the hashes of two 
transactions to make a single hash unless and until one single hash of each block is 
generated.
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11.4  Public Ledger

In every sector, including finance or social networking, a user’s sensitive and per-
sonal data is stored at a central server and users have no control over that stored data 
and are not able to use them. They do not know who uses their data or where it is 
used. Moreover, several types of attacks on central authority can modify or destroy 
data. Instead of storing data at a central server, blockchain stores data in a chain of 
blocks and a copy of each blockchain is provided to each user in the network, mean-
ing each user maintains their database individually. When any transaction occurs in 
the network database of each user, they will be updated automatically. An attack on 
blockchain would only reach 10 or 20 copies because it is nearly impossible to 
attack a billion copies of blockchain. When an attacker makes some changes in one 
block then he has to recalculate the PoW for that block and blocks after that block 
because each block uses the previous hash and with the change of even a single bit 
the hash changes. Additionally, in blockchain, only the longest chain is considered 
a valid chain in the network.

12  Conclusion

IoT devices are used throughout the entire world. Each place surrounding us is sens-
ing enabled by wireless sensor networks, and these IoT devices need to communi-
cate with each other in a synchronized manner. On one hand, there are many benefits 
of these devices in real life, but on the other hand, these devices are vulnerable to 
various attacks. Managing such devices properly is a big challenge. When the whole 
procedure depends on a single central authority, an attack on this single center or 
any technical challenge may cause this central point to fail. In order to prevent such 
situations, blockchain has come into existence with peer-to-peer connectivity. There 
is no central server, and each participating node directly communicates with other 
nodes. Anonymity, transparency, immutability, decentralization, etc., make block-
chain perfect to use in the case of IoT devices.
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1  Introduction

Nowadays, the Internet is the most popular tool all over the world. With the 
 advancements in technology over time, the evolution in traditional Internet has been 
realized. The evolution in Internet is mostly due to changes in user requirements, 
number of users and applications, usage patterns, and nature of applications. The 
connection of large amount of physical objects to an Internet at an unprecedented 
rate leads to the generation of new paradigm known as the Internet of Things (IoT) 
[14]. The vision of IoT is to transform traditional objects to smart by enabling them 
to hear, think, see, and talk together to perform jobs. The interconnection of such a 
huge number of heterogeneous devices results into increased magnitude of no. of 
objects found in current Internet, which may include devices such as sensors or 
systems including HVAC monitoring or learning thermostats, each individually act-
ing as a host or router in a spontaneous network such as ad hoc networks or wireless 
sensor networks (WSN). Generally, all the things are tiny devices with limited 
resources in terms of battery life, memory, and processing speed. The set of proto-
cols, e.g., 6LoWPAN, have been proposed by the Internet Engineering Task Force 
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(IETF), Institute of Electrical and Electronics Engineering (IEEE), and IP-based 
standardized bodies to make WSN work coherently with Internet connections and 
other network types [5]. Host-centric approach where devices need to share IP 
addresses before communication starts posing a challenge in deploying IP-based 
IoT solutions for a large number of devices. However, more than half of Internet 
traffic is mainly produced by content-centric applications such as iTunes, YouTube, 
Facebook, Twitter, WhatsApp, Amazon, Netflix, etc. [30]. Moreover, users of such 
applications are concerned about requested data irrespective of location from where 
data is being generated. Each day evolution of content-centric applications failing 
Internet design as it was not designed for distribution network. To this reason, 
researchers explored information-centric networking (ICN) as a clean slate, innova-
tive approach to transform Internet [4]. Unlike host-centric approach of IP-based 
communication model, ICN provides content as a first-class citizen of the whole 
network. Nodes in ICN network need to specify what they want and not where it 
should be.

In this arena, named data networking (NDN) has rapidly gained interest and 
come as a promising candidate due to its simple, beyond end-to-end connection 
communication. The benefits associated in terms of reliable, efficient data delivery, 
content security, and in-network caching have raised NDN as a forthcoming net-
working solution for Internet of Things (IoT) challenges. With NDN, the consumer 
demands the content by sending content name in network, which further routes 
requests toward nearby copies of demanded content using content names (not IP 
addresses). This makes use of in-network caching an important feature for NDN as 
it not only will reduce content retrieval latency but also support less network band-
width utilization as well as reduced network traffic. The analysis reports in [34] 
present less utilization of 2.02 hops on an average for 30% of request packets using 
content-centric in-network caching. Since caching is not a new tool introduced by 
ICN and is already employed by current Internet to reduce network bandwidth, it 
lacks in identification of identical objects which makes it difficult to take caching 
advantages. Although caching techniques and methods for cache optimization have 
been discussed and studied earlier, new features of NDN-IoT caching such as trans-
parency, ubiquity, and granularity have made use of earlier caching techniques 
unable to be directly implemented on NDN-IoT. To make best use of in-network 
caching in NDN-IoT, many caching techniques have been proposed by networking 
community in the past years. In this paper we discussed several NDN-IoT caching 
algorithms with overview to their strategies, advantages, parameters evaluated, and 
simulators used for study.

In particular, our contribution to this paper is the following: Sect. 2 listed vari-
ous challenges related to caching in IoT using IP architecture. Section 3 presented 
support of NDN in IoT to meet various challenges mainly focusing on caching. 
Section 4 provides overview on the NDN study. Further to detail, the various cach-
ing schemes introduced by different research groups/individuals in the field of 
NDN- IoT have been listed in Sect. 5. The research issues related to NDN-IoT caching 
have been presented in Sect. 6, and finally Sect. 7 concludes the paper.
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2  Caching in IoT: A Challenge

The communication in TCP/IP demands availability of both consumer and pro-
vider at the same time. However, to provide energy efficiency in IoT, resource-
constrained nodes might go in sleep mode. Moreover, IoT’s dynamic and mobile 
environment provides no guarantee of stable connections among communication 
authorities. Consequently, energy-efficient data dissemination in IoT mostly relies 
on caching and proxing. In proxing, any node acting as proxy may request data and 
can store response for request temporarily on behalf of sleeping node until it wakes 
up. The cached content can be served to other nodes that are requesting the same 
content and sharing the same proxy so as to reduce response delay and better net-
work bandwidth utilization. With its usefulness, IoT suffers several limitations to 
caching implemented by CoAP and HTTP at the application layer [32]. To list few, 
(i) in order to utilize caching facility, each client has to explicitly choose proxy 
node (forward or reverse) as caching points deployed earlier may or may not be 
optimal anymore. The client node makes use of resource discovery mechanism to 
choose proxies which add in to system complexity. (ii) In a highly dynamic envi-
ronment with intermittent connectivity, pre-configured (pre-selected) proxies may 
go out of reach. With change in network topology, the client has to re-configure 
proxies or has to stop using caching capability of network. (iii) The protection of 
application data becomes very hard in the case of loss of end-to-end connection 
between cache and proxy. For efficient and flexible caching for an IoT environ-
ment, the network architecture must support caching inside the network without 
any configuration requirement for an application. Further to this, the network layer 
should be aware of all application layer resources, and the caching feature has to 
be incorporated under forwarding layer so as to maximize cache utilization by 
each interest packet traversing through the network. In addition, the secure and 
trustworthy in-network cache demands some fundamental changes in IoT secu-
rity model.

3  NDN in IoT

To meet challenges faced by host-centric IoT communications, a new IP-independent 
communication model known as named data networking (NDN) has emerged 
recently under the roof of information-centric networking (ICN). NDN has rapidly 
gained interest and came as a promising candidate due to its simple, robust, beyond 
end-to-end connection communication. Researchers explored NDN as a clean slate, 
innovative approach to transform Internet [4]. Unlike, host-centric approach of 
IP-based communication model, NDN provides content as a first-class citizen of the 
whole network. Nodes in NDN network need to specify what they want and not 
where it should be. For this reason, NDN has been introduced as one of the future 
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Internet architecture (FIA) taken from the broader field of content-centric network-
ing (CCN) [43] proposed by Van Jacobson at Xerox PARC [8]. In NDN, content is 
mapped using names instead of mapping to host location resulting in better perfor-
mance, security, and network scalability. In addition, support for multicasting, 
in- network caching, and scalability is present as incorporated features of NDN. The 
NDN for IoT is preferred due to its low power and complexity requirements, and 
benefits of incorporating NDN in IoT have been highlighted by many researchers in 
literature [1]. The support of NDN to fit inherent requirements of IoT is shown in 
Table 1. Shang et al. [31] specified how NDN addresses IoT challenges and way for 
implementing IoT using NDN. A lot of work has been done in the past focusing on 
the incorporation of NDN into IoT for different applications and addressed several 
challenges being offered by NDN-IoT integration. Out of all, some works use NDN/
CCN hierarchal naming feature for deploying sensors and collecting data from a 
specific application. The implementation of IoT using small packet size offered by 
NDN as well as in-network caching is highly beneficial in terms of deployment of 
energy-efficient IoT systems. The NDN’s in-network caching feature is most pre-
ferred and beneficial for utilizing maximum network performance in terms of 
reduced response delay, low bandwidth, reduced network traffic, and congestion 
control and energy efficient for resource-constrained devices. Therefore, NDN 
architecture is considered as a promising solution for addressing features, chal-
lenges, and requirements of IoT system as well as for resolving issues related to 
IP-based IoT networks.

4  Overview of NDN

This section presents the basics of NDN in terms of discussion related to its archi-
tecture, data structures associated with each NDN router, as well as forwarding 
mechanism of named networks.

Table 1 IoT requirements and native NDN support

S. 
no. IoT challenges NDN support

1 Scalability Hierarchical application-specific names
2 Robustness In-network storage, anycasting, interest aggregation
3 Security Data authentication, content integrity, per packet signature, encryption 

possibility
4 Reliability Multi-path routing, retransmission of interest from the actual consumer, 

intermediate node retry
5 Heterogeneity Customized forwarding and caching strategies, unbounded namespace
6 Mobility Receiver-driven connectionless communication, location-independent 

names, any node data retrieval
7 Energy 

efficiency
Aggregation, in-network storage, anycasting
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4.1  NDN Architecture

In today’s world, the Internet architecture centers on network layer. Both NDN and 
IP share a common narrow-waist architecture [4] (refer to Fig. 1). Corresponding 
layers perform the different functions even though they share the same layer. The 
network layer in NDN supports scalability, efficiency, security, and reliability. In tra-
ditional IP-based standards, data is exchanged after connection is established between 
end-to-end nodes resulting in state-full routing but stateless forwarding [40]. It does 
not provide any facility to recover from the link failures; rather it tends to establish a 
new connection with the node. NDN stack introduced security and forwarding as two 
new layers in NDN stack. The strategy layer in NDN provides state-full forwarding 
as nodes themselves choose alternate path to forward packets if some kind of failure 
occurs. Irrespective of channel security provided by IP where data is forwarded on a 
secured channel, NDN provides content security by signing data packets with pro-
ducer key to provide authentication as well as secure communication [17]. NDN is a 
purely receiver-driven communication model [4] which provides simple and robust 
communication by taking into account two types of exchange packets, interest packet 
and data packet, which themselves carry hierarchical, application-specific content 
names. The communication in NDN gets started by the consumer who sends an inter-
est packet. It carries the requested content name, which is then forwarded by interme-
diate nodes until it reaches the destination node or requested content is not received. 
The provider node responds via data packet by sending the requested content back to 
the consumer. Data packets usually carry the requested name and content signed by 
producer key to provide authentication to data when received by the consumer. Data 
packet travels back on the same path  followed by the interest packet [2]. Figure 2 
represents the interest packet and data packet format in NDN.

Fig. 1 NDN hourglass architecture
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4.2  NDN Routing Data Structure

Nodes present in network carry out the routing of interest packets and data packets 
in NDN where each node acts as a router to route the packet upstream and down-
stream based on some forwarding strategies. To route the packets to the next 
intermediate node, each node in NDN maintains three data structures [42].

Content store (CS) Content store act as a cache and store the data packets in order 
to fulfill any future requests if comes for same content. The amount of data cached 
per node depends upon the size of cache. Regardless of IP-based point-to- point 
communication where packet losses its value once transferred, NDN provides in-
network caching by caching data at each node in NDN network. The data packets 
stored in CS help to reduce network latency by providing data closer to the con-
sumer, and packets need not to travel upstream to the producer. This results in less 
utilization of upstream bandwidth as well as congestion control in network. The 
decision of whether caching or not and, if yes, where to store in the case of cache 
full generates a need of caching strategies for NDN communication based on 
requirement of applications.

Pending interest table (PIT) PIT holds record of all interest transmitted by node 
and for which data has not yet been delivered. After CS lookup (if content is not 
found in cache), interest packets travel toward PIT where an entry is created record-
ing its name and incoming/outgoing interfaces. Data packet has to follow reverse 
path followed by interest packet when it becomes available. PIT management is a 
vital factor in NDN as data packets are sent back to the original consumer without 
any further processing at intermediate nodes. The entry from PIT purged if data is 
received by node or if PIT timer expires even if data is not received. The PIT in 
NDN router holds a pending interest for a specific time and sends NACK in case 
interest is not being satisfied due to some link failure and congestion or if no 
corresponding entry is found in FIB. The original consumer on receiving a NACK 

Name

Name
Content

MetaInfo (content type,
freshness period, .....)

Signature (signature
type, key locator,
signature bits, .....)

Selector(s)(Order
preference, exclude filter,

publisher filter,.....)

Nonce
Interest
Lifetime

Interest Packet

Data Packet

Fig. 2 NDN packet format
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may decide to retransmit the request to other interfaces to find another path. NDN 
avoids loops as data packets follow the reverse path traversed by interest packet and 
Nonce in PIT helps routers to identify and discard looping interest packets if any 
allowing them to use multiple paths freely toward the same producer. The PIT in 
NDN serves other purposes as multicast delivery by sending data to all interfaces 
who requested for it, congestion control by sending at most one data packet per 
interest, and managing router load by limiting the size of PIT.

Forwarding information base (FIB) FIB maintains outgoing interfaces and for-
ward packets based on some strategies. After PIT lookup (adding interface in PIT), 
interest travels toward FIB which contains prefixes of names and list of interfaces 
representing the possibilities where the producer could be. Regardless of IP-based 
communication where there is a single interface per prefix name, NDN provides 
multiple output interfaces per prefix. The FIB looks for the longest prefix match 
and, after the match, decides on which interface of that respective prefix packet has 
to be forwarded. As a number of interfaces present for a single prefix match, for-
warding of packet to which particular interface leads to generation of a number of 
forwarding strategies based on requirement of application.

4.3  NDN Forwarding

The forwarding process at each node when it receives a packet from any intermediate 
node is shown in Fig. 3.

Fig. 3 Packet lookup, storage, and forwarding process
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Upstream forwarding Upon receiving an interest by intermediate node, it first 
checks its content store. If a matching name is found in CS, then content is sent back 
to the consumer in the form of data message by the intermediate node, and interest 
packet need not to travel upstream further. If a matching name does not exist in CS, 
then PIT gets checked by node. If found in PIT with the same name and different 
Nonce (random number generated per interest packet), then the node does not for-
ward packet upstream as already some other consumer has requested for the same 
content earlier and the node aggregates interface of this consumer in previous PIT 
entry with the same interest name and will send data to both consumers when it 
becomes available. If found with the same name as well as Nonce, the packet is 
treated as retransmitted packet and got discarded. If not found in PIT, the node adds 
new entry with content name, Nonce, incoming interface (the interface from which 
interest packet is received by the node), and outgoing interface in its pending inter-
est table and forward packet to FIB. If a matching prefix is found in FIB, the packet 
is forwarded to the associated outgoing interface based on forwarding strategies; 
otherwise the packet is discarded.

Downstream forwarding The data packet is sent back on the same path travelled 
by the interest packet. On receiving a data packet by any intermediate node, it first 
checks for the content name in its PIT; if not found, the packet is simply discarded; 
otherwise, the packet is sent downstream on the interface from where the interest 
packet was received. The data packet is stored by node in its CS to fulfill future 
requests for the same content if any comes and removes the entry from PIT. The 
entry from PIT is purged if data is received by the node or if PIT timer expires even 
if data is not received. PIT timer is a predefined time for which an entry must exist 
in PIT and is referred to as PIT entry lifetime (PEL).

5  Caching in NDN-IoT

Intrinsically, the present Internet is intended to send all requests for the same content 
toward original source that increases network congestion, network load, response 
latency, bandwidth consumption, and retrieval delay. Moreover, the present Internet 
does not provide any support for data dissemination as well as for quick content 
retrieval. To overcome the issues related to present Internet, content-centric network-
ing was proposed. Caching the content within the network at intermediate nodes 
called in-network caching is fundamental and an important feature of content- centric, 
peer-to-peer network model of NDN. For NDN-based IoT, content caching is highly 
demanded for dissemination of information toward edges with low cost. Some IoT 
applications demand fresh content with some time constraint, and some require 
content to be replaced with availability of new versions. For example, the value of 
room temperature needs continuous monitoring and updation. Therefore, caching is 
implemented at the network layer to directly deal with named information. 
Content caching in NDN comes with various benefits. By caching contents from 
different producers, the content gets dislocated from the original source, and hence, 
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location-independent delivery of content is achieved. Energy-efficient communica-
tion is supported for resource-constrained devices, and support for mobility is 
attained. It leads to better network performance by storing multiple copies of the 
same content at different locations and thus avoids single point of failure. 
Subsequently, it provides significant benefit to control network congestion by reduc-
ing overhead at producer. Further, it helps a lot to reduce network traffic load and 
content retrieval delay. For efficient content caching in network, cache decision poli-
cies are used to determine whether the content will be cached at intermediate nodes 
or edge nodes or somewhere else. The implementation of different caching policies 
is followed by several caching algorithms. The caching algorithms must be intelli-
gent enough to answer the following two questions: Where to cache the content? 
Which content will be replaced first in case of cache full? Based on the solution to 
the abovementioned questions, we have classified NDN-IoT caching policies into 
two broad categories: cache insertion policies (decide if the content is to be cached 
in network or not) and cache eviction policies (decide replacement of content at 
router cache) (refer to Fig. 4). In addition to the merits offered by caching, it also 
undergoes through various complications and restrictions for design of NDN- IoT- 
based caching policies. In the following subsection, we will discuss several cache 
insertion policies along with cache eviction policies.

5.1  Cache Insertion Policies

These policies mainly refer to the strategies adopted by caching equipments for 
caching the contents according to some properties such as content, content and node 
popularity, freshness, etc. The Cache All [19] (also refers to Leave Copy Everywhere 
(LCE) and Cache Everything Everywhere (CEE)) is inbuilt cache insertion policies 
in design of NDN. With the aim to reduce retrieval latency as well as traffic load in 
network, the response for request is cached by all the intermediate nodes in the path 

Fig. 4 Classification of different NDN-IoT caching policies
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between the sender and receiver. The scheme is simple but has resulted in redun-
dancy in network due to multiple copies of the same content. Some existing cache 
insertion policies to reduce redundancy for better utilization of caching resources 
are Leave Copy Down (LCD), Leave Copy with Probability (LCProb), and Leave 
Copy with Uniform Probability (LCUnip). LCD reduces the redundancy by allow-
ing only few intermediate nodes to cache content based on cache hit. Using LCProb 
[44], the content can be cached using the probability of 1/hop count, and LCUnip 
[41] allows content to be cached using uniform probability.

For NDN-IoT environment, efficient design of caching policies must take into 
account the content properties and node properties. The properties for content that 
need to cache may include content freshness, popularity, timings, and particular 
source, whereas properties for node that intend to cache content can include battery 
power, memory, processing time, and distance from producer. Based on the follow-
ing observations, we have further classified cache insertion policies into four 
subcategories:

 (i) Content-based caching  – Based on the properties of content, these policies 
decide which content should be cached and what not.

 (ii) Content- and node-based caching  – Based on the properties of content and 
node, these policies decide whether node should cache the content or not.

 (iii) Cache partitioning – Based on the type of IoT application, these policies decide 
whether there is a need to assign specific cache slot or not.

 (iv) Multifarious –These policies include all the algorithms designed on the basis 
of different parameters such as network/node infrastructure, node selfishness, 
as well as combined coordinated caching approaches.

As depicted in Fig.  4, cache insertion policies are further categorized into 
content- based caching, content- and node-based caching, cache splitting, and 
multifarious. To get deeper view of caching literature, we have further classified 
these schemes into several categories such as content-based caching has been 
classified on the basis of content freshness and prominence and content- and 
node- based caching into freshness and prominence of both content and node and 
cache partitioning is further categorized on the basis of either static or dynamic 
splitting and multifarious caching into selfishness, infrastructure-based, and coor-
dinate caching.

Content-based caching for NDN-IoT Mostly IoT applications before caching put 
some restrictions based on content type. Some need content with some freshness, 
while other may demand content with prominence. In this following subsection, we 
will present NDN-IoT-based caching policies for making caching decision depen-
dent on properties of content.

Content prominence For implementing content prominence caching, each router 
in network maintains access frequency of prominent contents with the help of previ-
ous request statistics. With the aim to minimize traffic load and number of access 
hops travelled by request packet in dynamic network, Li et al. [23] proposed  caching 
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schemes to cache frequent content on selected routers. The proposed schemes show 
significant improvement over existing schemes such as CEE, LCD, LCProb, and 
LCUnip. Further as an improvement to previous work, Li et al. [22] extended their 
work by presenting three coordinated caching schemes for inserting contents in 
cache and proved better results if compared to LCE.

Wu et al. [37] proposed fame-based coordinated caching plan known as effec-
tive multipath caching (EBC) for wiping out excess data traffic from the core net-
work so as to reduce inter-ISP traffic and retrieval latency. This policy plans to 
place replica based on the present request statistics as well as utilized the world-
wide popularity of content for caching placement decision. The proposed scheme 
outperformed CEE and LCProb policies. The storage cost, processing time, and 
communication cost are the main overhead associated with content prominence-
based coordinated caching policies. Further, to reduce both inter-domain and intra-
domain traffic of NDN network, the author proposed distributed caching with 
coordination (DCC) [38]. In DCC, worldwide popularity of content is calculated 
using sum of weighted popularity of the same content at different routers and is 
considered as a measure for cache decision. The proposed scheme performed well 
as compared to CEE and random cache. Cho et al. [9] proposed caching policy 
known as WAVE in which whole information is segmented into small chunks and 
is stored in a balanced manner among network routers based on popularity of con-
tents. For this policy, the quantity of chunks stored by each router is recommended 
by its upstream router with the help of cache recommended flag bit in each data 
packet to make cache decisions. The policy results in less duplication with high 
cache hit ratio.

Baugh et  al. [7] proposed per-face popularity (PFP) caching policy to protect 
popular cache items from cache pollution attacks and to build high cache robust-
ness. They have normalized per-face contributions so that interest requests arriving 
from any face have no influence on popularity than different faces. Based on this, 
only items with some legitimate popularity remain as content of cache, spoke across 
all routers. The simulation results proved its effectiveness for cache pollution attacks 
against various standard techniques such as LCE, LRU, and FIFO in terms of cache 
hit and in preserving popular items.

Further to present performance comparison of different caching policies, Hail 
et al. [16] applied always and probabilistic caching with probability = 0.5 for NDN- 
IoT environment. For replacement of cache, LRU and random replacement algo-
rithms were utilized. Simulations were carried out with total 36 nodes (4 consumer 
nodes, 6 random producers) in ndnSIM and ns-3. Results proved higher cache hit, 
reduced retrieval latency, and retransmissions when both probabilistic and LRU 
were used in combination. The combination ensures availability of latest content in 
network as an important IoT requirement. To judge caching benefit, always caching 
with probability = 1 [6] was evaluated on RIOT OS. The results from both policies 
go in favor of caching content for IoT network even for small devices with small CS 
and memory.
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Content freshness Some IoT applications demand fresh content with some time 
constraint, and some require content to be replaced with availability of new ver-
sions. For example, the value of room temperature needs continuous monitoring and 
timely updation. Therefore, caching policies dealing with content freshness are 
important for NDN-IoT applications. In this manner, Quevedo et al. [27] proposed 
caching policy to facilitate applications demanding content with specific freshness 
index. Any consumer inquiring the content needs to send interest packet with desired 
freshness value. For this, a new field named as freshness parameter has been added 
to interest packet with some modifications. The availability of freshness parameter 
ensures quality of data being fetched as well as control of consumer on data. By 
adding a ratio of active time of restrictive in freshness consumer to active time of 
less restrictive in freshness consumer, caching performed better for IoT applications 
that need recent data.

Content- and node-based caching for NDN-IoT For NDN-IoT environment, 
efficient design of caching policies must take into account the content properties 
and node properties. The properties for content that need to cache may include con-
tent freshness, popularity, timings, and particular source, whereas properties for 
node that intend to cache content can include battery power, memory, processing 
time, and distance from producer. In the following subsection, we will discuss cach-
ing policies that consider both content and node properties.

Caching based on content prominence and node properties Vuralet et  al. [35] 
proposed caching policy considering both content and node parameters. The routers 
in network were responsible for computation of content probability using content 
properties such as freshness, rate of request, and node properties such as location of 
node, battery power, and rate of request. The above scheme was implemented in 
MATLAB with 40GB link for multimedia applications. As extensive calculations 
are required, this scheme was less preferred for IoT networks with high mobility 
due to the presence of resource-constrained IoT devices. The scheme could be 
implemented on static networks as devices in such networks do not face any battery 
or power issues for complex calculations.

Caching based on content freshness and node properties Hail et  al. [15] pre-
sented a probability-based caching policy for IoT applications known as pCAST-
ING considering both content and node properties. The freshness of content and 
battery of node were considered as parameters for making cache decisions. The 
scenario of 60 nodes with 1 producer and 8 consumers was simulated in ndnSIM 
and ns-3. The effectiveness of proposed caching was evaluated against several exist-
ing cache policies such as CEE, caching with probability, and no caching. The 
scheme presents significant improvement in terms of cache hit and number of packet 
received. However, from the results, proposed policy observed more retrieval delay 
than CEE but less than the other two.

Cache splitting As each router in network utilizes capacity constraint, so to maxi-
mize the network performance in terms of cache hit ratio, the idea was to isolate 
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reusable contents from non-reusable one. To achieve high cache performance, the 
cacheable contents of some applications such as audio, video, pictures, websites, 
etc. were stayed away from being supplanted by noncacheable contents such as 
messages, emails, telephony apps, etc. Cache splitting was examined under network 
traffic for implementation of idea. Each CS from all nodes has been divided into two 
different traffic divisions, i.e., constant bitrate (CBR) utilized for multimedia 
streaming applications and non-CBR for the rest of applications.

Static and dynamic partitioning From this view, Rezazad et al. [29] proposed two 
kinds of cache splitting: static and dynamic splitting. Static partitioning divides 
cache among fixed, non-sharable slots and dynamic divides cache among fixed but 
sharable slots. With dynamic cache, any traffic division may use another division’s 
cache if not needed at that time by its respective class. The authors of the scheme 
implemented the concept of dynamic partition using cache miss equation which is 
mainly utilized for splitting databases. The scheme was proposed to reduce cache 
miss probability for all NDN traffic types, and results proved less cache miss 
using dynamic partitioning. Further to exploit the full potential of network’s 
inbuilt caching capability, Wang et  al. [36] proposed collaborative in-network 
caching scheme with content-space partitioning and hash routing (CPHR). After 
successful partitioning of contents and allotment of contents to caches, CPHR 
become able to constrain the path extend by hash routing. They have formulated 
cache partitioning issue to optimal network hit ratio and proposed heuristic 
approach as solution. CPHR presents significant overall hit ratio (about 100%) 
when evaluated against LRU.

Multifarious caching In this section, we offer a comprehensive summary of cach-
ing schemes that don’t target a selected methodology (i.e., content-based, node- 
based caching and cache partitioning) however gift caching for IoT from alternative 
views. We tend to categorize these NDN-based caching ways for IoT into selfish-
ness, infrastructure-based caching, and coordinate caching policies. Although 
NDN-based caching node design bestowed isn’t specifically for IoT, we embrace it 
to address the disaster management of IoT network.

Selfishness Hu et al. [18] projected a Not So Cooperative Cache (NSCC) policy 
where a self-seeking node can cache only if caching results in reduced access price 
of its own by obtaining the information from either its native local or neighbor 
cache. The policy mainly concerns on seeking which contents to cache, so as to 
provide low access price for every node. To achieve this, every self-seeking node in 
NSCC holds four elements, interest/data processor, request rate measure, reckon 
cache, and native cache. Interest/data processors are responsible for processing 
interest packets and for keeping track of content’s native prominence. Request rate 
measuring is the one that shares this native prominence with alternative NSCC 
nodes as well as learns widespread prominence contents of other nodes. The request 
rate measuring system provides a read of content’s prominence to the reckon cache. 
The reckon cache mainly focuses to seek out what content ought to be cached by 
local/alternate nodes. To seek out the world object placement at NSCC nodes, 
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reckon cache uses a scientific theory approach (each node acts severally and avari-
ciously caches most well-liked contents) developed by [21]. Native cache holds the 
contents urged by reckon cache. The results of simulations proved that the pro-
jected theme (greedy NSCC nodes) achieves higher cache hit ratio if compared to 
NSCC nodes.

Infrastructure based The authors in [24] proposed a plan of overlay shared cach-
ing by introducing content management layer in fixed and mobile converged (FMC) 
specification. The producer of content or network supplier will be responsible for 
the management/control of this layer. CM layer decides wherever content will be 
cached about victimization and information management policies. Unified Access 
Gateway (UAG) node in FMC network is designed to cache and forward contents to 
a requesting node. A cache controller (CC) in integration to UAG provides optimum 
caching and pre-fetching plans. A value-added config packet is present within the 
CCNx to hold data concerning caching and cache replacement theme. Updated 
CCNx provides transparency in overlay caching and for pre-fetching method. Cache 
controller sends config packet to cache node and that reciprocally sends interest 
packet to overlay cache which in turn responds with the desired data packet. Higher 
system performance is achieved due to less packets received by the original server 
as additional packets are responded by overlay caching.

Coordinated caching Some authors have facilitated caching with the routing, for-
warding, PIT, or security to extend the NDN Forwarding Daemon (NFD) perfor-
mance. In this manner, Choi et  al. [10] have planned coordinated routing and 
caching (CoRC) theme to attenuate the impact of scalable routing and to extend the 
in-network caching potency. Dehghan et  al. have analyzed TTL-based caching 
schemes with PIT based on two different categories, wherever the timer might be set 
just the once or be reset with each individual content request.

Yao et al. [39] have projected a caching arrange obsessed on CCN mobility pre-
diction. This paper is placed within the CCMP possibility that caches the thought 
contents at heaps of transportable nodes which will visit an analogous hot spot ter-
ritories occasionally. PPM (prediction by partial matching) is used to anticipate the 
quality nodes’ probability of achieving various problem space regions obsessed on 
their past directions. A cache eviction obsessed on content prominence to make sure 
solely prominent contents are cached is likewise projected.

Shi et  al. [33] proposed cache aware routing setup in mobile social network 
(MSN) captivated with ICN for transportable structure. A concept referred to as 
interest routing (IR) is devised among nodes. To trade contents with the content 
requester, data routing (DR) setup is employed, imaginary subject to the counseled 
intimacy approximations among nodes. An in-network caching (IC) policy is devised 
to react to the approaching further requests, and it will receive the less reaction 
immobility than the traditional transportable MSN routing plans. The projected 
scheme shows better performance in terms of less network burden and high message 
delivery magnitude over different existing ones.
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5.2  Cache Eviction Policies

The cache eviction approach is mandatory for taking decision regarding evacuation 
of the current cache contents to make room for fresher ones. Trade methodologies 
are necessary for carrying out effective cache mechanism. This approach evacuates 
the obsolete cache information and gives area to the new approaching data. Based 
on this, we have categorized cache eviction policies into access pattern-based caching, 
content prominence, and content prioritization. To get deeper insight of different 
eviction approaches, we have further classified these policies such as access pattern-
based policies into Least Recently Used (LRU), Least Frequently Used (LFU), random, 
and Less Flexibility First (LFF) based on their usage frequency. Subsequently, con-
tent prominence is further classified on the basis of content prevalence and NDN-
SDN and content prioritization on label basis.

Access pattern-based caching In this subsection, we will discuss cache eviction 
policies that are used as most frequent replacement processes. A most common used 
eviction approach is Least Recently Used (LRU) [25] where least recently utilized 
content is substituted by newly arrived content. This approach is commonly used 
due to increased cache hit ratio by storing most recent data for more time. Another 
most often utilized cache eviction policy is Least Frequently Used (LFU) [13] due 
to the fact of its arrangement of evacuating the less frequently utilized contents first. 
The LFU works by storing popular objects for more time to achieve high interest 
satisfaction. Each node with LFU keeps track of the requests being satisfied by a 
particular data object, and the item with lowest frequency is substituted. The 
decision- making time for these techniques depends on the content material substitu-
tion and content arrival on router. For complex data structures, the use of random 
cache eviction is recommended [26]. In random eviction policy, the item to be 
replaced is selected randomly on the arrival of new content. With random policy 
nodes do not need to manage request state information which saves both memory 
and cost. The authors in [18] proposed Least Value First (LVF) [3], a new cache 
eviction policy where replacement of content is subjected to content retrieval delay, 
content prominence, and content age. The results of experiments proved the effec-
tiveness of the proposed policy over FIFO and LRU in terms of cache hit, network 
delay, and hit timings (Table 2).

Content prominence In a mobile network with low intermittent connectivity, 
caching plays a vital role for better network performance. The current NDN-IoT 
environment has shown progressive move toward caching utilizing both cache 
insertion and eviction. In the past years, content prominence has been utilized for 
the design of various cache policies. Access pattern-based cache eviction policies 
are not fit for utilizing content popularity in NDN networks. The design of efficient 
caching eviction algorithms based on content prominence is highly recommended 
for NDN-IoT. To address issue related to performance of cache in NDN-IoT net-
work, Ran et al. [28] proposed cache eviction scheme based on content prevalence. 
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The content prominence (CCP) for cache eviction policies has been facilitated at 
each node by maintaining a data structure holding content names with its promi-
nence. For the same, they added a table called Content Prevalence Table (CPT) in 
content store to record information such as content name, cache hit, and present and 
previous prominence. The CCP periodically calculates the prominence of content 
based on content access rate and cache hit and replaces content with minimum 
prominence during cache eviction. The experimental results proved better perfor-
mance of proposed policy if compared to LRU and LFU. However, updating CCP 
periodically consumes a lot of CPU time and memory and was not recommended 
for large-scale networks with resource-constrained devices. In order to minimize 
resource consumption at routers, Dai et al. [11] proposed the use of space-efficient 
bloom filter technique for calculating online content prominence.

Kalghoum et al. [20] have proposed a cache eviction algorithm dependent on 
SDN (software-defined networking) called NDN-SDN. The proposition depends 
on the content prominence figuring done by the changes to clarify a cache substi-
tution technique. The NDN-SDN integration builds the hit proportion and dimin-
ishes the bandwidth consumption, subsequently upgrading the NDN network 
execution.

Content prioritization To reduce content retrieval latency in NDN network, con-
tent prioritization has shown progress toward NDN caching just like content promi-
nence. The arrangement relies on assigning priority to different contents for making 
decisions related to information exchange. Content priority is of high relevance in a 
dynamic environment due to short connectivity time between nodes for information 
exchange. During connection, nodes always exchange high-priority data with each 
other and therefore high latency suffered by low-priority data. However, how to 
assign priority to content is a big question. For deciding content priority, demand of 
content and common exchanged information among nodes could be used as a prior-
ity measure. Dron et al. [12] recommended a cache eviction policy based on content 
prioritization with listing benefits of assigning names for caching content in ad hoc 
networks. To categorize, all content in cache is labeled either hot for high priority or 
cold for low priority. The authors have facilitated use of knapsack problem to decide 
content label based on its items’ maximum utilization feature. The items corre-
sponding maximum utilization are denoted as hot. The proposed scheme has shown 
outstanding performance in relation to LRU and intention caching for content 
retrieval latency and network bandwidth utilization.

6  Research Issues for Caching in NDN-IoT

From the discussions of various caching schemes above, the studies have shown that 
cache space is very limited as compared to the request coming in and out of routers 
or workstations. The management of cache space becomes really important when 

Caching Policies in NDN-IoT Architecture



60

different traffic compete for its utilization. Although researchers in the past have 
worked a lot in this domain pertaining to efficient caching mechanism for NDN-IoT 
environment, this area is still open for addressing issues of the domain. The caching 
mechanism focusing on content prominence for utilizing cache space has mainly 
classified content into either popular or nonpopular. These approaches mainly con-
sider high popular content for cache insertion and low popular for cache eviction. 
However, calculating popularity of content with high accuracy is highly resource- 
consuming and is inefficient for environment with resource-constrained devices. 
Moreover, cache eviction policies are used to substitute old content with new one 
depending upon different parameters like prominence, priority, freshness, etc. There 
is always a trade-off between routers’ processing capability and complexity of evic-
tion policies. The design of simple policies with less complexity is the need of 
NDN-IoT environment due to processing constraints at router level. Managing rep-
licas of content at different routers results in increased cost for various networks like 
NDN and ad hoc network. Some networks have facilitated routing algorithms with 
the use of on-path caching. The design of routing algorithms providing cache facil-
ity without routing information is a challenge. Another research challenge for cach-
ing is to deal with unpopular contents as their presence adds no benefit to caching 
but results in decreased network performance.

7  Conclusion

The communication in networks has shown a remarkable shift from host-centric 
communication to content-centric communication with the support of content- 
centric networking architectures like NDN. These architectures have proved their 
native support for efficient and fast content delivery and solution to traffic explosion 
problems without the use of IP addresses and are recommended to be used with 
many IoT applications. In NDN-IoT environment, transparent, ubiquitous, and fine- 
grained in-network caching is a fundamental aspect which guarantees efficient and 
timely retrieval of content. In the recent years, caching has emerged as a hot topic in 
this field. In this paper, several NDN-IoT caching algorithms with their strategies, 
advantages, parameters evaluated, and simulators used for study have been dis-
cussed. From the study, we conclude that reducing the cache redundancy based on 
different factors (such as content properties, content and node, splitting, replace-
ment policies, etc.) is the best way to improve network performance in terms of high 
cache hit, reduced retrieval latency, low bandwidth utilized, and less network traffic. 
Moreover, cooperative caching mostly results in better performance than 
 non- cooperative due to less cache redundancy. However, better results get achieved 
at the cost of additional complexity by adding new fields with caching information. 
Therefore, design of a caching algorithm with high cache hit, reduced content 
retrieval latency, less hops traversed, and of course low cost is still a challenge for 
the research community and needs further investigation.
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1  Introduction

The present scenario in which we reside is no doubt a very urbanized one. But it 
does not provide a very reliable and methodological way of living. So, this paper 
provides an insight as to how the urban cities could be transformed into technical 
uptowns or smart cities. The authors have used IoT to the rescue for this purpose. 
The Internet of Things is the terminology for making devices such as electrical 
appliances, actuators, and sensors that communicate with each other via the Internet. 
This amalgamation of IoT with internetworking makes the idea of a smart city a 
commercially viable one. In smart city various technologies like information and 
communication are utilized in order to provide public services which are way more 
interactive and feasible. Recent studies show that more than 6 billion individuals 
will be living in the urban community by 2050. So it is required to inculcate smart 
IoT vision to build smart city architecture. This vision includes smart waste man-
agement, smart hospitals, smart air monitoring, smart parking, smart building, and 
air monitoring system. There have been many proposals on transforming a city into 
a smart one by incorporating the abovementioned parameters. In this paper, the 
authors have reviewed technologies that can be used to convert these smart ideas 
into action. To study the implementation of these ideas, the authors reviewed papers 
of the last 7 years of how these technologies are prioritized. Different web applica-
tions hinged on wireless sensor networks have practiced in applications associated 
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to smart cities. Remote sensor systems have just been connected in various 
 applications identified with savvy city like conditions for observing the urban sur-
rounding to inculcate smart living. In this unique circumstance, web of things (IoT) 
[1], the authors take a perspective assumption that it is a dynamic part by interfacing 
and empowering gadgets to the web. In addition, tech-savvy accessories can give 
information and in addition get data for better familiarity with their environment. 
Collecting data from different provenances with the objective of learning extraction 
is a noteworthy test of relevant city utilities. As a reality check, the day is approach-
ing that information will be expensive than the gadgets. The prime source for infor-
mation procurement is IoT, WSN, cell phones, and a general group of people. Since 
all the gadgets produce diverse kinds of information, their distinctive configuration 
results in distinctive rates of information flow, thereby making it heterogeneous. 
This heterogeneity of the data requires a system that brings together a virtual space 
where this information source may fit. There exists a complex relationship between 
the diverse information collection created from different applications identified 
with a savvy city. Heterogeneity of information originates from the heterogeneity of 
sensors producing this information. Sensor heterogeneity is additionally a cause 
that influences to build an interoperable framework that can amalgamate with new 
sensors required for smart city applications. There is abundance of applications of 
IoT that can be deployed to make a city smart as shown in Fig. 1.

IOT is not a self-contained technology but rather composed of many components. 
These components are the building blocks of IOT. These components are (a) hard-
ware, (b) software, and (c) network architecture.
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to make a city smart
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Sensors being omnipresent in mobiles to smart homes, smart agricultural fields 
to smart retail stores, and smart cars to smart cities all are getting connected to each 
other and acquaint using the Internet. Even the security systems are moving toward 
smart security systems. In addition to CCTVs, sensors and the Internet can be used 
to achieve inclined level of sharp security structure of the warehouse. In this paper, 
the authors have implemented physical intrusion detection system (IDS) which is a 
smart security system that can be used to detect the encroachers in zone where 
humans are prohibited.

The rest of the paper is arranged as follows: Sect. 2 elucidates the literature of 
work done since 2013 to shift from urban to smart cities exploiting IoT. Section 3 
delivers the brief idea of the physical intrusion detection system. Section 4 explicates 
the related work of physical intrusion detection since 2013. Section 5 explains the 
experimental setup done for the physical intrusion detection. In Sect. 6, result analy-
sis has been performed. At last in Sect. 7, the authors have concluded the paper.

2  Literature Review

The various IOT architectures that exist in literatures are discussed below and shown 
in (Table 1). In 2013, Kyrazias et al. proffered two novel smart applications based 
on IoT [2]. The motive of the first application is efficient utilization of energy using 
the resources such as electricity as well as heat meters. The motive of the second 
application is to promote eco efficiency using traffic sensors which will give driving 
guidance. The authors emphasize the requirement of approaches that consolidate 
privacy, security, and trust as inbuilt support.

In 2013, Vlacheas et al. propounded a framework called cognitive management 
to address the matter of how miscellaneous objects can be connected in one environ-

Table 1 Brief description of work done in IoT architectures to make cities smart since 2013

References Year Description

[2] 2013 Propounded two novel applications: heat management and cruise control
[3] 2013 Propounded cognitive management framework
[4] 2014 Elucidates architecture deployment in Santander city
[5] 2015 Propounded multilevel smart city architecture
[6] 2016 Proffer smart city architecture
[7] 2016 Proffer City of Things testbed
[8] 2017 Radiofrequency identification-based authentication architecture
[9] 2017 Propounded Efficient Algorithm for Media-based Surveillance System
[10] 2018 Proffered unified framework
[11] 2018 System incorporates unmanned aerial vehicle
[12] 2018 Propounded great alternative region-based approach
[13] 2019 Propounded framework to upgrade the conveyance utility
[14] 2019 Delivered architecture to oversee the construction of huge monuments
[15] 2019 Propounded an architecture to deliver control methodology for premises
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ment [3]. The authors use the proximity and cognition as a parameter to select the 
objects autonomically in a smart way. In this paper, the main priorities of the authors 
are to obscure heterogeneity, to provide flexibility, to utilize cognitive schemes, and 
to provide proximity. The main focus of this paper is virtual objects (RWO, any 
real-world object) in framework that changes dynamically.

In 2014, Sanchez et al. elucidated the architecture deployed at Santander city [4]. 
The authors also present the design of IoT architecture at a large scale in real world. 
The authors address the issues encountered while deploying urban city-scale archi-
tecture deployment. The authors describe the detailed vision of actual deployment 
of architecture model at Santander city. The authors also discuss the features sup-
ported by the deployed architecture design in Santander city.

In 2015, Gaur et  al. propounded an architecture based on Dempster-Shafer 
uncertainty theory and web technologies [5]. The propounded smart city architec-
ture is a multilevel architecture that utilizes a huge amount of information collected 
using web technologies semantics and Dempster-Shafer theory. The authors use the 
sensor fusion and reasoning mechanism to fetch the information from different 
domains. The authors elucidated the propounded multilevel architecture in the 
context of real-world scenarios. The authors use Dempster-Shafer theory to fetch 
sensor information to understand the activities of people.

In 2016, Chakarbarty et al. proffer a secure smart city architecture that incorpo-
rates four subblocks [6]. The first block represents black network (integrity, privacy, 
confidentiality), the second block represents trusted SDN controller (availability), 
and the third and fourth blocks represent the unified registry (authentication, autho-
rization, mobility) and key management (external key management), respectively. 
These subblocks yield the security to reduce the vulnerabilities in IoT systems. The 
security provided by deploying this architecture is an extended form of security 
provided by standard IoT protocols.

In 2016, Latr et  al. proffer City of Things IoT testbed located at Antwerp, 
Belgium [7]. This IoT testbed enables the validation and deployment of smart city 
at various levels such as user and technical. This testbed is a consolidating approach 
and thus can be applied on various layers such as data, network, etc. which make it 
eligible to support various wireless devices. At the network layer, it enables fast 
prototyping, while at the data layer, it provides the capability of fetching data 
quickly. At the user level, it provides the capability to give their input.

In 2017, Gope et al. proffer a confirmation design for disseminated IoT in view 
of radiofrequency identification (RFID) [8]. The authors use lightweight mecha-
nism to reduce the time complexity. The authors use hashing to ensure security. The 
authors proffer the RFID authentication protocol which takes into account all the 
attributes necessary for RFID.  The authors segregate the RFID to small subnet-
works called RFID clusters. The main elements of the proffered architecture are 
reader, database, cloud, and RFID tags.

In 2017, Gupta et al. propounded an algorithm for smart city called EAMSuS 
(Efficient Algorithm for Media-based Surveillance System) in IoT [9]. The authors 
integrate the two-algorithm developed for security and wireless sensor network’s 
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packet routing. The authors use the novel format to compress the video, named 
HEVC (High Efficiency Video Coding). The authors applied the cryptography to 
ensure security and confidentiality while transmitting packets. The authors also 
ensure that their algorithm reduces the space as well as the time complexity of sen-
sor nodes (Table 1).

In 2018, Dutta et  al. proffer a framework called unified framework [10]. The 
motive of developing this unified framework is to associate data, people, and ser-
vices together into one framework. The authors also established prototypes named 
smart classroom and noise as well as air monitoring approach to ensure the effi-
ciency of propounded unified framework. The authors segregate the applications 
into further three subcategories: category (a) IoT-based, category (b) smartphone- 
and IoT-based, and category (c) smartphone-based. The authors use the fog comput-
ing to mitigate the data traffic overload.

In 2018, Varela et  al. proffer a system that consolidates into unmanned aerial 
vehicle (UAV) which enables monitoring of air pollutants’ criteria [11]. The data 
fetched using the proposed system is then transmitted using the radiofrequency to 
base stations which process the received information and send it further to the 
Internet. UAV is an open-source platform that comprises large range communication 
as well as specialized sensors.

In 2018, Tao et al. propounded a great alternative region (GAR)-based approach 
to detect the pernicious nodes by employing network monitors [12]. The GAR 
approach is based on the network topology. The authors propounded a heuristic 
scheme to detect the location of compromised nodes. GAR are used as contender 
for network monitor location. The authors use the K-center to position the monitor 
to detect pernicious nodes. The authors use genetic algorithm to optimize the posi-
tioning of network monitors.

In 2019 [13], Claudio et al. have propounded an IoT framework that upgrades the 
conveyance utility for the betterment of citizens. The propounded framework con-
solidates the miscellaneous components like actuators and sensors in one schema. 
The authors have proffered the comprehensive case study about the framework. 
According to the author’s study, it is possible to deploy a dynamic infrastructure 
considering all the important factors like security and safety measures.

In 2019 [14], Addabbo et al. delivered the IoT-based architecture to oversee the 
construction of huge monuments. The delivered architecture is formulated from 
the amalgamation of moderate power sensors and long range spectrum. The 
deployed is enabled to examine if there is any crack in the buildings. The authors 
have practiced the developed architecture in two cities: (a) medieval city and (b) 
city of Siena.

In 2019 [15], Zhao et al. propounded a novel architecture that proffers control 
methodology for premises. The propounded architecture comprises an agent as well 
as link models, which makes it preferable in comparison to the traditional one. Even 
before the establishment of the premises, control methodology can be set up in 
advance. The aforementioned characteristic makes it superior as well as eases the 
installation process.
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3  Physical Intrusion Detection System

Intrusion detection system (IDS) is used for surveillance of the noxious traffic in the 
wireless sensor network nodes or the whole network. It acts as the security guard in 
defending the network from intruders [16]. Any intruder can harm the network 
nodes to such a great extent that sensors can communicate with each other. Moving 
further, to check the presence of a physical invader in the security zone of a ware-
house, most of the organizations rely on CCTVs.

But it is required to move ahead of this as CCTVs can be easily tampered by 
human beings. So, to acquire human intervention-free security and more 
technology- based security, IOT is the most suitable solution. Physical IDS (PID) 
can be created using sensor-embedded technology, which will help us to attain the 
desired security goals. The basic difference between IDS and the physical IDS that 
we are going to propose is that the latter one will be able to detect the physical 
traducer if present in the warehouse. Constant eye-check can be made on the ware-
house even without being tangibly present over there. Various sensors will be 
placed all over the warehouse, and they will continue to sense after specific refresh 
rates. Their data will be visualized by any authorized person who will have the 
access to the interface from anywhere. That person can control their working just 
through their mobile, tablet, etc. In fact, immediate actions can also be taken at that 
spot. The sensors will communicate with each other using the wireless protocols. 
Their data processing and visualization of data all will be buttoned up using the 
IOT technologies which are microcontrollers, cloud computing, and Big Data anal-
ysis. In crux, it can be said that physical IDS is one step ahead of the CCTVs and 
fingerprint technology.

4  Related Work of PID

In 2013 [17], Kasinathan et al. propounded a unified key to discover the denial-of- 
service attacks in networks that are based on 6LoWPAN. The authors have also 
deployed the Suricata, the signature-based network to discover the attack in PID 
system. In 2014 [18], Chen et al. propounded a PID architecture rooted upon event 
processing scheme considering the security stipulations. The authors have also pro-
pounded the deployment details for the event processing scheme established by 
Esper. In 2015 [19], Pongle et al. propounded a PID system that can discover the 
variations in the adjacent nodes in the network and can send the details to the unified 
modules. According to the authors, space complexity has been mitigated with the 
propounded approach. In 2015 [20], Cervantes et al. propounded a PID system for 
discovering specifically the sinkhole attack. In the propounded approach, if the node 
is suspected with sinkhole attack, the node broadcasts the attack to each and every 
node in the network. In 2016 [21], Arrington et al. propounded a PID system to 
keep a hawk eye on the smart home by practicing the behavior-based modeling. 
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The algorithms that are rooted upon immunity have been practiced by authors to 
accomplish the goal (Table 2).

In 2017 [22], Roux et al. propounded a futuristic approach to unearth whether the 
users are licit or forbidden. The propounded approach is hinged upon the radio sig-
nal-based scheme allied to connect components. To differentiate between the licit 
and forbidden users, the authors have employed the machine learning algorithm. In 
2018 [23], Pacheco et al. propounded a PID system employing the amalgamation of 
fog as well as cloud computing with IoT. According to the authors, the aforemen-
tioned amalgamation not only makes the PID system extensive but also makes it 
approachable and economical. The system is hinged upon the abnormality action to 
discover if the system has been invaded. In 2018 [24], Mehmood et al. employed the 
renowned classification algorithm named naive Bayes for PID system. The authors 
have exploited the PID system as multiagent in the entire network to discover if there 
is any encroachment. In 2018 [25], Subasi et al. employed data mining in PID system 
to detect the encroachment. According to the authors, in grid environs the deployed 
random forest delivers recommended results in comparison to k-nearest neighbor, 
support vector machine, and artificial neural network. In 2019 [26], Daming et al. 
exploited the deep learning concept to establish a PID system that can find out if 
there is any encroachment. The authors have instigated the modeling approach of 
feature extraction as well as the migration learning. According to the authors, the 
exploited scheme reduces the time complexity of detection. In 2019 [27], Qureshi 
et al. propounded a heuristic approach to establish a PID system exploiting the ran-
dom neural network in amalgamation with IoT. The authors have collated the pro-

Table 2 Brief description of work done on PID system since 2013

References Year Description

[17] 2013 To discover the denial-of-service attack
[18] 2014 PID architecture rooted upon event processing scheme
[19] 2015 PID system that can discover the variations in the adjacent nodes in the 

network
[20] 2015 PID system for discovering specifically the sinkhole attack
[21] 2016 To detect encroachment by practicing the behavior-based modeling
[22] 2017 Propounded approach is hinged upon the radio signal-based scheme allied 

to connect components
[23] 2018 Propounded a PID system employing the amalgamation of fog as well as 

cloud computing with IoT
[24] 2018 Employed the renowned classification algorithm named naive Bayes for 

PID system
[25] 2018 Employed the data mining in PID system to detect the encroachment
[26] 2019 Exploited the deep learning concept to establish PID system
[27] 2019 Propounded a heuristic approach to establish a PID system exploiting the 

random neural network in amalgamation with IoT
[28] 2019 Exploited the nature-inspired genetic algorithm to find out if there is 

legitimate entry or not
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pounded approach with state-of-the-art machine learning algorithms. According to 
the authors, the accuracy of established PID system to discover encroachment has 
been enhanced by 10%. In 2019 [28], Mansor et al. exploited the nature-inspired 
genetic algorithm to find out if there is legitimate entry or not.

5  Experimental Settings

This fragment will describe the mechanism for creating the physical IDS and 
implementing it on the warehouse for detecting any encroachment. The microcon-
troller that has been used is Arduino Uno. Arduino/Genuino Uno is a microcon-
troller board rooted on the ATmega328P. It has 14 digital input/output pins, out of 
which 6 can be used as PWM outputs and 6 can be used as analog inputs. It also 
has 16 MHz quartz crystal, a power jack, an ICSP header, a USB connection, and 
a reset button. It contains everything needed to support the microcontroller; simply 
connect it to a computer with a USB cable or power it with an AC-to-DC adapter 
or battery to get started.

In this system, all the sensors read up the data, i.e., sense the data. The sensed 
data have been then sent to the Arduino board. The ATmega328 microcontroller 
then processed the data. The code has been written in Arduino IDE and has been 
sent to Arduino board using USB. Arduino then executed the instruction written in 
the code and data has been sent to private cloud interface. But, how? The answer is 
as follows: Firstly, the Wi-Fi module, i.e., ESP8266, is connected to the Arduino and 
checked whether it is connected to the board or not. Then it displays this on the 
terminal screen accordingly. If connected, then it will check whether the module is 
connected to the Wi-Fi or not. It has been checked by the sequence of some “AT” 
(attention) commands. After being connected to the Wi-Fi, now it will create a string 
in which the data of all the sensors is connected together to form a single data 
packet. Then, this packet is sent to the private cloud interface for displaying and 
continuous monitoring of data. The data is sent at regular intervals. The private 
cloud interface gets its page refreshed after every 17 seconds which means that after 
every 17 seconds, the data is refreshed over the interface. Now, the question is where 
this huge amount of data is stored and how this data is analyzed. The answer is 
through the use of cloud computing and Big Data analysis. The cloud’s service 
model Infrastructure as a Service is used a database. Here all the data is stored that 
is being sent from sensors through Arduino and ESP8266. In interface a table is 
maintained in which the data of every sensor is displayed. The output is in  numerical 
form in interface. The temperature and humidity (DHT-11) and MQ-6 gas sensor 
columns show the respective values sensed by sensors. The output of the ultrasonic 
sensor (HC-SR04) and PIR motion sensor (HC-SR01) is string which is displayed 
in the form of 0 and 1 over the interface. The PIR value 0 signifies that no motion is 
detected and the value 1 signifies that motion is detected. The ultrasonic value 0 
shows that door is closed and 1 shows that door is open. To analyze this whole data, 
we have feature of plotting this value in the form of charts. The temperature and 
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humidity and gas (ppm) values are plotted. Through this graph we can analyze the 
data and see the significant changes.

In this way, any person over any location can monitor the area. This will help 
in taking the immediate measures and some emergency helps like police, ambu-
lance, etc. This is a cost-efficient system as once installed sensors will continue to 
work for a long time and less human interference will be there. We can achieve 
more accurate results and immediate measures can be easily taken. Overall, this 
provides organized, competent security system. The circuit of deployed method is 
complex to some extent but not hard to understand. The circuit diagram is shown 
in Fig. 2.

The control room contains the Arduino and Wi-Fi module which is ESP8266. All 
other sensors like ultrasonic sensor, PIR sensor, MQ-6 gas sensor, and DHT-11 sen-
sors are connected to the control room using cables as shown in Fig. 3. Figure 4 
shows the prototype of the warehouse where all the sensors are embedded to keep 
an eye on the security of it.

6  Result and Discussion

The output of this physical IDS can be vigilant over the private cloud interface. Of 
course, the user has to enter his credentials required for ingression into the interface. 
The user can continuously keep his hawk eye whenever the values change over the 
interface.

Fig. 2 Circuit diagram for deployed intrusion detection system
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Fig. 3 Top view of the intrusion detection system

Fig. 4 Prototype of intrusion detection system
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Table 3 depicts the data sent over cloud interface through intrusion detection 
system. The value of temperature and humidity at that time is shown; value 1 under 
PIR means motion is detected and 0 means no motion detected. The ultrasonic sen-
sor and MQ-6 values 0 means gate of warehouse is closed and no gas leaked, respec-
tively. Whenever the gate opens, the value of the ultrasonic sensor changes to 1 
which means the gate is open and someone entered the warehouse.

For qualitative analysis, the graphs for the above transactions are shown in Fig. 5. 
Representation shows that there is motion in transactions 15, 16, 17, and 18 and the 
gates of the warehouse are open as well, which means there may be some intrud-
ers there.

7  Conclusion

The motive of this paper is to view the various trends to deploy the smart city using 
IoT. Here the authors have reviewed the different architecture exploit to create smart 
city in recent years. The authors analyze the various characteristics of IoT and how 

Table 3 Data sent over cloud interface by intrusion detection system

Transaction ID Temperature Humidity PIR Ultrasonic MQ – 6 Timestamp (server)

11 26 29 0 0 0 2019-08-20 21:38:45
12 26 29 0 0 0 2019-08-20 21:39:03
13 26 29 0 0 0 2019-08-20 21:39:21
14 26 29 0 0 0 2019-08-20 21:39:39
15 26 29 1 1 0 2019-08-20 21:39:57
16 26 29 1 1 0 2019-08-20 21:40:15
17 26 29 1 1 0 2019-08-20 21:40:33
18 26 29 1 1 0 2019-08-20 21:40:51

Fig. 5 Graphical representation of data sent over cloud interface
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to use them in different domains. In this paper, firstly the motivation to research in 
IoT field has been explained. Secondly, the authors have deployed the intrusion 
detection system for warehouse. The physical intrusion detection system will be the 
effective system for providing security that requires less human interference and 
more technology-equipped system. The Internet will boost up the process, and the 
look-out of the area can be done from anywhere. It will be cost-effective, and long- 
term usage would be achieved. This will drive the security systems to another height 
and will help people to be stringed together with the pace changing technology. 
Everything will be digitalized and most probably accurate results will be achieved. 
Even, this system can be extended with more sensors for big warehouse and other 
storage areas also. Thus, a systematic, consistent, higher-quality security system 
can be maintained with the help of new embedded technology Internet of Things. 
By using this paper, the researchers can discern how the new architecture for sus-
tainable smart city in the future can be designed.
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1  Introduction

The Internet of Things (IoT) is the connectivity of the physical devices and objects 
that are used in daily life, which are connected over the Internet network. It is con-
nected to the different types of objects which communicate with each other through 
various sensors, actuators, and processors. The goal of IoT is to attain high degree 
of intelligence with least human intervention [1]. The IoT brings the automation and 
intelligence in all sectors of life, making it comfortable; here devices are made self 
capable to take smart decision by themselves. In the IoT, a large number of hetero-
geneous devices are connected over the network. Today the IoT covers a large 
domain and every aspect of the society from industry, healthcare, and transport to 
the agriculture and home environment provides the services.

A smart city covers all the domains of the society that use information and com-
munications technologies (ICTs) [2]. It also covers all the different applications and 
makes the city services and monitoring more aware, interactive, and efficient [2]. 
wireless sensor network (WSN) is the backbone of IoT, without which the concept 
of a smart city cannot be realized. Sensors and actuators are the devices, which 
interact with the physical world and impose the changes. Under the heterogeneous 
environment, a large number of devices are connected together using sensors and 

K. Bajaj · B. Sharma (*) 
Chitkara University School of Engineering and Technology,  
Chitkara University, Himachal Pradesh, India
e-mail: karan.bajaj@chitkarauniversity.edu.in; bhisham.sharma@chitkarauniversity.edu.in 

R. Singh 
Department of Computer Science & Engineering, Thapar Institute of Engineering and 
Technology, Patiala, Punjab, India
e-mail: raman.singh@thapar.edu

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-38516-3_5&domain=pdf
mailto:karan.bajaj@chitkarauniversity.edu.in
mailto:bhisham.sharma@chitkarauniversity.edu.in
mailto:raman.singh@thapar.edu


80

generate large amount of data. This data is stored and analyzed to derive the infor-
mation and support decision-making [1].

A smart city consists of a large number of heterogeneous devices, including 
smart as well as simple objects. A large amount of data is gathered due to a large 
number of sensors connected to the objects. IoT network in the case of a smart city 
must be scalable as there can be requirement of adding new devices and deleting old 
devices, anytime and anywhere. Due to wide application areas and difference of 
technology among the devices, incorporating WSN becomes challenging [3]. From 
the perspective of the smart city, the main facing challenges of IoT are interopera-
bility, context awareness, scalability, and management of large volumes of data, 
security, privacy and integrity, dynamic adaptation, reliability, and latency.

The smart city covers all the aspects of society by having large number of appli-
cations. Figure 1 represents the key aspects of society that make the smart city. It 
shows healthcare, industries, transport, agriculture, and home automation; all are 
the essential part of the smart city. The smart city is equipped with several equip-
ment and technologies which make the life of people smarter through several appli-
cations; there are several aspects of the smart city such as smart technology, 
infrastructure, and governance. IoT is bringing transformation in education sector 
and security requirements of smart cities [4].

Internet of Things
(Sensing, Analysis and Network 
communication)

Transport

1. Smart Parking
2. Traffic Monitoring
3. Smart Light Monitoring on Streets
4. Intelligent customization of routes for trash

collection
5. Intelligent roads detecting traffic, climate 

conditions and road accidents conditions
6. Smart Logistic 

Environment

1. Smart monitoring of air 
pollution level

2. Detection of fire outbreak
3. Detection of earthquakes 

and landslides

Smart water and energy management

1. Tap water monitoring
2. Detection of pollutants and 

leakage in tanks
3. Early detection of sewerage

faults and floods
4. Smart power control 

optimization according to 
usage

Agriculture

1. Smart control of 
Climate conditions for 
agriculture under green
house

2. Water level control in 
fields

Smart Health

1. Sensor based medical 
diagnosis in hospitals

2. Fall detection in homes 
3. Smart health surveillance of

patients health
4. Medical fridges for 

medicines environment 
control

Industry

1.

2.

3.

Machine to machine 
communication to work 
optimization
Smart retail management and 
stock optimization using sensors
Air quality and vehicle 
management inside the industry

Home

1. Remote management of the appliances
2. Smart communication among the appliances to

optimize the working
3. Smart energy management
4. Intrusion detection and taking the self 

preventive steps against the situation

Fig. 1 Key aspects of smart city
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2  Architectural Need of the Smart City

Architecture supports the services and their working and is required to solve the key 
issues that are faced by IoT applications. It provides the level of abstraction over 
physical devices and services and supports the heterogeneity and interoperability 
among devices, which is one of the key properties of IoT. A large number of devices 
and objects are connected under IoT having different functionalities, capabilities, 
characteristics, and Internet protocols which also raise the concern of security issues 
in IoT. In smart city IoT structure, a large number of independent systems or appli-
cations work together. These devices have different kinds of sensors, and both the 
hardware and software heterogeneity exist among the devices; therefore, we need 
the architecture which is flexible to support both hardware and software diversity 
among these objects.

In smart city IoT architecture, information is shared not only among the different 
applications of the society but also to the interested parties like government and 
management sectors, etc. The smart city should be capable to scale any number of 
devices with different technology anytime; therefore, cross-application services are 
the requirement of smart city. The author in [5] suggests that some domains in smart 
city need real-time immediate response for well-organized resource planning, to 
help in the effective use of resource utilization. There is the need of standardization 
among the architectures to solve the common issues that arise due to the manage-
ment of a huge amount of data, communication issues related to a large number of 
protocols, real-time processing of data, data security, privacy and expansion in 
existing application due to changes in technology, and increasing usage also termed 
as scalability [6]. Security among the IoT applications, especially in the case of 
smart city where there is a large amount of intercommunication among the different 
applications, becomes one of the major challenges due to diversity among the 
devices and dynamic nature in terms of network and scalability. In IoT applications, 
the existing solutions do not fully satisfy the need of security. Some solutions 
demand high energy requirements and become costly solutions [7].

Figure 2 shows a generalized open architecture proposed to support the different 
applications. It also shows that different sectors will contain the sensors and will be 
connected to a common gateway as these sectors will share the information to sup-
port each other. The kind of processing requirement of the architecture to support 
the issues in IoT such as the processing of data will be done at edges; it means 
device level itself, to support critical applications like healthcare and also some data 
that cannot be handled at edge level, will be processed at middleware, also called as 
fog computing.

With the study of issues in architectures and understanding the need of the archi-
tecture in smart city, the conclusion is drawn that the smart city needs open flexible 
architecture which supports the scalability, which means a large number of devices 
can be added in the system anytime. Also, scalability and heterogeneity among the 
devices should be taken care of. A general architecture is proposed which is 
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 edge- based open architecture so that real-time data processing can be done and 
latency issue can be handled.

Smart City Platform
The smart city uses the emerging technologies such as WSN and big data analytics 
as a large amount of data is produced by sensors to reduce the resource utilization 
and bring intelligence in applications. Effective data storage is also required because 
data grows at a very rapid rate and similarly high computational and processing 
requirement need is handled by edge devices [8].

Fig. 2 IoT-based generalized architecture of smart city

K. Bajaj et al.



83

For building the smart city, we need a network of smart things using sensors con-
nectivity among them. They collect a huge amount of data using smart gateways 
where all devices send their data. Some initial amount of data can be processed by 
task off-loading to the nearby devices or using the concept of femto cloud or fog 
structure at the middleware level [9]. Whereas the tasks that need a high- computation 
cloud structure are used for processing and analytics and data lake for storing data, 
the value of which is yet to be defined and cleaned, and structured data is sent to the 
data warehouse. Data analytics and machine learning algorithms are implemented 
at the middleware level and cloud level for processing and analytics task, and finally 
commands are sent to the actuators to control the applications used by the end 
users [10].

IoT Application Requirements
To implement the IoT solutions, there is a need to create the applications, but appli-
cation implementation requires some basic requirements that are:

 1. Scalability is one of the main requirements of IoT. The platform should be capa-
ble of adding any number of devices anytime without having any effect on the 
application.

 2. IoT applications should be secure and trustworthy. These are the essential com-
ponents as information flows in wide forms over the sensor network.

 3. IoT applications require self-adaptable, optimizable, and configurable system 
according to the changing need of the environment.

 4. IoT applications should be able to understand the situation and emotion accord-
ing to the context and personalize the services and are capable of 
decision-makings.

 5. Critical applications in IoT are required to be dynamic and should respond in 
real time without any latency. For example: critical applications like healthcare 
and inter vehicle communications have dangerous impact in case of latency.

 6. IoT applications collect a large amount of personal and private data which may 
contain the personal data and activity log of people. There is a requirement of 
privacy compliant law for data protection.

3  IoT-Integrated Applications and Role of WSN 
in Smart City

Smart cities are touching and transforming all the areas of modern society, like 
e-health, e-transport, energy, environment, and education. For example: data from 
weather department can be extremely helpful for environment, flood, and agricul-
ture monitoring. Similarly monitoring the health of elder people and patients in the 
live environment can be highly useful. Some of the application fields where IoT is 
bringing a great advantage are:
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3.1  IoT in Healthcare

IoT is transforming the healthcare and is one of the most important and critical 
applications among the society. Using wireless sensor networks to enhance the 
capability of healthcare structure and real-time monitoring and processing is one of 
the most challenging goals. Reducing the cost and improving the care of the patients 
and at the same time dealing with the shortage of staff are the primary concerns 
[11]. Problems related to complex data in terms of its variety, pace, and latency also 
need to be taken care of [12]. Healthcare needs multilayer architecture having edge- 
level computing at device level, fog computing, and cloud computing for 
computation- intensive tasks.

Mobile Computing in Healthcare Applications
Mobile can give the facility of edge computing to monitor the health of patients 
from the distant locations and can be done by using central cloud at local level. The 
authors in [13] proposed a window-based rate control algorithm (w-RCA) and 
medical quality of service (m-QoS) to provide better service and quality in the 
mobile edge computing based healthcare [13]. Patients will be wearing the sensor 
devices for continuous monitoring linked to the mobile applications for real-time 
processing.

The cloud platform implementation helps the patients’ 24/7 monitoring by using 
smartphone app. Patients can track their health while traveling or relaxing at home 
anytime and anywhere. Farahani B. et al. [12] say P2P video/audio capabilities can 
be provided to patients for identification of diseases as well as their treatments and 
refills of medicine whenever required.

IoT in Medication
The IoT in medication of patients can be of great help especially in the case of 
elderly patients. In home caring service, a self-alarm system is proposed by the 
authors in [14] to take the medicine. Also the state of medicine bottle is tracked by 
the sensors using weight sensors to give warning in case of medicine overdose. In 
[15] authors purposed the use of RFID (radio frequency identification) technology 
labels and tags on patient’s medicines connected over the Internet of Things with the 
patient’s personal medical files. This will also help in better connectivity between 
the doctor and patient. Using this architecture, physician can remotely monitor the 
patient state, and warning can be generated to physician or nurse in case of some 
changes in patient state. Here the authors have used machine learning algorithms 
and probabilistic learning structure to enhance the accuracy using classification.

As studied in [16], the authors have proposed a smart necklace to determine the 
intake of medication by patients. It checks and observes the skin movement of the 
neck part during the intake of medicine. Bayesian network is used in the study to 
accurately identify the swallowing of medication capsules, normal speaking, and 
chewing of vitamins [16]. In combination, medicine bottles are also made smart 
with wearable audio sensors, and classifications are used to get the accuracy in 
assessment of medication adherence.
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IoT in Ambient Assisted Living
The Ambient Assisted Living (AAL) [17] is particularly targeting the quality of life 
for older people who are dependent and are at home. It not only includes the medi-
cation and continuous health monitoring but also checks the indoor air quality (iAQ) 
and comfort. The devices and objects in the home will be connected to each other to 
help the elderly and disabled persons in their day-to-day routine activities [18]. It 
will also take care of the growth of diseases by live check on the vital signs of the 
persons.

Challenges in IoT Healthcare
IoT in healthcare brings lots of new hopes to patients and elderly people, but the 
seamless connection among locations, patients, and hospitals is not easy to achieve. 
The main challenges in the way of IoT integration in healthcare are:

 1. Management of a large amount of data in the healthcare system. The large num-
bers of medical sensors are attached to the patients and around them. The 
dynamic nature of the body with continuous state changing becomes more chal-
lenging. So collecting and analyzing data with accuracy becomes challenging.

 2. Different formats among the data is also an issue as some data is collected by the 
images using cameras, some data is captured in the form of variations and vibra-
tions, some in the form of body temperature, etc. Accumulating all these differ-
ent data and analyzing on common platform become an issue.

 3. IoT applications particularly in the case of healthcare are time bounded, and 
emergency services cannot tolerate latency and require real-time monitoring and 
analysis. But the tasks that require high computations cannot be handled at the 
edge level, so an open research challenge is present in the domain.

IoT healthcare has lot of advantages and scope, but still there are lot of challenges 
which need to be addressed like device-network human interfaces, security, and 
privacy. A large variety and volume of data and lack of standard architecture are 
also an issue, including this network architecture, which should be scalable; 
latency rate should be lower with high bandwidth.

3.2  IoT in Industries

The IoT is bringing revolution in industries by improving the machine-to-machine 
and machine-to-human communication and bringing intelligence in value chain of 
system and making it a smart value chain. Industries are embedding intelligence and 
network communication among the process belts to improve their own systems and 
products. Checking the events, warning of failures, and suggestions to improve and 
upgrade the existing hardware, refineries, and offices according to IoT applications 
to enhance the efficiency of the existing system are the advantages of bringing the 
IoT. The main purposes of bringing the IoT in industries to offer their customers 
new sets of premium services are:
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• Using machine learning (ML) and natural language processing (NLP) to bring 
smart handling of equipment and their pre-maintenance.

• Making pricing dynamic and analyzing the data based on the usage and provid-
ing it to the manufacturing value chain help companies increase efficiency and 
reduce the processing costs.

• In retail sector, giving retailers and customers personalized experience [19].

The IoT is among one of the future technologies gaining large popularity for all 
kinds of industrial domains. In this, there is a global network where machines and 
devices work in conjunction with each other. The author in [20] says that the full 
power of IoT in industries can be achieved by complete connectivity of devices in 
industries. For all kinds of processing, monitoring and management of data cloud- 
based business model can be used. IoT is not only touching but also becoming part 
of every aspect of industries from logistics, retail management, and customer sup-
port to supply chains.

IoT Value Chain
In a broader view, it is not restricted to one organization; rather it allows the data to 
be shared publicly in multiple organizations. This data is the information that can 
help the other actors to perform better in terms of design, decision-making, and 
controlling other devices to optimize the services. IoT value chain has different 
components like, for taking inputs, there are different sources of IoT value chain, 
devices/sensors, open data, and corporate databases. Then, initial development of 
information and components is done under production and manufacture, while pro-
cessing of information is done using data analytics to create knowledge. Packaging 
is also a component of this chain, wherein a product is made ready for distribution; 
and finally distribution and marketing. In this information products are used for 
improving internal decision-making and for resale to other economic actors.

Today corporate sector wants to provide direct and customized service to the 
consumer, and this is becoming possible with the merging of machine-to-machine 
(M2M) value chain with IoT services. Data has not remained specific company 
based now; it is collected over various sensors and radio frequency identification 
(RFID). Today we need information-driven value chain in industries. Industries not 
only want to sell their products but also want to know the potential of the business. 
Before starting up, analysis reports are generated to know the current and future 
aspect of business, what can be its growth rate, how future demand will rise or 
decline, or what kind of scalability will be required in the business [21]. For exam-
ple, today your GPS device can learn that, after a long journey, you prefer a cup of 
coffee, and after journey your smartphone shows you immediately the nearest best 
cafe areas, or coffee business makers can learn that in this region lot of customers 
after traveling from train prefer a coffee, so let’s start cafeteria in a nearby location; 
earlier no smart learning or searching was there, and people use to walk and search 
by asking the people nearby.

Similarly, clothing retailers can learn your preference and choices from your 
buying and trial habits which he could use to give customized service to customer 
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as well as it can help him to stock only the preferred choices of customers in 
the store.

Challenges in IoT Industry
Here the IoT deals with some common challenges that the healthcare system deals 
with, like scalability is a big challenge in IoT implementation in industries, it means 
growth in terms of capability, system, and network. Infrastructure and processes in 
industries grow at a rapid rate; the IoT structure should be capable to accommodate 
that growth. As industries are of different domains, for example, manufacture sector 
is different from retail and logistic sector; similarly, information technology sector 
is different from the production. There is a gap of technological standardization as 
a lot of hardware is involved in the technology or platform. Due to the lack of stan-
dards, companies that make the IoT-based products use the random architectures 
that they feel comfortable and easy in implementation [21].

As different hardware and platforms are involved, interoperability becomes a 
challenge. This hardware makes use of different software to swap over and utilize 
information, and a broader software infrastructure will be needed on the network 
and on background servers in order to deal with the smart objects and offer services 
to support them.

Fault tolerance is a big issue in IoT devices, as they are dynamic and mobile in 
nature. They change their state and behavior rapidly. Structuring an Internet of 
Things and an ability to automatically adapt to changed conditions is required [21].

3.3  Internet of Things in Agriculture

Recently agriculture farming has gone through technological transformations. In 
the last decades, it has become more technology-driven and industrialized, bringing 
a large number of benefits to the farmers. The ever-increasing demand of food in 
terms of both quality and quantity has made agriculture more as industry where now 
farmers have gain complete control from production to selling of crops. Revolution 
of technology in agriculture is possible due to the Internet of Things (IoT); it is a 
highly promising family of technologies which offer solutions to the several exist-
ing problems in agriculture. Researchers and scientific groups are continuously 
working on IoT applications integrated with wireless sensor network (WSN) to help 
the agriculture sector to deliver better services and enhanced IoT products.

Using automated machinery to control and optimize water use, energy manage-
ment and use of chemicals for pest control and use of fertilizers, precision agricul-
ture [22] aims to boost and develop agricultural processes to make sure maximum 
output and require quick, dependable, scattered measurements in order to give 
growers a more detailed overview of the in progress state in their cultivation area. 
Agriculture applications will also keep track on weather and environment informa-
tion, gather the data from various heterogeneous systems, evaluate the knowledge 
and organize them in the form of smart algorithms to provide a better insight into 
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the in progress processes, do the interpretation of the present conditions, and make 
predictions based on heterogeneous inputs, and based on the collected information, 
warning signal will be produced. The different fields of agriculture where the IoT is 
bringing changes are:

 1. Greenhouses observe the climate conditions using sensors and control them to 
maximize the production and maintain the quality.

 2. Control the various parameters of humidity and temperature levels to form the 
compost to prevent fungus and other microbial contaminants.

 3. Tracking the animals and identifying their grazing locations using sensors and 
study of the air quality in farms and detection of harmful gases from 
excrements.

 4. Continuous monitoring of crops for reducing spoilage and crop waste [23].

Implemented Solutions Available in IoT Agriculture
The Kaa IoT platform provides sensor-based remote monitoring of crops and equip-
ment including livestock management with climate monitoring and forecasting. 
Provided services include livestock tracking, stats on livestock production, and 
smart logistics and warehousing [24].

Farm Logs is a sensor-based software application for technology-enabled farms. 
It helps to manage day-to-day operations on the field and create agronomic plans 
that calculate field-level profit/loss based on your input expenses and rates. It also 
helps in documentation for reporting and analysis and tracks your marketing posi-
tion and makes more profitable crop sales [25].

The Phytech gives the ability to direct plant sensing, connects you directly to the 
plants, sensors are connected to the plants micro-variations of stem diameter that 
are scientifically proven stress indicators. The data is transmitted in real time to the 
Phytech cloud for further analytics, providing certainty in decision-making, opti-
mizing production, and reducing risk. Patented algorithms are continuously per-
forming data analysis and do predictive analysis to provide meaningful alerts and 
recommendations. Machine learning algorithms provide irrigation scheduling rec-
ommendations to maintain the plant status in the optimal zone with minimal 
resources [26].

The Semios platform with monitoring of conditions also checks the disease con-
dition and plant health in real time. It’s a powerful tool in yield improvement that 
helps growers assess and respond to insect, disease, and plant health conditions. It 
provides sensor-based integrated pest control, whether monitoring with forecasting, 
disease model conditions and risk evaluation, and monitoring moisture and soil con-
ditions using big data analysis and data prediction [27].

Challenges of IoT in Agriculture
In agriculture, for the successful implementation of IoT, there is a deployment of the 
large number of IoT devices because of the large area; this can arise the interference 
problem with the local spectrum such as ZigBee, Wi-Fi, Sigfox, and LoRa [28]. 
There is one more challenge of exposition of devices to the harsh environmental 
conditions like physical damage and degradation.
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The IoT in agriculture will need a large number of IoT devices, while the lack of 
standardization in existing gateways and protocols leads to heterogeneity and scal-
ability issue [28].

3.4  IoT-Integrated Smart Home/Building

A smart home and building using devices and objects connected over the Internet 
for remote monitoring of daily used appliances of home such as lightning, water 
utilization, monitoring and optimizing electrical equipment. Using smart homes and 
buildings concept, not only day-to-day devices like smart doors, lights are con-
trolled but also security of home and building are monitored. IP-based cameras, 
alarms, motion sensors, firefighting equipment, and connected door locks give more 
home security. To provide such kind of automations in home and buildings, IoT- 
connected wireless sensors are bringing the revolution.

The IoT in conjunction with sensors provides a large number of services and 
applications such as smart metering to optimize the energy usage and sending the 
consumption data to the energy provider to reduce the waste further; in a similar 
manner, smart metering for water consumption can be done, which can provide 
great aid to societies and cities by looking into the matter of depleting water 
resources. In the same way, all home resources work together by sharing the infor-
mation among each other processing, optimizing the tasks, and taking decision 
accordingly form the smart environment. Sensors optimize the home utilities based 
on human activity, for example temperature sensor, humidity sensor to auto control 
the air conditioning. For elder people alone at home it can support their medication 
and raise alarm in case of emergency situations, giving support to the elder people 
and patients [29].

Smart home works by automation of home and its appliances and minimizes 
the user input for controlling home appliances. One of the most common hard-
ware platforms that is used to create a smart home application is Arduino using 
sensor and actuators, and for networking, Zigbee technology is mostly used. 
Cloud structure is an important part for big data analytics and data prediction [30]. 
In literature, Son et  al. [31] introduced a system based on resource awareness; 
they mentioned mobile device access remotely to home using Web Services 
Description Language (WSDL) and Simple Object Success Protocol (SOAP). 
Energy management is also an important application in smart home and buildings 
in this context; Han et al. [32] suggested a new smart home energy management 
system (SHEMS) based on IEEE802.15.4 and ZigBee, a multi-sensing application 
for reducing the total energy cost. Wu et  al. [33] studied the home nature of a 
smart home in serving its users; they mentioned a framework of intercommunica-
tion among the services and users, using the framework, and they developed two 
pervasive applications of “Media Follow Me (MFM)” and “Ubiquitous Skype.” 
To predict the user activity, a sequence prediction algorithm is proposed by 
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Alam et al. [34] using enhanced episode discovery. It monitors the user behavior 
in sequence of activities. Based on human activity patterns, Chen et al. [35] used 
a multi-sensor approach which consists of activity recognition from context ontol-
ogy modelling and situation formation process, for real-time continuous activity 
recognition.

Challenges of IoT in Home and Building Structure
Heterogeneity among the IoT objects becomes one of the challenges of smart home 
and building; the IoT should be capable of integrating these devices seamlessly. In 
the case of a smart city, proposing the general architecture of IoT is hard due to a 
large number and different types of devices, protocols, and services [36].

Seamless connection among the devices means easy to connect anytime and any-
where in the IoT system, termed as interoperability. It’s a prime concern in smart 
home devices and network system comes from a different vendor, so joining them 
to achieve interoperability becomes a challenge.

In IoT smart homes and buildings to achieve self maintenance and management 
becomes one of the major concern, devices should be capable of self-monitoring 
to optimize their health and notify the user [37].

3.5  Intelligent Transport System

The IoT is playing a big role in smart transportation giving solutions to many exist-
ing problems and providing Intelligent Transportation System. There are large num-
bers of issues that exist among the transport application  like traffic congestion, 
management, minimize the environment impact due to pollution to give the benefits 
of transportation to commercial users and the public in general. Intercommunication 
applications among vehicles can be provided to help citizens save time for smarter 
city. Intelligent Transport System (ITS) works to improve the traffic management 
by reducing traffic issue, giving the prior information about real-time traffic, local 
convenience, seat availability, etc., which helps commuters as well as enhances their 
safety and comfort.

Application Areas of Intelligent Transport System
In smart city, all domains of the society will be digital to make the life of the citizens 
easy. The transport system for children going to school and people to office and col-
lege should be safe. In case of elderly people, the need of smart transport even rises. 
Old-age drivers and pedestrians have more accidental rate; a large number of appli-
cation areas exist in Intelligent Transportation Systems (ITS) to enhance the user, 
and citizen facility in smart city like blind people can be helped by self-guidance 
applications and can save a lot of time of the users.

For the implementation of IoT to make smart transport, a large number of sen-
sors are embedded in vehicles by the automotive manufacturers to enhance the road 
safety and better management of traffic. Government departments for road and con-
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struction can use the smart ITS to enhance the road infrastructure by implementing 
sensors, devices, and cameras that will monitor the environment and traffic in live 
conditions.

The authors in [38] mentioned that ITS is providing great help in improving the 
road safety, reducing the traffic congestion by using a number of sensors and actua-
tors like tire-pressure monitoring and rear-view visibility; through this, many more 
sensors are now embedded in vehicles to enhance and monitor the performance. 
Number of sensors is continuously increasing in vehicles to make the vehicles as the 
smarter vehicles.

In [39] the authors have mentioned that the IoT and WSN are supporting a large 
number of applications like logistics support, emergency services, and several other 
applications. Not only are the vehicles with sensors but number of sensors are also 
used on the roads to enhance the road safety and conditions.

Challenges of IoT in Smart Transport System
In intelligent transport system, a large number of vehicles are connected using IoT 
in geographically dispersed area using cloud computing centers; a huge amount of 
data is generated and transferred. Big data processing and analytics are performed. 
Due to the large amount of data created and processed, the issue of latency arises 
which is risky in case of medical emergency.

Fog computing brings the solution to the above problem by real-time big data 
analysis which gives the feature of processing data at the middleware level and the 
edge of nodes, but the smart transport systems have a dynamic nature, so imple-
menting such solution becomes challenging; also, the huge amount of big data col-
lected over the transport system is heterogeneous in nature [40].

3.6  Efficient Energy Management Using IoT

Smart utilization and management of the energy are the biggest concern of the mod-
ern society. Using IoT to make the city smart require large number of IoT-enabled 
applications. IoT devices are increasing in number and features, the need of power 
to manage these devices also grow. It is the essential need of the smart city to effi-
ciently utilize the energy. The energy utilization information of smart homes, build-
ings including school’s offices, amusement parks and roads street lights etc. are 
collected and analyzed for the optimization as also send to the grid system for 
proper resource utilization.

The authors in [41] mentioned that consumption of energy can be minimized by 
effective management of home appliances, education, and healthcare system. To 
manage the energy consumption of home, commercial, and industries, big data is 
collected from them and utilized by using various processing algorithms and mak-
ing analysis. Energy management system (EMS) and data acquisition system on 
chip (SoC) are presented in the paper to gather the consumption data of energy from 
the devices. Data is sent to the centralized server where it can be processed and 
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analyzed. In [42] the authors propose an on-demand supply model. Here consumer 
is also informed about their consumption nature so that user can make decision on 
their consumption to reduce the cost and consumption itself.

DC-powered home concept is given in [43] as a distributed system for residential 
area, but due to the lack of any standardization in protocols, intelligent DC-powered 
home currently cannot be considered to replace the traditional system of AC supply. 
In [44] multiple in-home display systems (IHDs) and automatic meter reading sys-
tems (AMR) are discussed to provide energy management information. Here, the 
smart home system, by analyzing the proper condition of the resources, chooses by 
itself the display interface such as television, smartphone, etc. A home energy man-
agement system (HEMS) architecture is proposed in [45]. Here, smart meter data is 
used for monitoring real-time information on home energy consumption and giving 
online remote control to devices status. This model is only proposed for small area 
using the HTTP protocol, but for large residential areas, Message Queuing Telemetry 
Transport (MQTT) protocol is required. In [46], a model is proposed where all the 
nodes and devices connected in smart home plan their operations based on the 
weather conditions. In this system, data is sent to the Web server using Extensible 
Markup Language (XML) and XML files, but bandwidth issues are faced due to 
large size of files.

Smart grid concept is discussed in [47] for effective monitoring, smart control, 
and reliable and efficient power delivery. Using IoT, a smart grid is formed by 
having wireless sensor networks as it is the main component. The smart grid pro-
vides the smart monitoring, which is the main goal of it. Smart plugs, gateways, 
and meters connected to the appliances using network create a communication 
channel between the provider and consumer to provide a better energy production 
and consumption. The smart grid keeps the track of both energy generation and 
consumption.

Challenges in Efficient Energy Management
Various kinds of attacks can be done on smart home and buildings like imperson-
ation/identity spoofing that aims to consume someone’s energy on its behalf. 
Eavesdropping is another attack on IoT-based smart grid as it uses the public com-
munication infrastructure to gain the energy consumption information of the user 
and households. In data tampering, attackers gain the access of modifying the 
exchanged data, can change the rate pricing of energy. Attackers can gain the autho-
rization and control access and can remotely monitor and configure energy utiliza-
tion information by changing the readings of smart meters and sensors. Including 
this private information of the users can be monitored by analyzing the usage infor-
mation [48].

In general, the energy resources are volatile in nature, and smart grid should be 
capable of managing the volatile behavior; also, energy systems have to follow gov-
ernmental laws and regulations, and this includes energy delivery that needs to be 
optimized according to the business needs and potential legal constraints [49].
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3.7  Smart Water Management

Smart water management means various processes to manage the water resources 
and its consumption, in optimized way, so that there will be least wastage. We know 
that water depletion is a big challenge among the society; in [50] the author looks 
into these issues including equipment maintenance. The water management system 
works in conjunction with the water resources, society, and environmental systems. 
The water management system is fragile and continuously changing and evolving 
due to the different sectors from industries to agriculture, and household has a dif-
ferent requirement.

The utilization of water is the biggest consumer in the field of agriculture [51], 
while the main causes of the water wastage are leakages in distribution and irriga-
tion. Moreover, problems like under-irrigation and over-irrigation need to be man-
aged. The IoT in agriculture needs the integration of large number devices, objects 
having heterogeneous, and advanced sensors. They will work in conjunction with 
the software application that will implement cloud computing and big data analytics.

In [52] distribution of large number of sensors and actuators near to the water 
grid, water distribution resources are proposed for real-time monitoring and control-
ling for efficient management. Water meter and pumps are monitored and controlled 
in real time. A smart water quality monitoring system was proposed in [53], and an 
interface was designed for data storage and data processing. The different sensors 
used for quality monitoring are temperature sensor, turbidity sensor, pH sensor, and 
water flow sensor. The system is connected with the Arduino hardware for measure-
ment and analysis. This proposed system was designed for maintaining the quality 
of environmental water resources reservoirs.

Jing [53] designed a model based on software using language VC++6.0 to 
remotely manage the water supply based on wireless sensors based on GPRS and 
microcontroller. Purohit and Gokhale [54] used Intel microcontroller to design a 
real-time water quality measurement system based on water quality measuring sen-
sors. Beri [55] designed a device that measures in real-time various parameters of 
water such as pH, temperature and turbidity. In [56] the author proposed an android- 
based mobile application where the user can check the water level in tank using 
sensors, and this information will be sent to the cloud. This model can help the resi-
dential societies to minimize the water wastage level.

Several major advancements have been attempted to automate meter reading 
such as smart motor controlling, and automated meter reading (AMR) systems are 
the features of the proposed system. This model will also do troubleshooting by:

Identifying the leaks and breaks and optimizing performance through optimizing 
pressure, flow, and usage.

Challenges of IoT in Water Management
In water management scenarios, one of the biggest concerns is the risk of physical 
attacks over the devices; most of the devices are accessible, making capturing easy. 
Cloning of the devices can be done, by installing any malware or firmware.
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Water is a vital resource for life, and management of water is facing big chal-
lenges like interoperability and lack of standardization in monitoring protocols and 
equipment.

Cyber security of the implemented devices in the IoT is also a big concern as 
devices and objects are vulnerable during networking and intercommunication 
[51, 57].

3.8  Environment Monitoring Using IoT

The optimization of home resources according to the usage is termed as home auto-
mation, similarly if the environment can be made to self-optimizing according to the 
needs of the human termed as smart environment [58]. A smart environment means 
making things around us easy, for example, moving heavy objects for the elderly. 
IoT-based smart environment focuses to facilitate our lives and to investigate its 
effect on human life; it gains the knowledge from inhabitants and adapts according 
to its inhabitants. The integration of IoT with the environment will consist of several 
applications to monitor and analyze the environment. These applications will enable 
to monitor the environment and its various parameters from the remote sites, smart 
home, building, transport, health, etc.; all in composition become the part of smart 
environment [59].

In [60] the author proposed microcontroller-based garbage bins or dustbins hav-
ing IR wireless system; this system will show the current status of garbage on 
mobile Web browser and when the dustbins are overloaded. Air pollution is one of 
the biggest threats to the environment, and the main causes of the air pollution are 
industrialization and emission of harmful gases through vehicles; thus, a real-time 
monitoring is required to detect the pollutants [61]. This paper presents IoT-based 
solution to the air pollution problem called Polluino. This is an Arduino-based sys-
tem that monitors the air pollution, and a cloud-based platform is also developed to 
maintain the data coming from several external sensors. The following parameters 
are measured to determine the quality of air carbon monoxide, carbon dioxide, 
nitrogen dioxide, methane, hydrogen sulfide, ozone, ammonia, particulate matter, 
benzene, ethanol, toluene, and propane.

In [62] this paper presents the air quality monitoring system with context aware-
ness, which means personalizing the services based on situation and context of per-
son or place. In a context-aware system, monitoring alone is not enough; there 
should be a notification system regarding citizens; there is a need to give alerts in 
real time; and the information provided to users should be adapted accordingly to 
the activity in which the user is going to be involved, and notifications should be 
sent accordingly. In this paper, a smart context-aware system has been proposed and 
implemented. This system can obtain relevant context from the user, provide real- 
time air quality information, and notify citizens accordingly. With such a system, 
we can prevent unexpected health issues related to poor air quality conditions, as 
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well as be able to suggest more suitable places or activities to users according to 
their context and current air quality. Therefore, the system provides one step for-
ward in the scope of smart cities, improving life quality for citizens, in general, and 
for risk groups, in particular.

In [63] an early warning firefighting system is proposed based on the Internet of 
Things; it detects the early sign of fire by using the various sensors like temperature, 
humidity, flame, and gas. While warning message is generated based on the thresh-
old value set in the sensors accordingly, the system generates the notification email 
and text message to the user’s phone and switches off the main power system.

Wireless sensor networks (WSN) are providing an aid in measuring the environ-
mental parameters in real time including environmental disaster, and live monitor-
ing. In [64] a Raspberry Pi-based IoT system enabled with video cameras is 
proposed for landslide detection. The data collected by the video streaming are sent 
to the computer vision algorithm and generate notifications through android 
application.

Topographical images are used to perform the surface modelling and detect the 
recent activity of landslides known as Light Detection and Ranging (LIDAR) [65]. 
In [66] satellite images make use of image thresholding by genetic programming to 
detect landslide activity in a region. Bag-of-Visual-Word (BoVW) and Probabilistic 
Latent Semantic Analysis (pLSA) [67] methods are used for landslide detection 
using the image sensing classification method based on k-NN classifier to detect 
landslide and non-landslide region.

The authors in [68] proposed a complete solution to monitor the landslides; 
this architecture is composed of micrometeorological node to collect temperature, 
relative humidity, wind vane, wind speed, and rainfall and a ground node which 
measures the soil moisture at different depth.

Animals are under observation for the early detection of natural calamities [69]. 
This article presents that various animal can detect early the approaching disaster; 
therefore, the applications that use sensors and computer vision to collect data on 
animal behavior need to be developed. The behavior of animals is studied as an 
indicator of natural disasters using data processing and analysis.

In [70] the authors proposed an earthquake early warning using IoT integrated 
with WSN. The sensors are placed in the surface of the earth. The system is based 
on compression P wave and transverse S wave which radiates during the earth-
quake; P wave travels faster and trips the sensors, and early alert signals are gener-
ated giving humans and automated electronic system a warning to take precautionary 
actions with S waves. The Zigbee transmitters are used to send the alert signals, 
while warnings are sent to the smart phones.

Challenges of IoT in Environmental Study
Deployment of IoT to create the smart environment needs a successful meeting of 
certain parameters like compatibility of different products being connected. A large 
amount of data is generated, and attention should be given to storage, access, and 
processing of such big data generated by devices forming an IoT environment.
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It is difficult to monitor every landslide-prone area because of the costly instru-
mentation and maintenance; also, the delay in sensitive information is critical to the 
environment [65].

Recognition of animal activities is not accurate all the time, since there can be 
several other parameters that can change the behavior of animals like climatic con-
ditions, magnetic storms, seasonal factors, noise, etc. [69].

4  Comparative Analysis and Discussions

After the study of various issues and challenges in IoT, a conclusion is drawn, and 
it has been found that, irrespective of application areas, there are some common key 
issues that exist, including incorporation of WSN in the IoT, which are summed up 
in Table 1.

After the detailed study of the various applications and understanding the chal-
lenges in them, a detailed discussion about the IoT in healthcare and agriculture is 
made in Table 2, as both the applications are essential in the realization of the smart 
city concept. In Table 2, implementation aspects of the applications along with the 
main sensors used by them with their feature and contribution details are discussed.

Table 3 discusses the smart home/building; its requirement for sensing has been 
divided into three categories of units. With this, the features of home and building 
that it support are discussed.

Table 1 Challenges of IoT in WSN

Challenges Descriptions

Inherently 
distributed

As IoT applications deals with video of different kind and type of systems 
design, a common approach for development and designing is challenging

Data 
management

In IoT applications, the large number of heterogeneous devices with a huge 
number of sensors is connected; they generate a large volume of data having 
different formats and are generated at different speeds. There is a need of 
regular application maintenance system due to risk failure of sensors or 
introduction of an invalid data by a malicious user

Human-centric 
applications

Psychological and behavioral data of humans are required to be studied, 
which vary from human to human; therefore, it becomes more complex to 
design human-centric application

Interdependent 
applications

Several problems in IoT applications arise due to interdependency among one 
or more applications; in real life, there is sharing of the resources among the 
applications. Services of different applications can also conflict with each 
other. Detecting and resolving such issues are critical and challenges in the 
IoT system
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Table 2 Feature details of the sensors in applications

Applications Sensor Features Contribution

IoT in 
healthcare

Accelerometer 
[71]

The ADXL362 from Analog Devices, 
3-axis MEMS accelerometer with 
ultralow power utilization, which 
consumes less than 2 μA when the output 
datarate is 100 Hz and only 270 nA

The ADXL362 is 
an accelerometer 
which is used for 
recognizing the 
fall; it wakes the 
MCU controller up 
and an emergency 
notification 
generated to 
smartphone

Temperature 
sensor [71]

It has a high accuracy range of 0.1 °C 
from 37 °C to 39 °C, high-resolution 
(16-bit) and low-power utilization 
(600 μA at 2.7 V to 3.3 V)

It can provide an 
over temperature 
alarm and 
communicate with 
the MCU

Pulse sensor 
[71]

The pulse sensor works on low power and 
contains low-power light photo sensor 
(APDS-9008) and amplifier (MCP6001) 
with the typical supply current of 42 μA 
and 100 μA, respectively

Pulse sensor can 
measure the 
heartbeat of the 
radial artery at the 
wrist

Chest-worn 
ECG monitor 
[72]

Three electrodes, two of them elliptical 
(6.5 cm and 3.5 cm), for ECG were 
stitched on the two sides of the torso on 
the belt and a circular electrode for the 
ground (Ø2.5 cm) next to the navel

Long-term ECG 
recording, distant 
expertto identify 
cardiovascular 
problems earlier

IoT in 
agriculture

Temperature 
sensor [73]

The LM 35 sensor is vastly used because 
its output voltage is linear with the 
Celsius scaling of temperature. The range 
isfrom −55 degrees to +150 degrees

Used as an 
indicator of water 
level inside a tank 
and water 
resources

Moisture sensor 
[73]

There is the principle of open and short 
circuit. The output is high or low reflected 
by the LED

Sensor used to 
sense the moisture 
level of soil

PIR sensor [73] PIR sensors detect the infrared radiation 
generated or reflected from an object

This sensor detects 
the progress of 
people, animals, 
and other things

Humidity sensor 
[74]

The HDC1010 digital humidity sensor is 
used to measure the moisture and 
humidity level in the environment

The HDC1010 is 
stronger against 
dirt, dust, and 
other ecological 
impurities
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5  Conclusions

In this paper, a detailed study of IoT applications is done with the major issues and 
challenges in their implementation. After the study, a conclusion has been drawn 
that there are some common issues among all the applications related with the inte-
gration of WSN with the Internet of Things (IoT). Later in the chapter, implementa-
tion details of the key sensors used in the applications with its features are discussed. 
A requirement of edge-based open and flexible architecture that can support the 
heterogeneity and scalability issue is also proposed. This paper will aid the research-
ers to understand the representation of the physical world of devices and objects 
connected over the network using wireless sensors.
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1  Introduction

Since the dawn of man, human beings have shown huge interest in living in groups. 
This group evolved from couples to tribes, from tribes to villages, from villages to 
cities; but why? Studies have shown that people feel safe when they are in groups. 
Nowadays, people prefer living in the cities. According to a UN study in 2016, the 
statistics show that 54.5% of the total populace currently live in urban areas. In 
addition, the UN anticipates that by 2030, 60% of the total populace will live in 
modern cities [1]. Thus, what we can conclude from that is individuals will live in 
urban areas; now, the question is, are these cities ready for that? Some cities barely 
handle the number of people they already have as illustrated by traffic problems, 
health problems, security problems, and housing problems. Therefore, cities must 
solve these problems before more people inhabit them! One of the presented solu-
tions is called a Smart City. Therefore, this chapter will analyze the problems and 
advantages in modern cities and the reasons why we need Smart Cities. In addition, 
the chapter will define and analyze the concept of Smart Cities, showing how the 
IoT is an important factor, critique the existing model—IBM’s—highlight the 
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advantage of Smart Cities, and try to present new solutions for the disadvantages. 
Moreover, since the Internet of Things (IoT) is presently getting to be a one-on-one 
promising technology in this world, big data analysis is becoming a powerful tool 
to be used to build a Smart City.

2  The Modern City

Today, the cities of the world face variuos challenges, including job opportunity, 
economic growth development, ecological supportability, and social versatility. 
Emanations and pollutants from car engines have turned into a noteworthy well- 
structured contamination in huge and medium-sized world urban areas. Numerous 
substantial urban communities experience authentic air pollution and ozone damag-
ing substance radiation, which is aggravated by growing development. Considering 
these challenges, the European Association and various countries are placing assets 
into ICT research and progression toward making methodologies to upgrade the 
individual fulfilment of locals and the practicality of urban networks. Of the human 
population, 54.5% of us live in Modern cities. However, it varies from one region to 
another. The following basic factors lead a city to be called Modern:

Health Centers Specifically, easy access to hospitals and clinics for everyone in 
the city.

Transportation It is the vein that runs any city, without it, the city will be paralyzed 
and messy, and people will depend more on cars since there is no public 
transportation.

Investment Job opportunities; we can say it is the most important factor in this list, 
because we can say that health centers are investments, and we can say the same 
thing for transportation too. Also, it is the reason why people move from villages to 
cities and from one country to another. More investment equals more jobs; also note 
that investment is nothing without security, which is our next point.

Security The factor that holds everything together. The first thing anyone who wants 
to move to a new place thinks about is safety and security. Without it investments will 
decline as no one wants to invest in a troubled place.

2.1  Problems in Modern Cities

Human factor This is the most significant problem in Modern Cities. While not all 
humans have a bad influence on cities, here, the meaning refers to how dependent 
on humans cities are, in every detail. People need to be trained, and most  importantly, 
they need professional ethics in order to eliminate behaviors such as long lunch 
breaks, piling paperwork, and missing deadlines. All these reasons make some cities 
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slower and slower, thus becoming inefficient. Moreover, humans can only work for 
a limited time such that if there is a problem at night, hopefully, it will be fixed the 
following morning. Therefore, automating some tasks such as driving will save a lot 
of our resources.

Human–Machine interaction People in Modern Cities are not used to having a lot 
of interaction with machines, except for simple machines such as parking lot meters 
and ATMs. Everything else is human–human interaction, and that wastes a lot of 
time. Humans should automate routine tasks. That is a very huge disadvantage to 
this model.

Thus, to solve these problems, people came up with a model called the Smart 
City. Next, we will define it, introduce a famous model, then critique it, but first we 
will explain the backbone of the Smart City [2].

3  IoT – The Backbone

The IoT can be characterized as the tremendous interconnection of smart gadgets. 
This concept is applied from small sensors to large vehicles. Some people consider 
the IoT as the fourth generation of computers, and that is how important IoT sys-
tems are. Many people use them every day, without even knowing. If you want to 
know whether you use the IoT or not, let us break down its name and definition, 
“The expanding interconnection of smart devices”. Thus, it is the connection or a 
communication among smart devices. Or rather, from its name Internet of Things, 
as internet—communication or interconnection—of things such as smart devices 
[3]. The IoT has helped society and businesses around the globe uniquely unlock 
new and immense chances to access volumes of information and present new and 
distinctive applications and administrations to make a superior future for the urban 
community, diminishing force utilization, and enhancing productivity of the gen-
eral public.

3.1  Role of the IoT in Smart Cities

The IoT is all related in one way or another to communication among different 
devices in different places [4]. The IoT is going to play an important defined role 
in every field of industry and daily life activities. Let us take Smart Housing and 
Smart Vehicles as an example to explain the role of the IoT in development of 
Smart Cities.

In a Smart House, there are infinite applications for the Internet of things. We 
can apply it on doors, so that if a friend or family member is waiting for you out-
side the house, you can easily unlock the door, because the key is connected to the 
internet. Also, you can apply it in the kitchen. There is a refrigerator that tells you 
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when a product is going to expire. Furthermore, it also has an internal camera that 
shows you the missing products so that you can get them while you are at the 
supermarket. One of our colleague once said: Maybe one day the refrigerator will 
come to me instead of me going to it. While that was said as a joke, who knows, 
maybe it will come true one day. Also, you can integrate the IoT in the bedrooms 
and so on [5].

A second example is Smart Vehicles. What we mean here is not vehicles that help 
you park or have a camera with some ultrasound sensors; rather, we are talking 
about driverless cars such as Teslas, Waymos, and future options. These cars are 
very useful for all people. The vehicles enable people to sleep, study, prepare for a 
meeting while traveling, or they can be used to transport children, elderly, or people 
who have difficulty driving such as blind people. It is also applicable to fix any issue 
related to it with just a software update. The new smart car now is called Tesla 
Model 3 that offers a double engine all-wheel drive, 20″ Execution Haggles, and 
lowered suspension for aggregate control, in every single climate condition. What is 
more, a carbon fiber spoiler enhances security at high speeds, enabling the Model 3 
to accelerate from 0 to 60 mph within 3.3 seconds [6].

3.2  Role of 5G Technology in the IoT and Big Data Analysis

The brisk development and improvement of 5G technology in the Internet of things, 
Cloud computing, software-defined networks, and big data analytics, has made 
dependable headway and formed a solid relationship between them. For instance, the 
IoT applications that generate information with enormous volume and smart speed 
require 5G, with attributes of high information rate and low laziness, to transmit such 
information quicker and more reasonably. Obviously, that information likewise 
needs the Cloud for processing and storage, and moreover, a software defined net-
work to give a flexible structure framework to move this giant volume of information 
in an ideal manner. This topic investigates the associations among the improvement 
of the Internet of things, the Cloud, big data, and the software-defined networks in 
the coming 5G period, and we can perceive them as the five most valuable ICTs 
(information and trades progress) to watch for in 2020 in terms of their potential, 
blend, and applications. 5G improvement creative work has presently begun, and 
some 5G highlights or subsystems are already accessible. By embedding 5G com-
pact broadband in the center, 5G will fill in as a predominant passage and transport 
sort out for IoT applications so that IoT data can be passed on even more profitably 
and monetarily [7]. Plus, IoT will end up one of the genuine wellsprings of big data 
by conveying a gigantic volume, at quick speed, and different assortments of infor-
mation. The mass proportion of information being made by the IoT can change 
everything from collecting to therapeutic administrations to the plans and workings 
of sagacious urban regions—empowering them to work more gainfully and valuably 
than ever before.
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3.3  The Smart City

A Smart City explores, experiments with, and uses technologies—such as the IoT—
to improve its community [8]. The goal of Smart Cities is to build a sustainable and 
modern environment by applying IoT technologies to help the nation serve its popu-
lation [9]. A Smart City has the same properties as the Modern City with some 
major adjustments as follows:

Smart Housing From its name, you may think we mean Smart homes, but that is not 
the case. Although it is a part of The Smart City, what concern us here in this chapter 
is how neighborhoods are designed, what services they have in case of emergency, and 
so on, which we will explain more in the IBM definition section [10].

Smart Security It has the same basics we explained before in The Modern City 
section; here, we are going to focus more on cyber security, as we are going to see in 
the IBM model, sensors and cameras are all over the place. There must be a strong 
system that safely stores all the private information. Also, the City runs on commu-
nication systems; therefore, the government must keep the online communication 
ready at all times. Additionally, security in general will be improved, because there 
will be cameras; we can not only film the criminal but also identify them. This is 
because of computer vision algorithms and methods and movement analysis tech-
nologies such as face detections.
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Smart healthcare Healthcare is an integral part of any community, but in the Smart 
City, it is a bit different. A large number of sensors are connected in one web frame 
that can be accessed by the hospital facility and family members [11]. The hospital 
facility can use the data stored in the web to see the patient history, diseases, medi-
cation that the patient uses, and emergency contact. Also, family members can get 
notifications when the patient is in the hospital.

 

4  Impact of Smart Cities on Human Life

The United Nation organization has a great example of Smart Cities that they want 
to be different from all the cities around the world. As a result, they asked the 
UNECE and some of their partners to join them for this huge project. They will be 
focusing on mobility and sustainable houses, having clean energy, and achieving 
cities using the IoT [12].

The United Nation program of world Smart Cities created Sustainable 
Development Goals (SDGs) to know the exact level of performance compared to 
any city in any place. These SDGs are a piece of the programs. The main goals of it 
are wide, yet every one has a different rundown of focuses to accomplish.

4.1  Eliminate Poverty

Obliterating dejection in all world structures remains presumably the best feat defy-
ing humankind. Extensively, more than 800 million people are currently living on 
under $1.25 every day; numerous requirements include adequate sustenance, clean 
drinking water, and sanitation. SDGs are resolved to end dejection in all circum-
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stances and structures by concentrating on those living in defenseless conditions, 
extending access to basic resources and organizations, and reinforcing systems 
affected by hardship and climate related fiascos.

4.2  Eliminate Hunger

Hunger has been around forever, and we must fight it through the Smart Cities pro-
gram that the United Nation created. To be able to eliminate this problem before it 
kills more people, we need to collaborate and to eliminate it from all the cities on 
the Earth. These are generally titanic achievements as lack of strong sustenance 
remains a huge issue in various nations. In 2014, 795 million individuals were sur-
veyed to be interminably undernourished as a fast-delayed consequence of typical 
debasement, dry spells, and loss of biodiversity. More than 90 million children 
younger than five are hazardously underweight. Furthermore, one in four people in 
Africa are still hungry.

4.3  Responsible Consumption

Accomplishing money related progression and rational improvement necessitates 
that we drastically alter our impression of nature by changing the way we make and 
fund things and assets. Farming eats up a lot of water the world over. Regardless, the 
current water structure guarantees around 70% of all freshwater for human use. The 
valuable association of our ordinary trademark assets and the way wherein we dis-
card poisonous waste and toxins are central focuses to accomplish this objective. 
Empowering attempts, affiliations, and buyers to reuse and decrease waste is simi-
larly essential, as is supporting nations to move toward sensibly practical occur-
rences of utilization by 2030.

4.4  Gender Equality

Gender equality is not only a basic human right but also an essential foundation for 
a quiet, prosperous, and sensible world. Outfitting women and young women with 
proportionate access to preparation, restorative administrations, decent work, and 
depiction in political and money related essential initiative techniques will fuel 
doable economies and favorable social request positions, and humankind will be 
free to move around at will. We have seen astounding improvement starting now, 
and they should continue into the foreseeable future. Increasingly, young women 
are by and by in school in contrast from 15  years earlier, and most areas have 
accomplished gender equality with fundamental guidance.

Impact of IoT-Based Smart Cities on Human Daily Life



110

4.5  Clean Drinking Water

Water deficiency impacts in excess of 40% of individuals in the world, an angering 
wonder that is predicted to increase with the ascending of temperatures, even 
though 2.1 billion individuals have gotten improved water sanitation since 1990. 
Decreasing supplies of safe drinking water are an important issue influencing each 
mainland.

4.6  Affordable Energy

Somewhere between 1990 and 2010, the number of individuals with access to power 
reached 1.7 billion, and as the population keeps rising, so will the excitement for a 
weather-beaten vitality. A general economy subject to oil subordinates, and the 
advancement of ozone-depleting substance discharges, is negating genuine upgrades 
to our air structure. This is affecting each territory. Starting in 2011, endeavors to 
significantly empower clean energy accomplished in excess of 20% of power being 
made by unlimited sources. Still, one out of seven individuals needs access to power, 
and as the interest keeps ascending, there should be a general increase in the amount 
of reasonable power sources throughout the world.

4.7  Building New Industries

Enthusiasm for structure and headway are basic drivers of money related advance-
ment and improvement. Creative headway is the way to discover suffering responses 
for both financial and natural challenges. For instance, giving new occupations and 
propelling imperativeness capability. Advancing reasonable endeavors, and putting 
resources into clever research and progress, are unfathomably basic approaches to 
invigorate fiscal improvement.

4.8  Acts against Climate Change

There is no nation on the planet that is truly not encountering the remarkable impacts 
of change. Ozone-depleting substance floods continue to rise and are now 50% 
higher than their 1990 estimation. Also, a general temperature adjustment is rolling 
out alterations in our atmosphere structure, which relates to irreversible results if we 
do not make a move now. The yearly customary mishaps from waves, tropical 
storms, and flooding mean a couple of billions of dollars, requiring an undertaking 
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of US$6 billion reliably in a calamity threat alone. The objective intends to gather 
$100 billion reliably by 2020 to address the necessities of making nations prepared 
and help moderate condition related calamities.

4.9  Greater Life on Earth

Human life relies on the earth as much as the sea for our sustenance and occupa-
tions. Vegetation makes up 80% of our food source, and we depend upon horticul-
ture as an essential cash related asset and methods for progress. Forests make up 
30% of the world’s surface, providing habitat for myriad animal varieties and piv-
otal hotspots for clean air and water; and they are basic for engaging normal change. 
Today, we are seeing unimaginable land debasement and the loss of 30% of arable 
land to different events at a veritable rate. The dry season and desertification are also 
on the rise every year, connoting the loss of 12 million hectares and affecting poor 
frameworks all around. Out of the 8300 creature breeds known, 8% are dying out 
and 22% are in danger of extinction.

4.10  Peace and Justice Around the World

Without concordance, soundness, human rights, and convincing organization, in 
perspective on the standard of law—we cannot look for viable progression. We are 
confronting a day by day reality with the end goal that is dynamically parceled. A 
couple of territories have acknowledged and proceeded with measurements of 
agreement and accomplishment, while others fall into plainly vast cycles of conten-
tion and savagery. This is in no way, shape or form, unavoidable and must be tended 
to. Anomalous measures of prepared violence and slightness ruinously influence a 
country’s improvement, affecting money related advancement and normally achiev-
ing long-standing grumblings that can crop up for a very long time. Sexual severity, 
bad behavior, misuse, and torment are in like manner pervasive where there is a war 
or no standard of law, and nations must take measures to ensure the well-being of 
the general population who are most in peril.

5  The Critique on Smart Cities

Every scientific advancement has its drawbacks. Therefore, in our critique we hope 
to highlight the disadvantages to help guide future researchers and designers who 
are interested in the Smart City in their own research and models. First, the high 
level of complexity in the city, due to all the connected components of all embedded 
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systems and sensors, complicates the network and may cause a lot of damage to the 
city. How many workers are required to maintain the embedded systems and sen-
sors? Also, there is the question of, what is the raw data going to be used for? Are 
we even able to process all this data in real time? Thus, alongside this complexity of 
network, we need a strong processing unit working all day and night to analyze the 
data collected from the embedded systems and sensors. The second thing is the stor-
age units. All the unprocessed data and the processed ones need a place to be stored 
and also secure backups. Additionally, some of the collected data are private, such 
as your car movement and water usage. Some of this data may be used to benefit the 
city’s database, someone can argue, but some of them, such as car movements are a 
huge breach of privacy [13].

Another problem in the IBM model for a Smart City is that in case of an extreme 
emergency, they base their solutions for saving the city on the existence of a nearby 
Smart City, which is difficult and expensive. Also, what guarantees that what 
affected the first Smart City would not affect the second Smart City? The problems 
highlighted above are very critical, in our opinion. We hope future researchers and 
designer solve them; in the next section we will present some solutions.

5.1  Solutions

The most critiqued point in the present model is the distribution of embedded sys-
tems and sensors; if we could find a method for an efficient distribution, we would 
save a lot of money from lower system maintenance and its original cost. Also, 
fewer embedded systems and sensors means less data to process and store, which 
also would save a lot of money [14]. Additionally, if we could develop some deep 
learning and machine learning algorithms, these algorithms would decrease the 
number of relevant data that the city uses, so we would have a small number of stor-
age units compared to what is represented in the model above. Another problem is 
that the Smart City should be fully prepared in case of emergency. The Smart City 
must be able to stand on its own. We could achieve that by using high end robots; 
these robots can help the Smart City officials to decrease the human factor such as 
fighting natural disasters [15].

6  Conclusion

To conclude with, we trust that we gave you a decent look at the idea of the Smart 
City and how the fourth era of PC—The Internet of Things—is going to assume an 
enormous role in its advancement. We likewise accept that Smart Cities are the 
eventual fate of any up and coming human progress, and we trust this chapter helped 
or if nothing else enlivened somebody to illuminate and build up this idea.
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Internet of Things: Reformation 
of Garment Stores and Retail Shop 
Business Process

Ghazanfar Latif, Jaafar M. Alghazo, R. Maheswar, P. Jayarajan, 
and A. Sampathkumar

1  Introduction

In order to define the concept of the IoT, it’s important to understand the meaning of 
the Internet. The internet can be defined as a worldwide system that connects com-
puters via the concept of computer networks, specifically using the Internet protocol 
suite (TCP/IP). Furthermore, the IoT surpasses the concept of Internet by proposing 
a system to connect not only smart devices such as computers and smartphones, but 
also it enables normal devices that are not technologically advanced such as kitchen 
devices, medical devices or light bulbs to interact and make decisions spontane-
ously with each other without the interference of humans. Therefore, IoT embedded 
sensors and other devices can be considered as physical devices to make the com-
munication possible with the Internet through physical or wireless networks [1].

Related concepts of IoT existed since the 1970s. However, in 1999, Kevin 
Ashton, a British technology expert, first created the term IoT, and it was intended 
to describe a new technology connecting the technology of radio frequency identi-
fication (RFID) and the technology of Internet. Nevertheless, the term IoT received 
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no attention until 10  years after. Huge international companies started using the 
term to establish new strategies for their technologies.

Moreover, IoT was invented to guarantee efficiency, speed and accuracy for users 
through their lives, instead of relying on people to manually input commands to 
machines, requiring more time, extraordinary effort and attention to details, which 
is difficult for human beings to have all at one time and for long periods of time. 
Therefore, IoT has become of great importance since it supports the concept of self- 
automation by performing at a high level around the clock. Specifically speaking, 
IoT has recorded some significant life-changing experiences in the retail stores 
through some of its applications including smart shelves, robot employees, beacons 
and much more [2].

2  Current Issues in Garment and Retail Store Methodology

In physical garment and retail stores, stores sell clothes of different companies from 
different countries. Some stores are branches of the official companies while others 
are not. Many stores get clothes from wholesale with customers being completely 
unaware. Upon looking at these clothes, it is quite evident that some are indeed fake 
brands. The meaning of fake brands is having stores sell clothes with the trademarks 
of different companies, when, in reality, the clothes have no affiliation with their offi-
cial companies whatsoever. The fake brands also use materials that are not durable and 
are not good to use for long time periods. Despite that, these fake brands share the 
same prices of the original pieces made from the official companies while costing 
much less to produce. The main issue is that some customers buy clothes without 
checking the authenticity. For example, customers fail to ask themselves what type of 
clothes they are looking at. Which company made them? How much should it cost? 
Customers should be able to fully recognize these fake shops and avoid them. Another 
main issue is that numerous garment and retail stores do not provide information 
about their clothes, including the type of clothes, the company that originally made 
them, details about sizes and average height and weight that fits to the person. This 
type of information should be presented to the customer. The quality of colour of 
clothes is also important to look at. Most fake brands are made of low-quality materi-
als and colours. Once washed, the clothes begin to change in colour. If original brand 
clothes were to be put in washing machines alongside fake brands, all clothes will be 
affected by the colours of the fake brand. The third issue of garment stores is that some 
stores do not provide payment by card while simultaneously not having any change. 
Numerous customers face issues attempting to pay the stores for the goods they 
attempt to purchase. For example, the ATM is far away from the store; the consumer 
will waste their time going to ATM machines and coming back to the store to pay, thus 
reducing number of customers. Some people simply do not like carrying cash. The 
fourth issue is that some garment stores do not provide services to the customers, 
including lists, regulation and sticker with the price of the items. Also, some sellers are 
unhelpful to customers; in those cases, the customer feels uncomfortable buying. 
Finally, business people should choose the best location for the garment stores.
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Stores located in main cities and malls, where many people come, are far more 
likely to generate traffic. Stores also need great logos potentially using laser lights 
to attract customers. Advertising is the best way to attract customers, some locations 
of garment stores are not in main places where people go to every day, and owners 
do not have enough budget to make advertisements of their garment stores. In this 
case, they are unable to achieve any profits and eventually go out of business. 
Figure 1 shows the current methods of garment and retail store shipment.

The sales of online purchases are increasing and all the industries are focusing on 
new technologies and integration of IoT to their garment and retail shops. Figure 2 
shows the statistics of retail electronic sales in the United States from the period 

Fig. 1 Traditional retail product
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2017–2023 [3]. Figure 3 shows the online versus in-store shopping up to 2017 [4]. 
Clearly in-store purchases are still dominant which has more justification to incor-
porate IOT in stores for a smart shopping experience.

3  Challenges for Using IoT in Garment and Retail Shops

Privacy and security are the primary challenges linked with the IoT solutions. The 
access to the consumer database offers retailers many opportunities to defraud the 
customers and increases the chances of cyberattacks [5]. Further, many retailers do 
not have the basic setup and network to handle large chunks of data generated by 
IoT.  Consequently, the retail stores require significant infrastructure changes to 
accommodate Internet-based retail. Considerable investment is required by the retailer 
when it comes to IoT implementation. This is the primary reason that retailers still 
weigh the advantages of IoT systems against the cost of implementation [6].

Park and other authors published a study concerned with the interactive digital 
signage application [7]. This classic IoT application functions by receiving direct 
command from both machines and humans. Additionally, it creates a wireless envi-
ronment to integrate all commands the system receives. Different issues can arise 
from this approach such as data collision, scalability issues and high cost and com-
plexity of deployment. Therefore, another technology is introduced to resolve these 
issues; the technology utilizes the concept of container-based distributed virtual 
client architecture that avoids all previously mentioned issues by controlling the 
flow of data on different domains and processing them effectively. Finally, the 
results of this study have shown that the cloud-based server architecture takes the 
request from each user, which is then sent to the digital signage server resulting in 
less dependency on the distance with an average of 50% for all customers.
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Moreover, another research by Grewal et al. focuses on analysing the different 
methods that enable the IoT in the retail industry [8]. The business model is one of 
the fundamental factors in the online retail industry. It proposes identification and 
organizing the data received from customers according to different business models, 
resulting in efficient performance when data is needed for analysis. Another method 
is the virtual mall technique, meaning the creation of large platforms by websites to 
host brands and merchants online such as Amazon. Also, the aggregator method is 
the use of data collected from retailers and collaborating with them in creating trad-
ing environments between sellers and customers. Lastly, the search agent method 
provides an extremely fast and optimized service to provide a software to search for 
your item accordingly.

The study done by Balaji et al. proposes that IoT will grow the co-creation value 
in the retail industry [9]. Data was collected from 289 customers that experienced 
the technology of IoT in the retail industry. Using data analysis techniques and the 
result of measuring the partial least squares (PLS) equation, it was possible to find 
that some essential elements had the largest impact on the customer feedback and 
the increasing value of the co-creation which are the ease of use, the superior func-
tionality, the aesthetic appeal and the presence. Figure 4 shows the IoT value of 
co-creation concept with the business platforms, platform interoperability and edu-
cational platforms.

Qing et  al. discuss the RFID technology and its implementation in the retail 
industry. Specifically, the RFID is used to create technology to support the idea of 
smart shelves that can be used in the retail industry to make a significant contribu-
tion to increasing sales, enabling auto-generated reports about products for managers 

Fig. 4 IoT value of 
co-creation concept
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as well as consumers. In addition, it is extremely comfortable for both the sellers 
and the consumers. The RFID consists of three fundamental pieces including an 
antenna system, a multiplexer and a reader or writer; thus, these important elements 
enable a direct connection with the system, providing data and information about 
the availability of products, their location, expiry date, etc. [10].

Elliot and Fowell investigate the experiences of customers who shop through the 
Internet to determine the possible factors that may promote or inhibit the habit. The 
authors collected data using open questionnaires that focused on several parameters 
[11]. This included ease of use, convenience and the ability of the model to meet 
their demands. The findings revealed that customers were satisfied with 70% of the 
services provided, particularly regarding the extensive amount of available goods, 
convenience and customized service. However, issues concerning security and the 
ease of use of the platform emerged. Nevertheless, many people were willing to 
complete their shopping online. Therefore, the article is crucial in demonstrating 
how the Internet has improved the ability of retailers to meet the needs of their cus-
tomers with convenience.

Burnes and Towers examined the development of Omnichannel retailing within 
the fashion industry and how its knowledge could influence smart cities. Customers 
are given the ability to select different convenient ways of purchasing a product, 
such as identifying a product and ordering it online or visiting a showroom to con-
firm its specifications. By establishing a physical presence, the authors contend that 
retailers have the option of selling more products to a consumer than in a virtual 
world. The researchers used deductive reasoning to arrive at this conclusion. 
Hence, the paper addresses the importance of physical infrastructure even in the age 
of the IoT [12].

Bilinska-Reformat and Stefanska identify the target market when integrating the 
IoT with the retail market and garment stores. The researchers used critical analysis 
of existing literature and observation of young customers in retail chains in Poland 
to collect the necessary information. According to the findings, young customers 
have embraced the use of technology in their shopping. As a result, several retail 
chains began integrating their services with the IoT when targeting this market. The 
article is crucial in examining the target market for retail firms that have integrated 
their services with IoT [13].

Many people are discouraged from using the Internet for shopping due to prob-
lems with privacy and security. Brill investigates ways in which a person could build 
trust and maximize benefits despite the challenges associated with the IoT.  The 
author uses an exploratory research style to make assumptions and arrive at conclu-
sions. The author states that increased stringent policies could increase accountabil-
ity and transparency amongst firms that deal with big data, which would reduce the 
challenges affecting the IoT. Therefore, retail companies can establish stronger 
legislation to protect a client’s privacy and security, resulting in the enhancement of 
the integration of the IoT in this sector [14].

Shankara, Mahanta, Arora and Srinivasamurthy study the influence of the IoT in 
the retail industry. Notably, the authors critique available literature to investigate 
how the IoT has revolutionized garment stores and retail sectors, thus enhancing 
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profitability. According to Shankara et al., technology will result in a paradigm shift 
and the data collected will facilitate the creation of knowledge that can contribute to 
value added. As such, the article highlights the benefits of integrating the IoT in 
garment stores and amongst retailers [15].

Dlamini and Johnston explore the usefulness of the utilization of IoT in the retail 
industry and stores [16]. The authors explore existing research to gather appropriate 
data and draw conclusions. The authors find out that the intensive use of the IoT in 
garment stores and the retail industry is attributable to its unique ability in identify-
ing products, ease of communication and the ability to provide real-time informa-
tion [17]. For instance, the use of sensors could be used to track the shelves with the 
highest traffic; this knowledge can be of advantage in increasing sales. The informa-
tion gathered by IoT devices can be analysed to understand consumer behaviour and 
shape marketing strategies. Additionally, customers could use the technology to 
track the location of specific products, while retailers could use it to replenish 
shelves. Therefore, the article provides vital insight into the applicability of IoT in 
the retail industry.

Today’s marketplace is described as a competitive market. Every consumer is 
looking for the easiest way to purchase products. IoT is the highest-trending tech-
nique that retailers are using to set their businesses on the right track. However, they 
are faced with many challenges in the industry. Retailers need to be informed about 
the input data from the server including coming and going customers, the purpose 
of coming into the store and how that translates to the revenue of the store. The 
procedure of buying by using the IoT procedure is based on sensors. Whenever the 
sensor has caught the items, it will import the product to the application as a mes-
sage including name, unit and colour set. After that, the seller will be informed 
about ongoing and outgoing customer transactions even if the buyer were to refund 
the items.

Certainly, whenever technology techniques are published, retailers are expected 
to think about new capabilities including organization and technology areas. This 
technology should be in well-chosen areas with the appropriate cultures, knowledge 
and structure to secure and assure the rights of the business. Moreover, the IT 
department is not enough to save the market; the business department is another 
aspect of this field required to make the organization strong and survive by having 
new ideas and solutions for marketing the products [18].

4  Proposed Methodology

There are many new looks of clothes provided by a handful of companies such as 
American Eagle and sport clothes like Nike and Adidas. In the business activities, 
nowadays social media is one of the marketing tools used to increase business sales, 
clothing companies making accounts on Facebook, Instagram and Twitter to intro-
duce their products. This activity makes it easier for customers to search for new 
clothes based on their interests through online shopping instead of physically going 
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to shops. Some shops post their social media handles on the door or on the desk. 
One of the reasons that makes online shopping less efficient than traditional 
 shopping is the customers need to customize materials of garments they purchase 
meaning they need the “feel and touch experience”. Price is one of the attributes that 
attracts customers to online stores. Customers’ brains rely on visual attention to 
process information that promotional websites present for the setting and product. 
Some clothing retailers use Facebook as their primary shopping website allowing 
consumers to order via email or phone. Additionally, some clothing stores with 
Instagram accounts post links of their websites or Facebook accounts. This is how 
the marketing works and achieves sales through social media. As physical shopping 
moved to online shopping, it has become easier in modern days. There are many 
mobile applications that are designed for shopping for clothes, electrical devices, 
food, etc. On mobile applications, JOLLYCHIC, SHEIN and NAMSHI FASHION, 
all popular in Arabian gulf countries, are known as the top applications of shopping. 
The customers can choose their size, colour and colours and feel like they are 
designing their own clothes.

Another technology is the beacon devices, which are devices installed with low- 
energy Bluetooth that gets activated within limited range of the network. Therefore, 
beacons become handy when customers enter the area supported with this technol-
ogy. Upon entering places such as malls and markets they will be notified of dis-
counts of sales and special offers to make them more likely to enjoy real-time 
experiences in shopping. Also, beacons provide retail companies with customers’ 
updates and data to provide customized services and grab customer’s attention [19].

Figure 5 shows the proposed model to use of IOT in the garment industry. As 
shown in Fig. 5, a customer can use his/her access to the Internet to make online 

Fig. 5 Proposed model for usage of IoT technologies for online garment stores
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purchases detailing garment type, design, size, etc., and make the payment. This 
shopping experience is coordinated through the use of IOT including shipping and 
tracking of the item until it is delivered. User interface (UI) is one of the most 
important strategies in developing store applications and making them successful. 
The user should fully understand the information provided to browse for their needs, 
for example, organizing and accessing the database using tabs and lists, search but-
ton and account creation. This study has been done by Andrea Savage who created 
the iOS Application for Inventory in Small Retail Stores [20]. As technology has 
improved and many applications have been designed to serve users, most people 
have become dependent on their smartphones as part of their daily lives. They can 
understand types of products without asking the seller. However, there are many 
people that do not use smartphone technology, who are mostly old people; they 
prefer to go to stores and “shop traditionally” instead of shopping online. They like 
to see everything directly rather than seeing it on a monitor. Some garment and 
retail stores provide sewing services for customers, with measuring giving 
body sizes.

Smart shelf technology is a convenient inventory management system and one of 
the most outstanding applications of IoT.  Smart shelf wireless system generates 
real-time updates to its system that can be accessed by employees. It notifies 
employees about information such as products’ availability and expiration dates. In 
addition, the technologies used to keep track of the products include built-in weight 
sensors within the shelves. Also, it requires RFID readers and tags placed on each 
product to help optimize the system and send notifications to the system when prod-
ucts are not organized to their assigned shelves accordingly. Therefore, this system 
performs and deals effectively with the huge amount of data it collects and analyses 
it automatically [21]. Figure 6 shows the integration of RFID as middleware of IoT- 
based garments and retail shops.

Fig. 6 The integration of RFID in retail shops
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5  Benefits

With the advancement in technology, the IoT implements hi-tech sensors to collect 
and analyse data for retail and garment stores and further facilitates necessary 
actions [22]. The contemporary customer wants to understand how the product was 
made and how can it be maintained. The IoT can permit retailers to communicate 
about a specific product and can also enable them to meet the customized need for 
the product: for example, what types of cloth are used in the T-shirt? Where is it 
made and by which company? How long can it be used? What is the average of 
appropriate height and weight for the person who will wear it? These are the most 
important information for the customer.

IoT offers the garment stores and retailers the chance to refine the purchasing 
process of the customers in a store. The IoT could allow incorporation of elements 
such as customized pricing based on the acquisition history and brand loyalty. The 
retailers can efficiently collect their orders and track individual items through the 
supply chain, which will give details of each product and arrival time easily [23]. 
IoT also safeguards the retailers with fraud identification and loss prevention. 
Counterfeit products make up approximately 5–7% of the total world trade. 
Moreover, brands expend considerable resources to curb such fraudulent occur-
rences. So, the IoT is used to track brands and identify the counterfeit goods while 
averting the fraudulent sales that use their brand name.

Further, IoT technology can offer a clear overview of the stocks and thereby 
facilitate the optimization of the brand’s storage and automatic replenishment of 
their stocks. What makes it more efficient is that these actions are aligned to the 
needs of the customers. It also enables retailers to target high-end clients. Before 
entering a store, customers often perform comprehensive research about the prod-
ucts they wish to purchase. The stores can keep a record of the browsing history of 
their customers, their visits, purchasing patterns, the amount they spend, to develop 
a productive relationship. Moreover, for a personalized experience, the store staff 
can recommend options based on the browsing record and previous purchases made 
by the customer at the store. The garment and retail stores can use IoT to understand 
the needs of their customers better and improve customer services [24].

IoT has become a relationship of the digital world with the real world. Key deter-
minants for IoT is value of co-creation, coinciding with rapid improvement in infor-
mation technology (IT) the last few years. IoT has become more active in our daily 
lives. While IoT is still under development and upgrading, it is generally known that 
the IoT is a pattern where technology equips networking, identifying and processing 
in order to gain communication with other devices through the Internet to perform 
desired tasks. IoT is recognised amongst the top techniques of technology that are 
expected to create business breakthroughs in the beginning of the 2020s. McKinsey 
expects of the 2020s the existence of over 30 million IoT objects, which will have 
an effectiveness that guarantees the US $11 trillion per year by 2025. While the area 
of applications for IoT technology is vast, it is also one of the most prominent areas 
of business sales including retail industries. For the concept of IoT in smart 
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 networking objects, it is tagged with unique identifiers as a quick response code or 
RFIDs. A German grocery retailer (Dohle) uses smart carts to provide information 
of products at the store, which enables checkout without wasting the time of waiting 
for retrieval information in exact time. Therefore, retailers can develop and improve 
retail systems using IoT technology, creating real-time experiences and interaction 
with customers. IoT technology can help buyers make their decisions and positively 
contribute to their overall shopping experience [9].

IoT has existed for several years now. It was introduced by the MIT audio-ID 
centre. In the future internet, there are many terms to characterise the future devel-
opment of the network. There are services of IoT like 3D Internet. Moreover, the 
collaboration will continue, and more efforts of countries will increase the develop-
ment of IoT like Japan and the United States. From the economic perspective, the 
future Internet will depend on websites to optimize economic services, allowing 
garment and retail stores to save parts of their budgets. There will be multiple ser-
vices through the Internet; these services will make the difference between high- 
level business service and low-level sensor services in the IoT. The purpose of IoT 
is to make contact between the physical world and representation of the information 
system; this is how IoT is described [25]. Campolargo et al. speak about converging 
technologies for smart environments and integrated ecosystems; the book predicts 
the future of IoT services, such as garment stores, workplaces, restaurants and hos-
pitals. All machines can communicate with each other using sensors including com-
puters, embedded system machines, smart discs, etc. These sensors allow all devices 
to retrieve information and databases from other devices and access them; auto- 
accessing information can save money while completing the process faster than 
humans [26].

6  Conclusion

In conclusion, this chapter discussed the concept of IoT in the retail industry by 
analysing the most common and efficient methods and technologies. Technologies 
include RFID smart shelf, interactive image technology (IIT) and low-energy 
Bluetooth beacons. Therefore, IoT enables the direct connection between objects or 
even humans and objects. It creates a great opportunity to manage and deal with 
numerous data that is increasing over time, which normal humans cannot deal with 
due to their limited capabilities and limited time. However, machines do not have 
time limits if designed efficiently and kept on routine maintenance. Machines do not 
get tired either which makes a major difference between humans and machines with 
respect to their performance, quality and speed. Moreover, each technology was 
discussed while exploring their advantages, disadvantages, results and other sup-
porting techniques used to implement and utilize them accordingly in effective 
ways. In addition, many of the studies discussed in this paper have implemented 
different experiments and studied cases where they took into consideration the feed-
back from customers who experienced the impact of IoT in the retail industry. 
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The results indicated that many customers are satisfied with the services provided by 
these technologies, whereas some customers had concerns regarding their private 
information and how retail companies make use of their personal information.
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1  Introduction

Urban population of the world has seen a rapid growth, from 751 million in 1950 
to 4.2 billion in 2018 [1]. According to UN 55% of all world’s population lives in 
urban areas and this figure is predicted to go up, by as much as 68% by 2050. The 
net effect of urbanization according to projections in the growth of global popula-
tion is another 2.5 billion people will be added to urban areas by 2050, with close 
to 90% of this demographic expected to be in Asia and Africa [1]. All of this means 
the world has been becoming urban and the trend is poised to continue in the future.

An increase in urban population comes with its own set of associated challenges 
in several areas, some of which include: an increase in environmental pollution, 
managing increasingly complex transportation system, making healthcare acces-
sible for growing population, making government services accessible to all citi-
zens, and providing safety and security to all population. All of these has led to the 
increase in intelligence in cities and a trend toward smart urban development by 
taking advantage of existing IoT technologies to mitigate most of the abovemen-
tioned issues; we will explore a few solutions in this chapter.
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The current technological framework is primarily based upon cloud and local 
computing with increasing reliance on edge and fog in the recent years. With the 
expected growth in gathering large amounts of data (“big data”) in highly populated 
urban areas, cloud-based technologies suffer from major shortcomings, which we 
will highlight in this chapter; we will also present the technological trends to miti-
gate the same.

In moving toward the next generation of innovative and more capable applica-
tions, IoT big data analytics comes as an important cornerstone. With the current 
wave of the rapidly increasing data volumes, which are generated by many sensors, 
actuators, and devices, the need for decision-making and extracting knowledge out 
of this data is a necessity. IoT big data analytics plays an important role in achieving 
the same. The real-time response requirement stated by emerging applications, such 
as connected vehicles, arises a new challenge. Therefore, edge computing came into 
the picture to overcome the delay of processing the data entirely on the cloud. In this 
chapter, we show the current design approaches, protocols, and technologies that 
are being proposed for IoT big data analytics on both the cloud and the edge in the 
context of smart urban development. Also, we present some of the use cases that fit 
the context of smart cities and urban development.

With the recent boom in IoT and related technologies the trend in urban develop-
ment has been toward increasing intelligence, i.e., it’s common to see “smart cities” 
where sensors are deployed in key areas and the data collected is processed using 
intelligence analytics. Efficient machine learning algorithms are used to enable pre-
viously unavailable services and making available services more accessible; this is 
the whole paradigm of smart city development [2].

More recently with the explosion in the fields of IoT, big data analytics, and 
artificial intelligence, there is a convergence among all these fields in the context of 
urban development; this paradigm shift has led to what we call “cognitive smart 
cities” [3]. All of this will be further elaborated in this chapter.

2  Edge Networking for Internet of Things

Wireless networks will eventually become key enablers of ultra-reliable and low- 
latency applications. The driving force for wireless systems is the demand for high- 
quality applications which they provide to users. While industry pilots such as 
automotive, intelligent automation, telemedicine, and entertainment applications 
offer new opportunities for operators, they present new challenges in terms of reli-
ability, latency, and cost requirements. For example, augmented reality applications 
will change the entertainment industry as they improve the user experience through 
realism. Providing a realistic and user-friendly experience requires minimal round- 
trip time to act and react [4].

To meet these challenging needs, edge computing and network function virtual-
ization (NFV) has become a solution for bringing cloud services to the proximity 
of the user. On the one hand, multiple access edge computing (MEC) and fog 
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 virtualize network edge applications, reducing end-to-end latency. On the other 
hand, NFV separates network functions and applications from the underlying hard-
ware and allows them to be implemented as software. Mobile services can now be 
deployed in a distributed manner independent of hardware, and software-defined 
networking (SDN) can provide a dynamic responsive network for new services. 
SDN decouples the control and data planes, and thus it benefits MEC and NFV by 
simplifying management, enabling programmability, and enhancing performance.

These technologies work together to provide operators with effective means to 
coordinate and scale their infrastructures. An innovative joint of these technolo-
gies is presented by 5G-CORAL [5] which exploits edge solutions to provide 
low- latency and enhanced QoS across multiple-RAT environment (see Fig. 1). 
It adopts ETSI NFV and MEC standards as well as considers mobile and volatile 
resources.

2.1  Edge and Fog Computing System

The EFS is a logical system comprised of fog and edge resources belonging to an 
administrative domain. An administrative domain is a collection of isolated 
resources managed by a single organization. The EFS virtualizes functions and 
applications and can interact with EFS in other domains. The software part of EFS 
consists of the following:

• Function is a virtualized instance deployed within the EFS for networking 
purposes.

• Application is a virtualized instance deployed within the EFS for serving end 
users and third parties.

• Service platform is a data storage for telemetric data collected from the EFS 
environment.

• Entity manager is responsible for applying configuration and management poli-
cies on the EFS elements as specified by the OCS. Compared to NFV and MEC 

Fig. 1 Cloud, edge, and fog resources and characteristics [6]
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standards, the entity manager of the EFS service platform plays the role of the 
MEC platform manager. For more details, please refer to 5G-CORAL deliver-
able D2.1 [6].

5G-CORAL considers three types of the computing layers in the continuum 
between user devices and core network: fog, edge, and cloud. The most commonly 
known computing layer today is the cloud. Cloud is a remote high-powered data 
center which offers virtualized computing, storage, and networking services to busi-
nesses and end users. Lately, edge (i.e., MEC) and fog emerged aiming at moving 
the virtualized resource closer to IoT and end users to reduce the latency. While 
edge architecture mainly focuses on the deployment of virtualized resources at the 
edge of operators’ infrastructure (e.g., base station), fog architecture extends the 
reach of resources even closer to the user (e.g., home gateway).

2.2  Enabling Virtualization Technologies for IoT in the Edge

Hypervisor-Based Virtualization it runs at the hardware level and provides inde-
pendent and host-isolated virtual machines (VM). Each VM runs its own kernel and 
operating system (OS). Therefore, the hypervisor can create Windows guests on 
Linux host. However, isolation and host abstraction features come with a cost. 
Memory, disk, and CPU resources must be specified at runtime to execute VM ker-
nel and OS. Also, hardware emulation is required for I/O operations. In the case of 
high-density virtualization, VM deployment becomes resource inefficient, espe-
cially for small edge and fog applications. One good example of hypervisor-based 
virtualization is kernel-based virtual machine (KVM).

System-Based Containerization it isolates processes at the OS level and runs on 
top of the host kernel. There are two types of containers, namely, system container 
and application container. System containers (also known as machine containers) 
behave like a standalone Linux system. That is, the system container has its own 
root access, file system, memory, processes, and networking and can be rebooted 
independently from the host. While system containers are lightweight due to the 
absence of guest kernel and hardware emulation, they can only run on Linux host 
and are bonded to the host’s kernel. Linux container (LXC/LXD) is an example of 
system-based containers.

Application-Based Containerization it isolates an application from other applica-
tions running on top of shared kernel and shared OS. Because of sharing the same 
kernel and OS, application containers are lighter than system containers. The appli-
cation container only encapsulates the necessary libraries, configurations, and 
dependencies needed to run the application. Therefore, its resource footprint is sig-
nificantly lower than VM and system containers. This makes the instantiation of 
virtualized applications appropriate for IoT services [7]. A well-known example of 
an application container is Docker.
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 A. State-of-the-Art Edge Network Solutions for IoT Applications
 B. Access Migration

In the standard IEEE 802.11, clients actively scan for available APs for associa-
tion in a discovery phase. During the scanning process, the AP responding to the 
probe message becomes a candidate for the client. When the client selects an AP, the 
association occurs between the AP basic service set identifier (BSSID) and the cli-
ent MAC address. During this process, the infrastructure cannot control client asso-
ciation decisions. In order to change the AP, the client initiates a handoff process, 
which takes approximately 2 seconds [8].

In order to minimize the reassociation time, many fast handoff schemes have 
been proposed in [9–13]. These techniques can be divided into a) scanning time 
minimization and b) authentication time minimization. In the process of minimizing 
the scanning time, the goal is to identify a target AP as soon as possible. For exam-
ple, synchronization scan [9], intelligent channel scanning [10], neighboring graph 
[11], selective neighbor caching [12], AP prediction [13], and IEEE 802.11k are 
scanning time minimization techniques. In authentication time minimization, pre- 
authentication [13] was presented and detailed in IEEE 802.11r. While the proposed 
technique can minimize the reassociation latency, they involve modification to cli-
ent devices and require additional signaling. The fact that these techniques require 
changes to the client side challenges the idea of bring your own device, which states 
that the infrastructure must accommodate variety of user devices.

In order to move client-AP association decisions from the client to the infrastruc-
ture, a virtual access point (vAP) was introduced in [14]. A vAP is an abstraction of 
the network functions created to connect clients. Each client associates to a dedi-
cated vAP with unique parameters. Based on [14], the client associates with the 
vAP and periodically receives beacons to know that it is still within the coverage of 
its AP. The received signal strength perceived by the client is encapsulated in the 
beacon so that neighboring APs can also learn clients signal strength. Each AP 
maintains two databases, namely, managed and monitored lists, which keep clients’ 
signal strength. The managed database stores the signal levels of clients currently 
associated with the AP, while the monitored database stores the signal levels of cli-
ents that the AP can hear. Access migration occurs when a neighboring AP receives 
a beacon from the client with signal strength higher than the signal strength adver-
tised by the serving AP. This way, the association decision is moved to the infra-
structure. However, there are drawbacks. It is assumed that all APs operate on the 
same channel so they are able to hear the advertised signal level. This makes the 
solution impractical for large-scale deployment and frequency planning. In addi-
tion, since the management of the vAPs is in a distributed fashion, a global view 
is absent.

To advance the work presented in [14], a multichannel extension of vAP para-
digm is proposed in [15]. In multichannel vAP deployment, the APs operate in 
 different channels and communicate with each other to support client mobility. 
After a client connects to a vAP managed by physical AP, the AP monitors the client 
signal strength level. If the signal level reaches below a predefined threshold, the AP 
sends a scan request to the neighboring APs. As soon as a neighboring AP responds 
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to the request, the client is instructed to switch channels and continue communicat-
ing with the new AP. This solution defeats the interference problem caused by oper-
ating on the same channel, but still remains a distributed solution without a 
global view.

On the other hand, an SDN-based WiFi framework dubbed Odin is introduced 
in [16]. Odin incorporates SDN solutions into vAP paradigm. In other words, the 
programmability and global view features of SDN are used to manage clients’ 
mobility. The Odin framework is used to migrate vAPs from an AP to another 
while generating game traffic on the client side in [17]. While [16, 17] enable flex-
ible and scalable management, they still consider that all APs are running in the 
same channel. Lately, an approach incorporating the advantages of SDN while also 
operating in a multichannel is considered [18, 19].

 Containerized Application Migration

Service migration can be divided into stateful and stateless. In a stateless migration, 
the state of the application is not preserved when the service is relocated to the tar-
get host. In the case of stateful migration, the state of the application is maintained 
when the execution of the application is continued on the target host. There are three 
types of stateful migration techniques, stop and copy [19], pre-copy [20], and post- 
copy [21]. Stop and copy freezes the application, checkpoints its state, copies the 
application and its state to the target, and then resumes the application. Pre-copy 
executes iterative state checkpoint while the application continues to run and then 
terminates with a shorter stop and copy. Finally, post-copy performs a short stop and 
copy to relocate the important execution state, then resumes the application at the 
target, and retrieves the rest of the data as required.

VM live migration is well investigated [22] and many effective solutions are 
commercially available. For instance, a pre-copy-based VM live migration scheme 
is presented in [21]. An active VM continues to run in the course of in-memory data 
iterative pre-copying. During a consecutive iteration, only changes in memory 
(dirty pages) are transferred. At last, a final state copy is performed while the VM 
instance is frozen and then transferred to the destination host. This way, the amount 
of downtime is greatly reduced when compared to a pure stop-and-copy scheme. 
Although the work in VM migration is mature, most of the existing solutions are 
tailored for data center environment where network-attached storage (NAS) and 
specific virtualization technology are utilized. NAS enables all the host machines 
in a data center to access a network-shared storage which removes the need for 
migrating disk storage. However, in a scenario where migration takes place between 
MECs, state and local disk storage has to also migrate over wide area net-
work (WAN).

Lately, container migration has caught much attention from the research com-
munity [23, 24], especially since containerization offers many advantages, in 
terms of resource efficiency and performance, over traditional hypervisor-based 
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virtualization. This fact enables the instantiation of lightweight containerized 
applications suitable for IoT services [25]. In [23], container migration mecha-
nism is developed for power efficiency optimization in heterogeneous data center. 
This work assumes that the source and destination hosts have access to a NAS and 
thus container data is not copied over WAN.

Furthermore, a framework for migrating containerized applications is presented 
in [24]. The proposed framework is the first to consider MEC environment for con-
tainer migration. Fundamentally, the framework is a layered model which aims to 
reduce the downtime incurred by the migration process. While the presented results 
show reduction in downtime as a result of layering, the framework relies on stop- 
and- copy migration which is not an efficient method for containers with large in- 
memory state. In our proposed solution, we develop a pre-copy procedure to migrate 
containerized applications between edge clouds.

 Mobility Support in Edge User Application

 C. ARNAB Double-Tier Migration

ARNAB [26] is a novel architecture which provides transparent service conti-
nuity through access and application migrations. The term ARNAB is an Arabic 
word which means rabbit. ARNAB is given for the architecture since the user 
service exhibits the rabbit behavior hopping through the WiFi infrastructure to 
support user mobility. Furthermore, ARNAB is said to be transparent since there 
is no modification to the user device required for its operation. The main objective 
of proposed architecture is to deliver seamless user experience. ARNAB utilizes 
double-tier migration, namely, user connectivity migration and application migra-
tion. The first migration scheme uses vAP to eliminate WiFi handoff delay and 
relocate the association decision-making to the infrastructure. The second tier 
uses iterative copying scheme to minimize the downtime during application 
migration.

 D. Follow Me Cloud

Follow me cloud (FMC) [27] is a novel architecture that enables cloud services 
(i.e., running in distributed data centers) to follow the users as they roam through 
the network. The FMC controller manages computing and storage resources of the 
data centers and decides which data center the user should be associated with. 
Based on FMC, a migration mechanism is developed to ensure service low latency 
[28]. However, the minimum reported migration downtime remains high for seam-
less service experience.

 E. Follow Me Fog and sFog

Follow me fog (FMF) and seamless fog (sFog) are proposed to pre-migrate 
computation jobs before radio handover occurs during user mobility. This is 
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accomplished by constantly monitoring the received signal strength indicator 
(RSSI) from different fog nodes. Once the RSSI of the current node (i.e., serving 
the user) keeps decreasing and the RSSI of another node keeps increasing, the 
computing jobs are pre-migrated to the new node before the reassociation takes 
place. This way, FMF and sFog support user mobility by predicting the target fog 
node beforehand and thus reducing the waiting time for computing jobs to be 
available.

 F. SharedMEC

SharedMEC [29] is an architecture which combines the standard cellular hando-
ver process with service handover. In SharedMEC, an edge platform is shared by 
multiple femto base stations to support user mobility. The architecture employs an 
algorithm to decide when to migrate user services. In addition, an analytical model 
is proposed to analyze the total cost of migrating user service.

3  Big Data Enabling Technologies

Velocity (real-time collection), volumes (large amount), and variety (different 
kinds) are the three data characteristics that are usually associated with the defini-
tion of big data. Traditional SQL-based database management systems fail to store 
and manipulate such data. Therefore, NoSQL (not relational) databases came into 
the picture as a solution. In this section, we present some technologies that deal with 
the storage and the analysis of big data.

3.1  Storage

 MongoDB

MongoDB is a general-purpose, document-based, distributed database that is suit-
able for IoT application [30]. It provides an Intelligent Data Platform that supports 
IoT Apps from Edge to the core or the cloud. Figure 2 [31] shows the architecture 
of MongoDB. It also provides real-time and event processing.

 CassandraDB

Apache Cassandra is an open-source NoSQL wide-column database. It adopts a data 
replication mechanism on a cluster of machines. Therefore, if one or more machines 
fail, based on the configuration of the replication factor, it still can provide the 
data with no data loss. Moreover, Cassandra allows adding/removing machines to 
existing clusters which permits scale up or scale down capability [32].
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 HBase

Apache HBase is an open-source and distributed database that is created after 
Google’s Bigtable. It presents Bigtable-like capabilities on top of Apache Hadoop 
and HDFS. Also, it provides a real-time read/write access and designed to host very 
large tables – billions of rows X millions of columns [33].

 OpenTSDB

It’s very common in IoT solutions that several sensors generate data that monitor 
physical/cyber metrics over time (time series). One suitable way to store such data 
is the time series database OpenTSDB. Time Series Daemen (TSD) provides APIs 
which allows client applications to write and read data. TSD stores the time series 
data on HBase [34].

3.2  Analytics

 Hadoop MapReduce

One of the most widely used analytic frameworks is Hadoop MapReduce. It is 
designed to execute batch processing analytics tasks on a large amount of data in a 
parallel manner. A typical Hadoop cluster could have thousands of machines that 
are running both the storage node (HDFS) and the analytical node (MapReduce) [35].

Fig. 2 Fog/edge placement in IoT architecture
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 Spark

Unlike Hadoop, Apache Spark is designed to support real-time and stream process-
ing. Also, it stores the data on Hadoop; therefore Spark has the ability to run batch 
processing as well. Spark provides rich features with different APIs that make it 
very suitable for running machine learning applications. For example, Spark sup-
ports applications written in Java, Python, and Scala [36].

3.3  IoT Protocols

In this part, we demonstrate some of the used protocols, interfaces, and APIs in the 
realm of IoT, cloud, and big data analytics. Since the protocol stack from sensors to 
business in IoT is very wide, we selected the commonly used ones and applicable in 
the context of smart cities and urban development.

 REST

One of the most commonly used web services is the representational state transfer 
(REST). As Wikipedia’s definition, it is a software architectural technique that 
defines a set of constraints to be used for creating web services. Web services that 
are compliant to the REST architectural style provide interoperability between soft-
ware component systems on the Internet using the http protocol. The exchanged 
messages could be in JSON or XML format [37].

 AMQP

With heterogeneous platforms and systems in the IoT ecosystem. Connecting dif-
ferent systems with each other will become a challenge during the integration 
phase. Middleware technologies such as the Advanced Message Queuing Protocol 
(AMQP) could provide a standard way of getting the system connected. AMQP is 
an open standard for exchanging messages between different applications. Also, in 
a loosely coupled fashion, it connects systems, feeds business processes with the 
required information, and provides reliable transmission of the messages [38].

 MQTT

In IoT architecture, one of the commonly used solutions to connect limited resources 
devices (sensors) to other elements, such as the gateway or the network server, is the 
MQ Telemetry Transport (MQTT). It plays the role of communication infrastructure 
where one device would publish the data to MQTT and another receiver would 
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subscribe to get it. MQTT is fitting for machine-to-machine (M2M) communica-
tion. Several products implement MQTT, for example, RabbitMQ, Mosquitos, and 
Erlang MQTT [39].

 D2D

When we are considering edge computing in the fog devices, device-to-device 
(D2D) communication could play an important role as devices might hand off some 
tasks to a more capable device, to an idle device, or to a less loaded one. From 
another point of view, EC also could help in the utilization of the devices. Therefore, 
we present the D2D which is defined as direct communication between two mobile 
devices with no need for going through the base station (BS) or the core net-
work [40].

The aforementioned technologies for both analyzing and storing big data are 
available as Docker containers. For example, Docker Hub [41] has images for 
MongoDB, Cassandra, HBase, OpenTSDB, and Spark. Also, a Docker image is 
available for [35]. Therefore, edge computing is achievable with the existence of 
these technologies.

3.4  Edge-Based and Cloud-Based Use Cases

 GeeLytics

Large-scale implementation of IoT solutions in different areas will lead to the need 
for real-time processing of stream data. Sensors like surveillance cameras, smart-
phones’ cameras, and audio recording will generate a massive amount of streaming 
data. The proposed system in GeeLytics [42] attempts to provide a solution by 
exploiting the edge computing for processing the stream data. GeeLytics uses the 
cloud for offloading. Moreover, it takes into consideration the geographic location 
of the data stream sources and dynamically steers the processing of the tasks to the 
edge. These tasks could be depicted as isolated Docker containers. In summary, 
GeeLytics [42] could be used in different use cases, such as smart traffic, crowd 
prediction, and globalized smart city, which promises to provide the application 
with real-time processing of stream data.

 Vehicular Fog Computing

Traffic management systems (TMS) play an important role in smart cities and 
urban development. However, it demands an ultralow latency for managing and 
monitoring the traffic. Edge computing can enable TMS to provide services that 
meet the aforementioned demands. The authors in [43] have proposed the vehicular 
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fog computing (VFC), which is a combination of exploiting fog computing 
(cloudlet layer) and vehicular networks. Cloudlet represents the grouping of some 
elements in the layer between the cloud and the vehicles. For example, routers, 
access points, and base stations are cloudlet layer’s components. An important 
design principle of VFC is using both parked and moving vehicles as computing 
resources for data processing. Cloud computing is not totally abandoned, but it’s 
being used for offloading. In order to minimize the response time, the authors in 
[43] proposed a VFC-enabled offloading algorithm for load-balancing optimiza-
tion between the cloudlet fog layer and the vehicular network. The use case for the 
system was the real-world city map and routes of taxis in Shanghai, China. 
Compared to a random approach algorithm for offloading, the results show that 
the response time of the proposed solution was 0.6 second while the randomized 
approach was 4.2 seconds. In conclusion, with the use of edge computing and a 
novel load balancer algorithm, the system in [43] GeeLytics can provide a mini-
mum response time for TMS.

 Recommender System

IoT and big data analytics enable the development of smart and connected com-
munities (SCC), where systems can make decisions such as reduce traffic conges-
tion, fight crime, foster economic development, and manage the effects of a 
changing climate. The proposed architecture in [44] is composed of four layers. 
First is the sensing layer where data is being generated. Data sources are not only 
traditional sensors and open data but also personal smartphones’ sensors as means 
of mobile crowdsensing (MCS). Second is the interconnecting layer which repre-
sents the communication infrastructure among all the layers. Third is the data layer 
which serves as the big data layer where data storage and analysis takes place. 
Finally, the fourth one is the service layer which has the APIs and the applications 
offered to the end users. In Trentino, Italy, the context-aware recommender system 
TreSight was implemented.

The user (tourist) will wear a bracelet IoT device and install the recommenda-
tion system on his/her smartphone. Points of interest locations in the city will have 
a HotSpot device that interacts with the bracelet, senses physical quantities from 
the environment, and provides the data to the cloud. From the connected bracelets 
to the HotSpot, the system can calculate the number of tourists in a particular loca-
tion. The HotSpot sensors feed information about the temperature, humidity, and 
other physical quantities to the system. From OPenData Trentino, the system can 
gather weather information.

The system stores the data in MongoDB and uses Wi-Fare Cosmos for Big 
Data Analysis integrate with Hadoop. Based on the input data, the system makes 
decisions. Therefore, it can send certain knowledge to tourist-related service pro-
viders (restaurants, hotels, etc.) and recommend the user of his/her next place to 
visit [44].
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 Digital Smart City

The community expects smart cities to facilitate the citizens, enhance people’s 
everyday activities, and help the authorities for better planning of the city and the 
provided services. To achieve that there is a need for a general system, which plays 
the role of an integration medium to link all existing IoT smart city systems. Things 
from smart homes, smart parking, vehicular networking, weather stations, and sur-
veillance systems generate a massive amount of heterogeneous data. The goal is to 
connect all these systems; therefore, the proposed system in [36] suggests a central 
data hub for data collection from all sources. Then, it will send it to the cloud for 
processing.

On the cloud, Spark provides real-time processing, Hadoop for batch data pro-
cessing, and Giraph over Hadoop for big city graph processing. The system will 
provide a set of APIs which allow the applications to consume the processed version 
of the data for further application-specific knowledge extraction.

4  Machine Learning for Smart Urban Development

The explosion in data gathering ability of cities itself is not useful, unless effective 
analytics are employed to extract meaningful information. Intelligent machine 
learning (ML) algorithms are applied on the collected data for intelligent insights. 
This is where the big data analytics techniques, introduced in previous section, 
come into play. The focus of this section is on new and efficient machine learning 
algorithms that have been designed to exploit the big data analytics to further 
enhance urban development.

When it comes to Internet of Things, we collectively refer to different sensors, 
actuators, and other smart objects that are essentially the “things” [2] used for data 
collection in smart cities. The data generated in smart cities come with a host of chal-
lenges, in terms of volume, velocity, and variety. The ML algorithms in the context 
of smart cities need to accommodate all the abovementioned factors to process the 
generated data and extract information to make intelligent decisions. The following 
section – a primer on machine learning – will lay a groundwork for ML algorithms 
in the context of smart decision-making for urban development.

4.1  A Primer on Machine Learning

This section will serve as brief introduction to machine learning and various 
approaches in the context of smart urban development. Relevant examples are also 
included in this section. This is to show how the confluence of big data and machine 
learning advances propel smart urban development.
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A pioneer in the area of machine learning is Arthur Samuel who has formulated 
the definition of machine learning as: “Field of study that gives computers the abil-
ity to learn without being explicitly programmed” [45]. A more workable defini-
tion was given by an expert, Tom Mitchell, whom defines a well-posed learning 
problem as: “A computer program is said to learn from experience E with respect 
to some task T and some performance measure P, if its performance on T, as mea-
sured by P, improves with experience E” [46]. To illustrate this definition in the 
context of smart urban development, we base our discussion on smart home sys-
tems, such as Google Home, Amazon’s Alexa, and Apple Home, which cater to 
user’s requests primarily through voice commands. In accordance to the definition, 
the following are defined:

• Task T – The task expected to be performed by the end user, like carrying out the 
desired voice command.

• Performance measure P – The accuracy of the voice command.
• Experience E – The actual execution of the voice command, both when it’s inter-

preted correctly or otherwise. This includes vast amounts of historical data, 
which may also include human feedback.

In general, machine learning algorithms can be broadly classified into: supervised 
learning, unsupervised learning, and reinforcement learning. There are other types 
of algorithms like recommender systems, etc., but the aforementioned are the most 
relevant to the current context.

 Supervised Learning

Algorithms of this category typically solve problems with the following 
characteristics:

• A dataset to train the system.
• There’s a notion of expected output.
• Usually the problems solved using this algorithm have some sort of relationship 

between input and output.

These are typically the defining features of a supervised learning problem. And 
supervised learning problem can be further classified into two categories:

 1. Regression Problem: The basic framework of supervised learning remains the 
same, the characteristics of regression problem is the output is a continuous data 
stream, i.e. input variables are mapped to a continuous function.
Example: Given the sizes of different houses and the respective prices in the cur-
rent real estate market, predicting the price of a house based on size is a regres-
sion problem since price is a continuous function of size here.

 2. Classification Problem: The difference here is the output in supervised learning 
is a discrete quantity and depends on the input.
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Example: Reformulating the previous example in regression problem, if the 
objective is to check if the selling price of house is above or below a certain 
value, then in this case there are just two possible outputs; this is a classification 
problem [47].

 Unsupervised Learning

Algorithms in this category typically solve the problems with the following features:

• There is a dataset to train the system.
• The defining feature is the output; there is very little to no information of what 

the expected output would be.
• Usually the result of applying this algorithm is, a structure is derived in seem-

ingly unrelated data.

The algorithms in this category can be classified as:

 1. Clustering Problem: The objective here is to group the raw data based upon the 
similarities.
Example: A supermarket chain grouping its customers based on the brands they 
prefer, to estimate the future demand of a brand.

 2. Non-clustering Problem: The objective in this case is to filter data from what 
could be considered as irrelevant noise.
Example: A voice recognition intelligent home system trying to separate voice 
commands in a noise-filled environment (more formally known as “the cocktail 
problem” in literature) [48].

 Reinforcement Learning

Reinforced learning algorithms are defined by the following features:

• The software agents involved take actions with the sole purpose to maximize 
some notion of cumulative reward, which depends on the context of the problem 
solved.

• Unlike supervised learning it is not necessary to label the inputs and outputs, and 
there is no need to rectify suboptimal actions.

• The algorithms in RL tend to find a balance between exploring the unknown and 
exploiting the known [49, 50].

Many of the smart city applications involve RL, since there is absence of output 
in many cases and choosing the correct action is cumulatively rewarded, so that the 
desired outcome can be extracted. However, there is a drawback when it comes to 
smart city context. This is due to the enormous volumes of data; it’s practically 
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impossible for humans to provide a reward feedback. A work around for this prob-
lem is to apply semi-supervised learning where data is partially labelled [3].

Most of the ML algorithms in the literature fall into one of the aforementioned 
categories. However, the future trend seems to shift toward deep learning (DL) and 
deep neural network (DNN). Briefly speaking deep learning is a subset of machine 
learning where multiple layers of ML algorithms are applied, such that the output of 
one stage is fed to the input of the next. This is implemented using specialized algo-
rithms known as neural networks, aptly named, since they resemble the network of 
neurons in the human body [51].

4.2  Characteristics and Challenges for ML Algorithms 
in Smart City Ecosystem

Smart cities as mentioned in the previous section must face three Vs – variety, 
volume, and velocity – to handle data and to effectively use it in ML algorithms. 
Another challenge comes when choosing the layer to run the ML algorithm, i.e., 
edge, fog, or cloud. This depends on the type of smart city application. As an exam-
ple, let’s take the case of autonomous vehicles – here the application demands strin-
gent latency requirements for safety purposes. Hence, the processing is usually 
done in the vehicle itself, i.e., the edge node, instead of sending it to the cloud. It’s 
imperative that all these factors are taken into consideration when implementing 
ML algorithms.

M. Mohammadi et al. in [3] also observe the following challenges for ML in 
smart city context:

• Implementing constant human feedback to enable learning would be difficult 
due to enormous volume of data involved.

• The rate of data generation, i.e., the velocity, also further makes it difficult for 
human review; hence learning should be automated.

• Since applications in smart cities tend to evolve overtime, a continuous and 
dynamic learning mechanism becomes a need.

• Because of the huge scale and volume, uncertainty and noise exist in thus gener-
ated data. Challenges are summarized in Fig. 3.

4.3  ML Smart Urban Development: A Few Use Cases 
from Literature

Accurate object detection is needed for traffic control and autopilot in self-driving 
cars. NVIDIA has developed a state-of-the-art tool called NVIDIA Deep Learning 
GPU Training System (DIGITS) [52]. The link to the complete article can be found 
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in the bibliography. YOLO (current version YOLOv3) [53] is another object detec-
tion algorithm commonly used for object detection. Nagaraj et  al. [54] imple-
mented a traffic object detection using the abovementioned tools on the edge node. 
Edge node was chosen to keep the latency low, a common requirement for such 
applications. Their system could distinguish and detect objects from 14 different 
categories. In another case, Pacheco et al. [55] have implemented object detection 
in all the three different nodes, i.e., edge, fog, and cloud, for their smart classroom, 
thus demonstrating the versatility of these algorithms.

Nikouei et al. further have implemented surveillance as a service on the edge 
[56]. They have used lightweight detection tracking algorithms. The focus of their 
work is human object detection, further demonstrating that edge node can be used 
for effective implementation of ML algorithms.

In the field of crime and security for cities, Lourenco et  al. [57] developed a 
framework called CRiMINaL (Crime patteRn MachINe Learning). The system uses 
historical data of various crimes like theft to assist the authorities in crime preven-
tion. A relational machine learning approach was used in this framework. This sys-
tem has been implemented by the authors.

Traffic flow prediction is another area of concern for any city. This can also be 
tackled by ML algorithms. Mohammed and Kianfar [58] designed and implemented 
ML algorithms to predict the traffic flow in Interstate 64, Missouri, USA. With such 
systems, proactive traffic management can be implemented for smart cities.

There are many use cases where ML techniques are increasingly being used to 
undertake smart urban development. In Fig. 4, the gist of data flow and levels in ML 
algorithms for smart city applications are summarized.

Fig. 3 Challenges in smart cities for ML implementation [3]
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5  Conclusion

This chapter discusses the role of emerging technologies in smart urban develop-
ment, specifically how edge computing empowers big data and machine learning 
with computational power to enable disruptive IoT applications. Also, it presents 
the current trending technologies in the storage and the analytics of big data. For 
example, NoSQL databases enable the storage of massive amounts of data. 
Moreover, analytics frameworks provide the necessary data analysis, processing, 
and visualization. Machine learning algorithms allow knowledge extraction, clas-
sification, clustering, as well as other functions to make sense of the data, thereby 
enabling a more intelligent decision-making system. On the other hand, from the 
use cases presented in this chapter, we infer that edge computing holds great poten-
tial in improving the way computational tasks are currently being processed. In 
applications such as waste management systems, smart traffic, and recommender 
systems, the use of edge computing can dramatically reduce the latency. Such 
improvements will expedite the development process toward smart cities.
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1  Introduction

This chapter describes smart dust structures and its application in today’s intensive 
Internet of Everything, Everywhere (IoEE) environment. It also presents the func-
tionality of the smart dust microdevices in a meshed network and its application in 
a smart city environment, targeting security aspects.

The study based on microdevices started in 1961 when the first silicon pressure 
sensor was introduced. Micro-electromechanical systems (MEMS) represent a tech-
nology in which tiny integrated devices or systems are built.

MEMS are defined as an integrated microscale system that performs the follow-
ing functions:

R. M. Aileni (*) · S. Pasca 
Politehnica University of Bucharest, Faculty of Electronics,  
Telecommunication and Information Technology, Bucharest, Romania 

G. Suciu 
Politehnica University of Bucharest, Faculty of Electronics,  
Telecommunication and Information Technology, Bucharest, Romania 

Beia Consult International, Bucharest, Romania 

M. Serrano  
National University of Ireland Galway, Insight Center for Data , Galway, Ireland

R. Maheswar 
School of Electrical & Electronics Engineering (SEEE), VIT Bhopal University,  
Bhopal, Madhya Pradesh, India 

C. A. Valderrama Sakuyama 
University of Mons, Faculty of Engineering, Department of Electronics and Microelectronics, 
Mons, Belgium

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-38516-3_9&domain=pdf


152

 1. Conversion of physical stimuli, events, and parameters to electrical, mechanical, 
and optical signals and vice versa

 2. Control, diagnostics, signal processing, and data acquisition features, along with 
microscale features of electromechanical, electronic, optical, and biological 
components (structures, devices, and subsystems) [1]

 3. Actuation, sensing, transducer roles

MEMS handle motion, electromagnetic, radiating energy, and optical microdevices/
microstructures—driving/sensing circuitry—controlling/processing integrated 
circuits.

In 2000, MEMS optical-networking components were fabricated, becoming a 
significant invention [2]. Smart dust is intended to create a millimeter-scale sensing 
and communication platform for a massively distributed sensor network. It is 
expected to be a micro-sized device with sensors, computation, bidirectional wire-
less communications, and a power supply. These devices must be based on inexpen-
sive technologies for becoming widespread globally [3].

Internet of Everything Everywhere aims to connect various devices over larger 
areas; thus, it can be applied for building smart cities. Having that in mind, smart dust 
systems meet this requirement, that is, they are easy to fabricate and maintain, for 
example, mesh networks comprised of sensor nodes or motes are considered appro-
priate for the IoEE environment. In a smart city, smart dust networks can be used for 
monitoring parameters such as air quality, magnetic and electrical fields, water pol-
lution, seismic activities, closed-circuit television (CCTV), traffic control, etc.

The following paragraph presents an example of a mesh network suited for appli-
cations in smart city monitoring.

The topological structure of wireless networks is shown in Fig. 1 [3]. The mesh 
topology is used in the development of this network. In the mesh topology, each 
mote is independent.

This network is formed of a mesh topology of MEMS motes that communicate 
through a gateway to the Internet, sending Ambiental data, for example. Furthermore, 
the data are collected in the form of processed data to a database. This database can 
send queries to the gateway and the mesh network. The terminal user can access this 

Fig. 1 The topology of mesh wireless sensor networks [3]
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database to see environmental values. In this topology, the structure of the mote 
contains a processor, battery, interfaces to other sensors, and a radio transmitter [3].

Figure 2 shows a wireless sensor network (WSN) system diagram for real-time 
monitoring with a ZigBee connection. It consists of several motes for sensing tem-
perature, humidity, dust particles concentration in the air, and acoustic level [4].

Each mote has a Global Positioning System (GPS) sensor for precise localiza-
tion. The gateway module is a device with a ZigBee radio interface and a USB port 
that enables wireless medium transmissions to be sent over to the wired medium 
and to the server. The client can access information sent by the motes and their loca-
tion on a map using Google Maps API, through the web application [4].

These smart city microdevices are used in the topology presented in Fig. 3.

• Dust particles sensor (GPY21010AU0F): It is an optical sensor whose principle 
of operation is based on the detection of the infrared light emitted by an infrared 

Fig. 2 A real-time monitoring system [4]

Fig. 3 Sensors used in smart city for analysis of (a) dust particles, (b) humidity, (c) ambient tem-
perature, (d) audio
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light emitting diode, reflected by the dust particles and captured through a pho-
totransistor. The range of output values is between 0 and 0.8 mg/m3.

• Humidity Sensor (808H5V5): It is an analog sensor which provides a voltage 
output proportional to the relative humidity in the atmosphere. The range of out-
put voltages is between 0.8 V (0.1% relative humidity) and 3.9 V (99% relative 
humidity) at 25 °C.

• Temperature Sensor (MCP9700A): It is an analog sensor which proportionally 
changes the temperature value to an analog voltage. The output voltages range is 
between 100 mV −40 °C and 1,75 V 125 °C, generating a variation of 10 mV/°C, 
with 500 mV of output for 0 °C.

• Audio Sensor (POM-2735P-R): It is an omnidirectional condenser microphone 
with an almost flat response in the whole frequency range of human hearing, 
between 20 Hz and 20 KHz. Because the output of the analog-digital converter 
is not correlated with the received sound pressure level, it has to be calibrated so 
that the return output is in the range between 50 dBA and 100 dBA.

Section 2 presents an overview of the needs, technologies, and future architec-
tures in the context of IoT and smart cities, followed by Sect. 3 which mentions the 
impact of smart dust concept in healthcare surveillance for smart cities. Furthermore, 
Sect. 4 presents the concepts of environmental surveillance in smart cities based on 
IoT smart dust. Section 5 describes the main ideas about security applications based 
on IoT smart dust for smart cities, while Sect. 6 focuses on the privacy aspects in the 
context of IoEE in smart cities. Moreover, Sect. 7 introduces the concept of applica-
tions in communication, signal processing, and low power consumption by energy 
harvesting, which are essential in building smart dust devices. Section 8 presents the 
system miniaturization and architecture challenges of smart dust devices, and last 
but not least, Sect. 9 is the concluding section of this chapter.

2  Overview of Needs, Technologies, and Future Architectures 
in the Context of IoT and Smart Cities

Latest advancements of the Internet of Things (IoT) technology is to empower smart 
city projects and smart strategies throughout the world [1]. This section describes 
the actual need, future trends, technologies, and architectures of a smart city and 
IoT.  According to a report from Gartner [1], the interest in IoT will be vital to 
develop and maintain smart cities and services, generating majority of the income 
for the economy.

A proficient smart city development should create and fuse IoT platforms that 
meet the requirements of the current IoT, permit the administration of a large 
 number of associated devices, frameworks, and individuals. The main features that 
should be met by an IoT platform are as follows:

• Diminish expenses and create and develop IoT services
• Provide possibility to connect multiple, different systems in a city

R. M. Aileni et al.



155

• Reduce the implementation time and develop IoT services that are part of the 
smart city innovative actions

• Provide reliable and expandable service access and come up with novel opportu-
nities for the city

• Conceive value from devices and intelligent associated data, such as top intelli-
gent services

To create the smart city concept, numerous governments plan to adopt in the 
future the Information Communication Technology (ICT) concept in the adminis-
tration or the public services [3].

Papers [4, 5] present the main features that an IoT platform must achieve, namely:

• Analytics
• Security
• Device management and integration
• Networking
• Protocols for data collection
• Support for visualizations

For the continuous development of the smart city market, numerous ICTs are 
empowering key segments, such as power, transportation, and urban planning. 
Latest technologies are utilized to provide intelligent and efficient innovative solu-
tions to cities and civilians [1]. In the following, some of the trends mentioned 
above are highlighted, and their impact on smart cities is specified.

• Networking and communications: LoRAWAN, 3G/4G, 5G

• The communication technologies are fundamental for today’s trends. It empow-
ers smart cities to interface infrastructure with devices and civilians to collect 
information and to supply services to a multitudinous terminus. LoRaWAN tech-
nologies, 3/4G evolution, and 5G networking will play a key role in the future 
developments of smart cities: LoRaWAN technology uses unlicensed specter 
and focuses on low power and low-cost developments. Mobile technology evolu-
tions are the focus of the 3GPP consortium which is working on CAT-1, CAT- 
M1, and the NB-LTE (Narrow-Band Long-Term Evolution). 5G offers a superior 
bandwidth and guarantees performances in energy consumption and flexibility.

• Cloud and edge computing
• Cloud computing has impacted the improvement of smart cities, influencing how 

urban communities oversee and convey services, empowering a vast number of 
stakeholders to enter the smart city market. Cloud computing offers different 
methods to reduce costs and improve efficiency. On the other hand, edge com-
puting describes the deployment and utilization of handling inside as well as at 
the edge of the network.

• Big data and data analytics
• Big data, if organized and operated correctly, can provide insights and financial 

values that can be used by the stakeholders and civilians to increase effective-
ness, and it can generate innovative services to enhance the quality of life.
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• Open data

• With regard to smart cities, open data addresses the public policy that demands 
or gives support to public agencies to release information packages and provide 
accessibility to the public at large.

IoT and the other associated information technology deal with the Internet for 
reinforcing different devices to each other; all devices should be connected to the 
Internet. The most relevant applications of the IoT technology for smart city are as 
follows [7]:

 1. Environmental Pollution, Water, Weather, Health, and Surveillance Systems
Environmental pollution should be observed in a city and the gathered infor-

mation transmitted to its citizens thus conveying to them the level of the pollu-
tion in their city. Sensors, such as temperature, humidity, rain, wind, etc., can be 
used in water and weather systems thus enhancing the effectiveness of smart 
cities. Also, surveillance systems can be useful to monitor the city so as to 
improve the degree of security continuously.

 2. Smart Grid and Energy-Efficient Operation
The smart grid is referring to all the newest technologies (autonomous and 

intelligent controllers, etc.) [5], which can create an automated and dispersed 
energy delivery network. The IoT technology, when applied to the power net-
work, will contribute to a profitable power generation, consumption, transmis-
sion, and distribution.

 3. Smart Homes, Offices, Buildings
Sensors can maintain and control the power consumption of smart homes. 

The main ambition is to reduce the consumption and the resources (electricity, 
water, etc.) correlated with the buildings.

 4. Smart Traffic Management and Parking Lots, Urban Transportation (Public and 
Individual), Logistics

Traffic management information is the most critical data source in a smart city and, 
by managing them properly, civilians and government could substantially profit 
[8]. Also, smart parking areas can be monitored; arrival and departure of various 
vehicles can be tracked for different parking lots in the city. Moreover, new park-
ing lots will be built in the future when the number of vehicles exceeds the park-
ing space.

In smart cities, sensors are essential in monitoring external parameters such as gas, 
smoke, air, electricity, and others. New technology must be implemented for the 
sensors to become robust, cheap, easy to use, and maintenance must be easy for 
technicians. Other ideas to monitor are to implement a series of sensors: accelerom-
eters which can monitor acceleration and vibration, acoustic sensors used to detect 
sound waves. All these sensors will be minimized in size to be easily mounted and 
implemented with nanotechnology. Nanotechnology is especially applicable in 
bio- sensing applications [9].

Wireless networks are used to capture the information from the sensors, and then 
transmit it to a database. These networks consist of a processor, sensors, power supply, 
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a radio interface, and a processor. Figure 4 is a diagrammatic representation of a 
wireless sensor network [14].

The wireless sensor network presented in Fig. 4 can be installed in a house as an 
indoor system based on diode (LED) lamps for capturing light and setting the inten-
sity depending on natural light. The indoor monitoring system can be instaled on 
windows for capturing the factors from the room or outside to set the environmental 
light. These types of windows are designed to absorb or reflect light depending on 
the external electrical stimulus [10].

An interesting concept which arises in Big Data analytics is new in our days. 
This concept is used in domains like energy, transport, and smart cities. In smart 
cities that contain a multitude of sensors and store data on servers, these data can be 
analyzed.

Characteristics for big data:

• Volume: data comes from servers, social networks occupy much space, and the 
transmission is fast.

• Velocity: is another factor because it is based on processing speed and time to 
process the data.

• Variety: there are three types of data, but only two are basic: structure and 
unstructured and also semi-structured data. In this case, the database works for 
structured data [11].

Technologies and techniques for processing data:

• Store data using database and servers
• Interpret data using software programs, database, and clouds
• Collect data from sensors and process them [5]

Fig. 4 Wireless sensor network
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• Enhance feasibility of algorithms using machine learning, statistics programs
• Utilize Wi-Fi networks, GPS, GPRS, LPWAN
• Visualize and interpret data for the general public

3  Healthcare Surveillance in Smart Cities Based on Smart 
Dust Concept

A smart city [6] has various entities, such as smart economy, smart environmental 
control, smart traffic system, smart governance, smart home, smart energy, and also 
smart healthcare. Smart healthcare doesn’t necessarily mean only supervising the 
patient when they are in the hospital but also after the patient is discharged from the 
hospital. Some examples of continuous monitoring are sensing blood glucose, blood 
pressure, and heart rate sensors, along with the location of the patient.

Interestingly, the smart dust concept is not new; it was [7] first presented to the 
public in 2001 by Kristofer from the University of California. It was initially envi-
sioned as a miniature wireless semiconductor device manufactured by using tech-
niques from the microelectronics industry. With sizes comparable to those of grains 
of sand, these devices would combine sensing, computing, and communications in 
a single package. A smart dust network is comprised of numerous smart dust 
devices, enabling not only mutual communication but also data collection. Smart 
dust belongs to the Internet of Things environment, and at the intersection with the 
Web of Things, WSNs are resulted, as shown in Fig. 5.

Fig. 5 The relationship 
between IoT, Web of 
Things (WoT), wireless 
sensor network (WSN), 
and smart dust [20]
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Smart dust [8] overcomes the limitations brought by the sizes of surveillance 
equipment by deploying sensor nodes to a variety of environments and collecting 
real-time information.

Healthcare is a fast-growing sector and requires much attention with regard to 
the safety of patients and devices. As the smart city concept is newly emerging, its 
execution opens up vast areas for discussion. Smart dust technology can be executed 
in the healthcare surveillance sector in compact forms. It is common for people to 
go to a hospital for health-related check-ups. As the lifestyle of people has changed 
considerably in the last century, wearable devices have been proven to be a safe 
alternative for conducting health check-ups. Micro-electromechanical systems 
(MEMS) [9] represent mechanical and electromechanical elements at the nano-
structure level. They are composed of isotropic and anisotropic etching. Also, they 
can include components made of thin deposition methods or anodic bonding and 
other technologies. One example would be microsystems sensor technology which 
hold an essential role in detecting data; they are low cost and work on low power 
microcontrollers. The main applications used in healthcare would be inertial mea-
surement units made by accelerometers and gyroscopes. Another example would be 
an inertial-based system meant for motion analysis. This system is constructed 
based on a 9-axis complete MEMS inertial module.

The MEMS [10] accelerometers perceive the total accelerations contributed by 
gravitation acceleration and motion of the sensor relative to an inertial reference 
frame. The acceleration is detected by measuring the change in capacitance that 
comes from displacement between silicon microstructures forming capacitance 
plates. The measured capacitance may then be applied to compute acceleration. 
The MEMS gyroscopes measure the Coriolis force exerted by a vibrating silicon 
micromachine mass on its flexible silicon support when the sensor undergoes rota-
tion. Silicon microstructures within the gyroscope use electrostatic forces exerted 
through capacitive plates to vibrate the suspended proof mass. The Coriolis force, 
generally referred to as an imaginary force, represents a mass acting on an object 
moving in a rotating reference frame. Rotation of the sensor includes the Coriolis 
force leading to a displacement of the proof mass that is proportional to the angular 
rotational rate.

Activities that require monitoring using MEMS inertial sensors are increasing in 
number. Reference [11] employs the human walking for gait analysis using two 
MEMS gyroscopes, one attached to each side of the lower waist. This structure 
allows the step detection and discrimination from other nonbipedal activities with-
out the need for magnitude thresholds or training. It is also capable of calculating 
hip rotation angle in the sagittal plane which permits the estimation of step length. 
In [12], an ambulatory real-time rehabilitation system employs MEMS accelerom-
eters, magnetometers, and gyroscopes to acquire the upper limb motion data of 
patients and to collect a group of motion quality evaluation indicators of universal 
significance according to the clinical needs in evaluating patient’s upper limb 
motion quality. A novel and systematic approach [13] using MEMS sensors are 
estimating limb length, especially for applications such as treatment of leg limb 
length discrepancy (LLD).
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To detect [14, 15] relative position in 3D space, data from inertial sensors require 
double integration. Thus, the drift and broadband noise present in the MEMS sensor 
result in rapid accumulation of errors. To meet the stringent accuracy requirements 
for use in healthcare, algorithms must be developed to reduce the impact of noise on 
the final result.

4  Environmental Surveillance in Smart Cities Based on IoT 
Smart Dust

Internet of things (IoT) can add to the commercial development of a nation. Due to 
the notoriety of IoT, applications identified with IoT have gained interest. Smart 
dust can be utilized to improve the abilities of IoT gadgets and lead to a decrease in 
the cost.

When it comes to talking about smart dust based on IoT applications, the basic 
building block is based on motes. One of the scopes of having these motes in the 
environment may be to develop some weather challenges, for example, how rain can 
affect a smart city.

There can be two essential approaches to distribute smart dust in a smart city, 
namely, Ubiquitous and Critical Zones.

Ubiquitous strategy can be utilized to convey smart dust to cover the entire locale 
of a smart city, and further, it very well may be isolated into persistent and noncon-
tinuous monitoring.

Critical Zones can be utilized when monitoring is mandatory in zones which are 
sensitive to environmental activities. This system can help in diminishing establish-
ment cost as it causes only specific zones. On the off chance that a zone is sensitive 
to the event of environment, at that point, vast-scale organization of the smart dust 
can bring about more precision in storing, sensing, communicating the events, and 
processing.

To make a comparison between Critical and Ubiquitous strategies, Ubiquitous is 
much more expensive because it needs more devices on purpose to cover the 
whole region.

In general, distribute smart dust is composed of several motes. Every smart dust 
functions as components with small size, and these are difficult to detect. Figure 6 
presents systems of smart dust, which include 25 motes.

CAC or Criminal Activity Controller, helps in collecting and saving data which 
are transmitted by the smart dust motes.

Regarding the usability of smart dust in a smart city, it is even possible to utilize 
smart dust to detect microbes. For example, smart dust can be used to reduce differ-
ent kinds of diseases that spread due to microbes such as fungi or bacteria.

In the future, smart dust will be used in almost every application which includes 
the environment. They have a huge potential in many fields such as medical, 
environment, engineering, and military domains.
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On the one hand, Alvin Toffler used smart dust to analyze the environment [16]. 
On the other hand, Toffler and Christine Peterson [17] believe that criminals use 
smart dust for invading personal privacy.

Currently, a wide range of scientific authors used smart dust to detect vehicles 
and thus monitor vehicular activities from a specific region.

In conclusion, researchers came up with the idea that smart dust will be benefi-
cial for the environment and people. Also, according to them, more intelligent dust 
sensors will improve a system that can be used in any application in a smart city.

5  Security Use Cases Based on IoT Smart Dust for Smart 
Cities

As a new and rising technology, smart dust brings certain risks in terms of privacy 
and ethics. By using this technology, data will be stored by IoT devices including 
smart TVs, smart speakers, toys, wearables, smart appliances, etc. These micro-
scopic sensors which are capable of collecting visual and audio data from anywhere 
raise several questions about data security, privacy, and storage [18].

Sensors can be used in industrial, commercial, and security fields. Security 
requirements must be very tight, considering the applicability and size of the 
 sensors and include access control, message authentication, data encryption, and 
key exchange.

Fig. 6 Organization of smart dust in the environment [15]
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The most sensitive fields concerning security are defense and health. To have a 
secure transmission of the data collected by the sensors, wireless nodes must have 
specific certifications and implementations of security standards included, while 
preserving their features such as reduced computing power and quality of commu-
nication [19]. Communication is achieved through a wireless network, more pre-
cisely through a broadcast primitive.

The requirements of a smart city include ensuring efficiency and sustainability 
by integrating infrastructures and services into a complete structure, simultaneously 
using intelligent devices for control and monitoring, as presented in Fig. 7.

Sensor usage in monitoring public infrastructures can produce more efficient use 
of resources, based on the collected data. Smart monitoring is valid only when 
working with a large number of sensors. They must be interconnected to transmit 
the collected data to a system where intelligent decisions can be taken based on this 
information.

In terms of Internet of Things (IoT), there are some issues regarding smart 
sensing. First, by having a large number of sensors, cabling is not a solution to 
be taken into consideration. Thus, the communication between sensors must be 
wireless. Second, there is the problem of power consumption. Due to the hetero-
geneity and also the number of sensors, low power communication standards are 
necessary.

The primary conditions to be established require sensors to be low-cost and low- 
powered. The only sensors that match this requirement are smart dust sensors [20]. 
There are three significant advantages of smart dust sensors:

 1. Low system and infrastructure costs
 2. Increased productivity
 3. Increased safety, efficiency, and compliance levels

Fig. 7 Sensing in smart 
cities
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In urban areas, smart dust sensors are used to determine traffic congestion areas or, 
also, can be used to predict the location of an accident if any. They also have the 
attribute to evaluate the structural soundness of buildings. The procedure is done by 
incorporating motes into the foundation of the building and checking the level of 
vibrations, heat, humidity, etc. [21].

Regarding the smart parking use case of smart dust, Customer Streetline Inc. 
company designs such solutions for cities in the United States. They have embed-
ded sensors on the surfaces of the parking lot. The drivers activate a dashboard 
system using their passwords, and the system finds the nearest parking spot. With 
this information, traffic managers can monitor and improve traffic flows and also 
can boost revenue from parking meters by announcing the managers when a meter 
has expired.

Another important application for sensors is to monitor the quality of drinking 
water distribution systems, industrial uses, and surface water in the smart city. The 
online water quality monitoring sensor is becoming popular in water distribution 
systems to ensure that drinking water has the required standards. Right next to the 
development of electrode-based sensors that monitor various water quality param-
eters (pH, salinity, dissolved oxygen, solubility, temperature, turbidity, etc.), the 
luminescent-based sensors are gaining more attention due to their reliability, less 
maintenance, and a longer span of life.

Also, the free chlorine and total organic carbon (TOC) sensors are successful 
technologies. Application of sensor array also has high potentials for the detection 
of hydrophobic and highly volatile organic compounds (VOC) in water. With the 
advancement in sensor technology and computing and pattern recognition facility, 
several approaches have been reported for the real-time detection of petroleum 
hydrocarbon and other organic components in water. The digital sensors of monitor-
ing and controlling activated sludge wastewater treatment processes in a full-scale 
plant are now the backbone of the automatic control system.

For smart cities, air quality monitoring by detecting the gaseous compound in 
the air is inevitable for the control of air pollution. Several smart gas sensor sys-
tems for monitoring environmental changes have been invented over the past 
decade for this application. This particular smart gas system can sense the com-
plex mixture of volatile substances and perform efficiently over the years with 
little degradation [22].

Taking into consideration privacy concerns, smart dust networks are equipped 
with secure encryption and security measures. Therefore, it has been proven that 
there are no cases of theft of data while using these sensors [23].

However, in the scope of security and privacy of personal data, which are the two 
most important limitations for the growth of the Internet of Things (IoT) market, the 
undergoing PARFAIT (Personal dAta pRotection FrAmework for IoT interoperabil-
ity) project aims to implement a platform for securing personal data within IoT 
applications and to reduce the complexity of deploying and integrating services in 
the present IoT technology by offering interoperable software tools, libraries, and 
SDK components.
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6  Privacy Perspectives in the Context of the Internet 
of Everything, Everywhere (IoEE) in the Smart Cities

The IoEE brings together people, data, processes, and things, network connections 
gaining significant importance within people’s lives, as presented in Fig. 8. With 
the evolution of IoEE, risks regarding privacy and confidentiality of personal data 
are becoming a significant concern. For any technology, the privacy rights of citi-
zens should be guaranteed anywhere and anytime. Despite the benefits of smart 
cities services, privacy breaches are becoming worrisome because smart city appli-
cations not only have access to a wide range of privacy-sensitive information from 
people’s lives but also it processes this information, by manipulating it.

Smart city applications raise several concerns and challenges in terms of security 
and privacy. The sensitive data from smart cities should be protected from unauthor-
ized access, disclosure, disruption, modification, inspection, and deletion, but it is 
still vulnerable to privacy leakage and information inferring by outside hackers 
since private information is collected, transmitted, and processed. The disclosed 
privacy in a smart city may contain a user’s identity and location in transportation, 
a health condition in healthcare, lifestyle inferred from intelligent surveillance, 
smart energy in homes, offices, and community [1].

In smart cities, privacy and public safety remain a major concern that needs more 
legal, scientific, and political consideration. It is imperative to fight against cybercrime 
in smart cities. The countermeasures that can be taken in specific urban sectors and 
also the threats they face are enumerated in Table 1.

Most smart city services are based on ICTs. Sometimes users (especially teenag-
ers and the elderly) do not experience security issues and become ideal targets for 
attackers when interacting with their smartphones, tablets, and computers with 
many smart city services and disclosing information.

Fig. 8 The IoEE bringing 
together people, data, 
processes, and things
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Table 1 Security and privacy concerns and countermeasures in smart cities [34]

Sector Threats Countermeasures

Smart 
buildings 
sector

Infection by malware systems 
failure
Fraud by staff and unauthorized 
users
Controlling the fire system
Causing physical damage such 
as flooding. Disrupting building 
temperature (overheating or 
overcooling)
Damaging or controlling lifts 
and escalators
Open windows and doors
Modifying smart meters
Opening parking gates
Disabling water and electricity 
supplies
Starting/stopping of irrigation 
water system
Stopping renewable energy 
systems (RES)

Two-factor authentication and one-time 
passwords for stronger authentication
IoT forensics (DigiCert IoT PKI Solutions, 
and Symantec solutions)
Threat and risk modeling
Data backup and recovery solutions to ensure 
reliability and continuity of services

Transport 
sector

Sending false emergency 
messages
Disrupting a vehicle’s braking 
system
Stopping the vehicle’s engine
Triggering false displays in the 
vehicle’s dashboard
Disrupting the vehicle’s 
emergency response system
Changing GPS signals

Public critical infrastructure (PKI), digital 
certificates (ECDSA), and data encryption 
solutions (ECIES and AES)
Misbehavior detection solutions
Pseudorandom identities

Government 
sector

Preventing of cybercrime
Identity theft
Disrupting critical infrastructures
Fiscal fraud
Altered files

Data leakage prevention
Risk assessment
Insider threat analysis
Awareness training

Healthcare 
sector

Modifying patients record or 
information
Exposing sensitive data 
unintentionally
Disrupting the monitoring 
system
Disrupting the emergency 
services
Sending false information
Jamming attacks
Sending an emergency alert
Eavesdropping sensitive 
information

Secured Wi-Fi networks to guarantee safe 
handling of confidential information and 
personal data (AirTight Networks solutions, 
Aerohive security solutions)
Risk assessment (Rapid solutions, Health 
Security Solutions, SafeNet’s data security 
solutions, Stanley security solutions, Intel 
healthcare security solutions)

(continued)
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To understand the importance of data protection challenges in smart cities, an 
example has been cited. The number plate of a vehicle is related to the identity of 
the vehicle owner. Thus, the trajectory of a vehicle can be easily tracked, even if all 
communications between the vehicle and the infrastructure are encrypted and each 
device is authenticated by others. It violates the general notion of privacy, which 
includes the right of individuals to live their lives in a manner that is somewhat 
beyond the control of the public. In a smart city, future vehicles will have various 
communication features, including Internet access, GPS, electronic toll collection 
(ETC), and radio-frequency identification (RFID). The devices connected in a vehi-
cle store much personal information and have multiple communication functions. In 
a smart city, the number of connected devices is very high. With data collected by 
IoT devices, data users can understand the behavior of data owners or use this data 
to obtain highly personal information, including whereabouts of the individual.

An information system has three primary operations: data transfer, storage, and 
processing. All of these operations may raise privacy issues affecting the user’s 
behavior. Services may be associated with the user’s location, which can create 
privacy issues. For example, in a smart city, two companies can use data protection 
procedures to compare their activities without revealing their critical data. It is pos-
sible to use an approach based on linear algebra operations, such as matrix multipli-
cation, to solve linear systems and calculate the correlation between distributed 

Table 1 (continued)

Sector Threats Countermeasures

Energy sector Spoofing addresses and 
usernames
Unauthorized access and 
controls
Zero-day attacks
Botnets (Zeus, ZeroAccess, 
Conficker, etc.)
Denial of service and distributed 
denial of service (DDoS)

Intrusion detection and prevention techniques
Risk assessment
Insider threat analysis
Cybercrime intelligence

Financial 
sector

Loss of privacy
Accounting fraud
Disrupting business processes
Accessing confidential company 
information
Accessing confidential customer 
information
Damaging reputation(s)
Defacing websites
Financial and reputation 
concerns due to fraud and data 
leakage
Denial of service and DDoS
Phishing
Mobile banking exploitation
SQL injection

Anti-malware solutions
Encrypted files and firewalling
Fraud detection and prevention techniques
Risk assessment (MEHARI, EBIOS)
Insurance to mitigate cybercrime risk
Cybercrime intelligence
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datasets. The proposed solution is efficient and theoretically secure. However, on a 
large scale, the performance of this solution is unreliable because it depends on a 
trusted initializer that must send data to the parties involved before running the pro-
tocol. Unfortunately, privacy techniques do not address restrictions such as frequent 
changes to unapproved members and third parties (cloud providers). Therefore, pro-
tection of privacy remains a significant challenge [1].

A legislation is essential to ensure privacy in smart cities. The UK Parliament 
recently passed a bill to give intelligence agencies unlimited access to users’ Internet 
browsing data. Under this law, intelligence agencies can legally intercept and deci-
pher people’s communications. Service providers can save users’ browsing data for 
12 months. Police can also legally hack computers, networks, and mobile phones. 
However, Microsoft, Facebook, Google, Yahoo, and Twitter rejected this project. 
Human Rights Watch argued that this type of project is dangerous and too intrusive 
to the confidentiality of the organization. In France, a new law on surveillance was 
adopted in July 2015 (Law No. 2015-912 of July 24, 2015). The new law allows 
intelligence agencies to monitor the communication (e-mails and phone calls) of 
suspects [1].

7  Use Cases for Communication, Signal Processing, and Low 
Power Consumption by Energy Harvesting

To transfer data and to provide power, most of today’s sensor networks are based on 
a wired infrastructure. However, this type of configuration for communication and 
power often leads to costs which are much bigger than the value of the sensors 
themselves. Moreover, during the recent years, wireless connectivity has been an 
essential alternative for sensors, because of its reliability. In addition, wireless com-
munication for smart sensors systems has been reduced to cases where it is accept-
able to lose occasionally the connectivity and the data. To reduce energy consumption, 
the technology of passing optical communication for smart dust motes was studied. 
One of the smallest optical motes (each wireless sensor node) in the present has 
only 4 mm3, contains An 8-bit Analog to Digital Converter (ADC), a sensor for 
light, an accelerometer, a source for power represented by a multi-voltage solar cell, 
an optical receiver, a corner-cube reflector passive optical transmitter, and a limited 
computation. A newer version of a sensor mote presents a complete radio-frequency 
transceiver, an ADC, microprocessor, and a sensor interface.

The Internet revolution has represented an essential aspect of replacing point-to- 
point wired communications by multi-hop wired communications. The fact which 
makes the Internet reliable is that the Internet mesh is insensitive to the loss of a 
node or a path [2].

One of the most critical aspects of the smart dust network is communication 
between dust nodes. All the motes in the network have to communicate with each 
other through the base station. While considering all the design constraints due to 
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size and power limitation, data must be collected from the motes simultaneously, 
sent to the base station for further action [2].

In downlink (i.e., data propagation from the base station to the dust motes), the 
base station broadcasts to all the specks in the network at a rate of several kbps. 
Moreover, in the uplink (i.e., data propagation from motes to the base station), the 
data transfer rate is of 1  kbps. Hence, if a total number of 1000 dust motes are 
employed in the network, the data throughput will be 1 Mbps. The data transfer both 
in uplink and downlink should support distances of a couple of hundred meters [12].

There are other specifications regarding the mote. Dust mote size should be less 
than 1 mm3 and must have a power consumption of at the most 1 μW. We also need 
a secure and reliable transmission method for communication in the network.

The task of the communication system is to send and collect commands to and 
from motes:

• Radio-frequency transmission
• Optical transmission technique
• Fiber-optic communication

Radio-frequency (RF) technology has advanced a lot in the last few years and is 
being used widely in different applications. In this method of transmission, radio- 
frequency signals of range from tens of KiloHertz to hundreds of GigaHertz are 
used [12].

The main feature which provides the reliability in a multi-hop radio-frequency 
mesh sensor network is the end-to-end furnishing of time-stamped sensor data with 
a determined worst-case latency. The main requirement for the reliability of the 
time-stamping is the choice of radio, the use of spectrum, as well as the network 
synchronization. Most of the motes operate in large bands which have values from 
902 to 928 MHz (in North America) or from 2.4 to 2.458 GHz (most of the world).

Because these kinds of bands are open to transmitters and they put out about 
1 W, the motes generally have an output value of 1 mW to extend the life of the bat-
tery; in this case, they have to maintain the reliability by avoiding high-power inter-
ferers. These kinds of interferers, as well as the unpredictable fading ones, exclude 
the use in high-reliability applications of fixed-frequency radios. A solution can be 
considered reliable if it is capable of avoiding or working near the parts of the spec-
trum that are jammed or very faded [17].

RF communication is a perfect potential candidate for smart dust networks, but 
at the same time, there are a couple of problems associated with it:

• RF transceivers, it is almost impossible to achieve the low power specification 
requirements needed for smart dust system.

• One of the issues addressed in antenna design is the size limitation. Size of a 
fabricated antenna is limited by margins based on the range of its cubic millime-
ter. An antenna size cannot exceed a quarter of the wavelength of the carrier, and 
the size shall be defined in the area of very short of the wavelength which results 
in having an operation which does not necessarily run at efficient power 
consumption.
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• Due to the high number of dust motes, it is necessary to use multiplexing tech-
niques for achieving RF communication; multiplexing techniques, such as code- 
division multiplexing or time/frequency multiplexing. This means that several 
kinds of RF circuitry like filters, modulators, and demodulators are needed, and 
they should be designed for low power consumption.

• Using multiple access techniques such as TDMA or CDMA or similar SDM has 
their complexity, which is not compatible with the smart dust system.

Optical communication utilizes semiconductor lasers and diode receivers for 
transferring optical signals. This optical communication method is more compatible 
with the low power design requirements due to the small size of optical transceivers. 
In optical communication, we can easily create a 1GHz signal from a millimeter 
aperture, but to produce the same signal in RF communication an antenna of 100 
meters is required (due to the wavelength difference between two transmissions). 
Concerning power, once again, optical communication is advantageous because it 
has a simple circuit.

The passive reflective communication consists of a particular device called CCR 
(corner-cube retroreflector) with three mutually orthogonal mirrors. Light enters the 
CCR, and the reflection is parallel to its direction [13]. In the case of the MEMS 
version, there is only one mirror mounted on the device, at an angle that is not per-
pendicular to the other mirrors [24].

When the mirror is positioned as described above, a value of digital 0 is obtained, 
because there is only a small amount of light that returns to the source. If a value of 
digital 1 is desired, we have to apply a voltage between an electrode that is under-
neath the mirror and on the mirror itself to obtain a position of the mirror perpen-
dicular to the other mirrors. Due to the low mass of the mirror, the CCR device can 
switch between the 0 value and the 1 value up to thousand times per second, and 
using a small amount of energy, less than a nanojoule per transition.

In this type of communication, an onboard light source is necessary for the dust 
mote. However, by using a particular configuration composed of mirrors, it may or 
may not be possible to reflect the light to a source that is remote. Figure 9 presents 
the corner-cube retroreflector (CCR) that is utilized to adapt the idea of the smart 
dust [2].

For the mote-to-mote communication, a system active-steered laser uses an 
onboard light source to send a light beam to a receiver.

The advantage of this laser communication is its high power density. The density 
of a 1 milliwatt laser radiating into 1 milliradian is approximately 318 kilowatts per 
steradian, as opposed to a 100 watt light bulb that radiates 8 watts per steradian 
isotropically.

A smart dust transmitted beam has a divergence of approximately 1 milliradian, 
allowing transmission over enormous ranges using milliwatts of power [2].

Every mote carefully weighs the needs to sense, compute, communicate, and 
evaluate its energy reserve status before allocating nanojoules of energy to turn on 
its transmitter.
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Using burst mode transmission, in which the laser operates at up to several tens 
of Mbps for a few milliseconds, it assures the best energy-efficient method to pro-
gram this mesh. This system utilizes the energy reserves and minimizes the mote’s 
duty cycle, as shown in Fig. 10.

Fig. 10 Power system

Fig. 9 Autonomous 
bidirectional 
communication mote with 
a MEMS optics chip 
containing a corner-cube 
retroreflector on the large 
die, a CMOS application- 
specific integrated circuit 
(ASIC) for control on the 
300 × 360 microns die, and 
a hearing aid battery for 
power. The total volume is 
63 mm3
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A semiconductor laser, a fiber cable, and a diode receiver are utilized to generate, 
transfer, and detect the optical signal. The power consumption is low due to the 
small size of the optical transceiver, and there is no need for a light source on the 
dust mote itself [12].

There are some advantages and disadvantages in fiber-optic communication. In 
fiber-optic communication, there is no need for the line-of-sight, because it uses 
fiber-optics to transfer and receive optical signals. This method is also safer for 
human eyes as no laser is involved. An extended range of communication and guar-
anteed communication between the dust motes and base station are two other 
advantages.

The fiber-optic cables are the source that limits the movement and mobility of 
dust motes. Moreover, each dust mote should have a connection to the base station 
(lots of cables), which makes the design of the base station a complicated task.

Generally, in a smart dust design, the main challenge concerns the minimum 
energy consumption that is necessary to power the circuits and MEMS devices. 
Moreover, the primary constraint after fitting the entire mote into 1 mm3 volume is 
the energy density of the power supply [2].

Nowadays, most of the applications in the building as well as in the industrial 
automation require a lifetime which can be measured in years. In this situation, the 
need of the hour is a battery that has a lifetime from 1 to 10 years, thus avoiding the 
costs of the replacement of a high-powered battery. Using a battery of type AA that 
has a charge about 12000 J, an inch-scale mote needs to have an average power 
consumption that does not exceed a few joules or tens to hundreds of microwatts 
per day.

To achieve the values mentioned above, and to meet the current consumption of 
tens of microamps, a deep duty cycle is required. This implies the ability of the 
hardware to switch quickly from the powered state to the unpowered state (and low 
leakage) and vice versa. In the digital circuits, especially the SRAM, at shallow duty 
cycles, the leakage power can dominate the energy of the system.

In a profoundly duty-cycled environment, besides the problem of leakage, there 
are other significant challenges for multi-hop mesh networking which has radio 
communication. Most of these challenges concern the development of the algo-
rithms and the software. In this situation, it is preferable to have hardware support 
that can provide some combination of more-to-more time synchronization, fast 
radio polling, and also a low-power detection of RF energy [17].

8  System Miniaturization and Architectural Challenges

Miniaturization allows integration of any type of mote into a single device and its 
functioning with a smart dust system. Size reduction is significant in reducing the 
cost of the nodes and making its implementation easy.
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Smart dust can include hundreds to thousands of dust motes, each containing one 
or more sensors, analog circuitry, a power supply, bidirectional communication, and 
a programmable microprocessor.

Advances in miniaturization, integration, and energy management in a digital 
circuit, micro-electromechanical systems (MEMS) led to the manufacturing of 
small sensors, optical communication components, and power supplies.

Micro-electromechanical systems consist of extremely tiny mechanical ele-
ments, often integrated with electronic circuitry. All these are measured in microm-
eters, similar to computer chips. In addition to the advantage of making small 
structures, this manufacturing process can simultaneously fabricate thousands or 
even millions of system elements. This makes the system highly complex and 
extremely low in cost.

It is certainly expected that future prototypes of smart dust could be small enough 
to remain suspended in the air, beyond air currents, sensing and communicating for 
hours or days on end.

According to the requirements of power constraints in smart dust, the perfor-
mance is handled this way: a cubic-millimeter battery supports one Joule of energy 
(1 J/mm3). With the corner-cube reflector described in Fig. 11, communication costs 
about 1 nJ/bit, while sensing can be achieved at ~1 nJ/sample. For example, the 
StrongARM SA1100 processor computes ~1 nJ per instruction.

A smart dust constraint is related to its design for the minimum energy consump-
tion of MEMS devices. The challenge here is to integrate a mote into a 1 mm3 vol-
ume, but the energy density of the power supply is the primary issue. The existent 
batteries have ~1 J/mm3 of energy and high series resistance. The existent capacitors 
can achieve maximum ~10 mJ/mm3 with a low series resistance [40, 41].

The size of a MEMS is in the range of 1 mm and 1 μm, and the size of a NEMS 
is in the range of 1 nm to 100 μm. A MEMS/NEMS structure is thin-walled, and it 
is exposed to mechanical loading, high temperature, and electromagnetic fields. 
MEMS/NEMS can interact mechanically and thermally with other layers, bases, 
and elements. This contact is realized with thin heat-conducting layers [2].

A team from the University of Michigan designed the Michigan Micro Mote, 
which is 2 millimeters wide—the smallest size known. Reducing the size of the 

Fig. 11 The corner-cube reflector (CCR) [39]
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battery was a great challenge. According to Blaaw, an application is needed that 
drives the final production of smart dust sensors to remain low cost. Building such 
an application presented to be a challenge in the smart dust economy [2].

The MEMS cubic device is presented in Fig. 12 [2]. It is structured in an analog 
I/O and DSP control, a passive transmitter, an active transmitter, a receiver which is 
a photo-detector, a solar cell, a thick-film battery, and a power capacitor, as shown 
in Figs. 13, 14, and 15.

The challenge in MEMS microcubes is to maintain low power consumption and 
to maximize the life of a mote. The total energy stored on average a micro-sized 
power battery is 1 J. The solution is to keep the total energy consumption under 
microwatt values and to use solar cells that produce 1 J per day

The architecture presented above is included in the structure of a mote, along 
with the sensors. Therefore, a mote gathers data from the environment related to 

Fig. 12 The MEMS architecture

Fig. 13 The passive 
transmitter which is a 
corner-cube retroreflector 
is hit by a light beam

Fig. 14 The active transmitter in which a light beam from a laser diode (left) is being directed 
through a steer lens, toward a reflector (right)
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temperature, light, and other parameters, depending on which domain the mote will 
be installed. The MEMS mote is well suited for air monitoring and video monitor-
ing in a smart city.

Low-cost microsystem sensor technologies are available in healthcare [25] with 
inexpensive low-power microcontrollers and reliable telemetry modules. These 
technologies are upgraded versions. MEMS-based sensors have emerged recently. 
Therefore, inertial measurement unit having accelerometers and gyroscopes in their 
structure are well known, for example, the 3-axis MEMS accelerometer [21].

A wireless body area sensor network [44] is shown in Fig. 16. This figure high-
lights how each node of a body area sensor network has an interface with the organic 
tissue. Each node has an integrated energy source. Nodes can be in the form of sen-
sors with an integrated processor, a sensor with an integrated transceiver, and some-
times data storage or feedback control to body-based actuators, such as an insulin 
pump or robotic prosthetic.

Signal processing is the main challenge posed by wireless body area sensor 
network—the way they interconnect, handle energy, and the way sensors gather 
information from the environment.

In the MEMS application of body area sensor networks, a small-size thermoelec-
tric generator is attached to the skin. For this purpose, a thermoelectric bracelet using 
commercial BiTe thermopiles is designed and tested. The average energy power is 
100 μW, so the sensor layer is connected and sends data. Furthermore, generator 
parameters can be sent to a PC through a self-powered wireless module [45].

Fig. 15 Receiver with 
photo-detector

Fig. 16 A wireless body area sensor network
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9  Conclusions

Internet of Everything, Everywhere (IoEE) [28, 29] concept represents the basic 
technology behind connecting smart dust systems in sectors such as healthcare or 
smart cities. Security, privacy, and safety are also in the scope of this chapter’s 
research, since the sensors which equip a smart dust system collect different types 
of data from various devices that belong to individuals. Applications related to 
smart city generally have access to a broad range of people’s privacy-sensitive 
data. Therefore, security breaches are a concern that must be reduced or even 
eliminated.

Smart dust[26–29] sensors are small dimension sensors used to monitor and col-
lect data for efficient usage of resources. One of the main advantages of these sen-
sors is that they are safe to be used in terms of the designed encryption, knowing 
that there are no known cases of information theft.

Within smart cities, with numerous entities, such as smart economy, smart envi-
ronmental control, smart traffic system, smart governance, smart home, smart 
energy, and also smart healthcare merge together; thus, smart dust [30, 31] technol-
ogy overcomes the limitations resulting from the size of the surveillance equipment, 
has low system and infrastructure costs, and also collects real-time information.

Several case studies have been presented, in which the benefits of smart dust 
technology have made an impact, in terms of healthcare surveillance and environ-
mental surveillance in smart cities[32–37], communication, signal processing, and 
low power consumption by energy harvesting [42, 43].

As future work, development of smart dust surveillance [38] system will be 
undertaken in hospitals, to gain better management of patients, bearing in mind their 
privacy and confidentiality and sensitivity involved.
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1  Introduction

Following the variety of environmental parameters to decide the nature of our envi-
ronment is facile. The most often observed parameters include temperature, humid-
ity, precipitation, air pressure, UV index, air quality, and toxins, for example, CO2, 
CO, SOx, and unstable natural mixes. One of the prompt advantages brought about 
by the procurement of such physical decencies, similar to soil dampness, tempera-
ture, and saltiness, can be found in agribusiness, where critical water asset reserve 
funds can be accomplished [1]. The gathered information includes significant sub-
tleties for an assortment of associations and organizations. With monitoring results, 
governments can take educated decisions regarding the effects of the environment 
on society and how society influences the environment [22].

Wireless sensor networks (WSNs) are becoming commonplace worldwide 
because of the improvement of minimal effort and low control wireless innovation. 
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WSNs are a gathering of spatially deployed detecting hubs with low upkeep neces-
sities that can consequently screen environmental parameters and move information 
to a primary database by means of a wireless system administrator through a door. 
There are various applications for WSNs. Most monitoring applications depend on 
WSNs, which have the undeniably favorable circumstances of lower costs because 
of link substitution, variable system topologies, versatility, and lower support costs. 
Wireless sensors and sensor systems have been utilized effectively in arrangements 
in different fields, including environmental monitoring, catastrophic event anticipa-
tion, current utilization monitoring in huge structures, and radiology monitoring 
frameworks for restorative applications [2] (Fig. 1).

WSNs for IoT environmental observation applications are being attempted. High 
trustworthiness, insignificant strain, and long maintenance free movement, are a 
few central functions of WSNs, whereas the nodes often present a variable and 
crazy climate. The IoT [2] has created changes in the info trade. Wireless sensor 
networks [3] depend upon pattern setting advancements during which we tend to 
speak with the surroundings by distinguishing the properties nature. The rule utili-
zation of WSN sensors customarily screens physical or environmental conditions, 
for example, temperature, weight, and sound, and their information passes through 
the framework to a vital location [4].

To satisfactorily accumulate and sort the information at IoT finish nodes, a 
straightforward information exploit structure is basic in most IoT systems. Whole 
deal mechanical environmental information support uses a WSN [5]. In this chapter, 
another system for surroundings observation structure subject to development of a 
WSN is proposed. A WSN is usually depicted as a briefing of nodes that support-
ively sense and manage the surroundings, sanctioning joint effort between people or 
PCs and therefore the close surroundings. The current WSNs fuse device nodes, 
mechanism nodes, entries, and shoppers. Indeterminable device nodes are com-

Fig. 1 Wireless sensor network architecture
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pleted indiscriminately within or close to the observation zone (sensor field), with 
the assistance of self-affiliation. The assembled information transmits to different 
device nodes by skipping through sensor nodes (Fig. 2).

To get to the gateway node after multi-bounce directing, and finally arrive at the 
administration node through the web or satellite, observed information is passed on 
by different nodes; this procedure is finished during transmission. The job of the 
client is to arrange and deal with the WSN with the administration node, distribute 
monitoring missions and accumulation of the observed information.

2  Related Works

The focal point of this chapter is on radio recurrence (RF) vitality collecting for 
versatile wireless multiuser multicarrier systems. Specifically, joint information and 
vitality improvement systems are created to control portable wireless gadgets using 
RF vitality. For every client, two kinds of collecting capacities are possible: one 
only gathers from committed RF signals; the other partially recovers from both 
devoted and environmental RF signals [6].

The authors present a modified plan of an environment monitoring framework 
for the Internet of Things (IoT) for temperature, humidity, and CO2. Information is 
sent from the transmitter node to the beneficiary node in the created framework. The 
information received at the collector node is observed and recorded through a 
graphical UI (GUI) in an exceed expectations sheet on a PC made in LabVIEW. An 
Android application has likewise been created to move information from LabVIEW 
to a PDA for remote information monitoring [7].

Fig. 2 Overall system architecture of the IoT for environmental monitoring
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The authors present a paper on the contextual analysis of a shrewd environ-
ment dependent on continuous information gathered by the city of Aarhus, 
Denmark. They examined the air contamination levels so as to distinguish unfor-
tunate or abnormal areas dependent on the Air Quality Index (AQI). An AI system 
for twofold [20, 21] and multi-class issues, specifically a neural system, neuro-
fluffy strategy, and bolster vector machines, has been utilized to identify irregular 
areas in the contamination database [19]. MATLAB recreation results demon-
strate that AI methods are dependable as far as precision and tedious for shrewd 
environments [8].

This paper proposes an indoor or open air quality monitoring web data frame-
work and a wireless sensor network. Two distinctive brilliant organizer models 
dependent on a Raspberry Pi, with and without a Jenni inserted PC and wireless 
system facilitator Ethernet fringe switch, have been actualized [9].

3  Proposed Methodology

The climate conditions in the outside surroundings of a home or any structure are 
checked and information is transmitted to the cloud server. The advantages are this 
framework will consequently transmit the ongoing environmental information. 
The information can be seen from anyplace in the world. This application is to 
watch and routinely update the environmental conditions, and if they become 
strange, variations from the norm can be noted in the cloud and vital activity to 
decrease those anomalies should be possible.

Pseudo code for Proposed Environmental Monitoring System
• Step 1: Start the process
• Step 2: Collect the input data from the sensor nodes attached in the 

environment
• Step 3: Make sure the data collected from the sensor node is related to tempera-

ture, gas, and sound.
• Step 4: Iteration 1: Make a decision whether the data is related to temperature; if 

yes send the data to the device. If not check whether the data received is related 
to gas or sound.

• Step 5: Iteration 2: Make a decision whether the data is related to gas; if yes send 
the data to the device. If not check whether the data received is related to tem-
perature or sound.

• Step 6: Iteration 3: Make a decision whether the data is related to sound; if yes 
send the data to the device. If not check whether the data received is related to 
temperature or gas.

• Step7: Gather all the data from the respective nodes and send it to the device to 
alert the users.

• Step 8: Stop the process (Fig. 3)

A. Sampathkumar et al.
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3.1  Environment Monitoring System

Environment tracking condition checking is an IoT application that serves to moni-
tor environmental conditions of any domain and the circumstances can be seen by 
everyone with the help of the Internet. This software is coherently persuasive and 
quickly gives the circumstantial conditions [6]. The framework offers a machine the 
chance to check the circumstance and adjustments happens over the wrapping. This 
structure makes use of Arduino, sound sensor, gasoline sensor, temperature sensor, 
humidity sensor, and IoT module [20]. The temperature and saturation sensors 
screen and give the encounters with respect to the climatic adjustments, and they are 

START

Data Acquisition

Temperature, Gas,
Humidity sensors

Temp
Sensor

Humidity
Sensor

Gas Sensor

Gather all the
sensor data

Send the sensor
data to device

Upload the data

Sending Gas Sensor Data

Sending Temp Sensor Data

Sending Humidity Sensor
data

STOP

Fig. 3 Flowchart for proposed system
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extremely useful to the agribusiness industry. The gas and sound sensors are applied 
to observe the debasement of circumstances [10]. Using this module, we can find 
the polluted zone and direct attention toward the humans residing in the sullied area. 
Changes in the climatic structure cannot always be defined correctly nor is risk 
always portrayed, but the use of an IoT module can depict gradual differences in a 
site and they will be processed inside the cloud. There are numerous modules used 
in this system as discussed later.

3.2  Sensor Module

An IoT board is necessary to fulfill an association of online software essentials with 
unquestionable high-quality situations that allow the embedded machine maker to 
efficaciously, quickly, and faultlessly add net machines to their programs [11] 
(Fig. 4).

The module’s UART replacement characteristic and website page control make 
it ideal for online far off programs, for example, environmental sensors and records 
from a smaller battery worked with faraway sensor arrange gadgets [12–14].

The proposed coordinated gadget monitors temperature, humidity, weight, radi-
ant power, sound force, and CO level in the air to make the environment canny or 
intuitive with items utilizing wireless correspondence [15–18]. The proposed model 
is shown in Fig.  3, which is more qualified to the monitoring of environmental 
parameters. The proposed architecture is represented in a 4-tier/level model with the 
functions of each module developed. Level 1 corresponds to the environment, level 
2 sensors and sensor data collection, level 3 decision making, and level 4 intelligent 
environment. Level 2 is designed for sensors with appropriate characteristics. Each 
of these sensors is operated and controlled within their sensitivity and detection 
range. Between levels 2 and 3, the actions required for detection and monitoring are 
performed under conditions such as threshold value determination, detection fre-
quency, and messages (alarm or signal or LED).

The graph in Fig. 5(a) shows the sound intensity levels during day time at regular 
time intervals. The graph in Fig. 5(b) shows the sound intensity levels at night time. 
The graph in Fig.  5(c) shows the average sound intensity levels throughout the 
entire day. The threshold value is dependent on the average value (Fig. 5a–c). The 
graph in Fig.  5(d) shows the average CO levels throughout the entire day. After 
completing the analysis on sensed data, the threshold value will be set for necessary 
controlling actions.

4  Conclusion

Incorporating gadgets into the environment and monitoring them gives self- insurance 
(smart environment) for the environment. These sensors should be placed in an envi-
ronment of need to gather information for examination. By actualizing sensors in the 
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environment, we can indicate the environment, that is, it can speak with different 
items through the system. The gathered information and the aftereffects of the exami-
nation utilizing Wi-Fi are then accessible to the end client. This chapter presents smart 
environmental monitoring and an effective and cheap incorporated framework. The 
proposed design discussed the elements of various modules. Tentatively, the idea of 
respective sound and air contamination monitoring frameworks with IoT to screen 
two parameters has been analyzed. After that, sensor settings were sent to the cloud 
(Google Spread Sheets). This information is helpful for further investigation and can 
be effectively imparted to opposite end clients. This model can be expanded to screen 
contamination in urban areas and create mechanical territories. To ensure general 
wellbeing against contamination, this model offers a successful and modest answer 
for ceaseless environmental monitoring.

Environmental Parameters to be Monitor

Sensor Data Acquisition and Decision Making

Intelligent Environment

Internet

CLOUD

User End System
with Internet
Connection

Data Flow

Control

Bidirectional

Sensor Data

Tier 1

Tier 2

Tier 3

Tier 4

Threshold Value
Duration (Time or
space)

Alarm or Buzzer
or LED

Fig. 4 Proposed system architecture
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