
Cluster-UY: Collaborative Scientific High
Performance Computing in Uruguay

Sergio Nesmachnow and Santiago Iturriaga(&)

Universidad de la República, Montevideo, Uruguay
{sergion,siturria}@fing.edu.uy

Abstract. This article describes the national initiative for installing and oper-
ating a collaborative scientific HPC infrastructure in Uruguay (Cluster-UY). The
project was conceived as a mean to foster research and innovation projects that
face complex problems with high computing demands. The main ideas and
motivations of the Cluster-UY project are described. The technological deci-
sions to install the platform are explained and the collaborative operation model
to guarantee sustainability is introduced. In addition, the perspectives of the
national scientific HPC initiative are highlighted and sample current projects are
presented.
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1 Introduction

Scientific instrumentation systems play a major role in the development of highquality
research, especially in those areas of science and technology that heavily rely and
emphasize on experimental studies. In this context, having platforms that implement
scientific instrumentation services allows researchers to strengthen proposals, broaden
the horizons of researches, and obtain high-impact results that are validated in practice
[13, 24].

Nowadays, a specific and relevant case of scientific instrumentation systems are
Supercomputing or high performance computing (HPC) systems. These systems allow
solving complex problems that have large computing demands (e.g., because they deal
with complex mathematical models, address very complex problem instances, and/or
manages very large volumes of data). Parallel computing techniques [9] help
researchers to face the aforementioned complex problems and solve them in reasonable
computing times. However, specific high performance hardware is required to apply
HPC and parallel computing techniques.

The reality of the scientific instrumentation systems in the world is diverse. There is
a clear differentiation between developed countries and Latin American countries, from
both the conceptual point of view and also from the methods applied for its imple-
mentation and operation. Regarding HPC systems, even within Latin America different
situations are identified (e.g., between Brazil and other countries). HPC platforms are
expensive and significant efforts are required to acquire, maintain, and operate the
facilities.
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This article describes a proposal for an HPC scientific instrumentation system to be
installed and operated within the current reality of Latin American countries. The
proposal was conceived as a mean to foster research and innovation projects with high
computing demands, in a context where monetary resources are scarce. An approach
based on ideas from collaborative economy is proposed for operation. The impact on
science and technology is described and sample applications are briefly described.

The article is organized as follows. Next section describes scientific instrumentation
systems and HPC facilities. Section 3 introduces the Cluster-UY project. Section 4
presents the details about the proposed self-managed business model. The impact and
sample applications are described in Sect. 5. Finally, Sect. 6 formulates the main
conclusions and current lines of work.

2 Scientific Instrumentation Systems and HPC Facilities

This section describes the main concepts about scientific instrumentation systems and
HPC facilities.

2.1 Scientific Instrumentation Systems

Nowadays, most of scientific research, and all of experimental research, require using
various equipment to address experimental analysis, simulation development, valida-
tion of prototypes, and other activities [24].

Scientific instrumentation services are structures for research and development that
provide access to specialized and up-to-date equipment, and also to expert personnel in
the methodologies for using the equipment. A specific objective of scientific instru-
mentation services is to diversify and expand the use of equipment by an increasing
number of researchers, providing in turn the mechanisms, assistance, and training
needed to take advantage of the systems. In universities, having sophisticated scientific
instrumentation is vital to develop quality research. Scientific instrumentation services
complement formation and research activities developed in groups and institutes [13].

A specific feature of modern scientific instrumentation systems, which is very
relevant for the proposal introduced in this article, is their high economic cost and their
very fast obsolescence. Having a well-planned and efficient service allows optimizing
the resources allocated to the purchase of equipment. A centralized management of the
infrastructure also allows reducing operating costs and improving the efficiency of
operation/maintenance tasks by specialized technicians.

Due to the aforementioned reasons, the implementation of a scientific instrumen-
tation service that provides various advisory services in the use of equipment is an
efficient and rational alternative for research groups to make use of large and highly
qualified equipment. In those institutions where there is no scientific instrumentation
service, authorities must raise awareness in research groups that require the use of
specific equipment to initiate the formation of multidisciplinary groups to gather critical
mass and interest on a scientific instrumentation service.

Scientific instrumentation services also provides support to researchers for oper-
ating the equipment, advise on the design and planning of research methodologies and
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experimental analysis based on the computing infrastructure to use, and assistance on
methodologies for processing results. The training of highly specialized technical
personnel is fundamental for the correct operation of a scientific instrumentation ser-
vice. Institutions must develop and strengthen a group trained to operate the service,
including new personnel from those groups that gradually begin using the service. The
most important lines for training include development and maintenance of tools,
techniques to improve practice, scientific dissemination, design, analysis and adapta-
tion of protocols for using the equipment, training in attention to users, etc. Likewise,
institutions must provide or seek to obtain resources that complement the specific
contributions of the research groups that use the infrastructure, to bring from other
universities or foreign centers professors to train technicians, researchers, and students
in situ, and facilitate the mobility of technicians to train and learn in other institutions.

2.2 Management Models of Scientific Instrumentation Services

A scientific instrumentation service requires applying management techniques to
guarantee the effectiveness and efficiency of the service model offered.

The main aspects to be managed in a scientific instrumentation service correspond
to: (i) the availability of equipment, technicians, and methodologies for using the
infrastructure, considering the different models in which researchers can use the ser-
vices according to your concrete needs; (ii) the location and access to the infrastructure
and services by the researchers, considering the geographical location of the equip-
ment, which can be centralized in a single installation of large dimensions or have
different degrees of distribution in smaller and more dispersed facilities, and contem-
plating different policies and mechanisms for accessing equipment and services through
local or remote interfaces; and (iii) the maintenance and permanent updating of the
equipment and the knowledge required for its efficient use, including updating the
infrastructure and equipment, considering the technological advances in products
related to the discipline, and technical staff and researchers, contemplating the training
in the methodological advances in operation and use and the possible future lines of
work and application of the equipment for the scientific advance [13].

All the aforementioned aspects must be taken into account for a correct sizing,
operation, operation and updating of the services, so that the scientific instrumentation
system is an effective, agile, and dynamic tool adapted to the needs of researchers,
which can provide an advantage to the development of quality scientific research. The
management model must consider all these considerations to guarantee the success of
the proposed system.

2.3 Large Computer Systems as Scientific Instrumentation Services

One of the technological transfer products recognized as the most spectacular, has been
the development of computer systems.

In the last 50 years, large computer systems have become essential tools for sci-
entific research, allowing calculations that would be impossible with other techniques.

Most of the modern scientific advances have been produced by applying systems that
combine scientific instruments (microscopes, telescopes, etc.) and large computational
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systems that control the instruments, and process and analyze huge volumes of data from
experiments. Through the application of new methodologies and techniques in the areas
of mathematical methods, numerical simulations, computer science, software engi-
neering, high-performance computing, distributed computing in grid and cloud envi-
ronments, visualization, etc., computer platforms have been capable of providing
researchers with the computational power necessary to solve problems involving
complex systems, large-scale mathematical models, experimental analyzes that demand
the processing of large volumes of data, and other problems of great difficulty [5, 9].

Turnkey-purchased computer systems (e.g., integrated supercomputers) have an
extremely high cost that makes them prohibitive for small and medium-sized institu-
tions. These systems are closed, practically do not allow modifications, and
updating/maintenance is restricted to products and applications of a certain type. In
addition, closed systems cover general needs that are sometimes different from the
specific demands imposed by scientific research. These limitations are of especial
relevance in our Latin American, and especially in universities. Usually, our institu-
tions must develop their own computational systems, built with low cost components
and applying knowledge of electronics and computers. These systems allow using the
paradigm of open source software, based on freely developed and distributed products,
which allow modifications and therefore the development of custom solutions, having a
direct impact on the applicability of the instrumented system and expanding the target
audience. Likewise, free software products allow reducing the operating costs of the
platform, making possible the implementation of an inclusive model for a scientific
HPC platform. The proposal presented in this article refers to a system of scientific
instrumentation that is built on the ideas of an open platform built through the inte-
gration of low-cost components and the paradigm of open source software, as support
for egalitarian research under the Developmental University model [3].

3 The Cluster-UY Project

This section presents the National Supercomputing Center of Uruguay and its technical
details.

3.1 The Previous Project: Cluster-FING

Cluster FING [14] was the HPC infrastructure of Engineering Faculty, Universidad de
la Repȗblica, Uruguay, that provided support for solving complex problems that
demand great computing power in science and engineering. The initial infrastructure
for Cluster FING was funded by Sectoral Commission for Scientific Research,
Universidad de la Repȗblica, Uruguay, in 2008.

Cluster-FING began operating in March 2009. Previously, there were no central-
ized resources for scientific computing in the country with reliable, sustained, and
growing capacity over time. Until that date, scientists acquired their own computing
resources at their laboratories. Acquisitions were limited to the very limited resources
available in specific projects (a few thousand dollars, which in general were only
enough to acquire a conventional computer, not a powerful server). In addition, the
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acquired infrastructure did not include any type of update. Rapid obsolescence meant
that at the end of the research project, the use of the computer was very limited.
Researchers also faced the problem of the great inefficiency of the human resources
required for the administration of the equipment and the energy costs (operation and
thermal conditioning).

The limited capacity of computer equipment at laboratories limited the challenges
that researchers could face, effectively cutting off the creativity of projects. Cluster-
FING proposed a first step to change the paradigm of non-cooperative use of com-
puting resources. Collaboration between different research groups was proposed to
acquire a more powerful and shared computing platform. Instead of buying their own
computing resources, i.e., spending valuable research funds, researchers had the
opportunity of contributing to Cluster-FING and use their services. The contributions
were significantly lower than in a non-cooperative model, as a result of savings due to
centralized management of computing resources, equipment acquisition, operation, and
energy costs.

Cluster-FING started to break down the barriers that had the computing capacity
available individually in a laboratory as a limitation of the creativity of researchers.
Gradually, the new paradigm had a significant impact on research in basic and applied
sciences. As a result, researchers enhanced the quality of research and set new horizons
and objectives, with application to the national reality. These more ambitious objec-
tives have in turn implied a greater need for scientific computing resources. Likewise,
the effectiveness of the Cluster-FING model caused that a greater number of research
groups were interested in using the infrastructure. Cluster-FING progressively
increased its computing capacity (from 8 servers with 64 computing cores in 2009, to
20 servers with more than 500 cores in 2017) and reached ten million hours of effective
computing core in July, 2017, executing more than one million computing hours per
semester.

3.2 National Supercomputing Center: Cluster-UY

The previous experience of the Cluster-FING project showed the viability of creating a
HPC platform for HPC by applying a collaborative model. The new initiative described
in this article proposed implementing a scientific HPC service at national level, based
on an aggregation architecture (cluster) type, to create the National Supercomputing
Center, Cluster-UY.

The main motivations of the Cluster-UY project include the success of the para-
digm of use and centralized management of computing resources initiated by the
Cluster-FING and its significant impact on national research in various areas of science,
the need for greater resources of scientific computation, and the increase in research
groups that use scientific and HPC techniques in Uruguay. The Cluster-FING project
increased the demand of scientific applications, which exceeded the available com-
puting capacities. To significantly improve the ability to address relevant scientific
problems in the country, allow the resolution of larger problems, and promote better
quality of research, the Cluster-UY project proposed scaling the dimension of the
computing infrastructure and extending the service at national level. Cluster-UY pro-
vides support to research, development, and innovation activities of all scientific,
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technological, industrial, business and social communities, providing free and unre-
stricted access, focusing on the egalitarian paradigm proposed by the Developmental
University model [3]. The main features of the proposed model are presented in
Sect. 4, linking them with the installation, management, and administration of scientific
instrumentation systems [13] and with relevant ideas of collaborative economy [1, 4].

3.3 Technical Description

Cluster-UY is comprised of 31 nodes: 28 computing nodes, 2 file-server nodes and 1
service node. Each computing node is comprised of two Intel Xeon Gold 6138 CPU
with 20 cores each, 128 GB of RAM, a solid-state drive with a capacity of 400 GB,
and one Nvidia Tesla P100 GPU. In total, Cluster-UY is comprised of 560 Xeon Gold
computing cores delivering 35 trillion double precision floatingpoint operations per
second (TFLOPS) and 28 T P100 devices delivering 131 double precision TFLOPS.
Hence, its peak computing power is 166 TFLOPS.

Storage is served by two dedicated nodes: FS1 and FS2. FS1 hosts a RAID 1 + 0
storage with 60 TB of raw capacity (30 TB usable) and FS2 hosts a RAID 6 storage
with 80 TB of raw capacity (60 TB usable). FS1 is used exclusively for storing user
data since RAID 1 + 0 provides adequate fault tolerance levels while excelling at read
and write performance, and it allows a rapid recovery upon failure. FS2 is dedicated for
storing non-critical data such as intermediate computations, unprocessed raw data,
initial conditions for experiments, etc. RAID 6 was chosen for FS2 because it increases
the usable/raw capacity ratio when compared to FS1. However, RAID 6 provides much
lower performance than RAID 1 + 0 for write operations and it may require heavy
rebuilding operations when a failure is detected, so it is not advised to store critical data
in FS2. On top FS1 and FS2, the high-speed SSD local storage of each computing node
(11 TB) is used as scratch space for short-lived data. The available raw storage space
was expanded by incorporating 144 additional TB in 2019.

Finally, the service node hosts three critical services isolated from each other in
different virtual machines: a distributed resource manager, a front-end access to
Cluster-UY and an application development environment for users. Virtualizing these
services allows improving their provisioning, availability, and recovery. The Simple
Linux Utility for Resource Management (SLURM) is used as distributed resource
manager. SLURM is a well-known open-source utility for managing resources in
Linux-based clusters [25]. The distributed resource manager is a key component of
every HPC cluster. Its role consists in tracking which resources are in use and which
are available, scheduling which job to execute first and in which resources, starting the
actual processes of the scheduled job, and finally cleaning resources when the job
finished its execution. SLURM also enables the accounting and report of resource
usage for each user. The front-end access or login VM provides the entry point to the
cluster to all users. This login VM is a stripped-down system with no development
tools. However, the development environment or dev VM is a separate virtual machine
with a full set of development libraries.

All nodes are interconnected by two separate networks. The administrative network
is supported by a 1 GbE network and is used primarily for lights-out management of
the nodes and for monitoring tasks. The general purpose network is supported by a
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10 GbE network and is used for all other network traffic. User’s homes are shared
among all nodes using NFS over the general purpose network. Figure 1 shows the
overall schema of Cluster-UY.

4 Installation, Operation, and Business Model

This section describes the main details about the operation and services of the National
Supercomputing Center, Cluster-UY.

4.1 Geographical Location and Access to Services

A flexible centralized model is applied for Cluster-UY. The infrastructure is hosted in a
large centralized installation, in datacenter “Ing. Josȇ Luis Massera” of the National
Telecommunications Administration (ANTEL), a site that provides the necessary
functionalities for the correct access, management and operation of the equipment, and
to optimize the necessary energy resources.

A specific agreement between ANTEL and Universidad de la Repȗblica allow both
institutions to promote research in the related areas of knowledge (datacenters, mass
data processing, data networks, etc.) and provide the services of the new platform in a
reliable and efficient manner. Likewise, an agreement with the National Electricity
Administration (UTE) was signed to receive support with operation costs (e.g., electric
power for servers and thermal system). Cluster UY services are provided as a coun-
terpart for research and initiatives carried out by both public companies. These part-
nerships are pillars of the proposed self-sustaining model. Interconnection with smaller
computational infrastructures available in the country are also considered, as well as
interconnection with computing platforms existing in the region, to share resources

Fileserver node FS1 Fileserver node FS2

Login VM Dev VM SLURM VM

Hypervisor

Service node

Computing nodes

10 GbE / 1 GbE

Fig. 1. Schema of the Cluster-UY infrastructure.
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through the mechanism of voluntary peer networks [2]. This model establishes a
paradigm of collaborative consumption, while promoting sustainable development and
energy efficiency, as proposed by collaborative economy.

Access to the platform and its services is guaranteed 24 h a day, 365 days a year,
from anywhere in the country and abroad. Cluster-UY services are accessible through
Infrastructure as a Service, Software as a Service, and Platform as a Service models,
operating at different levels according to the needs of each problem. Remote access and
proper training are provided to allow users to gain a level of expertise to work
autonomously and perform simple tasks without the assistance of experts. Two
modalities are used: technicians in charge of solving specific problems in the infras-
tructure provide services on a permanent basis, as established in the hosting agreement
of the infrastructure subscribed with ANTEL, and assistants scientists who support
researchers using the infrastructure are available on a continuous schedule in working
hours.

4.2 Services Provision and Potential Users

Services Provision. A mixed mechanism is applied for service provision, allowing two
modalities. On the one hand, self-service utilization of the instrumentation by
researchers is encouraged, mainly through assisted works, in which researchers with
more experience contribute to guide less experienced researchers and students. On the
other hand, continuous training is implemented by academic technicians to expand the
base of users with knowledge of HPC techniques. New users will be requested, once
they acquire the necessary knowledge to autonomously operate the platform and take
advantage of their services, to collaborate with training/mentoring of new users.

This way, group work is encouraged, users are linked to each other and to the
platform, and a cooperative training mechanism is established to overcome the lack of
funds to develop formal training strategies through courses. A model of open knowl-
edge and mutual assistance, two relevant postulates of collaborative economy, is then
configured.

Cluster-UY services reach to a wide range of users, both internal and external to the
research groups that proposed the project. Internal users are students, professors, and
researchers of Universidad de la Repu´blica, and professionals/technicians of compa-
nies that support the project. All internal users have guaranteed free access to the
services, disregarding money or work contributions. External users include technicians
and researchers from institutions that use the Center through specific agreements to
develop scientific-technological or social research activities. Peer networks are
encouraged for technical/scientific assistance and to rationalize contributions. Services
offered to external users are not for obtaining an income, but to allow the largest use of
the platform and solidarily collaborate to the maintenance, administration, and updating
of the infrastructure. Contributions from external groups are via agreements that
establish the commitment of collaboration and clearly defines the contributions to be
made (economic, if research funds are available, or work, in case of having experience
for guiding/training other researchers, etc.) and their counterparts.
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Users. All researchers can use Cluster-UY, even if they do not have funds. Foreign
users also can use the Center when they work in collaboration with national groups,
have research agreements, or propose a socially interesting research for our country.
The agreements must establish the commitment of collaboration and clearly define the
contributions to be made and their counterparts.

Assisted works, through the solidary collaboration of experienced researchers, are
strongly promoted. These models can be applied due to the simplicity of use of
computer services, i.e., delegating to users basic operative tasks that can be performed
in a restricted environment, while technicians carry out heavier tasks (e.g., installation
of libraries and frequent used software packages). Restricting the tasks enabled to users
allows minimizing problems associated with installation/configuration of software
products, especially considering the number of potential users of the Center (500–
1000), thus impacting on the quality of service. Technicians work jointly with
researchers and students and courses are organized to train users in the use of HPC
techniques. The service focuses on frequent and very frequent users, with different
levels of knowledge of the equipment, but knowing the specific techniques to be used
in their research.

4.3 Organizational Structure

An autonomous ad-hoc Commission, including representatives of scientists,
researchers, agencies, and companies that support the Center, is responsible for making
relevant decisions. The commission also advise in the preparation of bids for pur-
chasing equipment, to plan a useful platform, according to the needs of researchers.
The Commission meet periodically with authorities from Universidad de la Repȗblica,
National Research and Innovation Agency, and other institutions to guarantee a proper
relationship with the research community.

A Manager is in charge of coordinating the daily activities of the technical work
team, of analyzing technological alternatives for the expansion and updating of the
infrastructure, and of interacting with the engineers of the data center where the plat-
form is located. The Manager is the visible face of the Center acting as main promoter
of the services offer in order to attract a greater number of users. The Manager position
is occupied by a researcher with high technical profile, appropriate knowledge of HPC,
and experience in infrastructure management. The position is financed with part of the
contributions of the research groups and the companies associated with the initiative.

4.4 Benefits, Contributions and Responsibilities

The Center applies an egalitarian model for access to services. Identical features are
offered to all users, who in turn have the same responsibilities regarding the correct use,
maintenance, and updating of the platform and services.

Contributions for Operation. Voluntary collaborations of research groups, organiza-
tions, and companies that use the Center contribute to self-finance the constant
updating of equipment and knowledge (maintenance, administration, expansion, etc.).
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The model is based on the previous experience of the ClusterFING project, but
including other universities, institutions, and companies.

Taking into account the financing difficulties for science in Uruguay, contributions
are not mandatory, but voluntary and according to the projects. A low amount is
suggested, allowing the Center to be attractive to researchers without affecting the
development of other project activities. This way, a more equitable work mechanism is
established, without requiring the economic contribution of smaller research groups.
Furthermore, funding agencies can appreciate the advantages of the cooperative model
to rationalize the use of resources.

Training courses, seminars, and self-study groups are used to gain expertise for the
correct use of the Center, taking advantage of peer networks to acquire and share
knowledge at national, regional, and international level. Members of the
scientific/technical group that operates the Center took courses on management of HPC
systems at Universidad de Buenos Aires, Argentina. Through a specific agreement, the
participants did not pay for the courses registration.

Contributions for maintenance and updating are not obligatory, but users are pro-
vided with guides on the amounts to be quoted in their project proposals. The proposed
business model considers the costs of amortization, maintenance, management, and
updating of the infrastructure, to obtain a reference value of 0.01 USD for computing
resource/hour. This value is ten times lower than the cost of computing services in the
cloud. The contribution comparable to acquiring an isolated server, without HPC
capabilities, allows using more than 600,000 computing hours in the Center. Even with
the cost of buying a desktop computer, not useful for solving complex problems, a
researcher can use 100,000 computing hours. Researchers must not pay additional costs
for server administration, software management, network use, power consumption, or
cooling. Furthermore, by providing a minimum contribution, researchers access to a
number of computing resources a thousand times greater than on an isolated server.
These advantages show the convenience of the proposed collaborative and self-
financing model.

A greater reference value is considered for agreements signed with organizations
and companies that obtain an economic benefit from their activities. Projects that are
validated as social interest and non-profit can use the infrastructure without requiring
financial contributions.

Undergraduate and graduate students do not contribute for using the platform.
Specific agreements are established with higher education institutions and the Center in
included into those systems available for use and qualifiable for the applications for
competitive funds for maintenance and expansion.

Agreements. Work and support agreements are signed with institutions, organizations,
and companies. Partnerships are established to consolidate the collaborative model and
open the Center to a wide variety of users, to promote research, innovation, and
development. The Center makes special emphasis on promoting inclusive development
in areas with social impact (health, education, research for development, etc.), under
the University of Development model.
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Agreements allow consolidating a clear self-financing and self-management model,
and a work method with real social impact, allowing organizations and companies to
justify investments to support of the Center. All information, indicators, agreements,
contributions, and utilization from the Center are publicly open. The management is
also open to external audits by agencies that support the initiative. This approach
encourages and consolidate an open data model, closely linked to the ideal of col-
laborative systems.

Responsabilities. The project is based on clearly defining the relationships between the
participants, defining an egalitarian collaborative model. Participants are considered as
peers with the same rights and obligations, building a network for collaboration to
improve and make equitable access to the infrastructure and services of the Center.
Work is proposed in a mutual assistance regime to access self-sustaining resources and
services, which would be very difficult to access in a non-collaborative model. The
impact of the proposed model is of great relevance for national research and helps
develop and consolidate incipient research groups, promoting equity in access to
resources, diversity and equal opportunities, following the ideals of University for
Development.

5 Impact on Science and Innovation, and Sample Projects

This section describes the impact of Cluster-UY and sample lines of research.

5.1 Impact on Science and Innovation

Cluster-UY has had a direct impact on science and innovation, significantly increasing
the goals and horizons of research activities within the country. The list of application
areas include Astronomy, Bioinformatics, Biology, Computer graphics, Computer
Sciences, Data analysis, Energy, Engineering, Geoinformatics, Mathematics, Opti-
mization, Physics, Social Sciences, Statistics, and others. Industry and public organi-
zations are also using Cluster-UY. UTE is developing research related to the analysis of
domestic power consumption patterns, load curve classification, energy efficiency, and
other subjects. ANTEL is developing research on big data analysis, datacenter per-
formance analysis, mobility of users, and other subjects. Other organizations and
administrations are using Cluster-UY too, including: the National Administration for
the Electric Market, for supporting the power generation investment and energy export
planning for Uruguay, the Ministry of Industry and Mining, for energy-related research,
and the Pasteur Institute, for research on bioinformatics and biotechnology.

Figure 2 summarizes the main areas of research using Cluster-UY.
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5.2 Sample Projects and Researches

Many research and innovation projects have used Cluster-UY to improve its capabil-
ities and results. Three relevant examples are presented next.

Weather Prediction Models Applied to Wind Turbines. This project studies wind
velocity focusing on measurements at wind turbine heights (around 100 m). Using
experimental measurements and through extensive numerical simulations using dif-
ferent planetary boundary layer schemes and mesoscale grid resolutions, a gust
parametrization was proposed for wind forecasting in Uruguay. This gust
parametrization provides gust factors to be applied to predicted turbine-level winds,
achieving higher accuracy at coarser resolution than an algorithm based on surface
layer data alone [11]. Figure 3 shows a forecast example of wind velocity values at
wind turbine height. Red dots show considered the wind farms and each subfigure
shows a possible atmospheric state, that is, a possible wind generation scenario in the
forecast.

Analysis of Mobility Data from Intelligent Transportation Systems (ITS) in Smart
Cities. ITS allow collecting large volumes of data that can be processed to extract
valuable information for understanding mobility in smart cities [8]. The information
can be offered to citizens planners, and decision makers, in order to improve the quality
of service and user experience. This is a very important issue for Latin American cities,
where the information can help improving public services. Our research group at
Universidad de la Repȗblica has applied data analysis, data processing, and compu-
tational intelligence for improving transportation systems and other public services
[15–20].

Fig. 2. Main areas of research using Cluster-UY.
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By applying a parallel-distributed approach for massive data analysis, the computing
power of Cluster-UY has been applied to analyze data from the ITS in Montevideo
(e.g., GPS location data from buses, ticket sales and smart card transaction data) and
obtain valuable information to improve the access to the transportation system, quality
of service, socio-economic implicances, etc. A general diagram of the proposed
approach is presented in Fig. 4. The approach has proven to be very efficient, achieving
significantly large speedup values [7, 15], and also very valuable for citizens and
administrator. A sample analysis is presented in Fig. 5, showing a heatmap of ticket
sales (smart card transactions) in the center of Montevideo in May 2015. Bright (white)
pixels in indicate high concentration of ticket sales while dark (red) areas indicate low
ticket sales.

Fig. 4. Parallel-distributed model for mobility data analysis from ITS [15].

Fig. 3. Forecast example of wind velocity values at wind turbine height.

Fig. 5. Heatmap of ticket sales (smart card transactions) in the center of Montevideo
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Other Projects. Cluster-UY has also been applied to many other research efforts in
several areas, including Astronomy [10], Biomedicine [6], Energy [21], Fluid dynamics
[23], Statistics [12], Telecommunications [22], and others.

6 Summary and Conclusions

This article presented the National Supercomputing Center, Uruguay (ClusterUY), a
national initiative for installing and operating a scientific HPC infrastructure following
a collaborative operation model.

The Cluster-UY project was described and the self-funded collaborative operation
model involving scientific institutions, academia, and public/private companies, to
guarantee sustainability was clearly explained.

The perspectives of Cluster-UY as a mean to foster research and innovation pro-
jects that face complex problems with high computing demands were highlighted and
sample projects developed in the Center were briefly presented. The main lines for
future work are related to continue developing and improving the infrastructure and
services of Cluster-UY, as a key tool for improving scientific research in the country.
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