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Preface

High Performance Computing (HPC) or Supercomputing have the power to contribute
in an important way to the research and development of a country and to improve and
reform many industrial sectors. Researchers at universities and engineers in diverse
industries, have come to depend on the power of these machines to compute high
volumes of data for finding the results they are looking for. Complex calculations in
many cases require high volumes of data that would have taken hours, days, and
sometimes weeks or months to process two to three decades ago. But now a days with
the processing power that HPC machines manage, we are able to move faster with our
results to save time, money, and often sometimes lives. On the other hand, we can now
perform numerical simulations with a much higher resolution that is translated into
producing results which better reproduce the physical world in which we live.

As an example of an HPC initiative that could boost the development of an industry
in a country, we mention that the Mexican government and the European Union
(EU) decided to collaborate to improve their energy industries, which provided an
opportunity for EU HPC researchers to team up with Mexican colleagues. The aim? To
provide solutions for the oil and gas industry, improve wind energy performance, and
solve issues of combustion efficiency for transportation systems. Recently launched in
Barcelona (June 2019), ENERXICO, a new project jointly funded by the EU and the
Mexican government, brought together 15 institutions in an academic-industry col-
laboration to solve real-world engineering problems. It focused on scaling in wind
energy, oil/gas exploration and reservoir modeling, and biofuels for transportation. In
parallel, to power these applications, the project will work on achieving scalable,
energy-efficient simulations for the exascale era. The project is led by the Instituto
Nacional de Investigaciones Nucleares of México (ININ) and the Barcelona Super-
computer Centre of Spain (BSC). The other institutions that collaborated in the project
are: Petróleos Mexicanos (PEMEX-PEP), Universidad Autónoma Metropolitana,
Universidad Nacional Autónoma de México, Centro de Investigación y de Estudios
Avanzados del Instituto Politécnico Nacional, Instituto Mexicano del Petróleo, Instituto
Politécnico Nacional, Tecnische Universität München, Université Grenoble Alpes,
Centro de Investigaciones Energéticas, Medioambientales y Tecnologías, Repsol,
Iberdrola, Bull Atos, and Universitat Politécnica de Valencia. We hope that following
the ENERXICO project, new HPC large scale initiatives will be carried out in Mexico.

This 10th International Supercomputing Conference in Mexico fosters the contin-
uous growth of HPC in Mexico and Latin America, gathering the supercomputing
communities to share their latest research works.

It is worth noting that Mexico has significant experience in the uses of supercom-
puters, which began in 1991, when UNAM installed a Cray YMP. Afterwards, Mexico
appeared in the Top 500 supercomputing list several times: the case of the oil industry
(Top 83, Top 84, and Top 85 in the list of November 2003). A few years later, UNAM
and UAM placed computers in places 126 (2006) and 225 (2008), respectively. Other



outstanding projects in Mexico are the National Laboratory for High Performance
Computing in Mexico City (UNAM-UAM-CINVESTAV), the National Supercom-
puting Center of San Luis Potosi within the Instituto Potosino de Investigación
Científica y Tecnológica (IPICYT), the Grids National Laboratory, the National
Supercomputing Laboratory of the Southeast (LNS) from the Bemérita Universidad
Autónoma de Puebla, and ABACUS CINVESTAV, which placed its supercomputer in
the 255 place of the top 500 list of June 2015. In addition to these laboratories, a recent
new supercomputer center was inaugurated at the University of Guadalajara, Centro de
Análisis de Datos y Supercómputo (CADS), and the University Autonomous of the
State of Mexico (UAEMEX) will be opening a center in the next year. Although we
have a platform and experience in supercomputing, these supercomputing resources are
not enough to conduct research and development for a country like Mexico. The joint
efforts by institutions, organizations, and government continue to examine the direction
and need in academia, government, society, and industry of computer power to
advance research and development.

With an effort to continue to evolve in the uses of supercomputing and of these
powerful machines in research and development in Mexico and Latin America, the
International Supercomputing Conference in Mexico (ISUM) was founded by a group
of researchers, supercomputing directors, IT directors, and technologists representing
the largest research institutions, along with the support of the largest technology
vendors in Mexico. This conference was established to provide a space for researchers
and technologists to present their research works related to HPC. Building on the
experience of the previous 9 editions, this 10th edition of ISUM was held in the
progressive and industrial city of Monterrey, Nuevo Leon, Mexico, where more than
1,205 attendees had the opportunity to hear 5 international keynote speakers, 16
national and international speakers, 10 thematic tracks, and more than 60 research
presentations. The conference covered themes in HPC architecture, networks, system
software, algorithmic techniques, modeling and system tools, clouds, distributed
computing, big data, data analytics, visualization and storage, applications for science
and engineering, and emerging technologies. The thematic tracks included, Smart-
Cities, Artificial Intelligence, Cybersecurity, Energy, Supercomputer Infrastructure,
Women in STEM, Supercomputer Projects in Mexico, Supercomputing in Latin
America, Biotechnology, and Supercomputing in Nuevo Leon, Monterrey. There were
five workshops offered in various areas of supercomputing conducted by an interna-
tional group of instructors. In addition, the conference had 2 plenary round tables and
10 round tables in the thematic tracks where important issues related to supercomputing
were discussed; themes like strengthening graduate programs in supercomputing in
Mexico, creating national and international project opportunities in supercomputing,
and fostering the uses of supercomputing in industry for the development of Mexico
and Latin America in areas such as artificial intelligence, biotechnology, smartcities,
etc. These round tables gathered experts in the respective areas representing Mexico,
Europe, and Latin America and included academia, industry, and government.

The central part of ISUM is the presentation of the latest research work conducted
primarily but not limited to Mexico and Latin America. This book presents the selected
works from more than 70 works presented at ISUM 2019. Each work was reviewed by
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three expert reviewers from an international group of experts in the respective area.
These works are divided into five parts that include, Part I: Applications; Part II:
Algorithm Techniques; Part III: HPC Architecture; Part IV: Parallel Computing; and
Part V: HPC Modelling. Each section presents a series of works that you will find
instrumental and enhancing to your repertoire of knowledge in the respective areas of
study.

The book is aimed towards senior undergraduate and graduate students, as well as
scientists in the fields of HPC, computer sciences, physics, biology, mathematics,
engineering, and chemistry, who have an interest in the solution of a large variety of
problems that make use of supercomputers. The material included in this book is
adequate for both teaching and research.

The editors are grateful to the institutions and people who made possible ISUM
2019 through their support: Cesar Díaz Torrejón, Universidad Abierta y a Distancia de
México (UnADM); Luis Díaz Sánchez, Universidad Autónoma del Estado de México
(UAEMEX); Luis Gutiérrez Díaz de León, Universidad de Guadalajara; Felipe Bracho
Carpizo y Fabián Romo, Universidad Autónoma de México (UNAM); Raúl Rivera,
Centro de Investigación Científica y de Educación Superior de Ensenada (CISESE);
Carlos Casasús López Hermosa, Corporación Universitaria para el Desarrollo de
internet (CUDI); Salma Leticia Jalife Villalón, Secretaria de Comunicaciones y
Transporte (SCT); and Moisés Torres Martínez, Sociedad Mexicana de Supercómputo
(SOMEXSU A.C.) Universidad Abierta y a Distancia de México, and Red Mexicana
de Supercómputo (REDMEXSU) Consejo Técnico Académico (CTA). We give special
recognition to our corporate sponsors, without whom this event would not have been
possible. Special recognition to ATOS, IBM/Sinergia Sys, DELL, Intel, Totalplay
Empresarial, Fujitsu, IPICYT-CNS, Global Hitss, SparkCognition, Mellanox, Lenovo,
and ITEXICO.

The following individuals were instrumental in leading the evaluation of these
works: Juan Manuel Ramírez Alcaraz, Alfredo Cristóbal Salas, Andrei Tchernykh,
Cesar Díaz Torrejón, Erwin Martin, Enrique Varela, Jaime Klapp, Liliana Barbosa
Santillán, Luis Díaz Sánchez, Luis Gutiérrez Díaz de León, Moises Torres Martínez,
Manuel Aguilar Cornejo, Rene Luna, Salvador Castañeda, and Sergio Nemeschnow.
We thank them for the time spent in coordinating the evaluation process of these
research works.

We give special thanks to the ISUM national and local committees, and Universidad
Autónoma de Nuevo León for all their support in making this event possible. We give
special thanks to Veronica Lizette Robles Dueñas, Marlene Ilse Martinez Rodriguez,
Claudia Karina Casillas Godinez, Angie Fernández Olimón, Adriana Margarita Jime-
nez Cortez, and Araceli Gutierrez Campuzano for all their support in organizing all the
logistics of this successful edition of ISUM.

The thematic track on “HPC Energy Applications and the ENERXICO Project” as
well as the production of this book received funding from the ENERXICO project
under the European Union’s Horizon 2020 Programme, grant agreement n° 828947,
and from the Mexican Department of Energy, CONACYT-SENER Hidrocarburos
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grant agreement n° B-S-69926, and from the Ibero-American Programme for the
Development of Science and Technology (CYTED) under Project 516RT0512,
CONICYT (Chile).

In conclusion we thank all the institutions who have supported this event throughout
these 10 editions, especially this 10th anniversary of ISUM: BUAP LNS-SURESTE,
UdeG, UCol, UNISON, ININ, CUDI, IPN, UAM, UNAM, CICESE, CIMAT-Merida,
UAEMEX, CNS-IPICYT, ABACUS-CINVESTAV, CONACYT, SOMEXSU A.C.,
and REDMEXSU.

October 2019 Moisés Torres
Jaime Klapp
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Abstract. In nowadays energy markets, suppliers are encouraged to model the
electricity consumption behavior of their customers in order to improve the
quality of service and provide better products with lower investment and
operating costs. New load models to support power system are required to
mitigate scalability issues, especially considering the increasing penetration of
distributed energy resources, varying load demands, and large volumes of data
from smart meters. Smart metering allows obtaining detailed measures of the
power consumption in the form of large time series that encode load curves.
Clustering methods are applied to group costumers according to their similarity,
by extracting characteristics of their behavior. Traditional computing approaches
are not efficient to deal with the aforementioned problem, particularly when it
must be solved in real time. This article proposes applying distributed com-
puting and statistical learning methods to the problem of load curves classifi-
cation of electricity consumers, applying the Map-Reduce model over the
Hadoop framework. A case study, using real representative smart meter data
from Uruguay is presented. The obtained results validate the stability and
robustness of the approach. The main findings suggest that distributed com-
puting can help electricity companies to deal with large volumes of data in order
to improve energy management, provide services to consumers, and support
modern smart grid technologies.

1 Introduction

In the last decades, electrical grids have gone through a process of change, mainly due
to three factors: the desregulation of electricity markets, the emergency of new
renewable energy sources, and the incorporation of information and communication
technologies to provide a better use of energy and improve the quality of service. The
concept of smart grid emerged to define electrical grids that incorporate the proper
utilization of smart meters, smart appliances, different (renewable) energy resources,
and energy efficiency procedures for operation [5, 10]. In this new paradigm, con-
sumers can adopt an active role in the network, changing the traditional model of
passive consumers. The electric system can stimulate consumers to adapt their
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consumption patterns according to different proposals oriented to fulfill different goals,
by implementing demand response techniques [13, 14].

Energy consumption characterization is a key tool for smart grids to gain useful
information and improve the quality of service. Load profiles or load curves allow
characterizing the variation of the electrical load consumed by a customer versus time.
Load curves vary according to customer type and several other factors (i.e., working
day or not, temperature, holiday season, etc.). Typical examples of load curves include
residential, industrial, and commercial, and within these categories different patterns
can also be identified. Load curves provide useful information to producers to plan the
electricity needed for a proper operation of the system at any time. In turn, consumers
can also benefit from suggestions of customized energy utilization plans, and also ad-
hoc billing plans [17].

Load curves are determined by direct measurements using smart meters. On large
cities, this procedure generates large volumes of data that must be properly processed to
extract valuable information. There are important challenges for handling the resulting
data efficiently, reliably, and in reasonable time. Distributed computing [6] and com-
putational intelligence [11] help researchers to process large volumes of data in rea-
sonable execution time. Information from individual costumer can be compressed in a
canonical form that reduces the amount of data to be managed and allows extracting
consumption patterns, e.g. by applying clustering techniques to group costumers
according to their similarity. These algorithms can be further enhanced by applying
parallel/distributed approaches [1].

This article presents a specific proposal applying distributed computing for char-
acterization and classification of load curves using real data from the smart grid system
in Uruguay [9]. Statistical learning methods are applied for clustering customers
regarding their use of energy, as measured by smart meters. A distributed MapReduce
approach is applied for the analysis, in order to obtain a load curve representative of
each costumer and also to apply clustering techniques to the obtained curves.

The main contributions of the research reported in this article include a MapReduce
approach to characterize each costumer through a load curve that captures the dynamics
of power consumption behavior over time. In addition, a classification is performed by
applying the k-means statistical learning method to the load curves, to obtain customer
groups with similar behavior. The experimental evaluation of the proposed approach
was performed over the high performance computing platform of the National
Supercomputing Center (Cluster- UY), Uruguay [12]. The main results of the analysis
indicate that the combination of high-performance distributed computing and compu-
tational intelligence provides an excellent solution to handle the complexity of char-
acterizing hundreds of thousands costumers in a real business environment.

The article is organized as follows. Next section introduces the procedure for
obtaining load curves and describes the available data. Section 3 introduces the pro-
posed MapReduce approach and the implementation of the proposed algorithm for
customer clustering. The experimental evaluation of the proposed approach are
reported in Sect. 4. Finally, Sect. 5 presents the conclusions and summarizes the main
lines for current and future work.
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2 Load Curves Analysis for the Smart Grid in Uruguay

This section introduces the procedure for obtaining load curves and describes the data
considered for the processing.

2.1 Load Curve Analysis

Load curve analysis is a valuable tool for understanding energy consumption patterns
and anticipate the power demand of customers [7]. Load analysis are useful for both
distribution and end-user customers to identify specific situations than can impact on
the electric network operation. Specific devices such as smart grid meters and load
profilers allow recording periodical energy consumption measurements. Furthermore,
load profiles can be inferred from customer billing and can be enhanced by crossing
with information extracted from other data sources. Several load analysis methods have
been proposed in the literature, applying different methods [2, 8, 15, 16, 19]. Load
curves analysis are applicable to many problems. In particular, any device that mea-
sures electrical load and generates large data can be analyzed through the proposed
solution.

When analyzing load curves, it is desirable to generate abstract solutions that allow
adapting the analysis to the specific problem that is being solved. Following this
approach, this article proposes a solution that represents a starting point for the
development of smart tools for energy management, based on the classification of load
curves.

2.2 Data Description and Load Curves Model

The analysis reported in this article considers data gathered using smart meters installed
in the residential area of Montevideo, Uruguay. Smart meters have been widely
deployed around the world in recent years. The availability of smart meter data enables
both utilities and consumers to have a better understanding of how energy is used. In
Uruguay, smart meters began to be installed in 2016 in the residential area of Mon-
tevideo and other main cities on the country [9]. Nowadays, about 10000 smart meters
are installed. However, there is still much work to be done to generate knowledge and
make decisions based on this data.

The dataset studied in the research is formed by measurements. Measurements were
obtained with Kaifa Smart Meters, models MA110P, MA309P, and MA309D. Each
measurement is composed of:

– Device identifier (integer), representing a unique code for the smart meter.
– Date (yyyy-mm-dd), indicating the date on which the measure was taken.
– Time (hh:mm:ss), indicating the hour on which the measure was taken.
– Power (float), indicating the real power measured.

Data from smart meters are not public, due to privacy issues. Therefore, for the
purpose of studying and validating the distributed method for load curve analysis, a
synthetic data set was generated. The synthetic data set is based on real power con-
sumption data from houses in Montevideo.

Generation and Classification of Energy Load Curves 5



A systematic procedure was applied for data generation:

1. A set of original data consisting in 7000 load curves is used.
2. Average load curves are calculated from original data to keep privacy, by filtering 6

weeks of measurements so experimental analysis can be done using several weeks
in the past. The frequency of measurements is 15 min, because smart meters col-
lects electricity consumption with this frequency.

3. Four canonical curves were generated using the baseline average load curve:

– Curve 1: each point of the curve is obtained from the corresponding power value
on average curve adding a noise. Noise is generated in each instant of time,
taking the corresponding point in canonical curve xi, generating the interval
3
4 xi;

5
4 xi

� �
, and sampling a new point from it using a uniform distribution.

A sample curve (one week) is shown in Fig. 1.

– Curve 2: each point of the curve is obtained dividing the power value of the
average curve by 3 and adding a constant r = 0.3 to flatten the curve and get a
steady behaviour keeping a decent amount of energy. A sample curve (one
week) is shown in Fig. 2.

– Curve 3: Weekdays (Monday to Friday) are generated following the procedure
for Curve 1 and weekends are generated following the procedure for Curve 2.
Curve 3 captures the behavior of customers that have standard consumption on
weekdays and low consumption on weekends. A sample curve (one week) is
shown in Fig. 3.

Fig. 1. Curve 1: Standard daily behavior replicated throughout the week. On weekends, power
consumption is more homogeneously distributed during the day.

Fig. 2. Curve 2: Steady power consumption through the whole week.
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– Curve 4: Weekdays (Monday to Friday) are generated following the procedure
for Curve 2 and weekends are generated following the procedure for Curve 1.
Curve 4 captures the behavior of customers that have low consumption on
weekdays and standard consumption on weekends. A sample curve (one week)
is shown in Fig. 4.

4. In five years, it is estimated that the number of smart meters installed in Montev-
ideo, Uruguay will be more than 100000. To model this scenario, data for 100000
costumers is generated, by taking one of the four canonical curves and adding noise
according to the procedure described for Curve 1 to the canonical values. Thus,
250000 synthetic costumers are obtained from each canonical curve.

In all realistic time series there are usually missing or invalid values. However, the
analysis reported in this article assumes that all data is received correctly, e.g., they
were previously corrected by a cleansing procedure.

3 Generation and Classification of Load Curves

This section describes the design and implementation of the proposed method for
generation of representative load curves and load curves classification.

Fig. 3. Curve 3: Standard power consumption on weekdays, low power consumption on
weekends.

Fig. 4. Curve 4: Low power consumption on weekdays, standard power consumption on
weekends.
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3.1 General Considerations

Representing costumers by a load curve for later classify them according to their
energy consumption behaviour is a good strategy for defining custom services and
plans, and take specific actions to improve the quality of service and the whole electric
network operation. The procedure for load curve generation and classification is
described next.

Load Curve Generation. Relevant considerations are taken into account for load
curve generation. On the one hand, it is important to consider the periodicity of energy
utilization and possible variations in consumption behavior. Combining these two
factors, a weekly representative load curve is used in the proposed analysis, because it
captures clearly the periodicity. For example, it could happen that classifying costumers
based on a daily curve result in a very similar energy utilization on weekdays and a
very different one on weekends. Considering the whole week in the curve allows to
ensure the similarity of behavior between two costumers.

On the other hand, the energy utilization of a costumer can vary by different
dynamic circumstances. For example, no (or low) consumption due to a trip, the arrival
of a new member of the family, the acquisition of a new household appliance, etc. In
that sense, it is desirable to have a load curve representation that considers dynamic
behaviour. Regarding historical information, Using only the last week for the analysis
not seems correct because a change of classification could happen just by the fact that a
unanticipated event happened. Neither seems adequate consider the average of many
weeks backwards, since the behavior may have changed markedly and older weeks are
less important than recent ones. To model this reality, curve generation phase takes two
parameters: M, the number of weeks in the past to be considered, and w = (w1, w2, …
wM) a vector of weights to be applied of each of the M weeks. Applying this procedure,
a curve represented by a vector of 168 components, one for each hour of the week, is
obtained: representativeCurve = w1 � Week1 + w2 � Week2 + … + wm � WeekM where
Weeki is the load curve of the i-th week (backwards in time). An hourly discretization
was chosen, taking into account a compromise between keeping a small amount of data
to avoid negative performance issues and capturing the necessary information to
characterize the consumption behavior.

As an example, considering data for M = 4 weeks in the past and weights defined
by w = (0.6, 0.2, 0.15, 0.05), then representativeCurve = 0.6 � Week1 + 0.2 � Week2
+ 0.15 � Week3 + 0.05 � Week4. Figure 5 shows the application of the applied model.
From the graphic, it is clear that the costumer behavior has changed the last week,
therefore the representative load curve takes an intermediate shape between the ones for
the previous three weeks and the one for last week. It can be observed that although the
power consumption pattern changed only in the last week, the resulting curve adapts to
the new behavior, because the corresponding weight for last week is greater than
weights for the previous weeks.

Load Curve Classification. The second stage is load curves classification, which is
performed using the k-means clustering algorithm. The main idea is to group load
curves in k classes, to determine if they are characterized by a small number of
representative patterns without losing significant information. Selecting the metric that
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Fig. 5. A sample of representative load curve M = 4, w = (0.6, 0.2, 0.15, 0.05)
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better captures similarity is very related to the specific problem to solve. The proposed
method for load curve classification uses Euclidean distance, mainly due to simplicity,
but studying different similarity metrics and choosing the most appropriate to captures
the desired notion of similarity for the load characterization problem is proposed as one
of the main lines for future work.

The number of clusters is a parameter of the method, which usually is determined
empirically, by executing the clustering technique with different values of k. More
complex methods are able to determine the optimal value of k automatically, by
applying multiobjective optimization [3]. In the proposed method, a single objective
approach is applied. Preliminary executions are performed using different values of
k and the obtained sum of squared errors values are plotted to create a graphic on which
the well known “elbow” criterion [20] is applied: the optimal value of K is selected
where the gain from adding a cluster becomes relatively low (i.e., the error reduction is
considered to be not worthy enough compared with the increase of complexity in the
clustering).

3.2 General Design Approach

Both phases of the proposed method apply the Map-Reduce model [4].

Generation of Representative Load Curves. A systematic procedure is applied to
generate the representative load curve for each costumer. First, according to the number
of weeks to be considered (M), a filtering is carried out to select records whose dates
are within those weeks. The last M weeks are taken (from Monday to Sunday). Once
filtered, measurements are aggregated by hour. Finally, after having an hourly curve for
each of the M weeks, weighting of each of the weeks according to input vector
w = (w1, w2, …, wm) is performed to get a single resulting curve (the representative
curve). Figure 6 presents a generic schema of the parallel Map-Reduce algorithm
designed for this stage.

Classification of Representative Load Curves. Load curves clustering was imple-
mented using the k-means algorithm, based on the approach by Zhao et al. [22]. From
the k value that defines the number of classes or groups, k curves are generated
randomly as initial centers. A center in the space considered is a vector of 168 com-
ponents that represents a curve. The algorithm follows an iterative procedure, com-
puting the distance of each curve to each one of the k centers, and each curve is
associated to the nearest center. In this way, a collection of curves associated with each
of the centers is obtained. An average curve is calculated for each center, considering
its associated curves. The average curve is taken as the new center of the corresponding
class. At the end of each iteration, there is a collection of previous centers and another
collection of new centers. The stopping criterion of the algorithm is satisfied when the
new centers do not differ more than a predefined threshold (E) of the previous ones.
Centers must be identified in order to carry out the convergence check homogeneously
throughout the iterations. Figure 7 shows the parallel Map-Reduce algorithm designed.
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In both Map-Reduce algorithms, implementing a combiner class would help to
optimize communication costs between nodes, thus improving performance. Including
a combiner when dealing with large volumes of data is proposed as one of the main
lines of future work.

Fig. 6. Map Reduce parallel algorithm for computing representative load curves

Fig. 7. Map Reduce parallel algorithm for load curves classification
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3.3 Implementation

Generation of Representative Load Curves. A specific Map-Reduce algorithm was
devised for generation of load curves, using the Apache Hadoop framework [21]. Input
data is stored in Hadoop Distributed File System (HDFS) [18]. The main implemen-
tation details are provided below.

Mapper. A new class LecturasMapper was implemented, extending the
Mapper class of Hadoop. The map function of LecturasMapper receives a record
in text format and outputs a (key, value) pair, where the key is the device identifier and
in the value are the rest of the fields: date, time, and power.

Reducer. A new class CreatorCurvasReducer was implemented, extending
the Reducer class of Hadoop. The reduce function receives all values corresponding
to the same key (i.e., all values associated to the same device). Reduce is responsible of
filtering the M weeks and the aggregating per hour. It also calculates the weighted
average to obtain the representative load curve.

Driver. The main function of the CurvaRepresentativa class fulfills the role
of driver. In this case, the main function just configures the work, instantiate the
Mapper and Reducer classes and establishes the input and output formats. The output
of this step is a group of pairs containing the device id and its representative load curve.

Classification of Load Curves. For load curves classification, each collection of new
centers found in a given iteration must be known in the next iteration by all nodes that
collaborate in the solution. Thus, a mechanism for sharing information is needed. The
proposed implementation makes use of the Distributed Cache of Hadoop, where the
collection of centers is placed in a file that can be shared between Mappers. Further-
more, iterations are linked by using the JobChaining pattern (i.e., each iteration is a
new Job). The Job of iteration j takes the output of the job of iteration j-1, i.e., a file
with the centers and the collection of associated curves. Each Mapper reads the pre-
vious centers from the Distributed Cache. Finally, when the stopping criterion is
reached, the output of the complete algorithm is obtained: the resulting centers (the
curve that defines each class) and the curves associated with each center.

The main implementation details of each of the classes involved in the proposed
solution are described next.

Mapper. A new class MapperKMeans was implemented, extending the Mapper
class of Hadoop. The map function of this class receives a curve represented as a text
string, interprets its content, and compares it with each one of the previous centers
obtained from the Distributed Cache. Then, the Mapper creates a pair (key, value),
where the key is the nearest center and the value is the curve itself. This way, the
Reducer will receive the corresponding set of curves for each center.

Reducer. A new class kMeansReducer was implemented, extending the
Reducer class of Hadoop. The reduce function receives a center as key and the
collection of curves associated to it as value. Then, reduce averages all the center
curves and gets a new center. The propose method uses Euclidean distance, but any
otherdistance can be used depending on the notion of proximity that the decisionmaker
wants to capture [19]. Finally, the new center calculated from the average is returned as
a key and the collection of associated curves as value.
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Driver. The main function of the KMeansCurvas class fulfills the driver role. It
receives as parameters the paths of the file that defines the centers, the file with all the
curves to be sorted, and the output directory. The JobChaining pattern is implemented,
iterating until convergence is reached. For each iteration, a new Job is created, which
takes the entry of the output directory of the Job corresponding to the previous itera-
tion. The centers in each new iteration are obtained from the previous output and placed
in the DistributedCache so that they are accessible to all Mappers of the new Job. To
check convergence, the centers of the previous iteration and the current iteration are
compared (one by one). In case that all the centers are closer than the E parameter to the
previous ones, the algorithm is finished and the output of the last Mapper is the final
output.

The output of the Map-Reduce algorithm for load curves classification is a col-
lection containing for each resulting center its associated curves.

4 Experimental Analysis

This section presents the results of the experimental analysis of the proposed parallel
distributed algorithm.

4.1 Methodology

The main goal of the analysis is to properly evaluate the accuracy of both algorithms
(generation of representative load curves and load curves classification) and their
execution time. The methodology consists in taking as input the measurements data
described in Sect. 2.2 and applying the algorithm for generation of representative
curves to obtain a curve for each of the 100000 customers. After that, the algorithm for
load curves classification is applied to obtain a set of K classes of curves.

Execution Platform. Experiments were performed in an HP ProLiant DL380 G9
server with two Intel Xeon Gold 6138 processors (20 cores each) and 128 GB RAM,
from the high performance computing infrastructure of National Supercomputing
Center Cluster-UY [13].

4.2 Validation

The main details of the validation of the proposed algorithm are presented next.

Representative Load Curve. Preliminary experiments were performed to determine
the appropriate value of parameter M (number of past weeks to consider). Results
showed that using few weeks (1–2) in the past does not allow capturing the temporal
dynamics of energy consumption behavior. The most appropriate value in preliminary
experiments was M = 4. The weight in parameter w were set to capture the relative
importance of each week, starting from w1 = 0.6 and the rest according to an expo-
nential decay and taking into account that

P4
i¼1 w1¼ 1. Preliminary results allowed

concluding that this selection of w allows appropriately weighting historical infor-
mation. Furthermore, values of w do not affect the execution time.
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Load Curve Classification. The representative load curves obtained in the first stage
are used for clustering and the deviation/error is computed. A particular representative
curve is composed of 168 values and it must be similar to the weekly pattern that
generate the initial base curve, since initial baseline curves are homogeneous. Figure 8
depicts all representative curves in one plot, showing no detectable pattern.

4.3 Results

Representative Curve Results. A sample of representative curves was used to check
the accuracy of the proposed algorithm (100000 customers, 49 GB). The expected
result was obtained and the execution time was 379 s.

Load Curve Classification Results. An upper bound of the error incurred was
computed. Curves were generated from its baseline, uniformly sampling between
3
4 c

ðkÞ
i � xi 54 c

ðkÞ
i for each component. Then xi � cðkÞi

���
���� 1

2 c
ðkÞ
i . Considering that none of

the canonical curves has values higher than 3 ðcðkÞi � 3; 8i; kÞ the following inequality is
verified: xi � cðkÞi

���
���
2
� 9

4 c
ðkÞ
i ; 8i; k:

The error function in k-means algorithm is given by Eq. 1, where Δ is the set of curves,
K is the number of clusters, µ(k) is the center corresponding to cluster k and Ck are the
collection of curves associated to µ(k).

LðDÞ ¼
XK

k¼1

X

j2Ck

xðjÞ � lðkÞ
�� ��2 ð1Þ

In the proposed analysis K = 4, dim(x) = 168 and #(Δ) = 100000 so,

LðDÞ ¼
X4

k¼1

X

j2Ck

xðjÞ � lðkÞ
�� ��2 ¼

X4

k¼1

X

j2Ck

X168

i¼1

xðjÞi � lðkÞi

���
���
2

ð2Þ

Fig. 8. All representative curves to be classified
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Thus,
P4

k¼1

P
j2Ck

P168
i¼1 xðjÞi � lðkÞi

���
���
2
� 4:100000:168 9

4 ¼ 2:012� 108 is obtained

for the proposed analysis. If the algorithm groups curves as expected (each load curve is in
the cluster corresponding to the center that generated the curve), then the error must verify
the previous inequality. Experimental results showed that L(DÞ¼ 1:12� j107 �
2:012� 108. Figures 9, 10, 11 and 12 show each group of curves separately. They clearly
shows that curves were properly classied, as curves in each class are very similar among
them.

Fig. 9. Curves of class 1

Fig. 10. Curves of class 2

Fig. 11. Curves of class 3
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Regarding performance, the algorithm converged after 11 iterations and the exe-
cution time was 19 min. In this regard, it should be noted that k-means time complexity
is O(TKn), where n is the number of input patterns, K is the desired number of clusters,
and T is the number of iterations needed to complete the clustering process. The case
study uses 4 clusters and 100000 input patterns, but probably in real cases no less than
20 clusters are needed. Also, in Uruguay there are one million costumers. Both facts
determine that the execution time will be 50 times larger in a real scenario, which can
be handled properly. These results demonstrate the viability of the proposed distributed
approach for generating and classifying representative load curves.

5 Conclusions and Future Work

This article presented a solution using a distributed Map-Reduce approach to generate
representative load curves for a group of customers and classify them in similar groups.
A case study using real representative smart meter data from Uruguay was presented.
Experimental results validated the scalability and robustness of the proposed approach,
suggesting that The distributed computing helps dealing with large volumes of data to
improve energy management and support modern smart grid technologies.

The main lines for future work are related to improve the Map-Reduce approach by
implementing a Combiner class that reduces the information shared for generation of
representative load curves. Different similarity metrics should be studied to captures
different features that are relevant for the analysis. Furthermore, the solution can be
extended to include new customers in a dynamic way, or implement demand response
techniques.
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Abstract. A method for the calculation of spectrum samples of discrete, ape-
riodic and finite signals based on the DTFT is proposed. This method is based
on a flexible discretization of the frequency variable that could produce
equidistant, sparse or unique spectrum samples. It is implemented in a GPU
platform as a Matrix-Vector product, being able to be applied on modern HPC
systems. As a result, a general use tool is developed for the frequency analysis
that achieves execution times in a linear relation with the length of the vector to
be processed and the number of samples required. Finally, it is shown that the
required execution time for the computation of equally spaced spectrum samples
is competitive to the achievements of other tools for frequency analysis based on
sequential execution.

Keywords: High performance computing � DTFT � Fourier analysis � GPU

1 Introduction

In digital signal processing, the transformation and analysis of information is funda-
mental. An alternative to this is the harmonic analysis also called Fourier analysis,
which can be performed with a set of tools that enable a different interpretation of
information by transforming it from time or space domain to frequency domain. Fre-
quency domain analysis is based on the premise that all signals can be represented by
the sum of different harmonic components, made up of sinuses and cosines. Tools for
Fourier analysis include the Fourier Series (CTFS) for analyzing continuous and
periodic signals; the Fourier Transform (CTFT) for continuous and aperiodic signals;
the Discrete Time Fourier Series (DTFS) for discrete and periodic signals; and the
Discrete Time Fourier Transform (DTFT) for discrete and aperiodic signals [1]. The
inconvenience of DTFT for the analysis of discrete and aperiodic signals is that the
resulting spectrum is a continuous function. The Fourier Discrete Transform (DFT),
whose definition is derived from the DTFS or the DTFT according to several authors
[2, 3], represents the first choice tool for the analysis of discrete, aperiodic and finite
signals. The Fast Fourier Transform (FFT) [4], besides the direct version of the DFT, is
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currently the most widely used algorithm for spectral analysis. The use of the DFT has
as a restriction that the spectrum samples that are obtained correspond to equidistant
elements forming a vector of equal length as the input sequence. To avoid such
restriction in the use of DFT, some authors propose pruning operations, who allows
removing samples not required [5–8], or filling with zeros (zero-padding), that allows
to increase the number of samples in the frequency domain. These operations allow the
application of techniques for the recovery of windows in the frequency or zoom
operations. For applications where the detection of single sample or sparse samples is
required, Goertzel’s algorithm represents a valid option [9]. Even though the previous
alternatives may overcome different requirements for frequency analysis, none of these
represents a versatile alternative for general use because all are based or are variants of
the FFT algorithm. This publication proposes a versatile method for frequency analysis
of discrete, aperiodic and finite signals, this is based on the computation of specific
DTFT samples and is implemented on a parallel processing unit. The direct imple-
mentation of the proposed method has an order of O(N2) to process a single dimension
signal or an order of O(N3) to process a two dimension signal. This order of complexity
makes the implementation prohibitive, unless a high performance platform is chosen
for parallel processing. At current time, Graphic Processing Units (GPU) had been used
successfully as parallel processing units, thus implementations of the direct version of
the DFT has been done based on GPU [6, 10] with good results, especially when the
sequence to be analyzed has a prime length size [11]. The proposed method is
implemented in a parallel structure based on GPU, where each of the processing
elements individually calculates a sample of the spectrum required by the user.

2 Calculation of the DTFT for Discrete, Aperiodic and Finite
Signals

This section shows the basis for the reinterpretation of the DTFT as the right tool for
the analysis of discrete, aperiodic and finite signals instead of the DFT.

A. Adaptation of DTFT.

The DTFT is positioned as the most suitable tool when Fourier analysis of discrete,
aperiodic and finite signals is required, and its definitions is given by

XðejxÞ ¼
X1

n¼�1
x½n�e�jxn ð1Þ

The disadvantage of the DTFT is that, despite processing a discrete and aperiodic
input, the frequency variable x is in the periodic continuous domain with a period of
2p. To adapt its implementation in modern computing systems, it is possible to dis-
cretize the continuous variable. In the case that the selected samples of the continuous
variable are equidistant and of an equal number than the length of the input sequence,
their implementation results equivalent to the DFT. It is important to note that each
discrete element of the continuous variable corresponds to a unique sample of the
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spectrum. With these conditions in mind, a not necessarily invertible implementation
can be obtained to compute versatile DTFT samples.

For the definition of the DTFT sampling is necessary to introduce a selection vector
x[k] in substitution of the continuous variable x, thus, the synthesis equation can be
rewritten as

X½k� ¼
XN�1

n¼0

x½n�e�jx½k�n 0� k�K � 1 ð2Þ

where x[k] represents the vector with the K required discretized frequencies and
k represents its index. The vector x[n] of length N represents the input sequence of a
discrete and aperiodic signal, turning the equation into a finite summation.

B. Calculation of the DTFT as a matrix-vector product.

For the implementation of Eq. (2), it is convenient to arrange it in the form of a
Matrix-Vector product, as observed in Eq. (3). In this way, a direct implementation in a
parallel system is possible. The matrix consists of evaluations of the kernel transform,
where each k row is formed by evaluations of the kernel for the frequency defined by
x[k].

X½k� ¼
X½0�
X½1�
..
.

X½K � 1�

2
6664

3
7775 ¼

1 e�jx½0� � � � e�jx½0�ðN�1Þ

1 e�jx½1� � � � e�jx½1�ðN�1Þ

..

. ..
. � � � ..

.

1 e�jx½k�1� � � � e�jx½k�1�ðN�1Þ

2
6664

3
7775

X½0�
X½1�
..
.

X½N � 1�

2
6664

3
7775 ð3Þ

The implementation in a parallel system of Eq. (3) can divide the task of computing
a sample of the spectrum by each processing unit, individually. The computation of the
sample within the thread is done by an iterative process of adding multiplication
between the kernel transformed and the input sequence. The execution time of each
execution thread is directly related to the length N of the input sequence. As result,
2N complex operations are performed on each thread.

A convenient way for its implementation in high performance computing equip-
ment (HPC) is using GPU architectures, especially considering the multi-core char-
acteristics of modern GPUs. A valid approach is to calculate in each core of the GPU
one of the output samples, where each thread makes an iterative pass over all the input
elements multiplying them with the kernels and carrying out their addition. For the
calculation of the transform is necessary to determine the kernel values, which are
calculated individually within each thread using the mathematical functions library of
the GPU.
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3 GPU Implementation

In order to perform the implementation in a parallel system, the Nvidia GPU platform
was chosen. Currently, multiple HPC systems rely their computing power in GPU units
[12], for instance, supercomputers based on Tesla units [13]. One of the advantages to
choose a GPU as a hardware accelerator platform is that GPUs are available even in
consumer grade computers, especially in high-performance computers. The GPU
devices that dominate the consumer market are Nvidia with its GeForce series and
ATI/AMD with its Radeon series [14]. The implementation of this proposal is made in
a GPU of the Nvidia GeForce series with the set of CUDA libraries. It is important to
consider that the final implementation can be developed indistinctly in CUDA C, or
with the set of open-source libraries OpenCL for its operation in GPU of the families
that support it like AMD/ATI or Intel. Based on the studies reported con the papers of
Fang [15] and Karimi [16] where they compare the performance of CUDA C against
OpenCL, CUDA C has been chosen.

A. Equipment description

A personal computer based on a Windows 10 Operating System, with a 1st gen-
eration Intel I7 950 processor, 24 GB RAM DDR3 was used for the test. Further, a
Nvidia GTX 780-DC2-3GD5 GPU board was included as the parallel processing unit.

B. Control Algorithm

The system execution control is ruled by a sequential routine in the CPU that
determines the number of processing units to be called in the GPU, as well as the GPU
preprocessing routine itself. The main control routine described in Fig. 1 is intended to
prepare the data for execution in the GPU system. In the case that complex data are
processed, the x[n] input array could be separated in its real and imaginary part, xr[n]
and xi[n] sequences respectively. In addition, the vector containing the required fre-
quency samples, stored in the vector x[k], must be passed as a parameter. The number

Fig. 1. Flowchart of the system.
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of processing elements to be invoked in the GPU is calculated from the number of
elements in x[k].

In the GPU transformation routine, both the required elements of the kernel
transform and the DTFT calculation are achieved.

For performance optimization, the closest memory resources in the GPU are used.
The input sequence is first passed from the global memory to the shared memory. Data
that is kept constant or unique in each thread is sent to the local memory of each thread.
Once the data is processed and the results are obtained, they are stored on GPU’s global
memory and later copied to the CPU memory for their use.

C. Parallel Algorithm

For the calculation of the DTFT in the parallel processing unit based on GPU, K
processing threads are invoked where k represents the unique identificator (ID) of each
CUDA thread. These thread IDs are directly related to the index of the samples to be
calculated. The processing function receives as inputs the real and imaginary part of the
input sequence (xr[n], xi[n]), the vector x[k], the number of elements N in the input
sequence and the number of elements K in the discretized frequency vector. These
elements are illustrated in Fig. 2. It is important to mention that, for performance
reasons, the DTFT kernels are calculated in the GPU. In addition, both the input
sequence and the discretized frequency vector are previously stored in the shared
memory and in the local memory of the thread for the case of being required more than
once.

Fig. 2. Flowchart of the GPU thread.
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4 Validation and Performance Analysis

In order to validate the tool, a set of tests was done. The main goal is to validate the
proposed characteristic of versatility. To determine the accuracy of the tool, a com-
parison between the obtained samples and those of the FFT has been done.

A. Validation of versatility

For the validation of the developed proposal’s versatility, tests were carryout
processing a synthetic signal composed of N = 64 input elements. For this signal were
calculated equally spaced samples of the whole period with K = N (Fig. 3), with
K = 2 N (Fig. 4) and with K = 2/N (Fig. 5). Equally samples on a spectrum’s window
from 3/4p to 5/4p with K = 32 were calculated and showed on Fig. 6. Non equally
spaced samples from 0 to p were calculated and showed on Fig. 7. And finally, specific
arbitrary samples were calculated and showed on Fig. 8. All the scenarios were
compared against the continuous DTFT witch was estimated with 12,000 samples of
the spectrum.

Fig. 3. Equidistant samples of the DTFT with K = N (equivalent to a DFT).

Fig. 4. Equidistant samples of the DTFT with K = 2 N (equivalent to a oversampled DFT).

Fig. 5. Equidistant samples of the DTFT with K = N/2 (equivalent to a subsampled DFT).

Spectrum Sample Calculation of Discrete, Aperiodic and Finite Signals 23



The results of Fig. 3 could be compared against a DFT where the number of
coefficients is equal to the length of the signal. Results in Fig. 4 could be compared
against an oversampled DFT who has to be filled with zeros to be calculated. Results in
Fig. 5 could be compared against a DFT where half of the coefficients were dropped
after the calculations. Results in Fig. 6 could be compared against a pruned over-
sampled DFT, which performs unnecessary operations with zeros. Results in Fig. 7 and
Fig. 8 couldn’t be compared against the DFT, because such tool cannot obtain non-
equally spaced spectrum samples. Thus, the disadvantage of the DFT is its lack of
versatility and in some cases the additional needed operations.

B. Execution Time

To determine the average time, 1000 executions of each instruction were carried
out in an iterative cycle within Matlab, registering the total time. For each execution of
different length, the register of the first execution was omitted to exclude the overhead
made by the Matlab. The additional overhead for the control of the Matlab iterative
cycle is not taken into account.

Fig. 6. Samples of the DTFT from 3/4p to 5/4p with K = 32 (equivalent to a pruned
oversampled DFT)

Fig. 7. Non-equally spaced samples of the DTFT from 0 to p

Fig. 8. Specific samples of the DTFT
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In order to compare the performance of the proposal method between the sequential
version on CPU an parallel version on GPU, run-time tests are carried out by pro-
cessing vectors of different lengths. The comparison is initially done with the imple-
mentation of the same method implemented on CPU. It is important to point out that
the host to device transport overhead is omitted in both GPU implementations analysis
as the signal is transferred directly in the device’s global memory using the tools built
into Matlab. The results obtained are shown in the graphs of Fig. 9, the experiments
consist of processing sequences of lengths from 1 to 2048 on the DTFT. The results
show that for vector longer than 394 elements the parallel version shows a better
performance.

The run times are carried out in order to analyze the viability of the proposed
method. Even when the implementation is superior to the direct version on CPU in
terms of speed, this could be improved with a more efficient methods matrix multi-
plication algorithm as cuBLAS.

5 Conclusions

The objective of this paper is to introduce and validate the basis of a versatile method
for the Fourier analysis based on the DTFT of discrete, aperiodic and finite signals.
This method allows to obtain a tool in which all possible scenarios can be achieved.
The implementation takes great advantage from hardware accelerator available for
HPC. In this implementation, it can be seen that the tool presents enough performance
as to be used in the scenarios where the requirement of versatility is needed. Due to the
simplicity of the algorithm, it is possible to implement it in other parallel platforms,
including FPGA devices and other GPU devices like AMD and Intel.
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Fig. 9. Run time for sequential and parallel version.
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Abstract. In recent years, traditional data centers have been used to host high-
performance computing infrastructure, such as HPC clusters, addressing specific
requirements for different research and scientific projects. Computes, storage,
network, and security infrastructure is usually from heterogenous manufacturers
and has multiple management interfaces.
This process implies a higher demand on data center administrators to

manually attend the problems or particular configurations that require each of
the HPC applications, which can affect its performance, together with the fact
that it can present a poor resource allocation on Data Center. Software-Defined
Data Centers (SDDC) have emerged as a solution for automating the manage-
ment and self-provisioning of computing, storage, network, and security
resources dynamically according to the software-defined policies for each of the
applications running in the SDDC. With these paradigms in mind, this work
aims to answer whether HPC applications can benefit in their performance using
the advantages that SDDC offers to other applications such as business or en-
terprise. The results of this article are (i) we identify SDDC main components.
(ii) we present an experimental approach to use SDDC network component for
High-Performance MPI-based applications.

Keywords: SDDC � SDN � Data center � HPC � MPI

1 Introduction

Traditional data centers have been used to host high-performance computing
(HPC) infrastructure, such as HPC clusters. The computational components used in
clusters are usually from different manufacturers. This scheme requires administrators
to perform several configuration rules or policies on every device to meet compute,
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storage, network, and security requirements for HPC applications. This process can
affect applications performance and also an unbalanced computational resources allo-
cation on the data center. Also, HPC clusters often run a standard operative system
(OS) and software stack across all compute nodes limiting the flexibility of their
computational resources [1], especially when need to execute parallel applications from
multi-disciplinary scientific projects with specific requirements.

Software-Defined Data Centers (SDDC) have emerged as a solution for automating
the management and self-provisioning of computing, storage, network, and security
resources dynamically according to particular configurations or policies for each of the
applications running in the SDDC.

In this paper, we identify and study the SDDC main components and how can HPC
applications get benefits when using them. Also, we present an experimental approach to
test HPC application performance and its interactionwith the SDDCnetwork component.

The rest of the article is organized as follows: Sect. 2 describes the Software- defined
data center main components. In Sect. 3, presents a brief review of research works and
its interaction with SDDC network component. Section 4 describes an experimental
approach using SDN functionalities with an HPC MPI-based application, the simulation
model, and the results of the tests. Conclusion and future work are presented in Sect. 5.

2 Software Defined Data Center

The software-defined data center (SDDC) is an architecture that allows IT infrastructure
as compute, storage, networking, and security to be abstracted and defined in software
to function as enterprise-wide resources [2]. SDDC is based on resource virtualization,
and its main components are software-defined: network, compute, storage, and secu-
rity, as shown in Fig. 1. In software-defined systems, simple management and
automation are one of the main objectives.

SDDC depends on the abstracted resources extensibility from virtualized elements,
and it is possible to manage them through the Application Programming Interface
(API) provided by each of the elements.

The Distributed Management Task Force [3] describes the functionalities that
SDDC should achieve, and they are:

1. Access to logical computing, network, storage, and other resources.
2. Resource discovery.
3. Automated provisioning of logical resources based on workload requirements.
4. Measurement and management of resource consumption.
5. Orchestration based on policies to allocate resources according to workloads.
6. Security (authorization, authentication, auditing), intrusion detection, and preven-

tion systems (IDS and IPS), firewalls.
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In [4] authors defined the following characteristics for SDDC:

1. Standardized: By logically resource utilization, the infrastructure becomes homo-
geneous, even if it is provided through a set of standard x86 hardware, eliminating
unnecessary complexity and the commitment to use vendor- specific or proprietary
elements.

2. Homogeneous: An unified platform, optimized for the entire data center, to be able
to support any workload.

3. Adaptive: With the automated resource provisioning, the infrastructure is self-
programmable according to the application’s requirements, even if it changes at
runtime, allowing the highest level of agility, and efficiency.

4. Automated: A management orchestrator with intelligence to eliminate complex
management scripts, and be able to perform operations with minor manual effort,
obtaining significant cost savings.

5. Resilient: As the SDDC model is based on intelligent software that allows hardware
abstraction, it is possible to compensate for the hardware failures that may arise,
delivering high availability at the minimum cost.

With a software layer, known as the data center abstraction layer, the standardized
compute, storage, network, and security resources are presented as software-defined
elements. These elements are identified as Software-Defined Network (SDN),
Software-Defined Storage (SDS), Software-Defined Security (SD-Sec), Software-
Defined Compute (SDC), which we will detail in the following subsections.

2.1 Software Defined Network

Software-Defined Networks (SDN) provide a mechanism to allow applications
dynamically request network services or parameters as available bandwidth, QoS
policies, security, among others [5]. According to [6], there are four fundamental
aspects of SDN design:

Fig. 1. SDDC main components
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1. The control and data planes are decoupled, removing the control functionalities
from the network devices, which will become them as a simple data packet for-
warding elements.

2. Forwarding decisions are given by the data flow, instead of considering data packet
destination. All packets in a data flow receive identical service policies in the
forwarding devices. The data flow abstractions unify the behavior of different
devices in the network.

3. The control logic becomes an external entity identified as the SDN or NOS (Net-
work Operating System) controller. NOS is a software platform that runs on a
server, provides the essential resources and abstractions to enable the forwarding
devices’ programming based on a centralized logic, as a traditional operating sys-
tem works.

4. The network is programmable through the software applications that run in the SDN
controller and interact with the data plane devices. The programmability functions
are considered the most valuable elements in the SDN.

Figure 2 shows the SDN general architecture. In data centers whose scenarios
change rapidly, the technological value represented by the SDN is essential for solving
scalability, security, and mobility problems. Traditional data centers will be able to
gradually adopt hybrid networks, combining SDN and traditional networks taking
advantage of any existing devices in the network to improve their management.

2.2 Software Defined Storage

SDS facilitate and simplify the storage components abstraction to maintain a quality of
service (QoS) according to the application’s needs. With this in mind, SDS separates

Fig. 2. SDN general architecture
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the data plane and the control plane. The data plane (also known as infrastructure layer)
refers to the use of storage devices from many manufacturers, both physical and virtual.
While in the control plane, policies are defined to provide automated provisioning to
respond to a variety of end-user requests through the elements APIs. Figure 3 shows
SDS general architecture.

Traditional storage devices are managed through an individually installed driver.
The SDS creates a single central control unit known as the SDS controller, to manage
the different system elements regardless of their provider, instead of installing a driver
on each device.

In [7] authors described the SDS main functionalities, and they are:

1. Automated: Enable the implicit management to reduces the maintenance cost of the
storage infrastructure, in response to the users request at runtime.

2. Programmability: Defining a standard API for management, provisioning, and
maintenance of storage devices and services. Providing resource control for several
system components to allow automatization.

3. Virtualized data path: Block, file, and object interfaces that support applications
written to these interfaces.

4. Scalability: The ability to scale storage infrastructure without disrupting service
availability or application’s performance (for example, QoS and SLA configuration).

5. Transparency: The ability of storage users to monitor and manage their storage
consumption based on available resources and costs.

One of the essential SDS features is the ability to control and manage all policies in
the system [8]. With these policies, it is possible to maintain a high level of QoS
handled by the storage control layer, such as failover, resource migration, among
others.

Fig. 3. SDS general architecture
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2.3 Software Defined Security

SDSec provides a flexible and centralized security solution by abstracting the security
mechanisms from the hardware layer to a software layer [9]. SDSec separates the
forwarding and processing plane from the security control plane, virtualizing the
security functions. One of the main objectives is to secure virtual storage, virtual
network, and virtual servers.

SDSec facilitates the deployment of security policies to cover several elements in
IT infrastructure. These elements are: a secure archive of data-sensitive applications,
host-to-hosts transfers data flows using secure network nodes, virtual machine or
container failover and recovery, among others. Securing IT storage, connectivity, and
computing infrastructure with SDSec provides a single control to manage these ele-
ments in the SDDC, as it is illustrated in Fig. 4.

2.4 Software Defined Compute

Software-defined computing (SDC) is based on server virtualization. Server virtual-
ization is defined as a software-based technology that allows the execution of different
operating systems at the same time (virtual machines), within a physical server [10].
Virtualization allows multiple applications (hosted as virtual machines or containers) to
be run on the same server while providing computing resource isolation.

In full virtualization or hardware-level virtualization, a system has an operating
system that runs a process called the hypervisor. The hypervisor is capable of com-
municating directly with the kernel host. Above the hypervisor resides the virtual
hardware layer, and the operating system installed on the virtual machine communi-
cates to the virtual hardware layer [11].

Fig. 4. SDSec elements

32 J. E. Lozano-Rizk et al.



Lightweight virtualization technology has emerged as an alternative to traditional
hypervisor-based virtualization [12]. Container-based virtualization was developed to
improve the sharing of computing resources, allowing multiple iso- lated namespaces,
and facilitating the creation and maintenance of customized environments according to
specific user and applications requirements. These containers, create abstractions of the
guest processes directly without the need of an OS guest, reducing the overhead of
creating a new virtual machine with an operating system guest for each application [13].

Both virtualization technologies are managed by SDC controller enabling the
service orchestration according to applications requirements, as is represented in Fig. 5.

One of the most significant transformations that virtualization has led to is
infrastructure-as-a-service (IaaS) is cloud computing. Users can access virtually
unlimited computing power whenever they need it, paying for only what they use [14].
In SDC is not only the virtualization of the computer server and operative system
resources, but is also the abstraction layer through the APIs enabling the entire
infrastructure into a programmable instrument that can be used for HPC applications.

3 SDDC and HPC

High-performance computing is used to solve large problems in science and engi-
neering, providing computing capabilities to improve applications performance. This
scheme requires the management of very high scale workloads to minimize HPC
application job completion time. SDDC policy-driven automation supports the provi-
sioning and management of computing, storage, and network services, allowing HPC
applications to meet their computational resources requirements. There are research
works that have used some of the SDDC components to meet specific applications

Fig. 5 SDC main components
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requirements. Regarding the compute component, in [11], a review of containers
technology was performed to identify their use in HPC applications requirements. Also,
in [12] performed a multi-objective approach to distribute the workload to multiple OS
containers running on several servers.

The network technology used to interconnect HPC compute nodes in the data
center became a critical factor to be able to transfer large amounts of data flows in the
less possible time to achieve applications time-constraint requirements. The network
traffic is usually an east-to-west traffic pattern and contained within a single data center.
Software-defined networks (SDN) is one of the SDDC’s main components that can be
used to optimize HPC applications performance.

We identified some HPC applications research works that have used one or more
SDN parameters to improve applications performance. For the aim of our research, we
studied MPI-based HPC applications and their interaction with software-defined net-
works. Message Passing Interface (MPI) is a library of routines for inter-process
communication [15]. MPI is widely used for parallel applications running in a cluster
computing environment.

In [16] designed an algorithm that aims to minimize the number of jumps in the
longest path in the reduction tree. This algorithm only focuses on obtaining the
available routes in the software-defined network and calculates the shortest path to be
used in the reduction tree. In [17] performed a data packet forwarding scheme in the
SDN according to the application requirements, focusing on two network parameters:
bandwidth and latency.

In the next section, we will perform an experimental approach executing an MPI-
based application among compute nodes connected by a software-defined network. Our
experiment objective is to analyze the HPC-MPI application performance when
transferring data flows from source to destination hosts selecting different end-to-end
networks paths according to application requirements and data center’s network path
conditions. The data flow forwarding process in the SDN will be implemented using
the network programmability functions in the simulated data center.

4 SDN and HPC Experimental Approach

The experiment consists in the measurement of the MPI application completion time
when transferring data flows among two hosts (source to destination) within the data
center. When the source node transfers its data flow to the destination node, there are
two options for network path selection:

1. The SDN controller decides the network path to be used in the data flow transfer
process. In this case, the SDN controller computes and configures the path that will
be used for the data flow transfer process. By default, the SDN controller uses the
SPF (Shortest Path First) algorithm for path selection.
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2. Use the SDN programmability functions to dynamically configure the path to be
used in the data flow transfer process. In this particular case, we can use the end-to-
end available bandwidth and delay parameters for path selection. With these
parameters, we can compute and dynamically configure the optimal network path
according to the MPI application requirements.

In an SPF scenario, we identified the path with minimal hops (cost metric) between
source to destination hosts. In a bandwidth-aware, we select the path with the minimum
available bandwidth. In a delay-aware, we use the minimal end-to-end delay between
source to the destination node. These forwarding methods are represented in Eqs. (1),
(2) and (3):

(a) SPF using several hops as Cost metric:

p ¼ minðCostðPs;dÞÞ ð1Þ

(b) Bandwidth-aware:

B pð Þ ¼ minðBðPs;dÞÞ ð2Þ

(c) Delay-aware:

D pð Þ ¼ minðDðPs;dÞÞ ð3Þ

Where:

Ps,d = Available paths from source to destination hosts
D(p) = Minimal path delay
B(p) = Minimal path available bandwidth

For the simulation environment, we used a workstation with Intel processor, 16 GB
of RAM, 512 GB hard drive, macOS High Sierra operating system, and installed
VirtualBox version 5.1 virtualization software. Within VirtualBox, we created one
virtual machine with Linux Ubuntu 14 operating system for Mininet simulator.

Figure 6 shows the topology used for this experiment. We use a 3-tier data center
topology, and it was implemented in Mininet simulator [18].

In the virtual machine with the Mininet simulator, the topology was implemented
by developing a Python program that refers to components of the Mininet CLI
(Command Line Interface). Inside Mininet, we used OpenFlow enable switches for
network simulation. OpenFlow [19] is a protocol used to enable communication
between the SDN controller and the network switches, in other terms, it is the
SouthBound Interface, as is described in Sect. 2.1.

Software Defined Data Center 35



The switches links and hosts were configured with their respective values in
bandwidth and delay parameters as are shown in Fig. 6. The compute hosts are from
H1 to H8. We configured an MPICH cluster [20] in Mininet simulator for running MPI
jobs among compute hosts.

Next, we describe the methodology used to get optimal path considering applica-
tions requirements and their configuration in the Mininet simulator:

1. According to experimental topology, convert each link to a vector system with
delay, available bandwidth, and the number of hops values.

2. Define the paths of host H1 to host H8.
3. Make the sum of the corresponding values for each path (delay and hops), in the

case of bandwidth, get the minimum available in each of the paths. Store the
information in a list arrangement (paths).

4. Search within the list of paths that comply with the forwarding methods represented
in Eqs. (1), (2) and (3) to get their optimal path.

5. Configure data flow rules in each OpenFlow switches to use the optimal path.

When running the simulation, Mininet creates networks links connecting physical
ports for each OpenFlow switches.

Listing 1.1 shows a fragment of the Python code developed in Mininet for the
experimental topology.

Fig. 6. Experimental topology
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Listing 1.1. Python code using Mininet CLI for the experimental topology

#! / u s r / b i n / p y t h o n
from   mininet . net import Mininet
from   mininet . l i n k   import TCLink
from mininet . node import OVSSwitch , C o n t r o l l e r , Remote Controller
. . . . .
from mininet . c l i import CLI
. . . . .

# Add compute hosts
h1 = s e l f . addHost ( ’ h1 ’ ) 
h2 = s e l f . addHost ( ’ h2 ’ )
. . .
h7 = s e l f . addHost ( ’ h7 ’ ) 
h8 = s e l f . addHost ( ’ h8 ’ )
# Add switches to network domain
s 0 = s e l f . add Switch ( ’ s 0 ’ , dpid=” 0000000000000001 ” )
s 1 = s e l f . add Switch ( ’ s 1 ’ , dpid=” 0000000000000002 ” )
. . . .
s 5 = s e l f . add Switch  ( ’ s 5 ’ , dpid=” 0000000000000006 ” )
s 6 = s e l f . add Switch ( ’ s 6 ’ , dpid=” 0000000000000007 ” )
#  Host and Switch connection
s e l f . add Link ( h1 , s6 , bw=100) 
s e l f . add Link ( h2 , s6 , bw=100)
. . .
s e l f . add Link ( h7 , s0 , bw=100) s 
e l f . add Link ( h8 , s0 , bw=100)

# Add network links for all switches in network domain
s e l f . add Link ( s0 , s1 ,  bw=100 ,  d e l a y=’ 5ms ’ ,  l o s s =0 ,  j i t t e r = ’ 0ms ’ )
s e l f . add Link ( s0 , s2 , bw=100 , d e l a y=’ 1ms ’ , l o s s =0 , j i t t e r =’ 0ms ’ )
. . . .
s e l f . add Link ( s5 , s6 , bw=100 , d e l a y= ’ 1ms ’ , l o s s =0 , j i t t e r = ’ 0ms ’ )
def run ( ) :

c = Remote Controller ( ’ c 0 ’ , ’ 1 2 7 . 0 . 0 . 1 ’ , 6653 )
net = Mininet ( topo=DataCenterA ( ) , l i n k=TCLink , c o n t r o l l e r=None ) 
net . a d d C o n t r o l l e r ( c )

net . s t a r t ( )

We used an MPI parallel application for completion time test. This application was
designed to send and receive messages among hosts. In our case, the application sends
and receives messages of 1000000 bytes between H1 and H8 hosts for 40 times and
then finish the data transfer process. Algorithm 1 describes the MPI application general
process.

Algorithm 1 MPI Application general process
INPUT: NP {get the number of MPI processes}
OUTPUT: CompTime {return the completion time in seconds}
numtests 40 {number of tests to execute}
messb 1000000 {message size}
i 0 {test number, first test starts at 0}
inittime MPIWtime() {initial time}
while (i < numtests) do

MPIRecv(&messb, MPIChar, sourcen, tag, MPICommWorld) {receive mes- 
sages}
MPISend(&messb, MPIChar, destn, tag, MPICommWorld) {send messages}
i i + 1

end while
endtime MPIWtime() {end time}
CompTime (endtime − inittime) {return completion time in seconds}

Software Defined Data Center 37



The MPI application was executed 25 times for each of the SPF, bandwidth-aware,
and delay-aware data forwarding method. We measured the application completion
time in seconds.

Table 1 shows available networks paths and metrics (number of hops, available
bandwidth rate, and delay) from H1 to H8 hosts. Using the data forwarding schemes,
SPF selected PathID 3, because it is the one with fewer hops. For bandwidth-aware, we
have two choices: PathID 7 and 8; both have a maximum bandwidth rate but different
hop numbers and delay metrics. For this experiment, we selected the PathID 7 with
maximum bandwidth rate and fewer hops compared to PathID 8. For delay-aware,
PathID 6 has minimal delay among all paths.

Listing 1.2. Example commands to configure data flow rules in OpenFlow Switches

# Add f l o w i n OF  Switch S1  u s i n g  s o u r c e  and  d e s t i n a t i o n MAC  Address 
# Forwad data f l o w u s i n g p o r t 2
mininet > sh ovs−o f c t l add−f l o w  s 1  d l  s r c =0 0 : 0 0 : 0 0 : 0 0 : 0 0 : 0 1 ,
d l d s t = 0 0 : 0 0 : 0 0 : 0 0 : 0 0 : 0 2 , a c t i o n s=output : 3

# Display all configured rules in OF Switch S0 
mininet > sh ovs−o f c t l dump−f l o w s s 0
NXST FLOW r e p l y ( xid=0x4 ) :

c o o k i e=0x67 ,  d u r a t i o n =1533 . 636 s ,   t a b l e =0 , n  p a c k e t s =0 , n  b y t e s =0 ,
i d l e t i m e o u t =1800 , h a r d t i m e o u t =1800 , i d l e a g e =1533 , p r i o r i t y =20 ,
ip , nw src = 1 0 . 0 . 0 . 1 / 3 2 , nw dst = 1 0 . 0 . 0 . 8 / 3 2 , nw proto=6 a c t i o n s=output : 2

c o o k i e=0x 2 b 00000000000039 ,  d u r a t i o n = 76160 . 88 s , t a b l e =0 , n  p a c k e t s =395210 ,
n b y t e s =422185120 , i d l e a g e =963 , h a r d a g e =65534 , p r i o r i t y =2 ,
i n p o r t =1 a c t i o n s=output : 2 ,CONTROLLER: 6 5 5 3 5

c o o k i e=0x 2 b 00000000000027 ,  d u r a t i o n =76168 . 703 s , t a b l e =0, n  p a c k e t s =4 , n  b y t e s =168 ,
i d l e a g e =65534 ,  har d a g e =65534 , p r i o r i t y =0 a c t i o n s=drop

# Remove all existing data flow rules on Switch S1
mininet > sh  ovs−o f c t l   del −f l o w s  s 1

Using Mininet simulator, we created data flow rules in OpenFlow switches to
configure the corresponding PathID referred in the same table. We have two options to
configure data flow rules in OF switches:

1. Using OpenFlow commands in Mininet interface.

Table 1. Network paths and metrics from Host 1 to Host 8 in experimental topology

Path ID Network path Hops Bandwidth (Mbps) Delay (ms)

1 S6, S4, S3, S1, S0 5 70 11
2 S6, S4, S3, S1, S2, S0 6 70 9
3 S6, S4, S1, S0 4 80 20
4 S6, S4, S1, S2, S0 5 80 18
5 S6, S5, S4, S3, S1, S0 6 70 7
6 S6, S5, S4, S3, S1, S2, S0 7 70 5
7 S6, S5, S4, S1, S0 5 80 16
8 S6, S5, S4, S1, S2, S0 6 80 15
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2. Using the NorthBound Interface provided by the SDN Controller (REST-CONF
API).

In our experiment, we created the data flow rules in each of the OpenFlow switches
using the Mininet command-line interface. An example of these commands is described
in Listing 1.2.

4.1 Experiment Results

As mentioned in the previous section, the MPI application sends messages between H1
and H8 hosts. We executed this MPI applications 25 times for each data forwarding
process.

Figure 7 shows application completion time results using three different data for-
warding schemes. SPF took an average of 46.8 s, Bandwidth-aware 43.4 s and Delay-
aware 34.9 s to finish the message transfer process between H1 and H8 hosts. As a
result, we can observe that MPI application gets better performance when using Delay-
aware path selection rather than SPF or Bandwidth-aware.

In this case, we dynamically set data flow rules in OpenFlow switches according to
the path selection method we needed to use. This automation process is one of the main
SDN advantages allowing applications to configure data flow rules for path selection at
runtime to meet their network requirements.

Fig. 7. Data flow forwarding process comparison
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5 Conclusions

In this work, we described the SDDC main components identifying their advantages.
Also, we reviewed some research works that get the benefits of using Software Defined
Networks, one of the main SDDC components. Related to SDN, we performed an
experimental approach running an MPI-based HPC application in an SDN-based data
center. Experiments results showed that the HPC application improved its completion
time when using SDN functionalities, as configuring data flow rules at runtime in
OpenFlow switches for network path selection according to their requirements.

As future work, we propose a strategy design to provide Quality of Service for HPC
applications considering a distributed data center topology based in SDDC compo-
nents. This strategy implies a multi-objective approach to improve HPC applications
performance.
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Abstract. Defining a business intelligence project for a transportation system
with more than 10 k-users per day could become a challenging problem.
A transportation system like this would generate more than 400 million of
registers per month when monitoring users each minute. That is why, some
strategies need to be applied to the ETL process to correctly handle the data
generated by big transportation systems. This paper explores different opera-
tional database (OD) architectures and analyze their impact on processing time
of the ETL stage in a business intelligence. The database architectures reviewed
are: one centralized OD, one logical-centralized OD and distributed OD. This
model is being tested with the transportation system defined in the city of Poza
Rica, Mexico. This system contains more than three million simulated registers
per day and the entire ETL process is done under 136 s. This model runs on a
Quad-core Intel Xeon processor 8 GB RAM OSX Yosemite 10.10.5 computer.

Keywords: ETL � Business intelligence � Multithread � Transport system �
Decision making

1 Introduction

In recent years, mobility has become a challenge in most of the cities all other the
globe. There are common problems in large cities such as: overpopulation, the increase
of vehicular traffic, the overcoming of the capacity of roads and highways. All this is
linked to the accelerated growth of populations that exceed the capacity of cities to
adapt to the new demands of the population. Public transport is not exempt from the
impact of these problems; there are still unanswered questions related to the adaptation
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of transport routes to changes in the population, the efficient use of transport units, and
the increase in mobility capacity of the population within cities. Making the transport
system fault tolerant or adaptable to sudden changes is also a desirable feature.

However, these new characteristics of a transportation system require the use of
complex techniques for monitoring, analysis, prediction and simulation of usage trends.
This problem is obvious in large cities such as: Mexico City, Shanghai, New York, etc.
[1–3]. These cities need to be more efficient to facilitate population mobility. One
solution to this problem is to analyze people mobility and, in order to complete this
task, massive volume of data need to be loaded, interpreted and contextualized. For
instance, in public transportation systems, it is necessary to analyze where users board a
bus, how much time they spend traveling along a route, how fast is the entire trans-
portation system growing over the time, etc.

When a city provides hardware, software, data and personnel to population in order
to help them in their daily activities, such as the examples before, then this city can be
called ‘smart’ [4–6]. Smart cities has grown on the coverage of the concept ‘society
4.0’ where population demands information in order to fulfill expectations as can be
seen in references [7–9]. This expectations could involve important decision making
processes like in [10, 11].

That is why, this paper focuses on the objective of reviewing different strategies to
load large amounts of data coming from different sources into a Data Warehouse. Even
though, this problem is quite common on data analytics and, several papers have
reported different kind of solutions to this problem [12–15], this paper reviews parallel
alternatives for performing the ETL process.

There is some other work already done in this area. For instance, there are opti-
mizations of the process using a MAS-based and fault-tolerant distributed ETL
workflow engine [16]. There is some other work that presents a parallel processing
solution that splitting big and complex SQL query into small pieces in distributed
computing [17]. In paper [18], an improvement of the ETL processing in data ware-
houses using high-performance joins for changed data capture is presented.

Paper [19] presents a distributed ETL engine based on MAS and data partition
technology. There are also work on massive data load on distributed database systems
[20]; also, there are work on using agent-based parallel ETL system for massive data
[21]. Even, there is work on defining an architecture for big data processing on
intelligent transportation systems [22].

The rest of the paper is organized as follows: in section two, the system modelling
is presented. Section three presents the system design, section four presents details for
system implementation and some of the preliminary results are discussed. Finally,
some conclusions are presented in section five.

2 System Modeling

In this section, a system modelling for a public transportation system (PTS) is pre-
sented. Let’s first define S ¼ fsijsi ¼ \sid ; slat; slng [ g as a station where:
sid It is the station ID.
slat It is the station latitude.
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slng It is the station longitude.
n = |S| is the number of station in the PTS

Let’s also define an user as follows: U ¼ uj=uj ¼ \u j
id ; u

j
lat; u

j
lng; u

j
d [

n o
where:

u j
id

It refers to the user ID.

u j
lat

It is the user latitude.

u j
lng

It is the user longitude.

u j
d

It is the date when data was captured

Finally, the total number of users in the PTS is defined by m ¼ Uj j.
On the other hand, let’s define a range of dates to analyze the existing information

in the operational database (OD). Let’s define that business intelligence process is
oriented to know how many users are present in a station in a range of dates. Then,
some definitions are needed; they are listed next.

Da It is the beginning of the data range.
Db It is the end of the data range

f si; uj;Da;Db
� � ¼ 1; ðslat1\ulat\slat2Þ^ðslng1\ulng\slng2Þ^ Da � ud �Dbð Þ

0; Otherwise

�
ð1Þ

f si; uj;Da;Db
� �

Defines the presence of a user in a station si if:

ðslat1\ulat\slat2Þ^ðslng1\ulng\slng2Þ^ Da � ud �Dbð Þ ¼ 1

Then, let’s define the number of users in a station dð Þ as follows:

d ¼
Xn

i¼1

Xm

j¼1
f si; uj;Da;Db
� � ð2Þ

The Eq. (2), counts all users in all stations in the transportation system in a fix
period of time, where si 2 S8uj 2 U. Now, let’s define a as the number of users present
in the station si. The definition is as follows:

a ¼
Xm

j¼1
f si; uj;Da;Db
� � ð3Þ

The Eq. (3), counts all users in i-th station, where 8uj 2 U. In a similar way, let’s
define b as the number of users in a sub-set of stations. The definition is as follows:

b ¼
Xp

i¼1
ai ð4Þ
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Equation (4) represents the count of the users in a set of stations, where p\n.
Finally, let’s define all users in a route, which is a sub-set of stations. The definitions is
as follows:

c ¼
Xp

i¼1

Xm

j¼1
f si; uj;Da;Db
� � ð5Þ

Equation (5) represents the number of users in the route R, where si 2 R^uj 2 U.
Now, it is necessary to implement this model in order to analyze the processing time.

3 System Design

In this section, three software architectures are presented to analyze large volumes of
data in a business intelligence process. In this section, the work to be done is divided
into three stages: the description of the ETL process, the ETL project design and the
visualization of data.

3.1 ETL Process Description

During the description process of the ETL process, we have an operational database
(OD) with a table containing the following fields:

\userID; user latitude; user longitude; TimeStamp[

This table grows significantly due to the fact that users’ data are captured with high
frequency. For example, for a PTS with 100k users whose geolocation it is being
captured once per minute, in one hour (60 min), of software use there would be 6
million queries.

Due to the magnitude of the number of records, several strategies are proposed to
accelerate the ETL process: (1) the use of distributed computing to concurrently read
registers in one big database that contains all information coming from all users (see
Fig. 1a). (2) A centralized operational database with one table and multiple data read
threads to implement parallel access to database elements (see Fig. 1b). (3) An oper-
ational database with multiple tables where each table contains information organized
by PTS users, regions of the transportation system, routes, schedules, dates of data
acquisition, or some other organization (see Fig. 1c). (4) Finally, in Fig. 1d, it is shown
a multiple operational databases containing the same information than in previous cases
but data is organized in different databases which are accessed by different threads and
different software worker.
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Figure 2 shows details about the operational database which contains user geo-
positions. This operational database contains two tables ‘users’ and ‘mobility’.
Table ‘users’ contains information about the user <id, device, tradeMark, model,
versionOS> and the table ‘mobility’ contains information about each user geo-
position <id_user, latitude, longitude, date>. On the other hand, Fig. 3 shows the Data
Warehouse design which has four tables: data, route, station, userPerStation.

Fig. 1. Different software and database architectures to improve access to data. (a) Distributed
architecture, (b) One centralized database architecture. (c) Multiple table but one database,
(d) Multiple databases architecture; all of them for a multi-threaded multiple workers software.

Fig. 2. Operational databases
design for a PTS.

Fig. 3. Data warehouse to analyze data from a PTS.
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This database is organized as a data cube with the following dimensions
route x station x date and the data stored is the number of users \a[ (see Fig. 4 for a
graphical representation and implementation using Pentaho Schema Workbench).

4 Implementation and Preliminary Results

Master-node and slave-nodes are implemented in Java 8. Databases are implemented
using MySQL 5.7.24 running on MAMP server 4.1. Communication between master-
and slaves-nodes are implemented by using Java-Sockets and Pentaho Data Integration.
All test are done in a Quad-core Intel Xeon processor 8 GB RAM OSX Yosemite
10.10.5 computer.

To test this software, data is obtained from the transportation system defined for the
city of Poza Rica, Mexico. This PTS has 45 routes and 1024 stations, and it stores the
3,456,000 register of users’ geo-positions (latitude, longitude). The ETL process is
graphically represented in Fig. 5 using Pentaho Data Integration.

Fig. 4. Data cube representation for the data warehouse design and its implementation using
Pentaho schema workbench.
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Fig. 5. ETL process design implemented in Pentaho data integration with eight concurrent
requests for information from the operational database.

Fig. 6. System performance as increasing the number of threads and processing elements.
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In Fig. 6, the results of executing the algorithm with different concurrent requests
for information are presented. From this figure, it is possible to see that execution time
is reduced as augmenting the number of concurrent requests.

5 Conclusions

In a public transportation system, data acquisition can become a problem when data-
bases grow rapidly. The only sense of having a data acquisition process is to analyze
the information in order to make some decisions based on the data acquired. There are
several ideas about how to keep track of a system user: cards, image recognition, face
recognition, GPS, etc. However, the amount of data could become a problem.

This paper presents the algorithm to improve the performance of ETL process when
analyzing data coming from large databases containing public transportation user’s
mobility. This paper presents different architectures that can process big databases that
holds information about public transportation users. Preliminary results show that data
analysis can become fully parallel and this feature allow the improvement of execution
time.
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Abstract. Molecular rotors are microscopic structures composed of two cou-
pled parts that can rotate mutually. They have promising applications in vis-
cosity measurement and flow detection in micro-sized and complex geometries.
We propose a model for studying molecular rotors as classical systems moving
in viscous environments, subjected to internal interactions and stochastic forces.
Our model is expressed as a set of non-linear stochastic Langevin equations that
are solved numerically using a Brownian Dynamics procedure. Attention is
focused on the calculation of the two-time correlation function of the internal
angular variable. For small internal forces, this correlation turns out to have a
very slow time decay and its correct estimation requires long numerical
experiments. We propose a CUDA implementation for a computer cluster with
TESLA GPUs that calculates angular correlation functions in parallel. The
implementation reduces the used computational time considerably in compar-
ison with the one consumed by a usual serial scheme. It allows for the simu-
lation of massive molecular rotors ensembles from which reliable results can be
obtained. It is discussed how the GPU implementation can be improved in
modern GPUs architectures.

1 Introduction

Molecular rotors (MRs) are customarily described as microscopic structures composed
of two coupled parts that can rotate one with respect to the other in a continuous
manner [1]. In recent years, the analysis and synthesis of MRs have attracted significant
attention in physics, chemistry and nanosciences [2].

Constituent parts of MRs are usually classified by their moments of inertia. The part
having the largest moment of inertia is called the stator (S) and the one corresponding
to the smallest moment of inertia is referred to as the rotor (R). A rather large variety of
MRs have been synthesized that differ significantly on their physical and chemical
properties, thus serving for a correspondingly large amount of purposes. For relevant
situations in nanotechnology, MRs mounted on a solid or on a surface have been
studied experimentally [3]. These MRs must be distinguished from those that can float
freely in a liquid or vapor phase [4]. In terms of their internal structure, MRs can be
classified as those in which S and R are covalently linked from those in which they are
not [5]. Examples of the latter include molecules containing two interlocked rings
(catenanes) [6], and molecules with a ring mounted on a rod (rotaxanes) [7].
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Fluorescent MRs are special systems possessing excited energy states that can relax
following two alternate mechanisms, namely: rotation and light emission [8]. When the
rotation mechanism is inhibited by the environment MRs emit more light. On the
contrary, when rotation is favored, light emission is reduced. An external property that
can modify these relaxation mechanisms is the viscosity of the thermal bath. In a fluid
with high viscosity relaxation by light emission is stimulated. Using this effect MRs
could be used as microscopic viscometers [9]. External flow is an additional mecha-
nism that alters rotational dynamics [10]. By this mean, MRs can be used to explore
flow in complex geometries [11]. Furthermore, chemical interactions between MRs and
dissolved substances perturb the internal energetic states and also inhibit internal
rotations [12]. Therefore, this type of fluorescent MRs can be used as microscopic
chemical sensors [13].

Analytical models have been proposed that describe the action of external electric
fields applied on MRs [14]. In these models the time evolution of the internal angular
degree of freedom is considered to be the solution of stochastic differential equations
with additive thermal noise (Langevin equations). Molecular rotors are subjected to
internal potentials and electric fields have the effect of tilting such potentials, thus
promoting the rotation in a preferred direction [15].

Here, a general model is proposed for analyzing MRs floating in equilibrium vis-
cous fluid. At first order in a series expansion, the internal interaction energy is shown
to be a periodic cosine potential. In addition, stochastic thermal forces are considered to
produce Brownian fluctuations that are modeled through equations of the Langevin
type. Due to the nonlinear character of the proposed equations, a Brownian Dynamics
(BD) numerical scheme is implemented to obtain the relevant dynamical information.
In particular, orientational correlation functions related to spectral characteristics are
calculated that exhibit a very slow decaying. In addition, because of the stochastic
nature of the system, it is necessary to realize a sufficiently large number of simulations
to obtain proper statistical results.

In order to obtain results in a feasible time, it is proposed to calculate the structural
correlation functions under a parallel scheme running on GPUs. It is shown that the
proposed scheme improves significantly the performance of the numerical imple-
mentation when compared with the corresponding traditional serial scheme. Then it is
demonstrated that GPU computing is very useful in allowing the simulation of suffi-
ciently large MRs ensembles from which more reliable physical information can be
inferred. Specifically, it is found that angular correlations contain two contributions,
one arising from libration around states of internal mechanical equilibrium and the
other one from hops between such states. For large viscosity, these mechanisms evolve
over widely separated time-scales. In this limit, a simplified method for superposing
these effects is proposed and used to fit the numerical results.

This paper is organized as follows. In Sect. 2, the stochastic model for describing
the time evolution of a MR is constructed that includes a first order approximation for
the torque between its internal components. Also, the statistical properties of the
stochastic forces acting on the MR are presented. In Sect. 3, the specific BD algorithm
implemented to solve the resulting non-linear stochastic equations is described. Fur-
thermore, the definition of the structural correlation function is introduced and an
approximated analytical form for this quantity is given. Subsequently, in Sect. 4 it is
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explained the method used to parallelize the BD algorithm on GPUs. In Sect. 5, the
results obtained from the numerical implementation are presented and the advantage of
using parallel computing is shown. Finally, in Sect. 6 the main results of the present
analysis are summarized.

2 Dynamic Model of Molecular Rotors

Consider the structure shown in Fig. 1. It consists of two parts, S and R, that can rotate
mutually. The stator (S) is composed of two semi-spheres with radii RS and mass MS=2.
These hemispheres are joined by an axis that supports the rotor (R). This latter is
modeled as a dumbbell with two spheres of mass MR and radii RR, separated by a mass-
less bar with length 2RD. An internal structural energy is introduced by assuming that S
and R have points, rS! and rR

!, respectively, that attract each other through the function
U rS

!� rR
!�� ��� �

. The structure in Fig. 1 is assumed to be microscopic and to be immersed
in a fluid with temperature T and viscosity g. Moreover, the motion of the system is
assumed to be confined to the plane containing the dumbbell (x� z plane).

Let hS and hR represent, respectively, the angles that S and R form with the z axis.
The dynamic equations for these variables can be obtained by considering the balance
of angular momentum, namely

IS€hS ¼ �cS _hS � Cþ sS tð Þ; ð1Þ

IR€hR ¼ �cR _hR þCþ sR tð Þ; ð2Þ

where time derivatives are indicated by overdots.

Fig. 1. Mechanical model for a MR with a spherical stator and a rotating dumbbell.
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In Eqs. (1) and (2), IS and IR are moments of inertia, whereas cS and cR represent
angular drag coefficients. These quantities have the explicit form:

IS ¼ 2MSR
2
S=3; IR ¼ 2MRR

2
D; cS ¼ 8pgR3

S; and cR ¼ 12pgRRR
2
D:

Terms sS tð Þ and sR tð Þ in Eqs. (1) and (2) are stochastic torques induced by the
medium surrounding the MR. As it is usual, it will be assumed that sS tð Þ and sR tð Þ are
Gaussian-Markov processes with zero mean, that obey the fluctuation-dissipation
theorems (FDT)

sS tð ÞsS t0ð Þh i ¼ 2cSkBTd t � t0ð Þ; ð3Þ

sR tð ÞsR t0ð Þh i ¼ 2cRkBTd t � t0ð Þ; ð4Þ

respectively, where . . .h i indicate an equilibrium average and kB is the Boltzmann
constant.

Also in Eqs. (1) and (2), C hS; hRð Þ is the internal torque exerted on R by S.
C hS; hRð Þ can be written in the general form

C ¼ f r2R þ r2S � 2rRrScos hR � hSð Þ� �
rSrRsin hR � hSð Þ; ð5Þ

where f is a function of the square distance ~rS �~rRj j2 with units of force over distance.
By expanding f in terms of the ratio rS=rR\1, and maintaining only the leading term
one obtains

C ¼ �Ksin 2 hR � hSð Þð Þ; ð6Þ

where K ¼ r2Sr
2
R df zð Þ=dz½ �z¼r2 . Under this approximation Eqs. (1) and (2) can be

rewritten in the form

€h1 ¼ �b11 _h1 � b12 _h2 � x2sin 2h1ð Þþ q1 tð Þ; ð7Þ
€h2 ¼ �b21 _h1 � b22 _h2 þ q2 tð Þ; ð8Þ

where new state variables have been introduced through the definitions h1 ¼ hR � hS
and h2 ¼ IRhR þ IShSð Þ= IR þ ISð Þ. Furthermore, coefficients in Eqs. (7) and (8) are
abbreviations for

x2 ¼ 1
IR

þ 1
IS

� �
K; b11 ¼

cRIS
IR

þ cSIR
IS

; b12 ¼
cS
IS

þ cR
IR

;

b21 ¼
cRIS

IR þ ISð Þ2 þ cSIR
IR þ ISð Þ2 ; and b22 ¼

cR
IR þ IS

þ cS
IR þ IS

:

Finally, q1 tð Þ and q2 tð Þ stand for the combinations of the stochastic torques:
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q1 tð Þ ¼ 1
IR
sR tð Þ � 1

IS
sS tð Þ ð9Þ

and

q2 tð Þ ¼ 1
IR þ IS

sR tð Þþ sS tð Þð Þ; ð10Þ

respectively.

3 Numerical Solution

The system of stochastic differential equations Eqs. (7) and (8) can be solved
numerically. With this aim, it is transformed into a system of four differential equations
of first order for the variables h1, h2, _h1, and _h2. Then, a Runge-Kutta method is
implemented to solve the resulting expressions using a time-step with size Dt: Brow-
nian Dynamics is incorporated by sampling stochastic forces sS and sR at every sim-
ulation step from Gaussian distributions with zero mean and standard deviations

rS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2cSkBT
I2SDt

s
; ð11Þ

and

rR ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2cRkBT
I2RDt

s
; ð12Þ

respectively. A similar implementation has been recently used for the simulation of
Brownian motors that operate by morphological changes [16, 17].

Solutions given by the algorithm are time series h1 tið Þ and h2 tið Þ, where the dis-
cretized time is ti ¼ iDt; for i ¼ 0; 1; 2; . . .;N. Here, N is the number of simulation
steps. These series were used to calculate numerically the dynamic correlation

X tð Þ ¼ cos h1 tð Þð Þcos h1 0ð Þð Þh i � cos h1ð Þh i2
cos2 h1ð Þh i � cos h1ð Þh i2 ; ð13Þ

which is the relevant function occurring in scattering phenomena in suspensions of
MRs [18]. In practice, the main contribution to X tð Þ, cos h1 tð Þð Þcos h1 0ð Þð Þh i, can be
estimated using the usual moving time-origin scheme, namely

cos h1 tiþ nð Þð Þcos h1 tið Þð Þh i ’ 1
N � nþ 1

XN�n

j¼0
cos h1 tjþ n

� �� �
cos h1 tj

� �� �
: ð14Þ

Molecular Rotors in Viscous Fluids 55



From the analytical point of view, for large values of K, only small fluctuations
around the minimum of the structural potential, h1 ¼ 0, could be expected. In this case,
X tð Þ contains contributions from this libration mechanism only. These contributions
can be calculated by approximating the interaction potential as a harmonic potential.
Then, the nonlinear character of Eq. (7) is neglected and the equilibrium probability
distribution for h1 can be found. Using this distribution it can be shown that [19]

X1 tð Þ ¼ cosh kBT
2K e�at

� �� 1

cosh kBT
2K

� �� 1
; ð15Þ

where a ¼ 2K=b11. Thus, in this limit, X tð Þ decays exponentially to zero at charac-
teristic time of the order of 1=a.

For small internal forces, thermal noise can activate jumps between the minimum
energy states of the cosine potential [20]. It has been shown that X tð Þ has a decay of the
form

X2 tð Þ ¼ e�2j2t

cosh 2kBT
K

� � ; ð16Þ

where j2 is the rate of escape from the harmonic potential well. Further approximations
yield j2 ¼ 8g1, where

g1 ¼
K

8pb11
e�

K
kBT ; ð17Þ

is the Kramers activation rate for a jump over a single potential barrier of high K with
maximum and minimum approximated at the quadratic order.

These theoretical predictions show that two separated time-scales can be identified
in MRs dynamics corresponding to libration around the minima of the cosine potential
and activated jumps over the potential barrier. By introducing a bridging parameter

defined as the ratio of the characteristic times, e ¼ e�
K

kBT , a simple superposition of
Eqs. (15) and (16) gives

X tð Þ ¼ 1
1þ e

X1 tð Þþ e
1þ e

X2 tð Þ; ð18Þ

which recovers both results in the proper limit.
Moreover, in the limit K � kBT , X tð Þ is expected to decay very slowly. Conse-

quently, the numerical estimation of this function requires long experiments that could
reduce the statistical error arising from small sampling at large values of t. Reducing the
computation time employed in the calculation of X tð Þ is fundamental, because obtaining
the time series solution for h1 tð Þ is a problem O Nð Þ, while obtaining X tð Þ requires
O N2ð Þ operations. Therefore, estimating correlation functions is more time consuming
than solving the system of dynamic equations itself, and represent a bottleneck that
should be reduced to improve efficiency and permit the simulation of larger samples.

56 D. Gutiérrez-Garibay and H. Híjar



4 GPU Parallel Computation Scheme

In order to speed up the computation of the correlation function contribution X 0 tið Þ, we
propose an hybrid procedure in which BD solutions of Eqs. (7) and (8) are computed in
a serial manner on the CPU, while correlation functions are calculated in parallel using
the GPUs provided by the Tesla K20m in the computer cluster. In order to achieve
sufficient statistics we use ensembles of 5000 MRs and let its dynamic evolve along
four million steps in time.

The inherent character of the correlation function is that the result of each pair of
elements in the multiplication depends exclusively on that pair, then it’s possible to run
Nthreads operations at the same time without affecting the final result. Because of this
property, we considered that a program that can run the operations in parallel will
reduce the total time of the calculation without altering the result, and the multiple
processors of a GPU are ideal for this.

To solve the correlations we use the approximation of divide the data in several
parts and run each multiplication of a pair of elements in one CUDA thread, and due to
the architecture available in the server, Tesla K20m with a compute capability 3.5 [21],
launch a kernel of Nthreads threads Mblock times, then sum each resulting block with the
previous and finally sum Nthreads elements in the host side to obtain the ith term of the
correlation function, as shown in the Fig. 2.

Also as a side advantage of the use of GPUs we can obtain the random torques for
sR and sS with curandSetPseudoRandomGeneratorSeed using a Mersenne Twister
MTGP32 pseudo-random generator. in parallel instead of calculating each random
number in each simulation step.

Fig. 2. Diagram of the process followed to calculate the correlation function.
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5 Results

5.1 Comparison Against Serial Calculations

Correlation functions where calculated according to the parallel scheme described in
Sect. 4, as well as following a purely serial scheme executed in a Intel Xeon E5-2670
processor. This was done with the purpose of assessing the efficiency of the proposed
GPU parallel method. In addition, this series of numerical experiments allowed us to
have a first insight on the behavior of correlation functions and on the physical con-
sistency of the proposed algorithm. With this in mind ensembles of 600 independent
MRs where studied that evolved over 4� 106 time-steps of size Dt ¼ 10�4 ut, where ut
are units of time. Notice that hereafter, simulation units (s.u.) rather than physical units
will be considered. Specifically, simulations were conducted using kBT ¼ 1, RS ¼ 1,
andMS ¼ 1, as units of energy, distance, and mass, respectively. Time units are defined
from ut ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
MSR2

S= kBTð Þp
.

Then different ensembles of MRs were studied changing the value of the interaction
strength K from K ¼ 1s:u: to K ¼ 10s:u: in regular increments. All other simulation
variables remained fixed at the values MR ¼ 1MS, RD ¼ 2RS, RR ¼ 0:1RS, g ¼ 20s:u:.
Using these parameters it could be anticipated that 1=b11 2 4:71; 47:13ð Þut. On the
other hand, relation time 1=j2, is expected to go from 1=j2 ¼ 2187ut for K ¼ 1, to
1=j2 ¼ 1:4� 1010ut for K ¼ 10. Thus, the selected parameters permit us to explore
the two separated scales associated libration and jumping mechanisms discussed in
Sect. 4.

Numerical results in both parallel and serial implementations exhibited the expected
behavior through a fast decay for K� 3, a slower decay for 3\K� 7 and a very slow
decay for K� 8. In the previous cases, statistical noise in measurements of X tið Þ was
present and seemed to be the dominant contribution for t[ 100ut ¼ tf , t[ 200ut ¼ tm,
and t[ 300ut ¼ ts, respectively. Consequently, we decided to use the complete time-
series to calculate correlation functions, but cut the calculation at tf , tm, and ts,
respectively.

The execution times tex for obtaining correlation functions were measured in hours,
h, for the previously established conditions. Results are summarized in Fig. 3 were
execution times for parallel and serial implementations are presented. It can be readily
observed that in all cases parallel computations had a better performance. The maxi-
mum percentage difference was found to be 50%, obtained for simulations with K ¼ 1.
Therefore, parallel GPU computing could reduced significantly the computation time
employed in the analysis of stochastic systems described by differential equations of
the Langevin type.

5.2 Correlation Functions

Results of the previous description were obtained using the following simulation
parameters Dt ¼ 1� 10�4ut, RD ¼ 2, RR ¼ 0:1 and MR ¼ 1, the viscosity l ¼ 2 and
interaction variable corresponding K ¼ 1; 2; . . .; 10.
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Each MR evolved for 4� 107 simulation steps, after a thermalization period of
2� 107 steps. To obtain trustworthy results for the correlations, ensembles of 5000
MRs with each set of parameters were executed and individual correlations were
averaged. Results of this procedure are shown in Fig. 4.

Fig. 3. Execution time comparison (CUDA in blue and Serial in yellow) of the program through
10 sets of experiments for 600 MRs K (1–3) calculated with 30000 samples, K (4–6) calculated
with 20000 samples, K (7–10) calculated with 10000 samples. (Color figure online)

Fig. 4. Cosine correlation function X tð Þ obtained by the parallel method for K = 1, 3 and 9.
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In Fig. 4, it can be observed that at large values of K the correlation decreases faster.
Accordingly, at larger interaction potentials MRs spend less time in deformed states.

With the purpose of validating our method, we compared the results of the cosine
correlation function obtained by the numerical simulations versus the results obtained
of evaluation of Eq. (18), this comparison can be see in Fig. 5. The good agreement
that can be noticed exhibits the physical consistency of the implementation.

6 Conclusions

The stochastic motion of MRs was analyzed using BD simulations. The non linear and
periodic features of the considered model implied a slow decay of the structural cor-
relation functions at large internal energies. As a consequence, the computation time
required for calculating correlation functions using standard serial procedures could be
extremely large. With the purpose of improving the efficiency of the method, a parallel
procedure supported by GPUs was developed. The basic idea was to assign the mul-
tiplication pairs involved in two-times correlation function calculations to de minimal
GPU units, so these operations can run in parallel. afterwards, a running average
procedure was applied to obtain statistical result ensembles of independent MRs.

The reliability of our procedure was confirmed by showing that numerical results
reproduce correctly theoretical predictions for correlation functions of Brownian par-
ticles in periodic potentials.

It was demonstrated that, in terms of execution time, our proposal has better per-
formance than the usual serial scheme for correlation calculations.

The implementation of a parallel algorithm brings various improves versus the
serial method as follows:

• Reduction of the total execution time in around 47% vs the serial method.
• In spite of the limitations of the available computer cluster, an improvement in the

time is shown in the parallel method. This, in conjoint with the advances in the
performance of GPUs and CPUs reported by Nvidia [22, 23], lead us to conclude
that with an update in the hardware available the improvement could be greater.

Fig. 5. Comparison of the cosine correlation obtained from the analytical model, Eq. (18), and
simulations with values of K = 1, 3 and 9. Red: numeric simulations. Blue: theoretical model.
(Color figure online)
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The same limitations in hardware reduced the GPU’s performance when many
programs ran in a single card. However, these limitations could be solved in newer
architectures.

Results in the present manuscript could be of interest in some other fields where
calculation of correlation functions is relevant. For instance, two-point correlation
functions are important in the analysis of large scale structures in the Universe and the
advantages and drawbacks of using GPUs for calculating them have been explored in
detail in Refs. [24–26]. Correlation coefficients are also relevant in the real time
analysis of neural activity and their computation on the massive parallel architecture
provided by GPUs has been conducted in Ref. [27].

Acknowledgments. H.H. thanks La Salle University Mexico for financial support under grant
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References

1. Kottas, G.S., Clarke, L.I., Horinek, D., Mich, J.: Artificial molecular rotors. Chem. Rev. 105,
1281–1376 (2005)

2. Cao, J., Lu, H.-Y., Chen, C.-F.: Synthesis, structures, and properties of peripheral o-
dimethoxy-substituted pentiptycene quinones and their o-quinone derivatives. Tetrahedron
65, 8104–8112 (2009)

3. Khuong, T.V., Dang, H., Jarowski, P.D., Maverick, E.F., Garcia-Garibay, M.A.: Rotational
dynamics in a crystalline molecular gyroscope by variable-temperature 13C NMR, 2H NMR,
X-ray diffraction, and force field calculations. J. Am. Chem. Soc. 129(4), 839–845 (2007).
PMID: 17243820

4. Akers, W., Haidekker, M.A.: A molecular rotor as viscosity sensor in aqueous colloid
solutions. J. Biomech. Eng. 126(3), 340–345 (2004)

5. Comotti, A., Bracco, S., Ben, T., Qiu, S., Sozzani, P.: Molecular rotors in porous organic
frameworks. Angew. Chem. Int. Ed. 53, 1043–1047 (2014)

6. Armspach, D., et al.: Catenated cyclodextrins. Chem. A Eur. J. 1(1), 33–55 (1995)
7. Kim, K., Lee, J.W.: Rotaxane dendrimers. Top. Curr. Chem. 228, 111–140 (2003)
8. Haidekker, M.A., Theodorakis, E.A.: Environment-sensitive behavior of fluorescent

molecular rotors. J. Biol. Eng. 4, 11 (2010)
9. López-Duarte, I., Vu, T.T., Izquierdo, M.A., Bull, J.A., Kuimova, M.K.: A molecular rotor

for measuring viscosity in plasma membranes of live cells. Chem. Commun. 50, 5282–5284
(2014)

10. Haidekker, M.A., Akers, W., Lichlyter, D., Brady, T.P., Theodorakis, E.A.: Sensing of flow
and shear stress using fluorescent molecular rotors. Sens. Lett. 3, 42–48 (2005)

11. Mustafic, A., Huang, H.-M., Theodorakis, E.A., Haidekker, M.A.: Imaging of flow patterns
with fluorescent molecular rotors. J. Fluorescence 20, 1087–1098 (2010)

12. Dong, J., et al.: Ultrathin two-dimensional porous organic nanosheets with molecular rotors
for chemical sensing. Nat. Commun. 8, 1142 (2017)

13. Valeur, B.: Molecular fluorescence. In: Digital Encyclopedia of Applied Physics, pp. 477–
531 (2009)

14. Horinek, D., Michl, J.: Molecular dynamics simulation of an electric field driven dipolar
molecular rotor attached to a quartz glass surface. J. Am. Chem. Soc. 125(39), 11900–11910
(2003)

Molecular Rotors in Viscous Fluids 61



15. Kudernac, T., et al.: Electrically driven directional motion of a four-wheeled molecule on a
metal surface. Nature 479, 208–211 (2011)

16. Ambı a, F., Hı  jar, H.: Stochastic dynamics of a brownian motor based on morphological
changes. Rev. Mex. Fis. 63, 314–327 (2017)

17. Hı jar, H.: Operation of theoretical brownian motors based on morphological adaptations.
Physica A 513, 781–797 (2019)

18. Marchesoni, F., Vij, J.K., Coffey, W.T.: Nonlinear budó model for dielectric relaxation:
comparison with new experimental data. Z. Phys. B – Condens. Matter 61, 357–366 (1985)

19. Gutiérrez-Garibay, D.: Análisis teórico y numérico de la dinámica estocástica de giroscopios
moleculares. Master’s thesis, La Salle University Mexico, Mexico City, Mexico (2019, in
progress)

20. Marchesoni, F., Vij, J.K.: Brownian motion in a periodic potential: application to dielectric
relaxation. Z. Phys. B – Condens. Matter 58, 187–198 (1985)

21. NVIDIA Corporation. Programming guide v10.0.130. https://docs.nvidia.com/cuda/cuda-c-
programming-guide/index.html#cuda-general-purpose-parallel-computing-architecture.
Accessed 18 Feb 2019

22. NVIDIA Corporation. Programming guide v10.0.130. https://docs.nvidia.com/cuda/cuda-c-
programming-guide/index.html#from-graphics-processing-to-general-purpose-parallel-
computing__memory-bandwidth-for-cpu-and-gpu. Accessed 18 Feb 2019

23. NVIDIA Corporation. Tesla v100 performance guide. https://images.nvidia.com/content/
pdf/v100-application-performance-guide.pdf. Accessed 18 Feb 2019

24. Barda, D., Bellisbc, M., Allend, M.T., Yepremyane, H., Kratochvilf, J.M.: Cosmological
calculations on the GPU. Astron. and Comput. 1, 17–22 (2013)

25. Alonso, D.: CUTE solutions for two-point correlation functions from large cosmological
datasets. arXiv:1210.1833 [astro-ph.IM] (2013)

26. Ponce, R., Cardenas-Montes, M., Rodriguez-Vazquez, J.J., Sanchez, E., Sevilla, I.:
Application of GPUs for the calculation of two point correlation functions in cosmology.
arXiv:1204.6630 [astro-ph.IM] (2012)

27. Gembris, D., Neeb, M., Gipp, M., et al.: Correlation analysis on GPU systems using
NVIDIA’s CUDA. J. Real-Time Image Proc. 6, 275–280 (2011). https://doi.org/10.1007/
s11554-010-0162-9

62 D. Gutiérrez-Garibay and H. Híjar

https://docs.nvidia.com/cuda/cuda-c-programming-guide/index.html#cuda-general-purpose-parallel-computing-architecture
https://docs.nvidia.com/cuda/cuda-c-programming-guide/index.html#cuda-general-purpose-parallel-computing-architecture
https://docs.nvidia.com/cuda/cuda-c-programming-guide/index.html#from-graphics-processing-to-general-purpose-parallel-computing__memory-bandwidth-for-cpu-and-gpu
https://docs.nvidia.com/cuda/cuda-c-programming-guide/index.html#from-graphics-processing-to-general-purpose-parallel-computing__memory-bandwidth-for-cpu-and-gpu
https://docs.nvidia.com/cuda/cuda-c-programming-guide/index.html#from-graphics-processing-to-general-purpose-parallel-computing__memory-bandwidth-for-cpu-and-gpu
https://images.nvidia.com/content/pdf/v100-application-performance-guide.pdf
https://images.nvidia.com/content/pdf/v100-application-performance-guide.pdf
http://arxiv.org/abs/1210.1833
http://arxiv.org/abs/1204.6630
http://dx.doi.org/10.1007/s11554-010-0162-9
http://dx.doi.org/10.1007/s11554-010-0162-9


SPH Numerical Simulations
of the Deformation of a Liquid Surface

in Two Dimensions

Cristian Cáliz-Reyes1, Laura A. Ibarra-Bracamontes1,
Rosanna Bonasia2(&), and Gonzalo Viramontes-Gamboa1

1 Universidad Michoacana de San Nicolás de Hidalgo, Av. Francisco. J. Múgica
S/N, C.U., 58030 Morelia Mich, Mexico

laibarrab@gmail.com
2 CONACYT-Instituto Politécnico Nacional, ESIA, UZ, Miguel Bernard,

S/N, Edificio de Posgrado, 07738 Mexico City, Mexico
rbonasia@conacyt.mx

Abstract. The Smoothed Particles Hydrodynamics (SPH) numerical method,
DualSPHysics, was applied to simulate numerically the deformations generated
when a solid object hits a liquid surface. In order to simplify the study, the
simulations were carried out in 2D, with the hitting solid having a circular
geometry. With the aim of comparing numerical and experimental results, a real
quasi-2D cell was made using two acrylic walls with a 5 mm separation filled
with water, using a slightly thinner Teflon disc as the hitting object. The sim-
ulation was able to reproduce qualitatively all the experimental phenomenology
of the system, particularly the three main structures observed in the real quasi-
2D (and also reported in 3D) situation: a crown splash, an air cavity, and a liquid
jet. The maximum values reached by the depth of the cavity and the height of
the jet were determined for two different impact velocities both numerically and
experimentally. The numerical simulation better reproduced the experimental
cavity depth than the jet height, with a percentage of average accuracy of 94%
and 64% respectively. Accuracy was improved up to 85% for the maximum jet
height when the effect of gravitational forces was increased and the maximum
resolution was used in the numerical simulations. The differences found between
experimental and simulation results can be attributed to the absence of a suitable
model for surface tension in the single-phase system used to represent the free
surface in the simulations, as well as to the confinement effects present in the
experiments.

Keywords: SPH model � Splash deformation

1 Introduction

The deformation generated in a liquid surface either by the impact of a solid object or by
a liquid is known as splash. Associated with the splash, a series of movements on the
liquid surface can be identified. For example, if a solid object striking perpendicular to
the liquid surface generates the deformation, the impact causes a release of liquid on the
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surface forming what is known as a splash crown. Subsequently, the solid object des-
cends displacing the liquid in its path and forming a hole called the air cavity. Finally,
when the air cavity is closed due to the hydrostatic pressure exerted by the liquid, a jet is
generated and expelled from the surface, which is defined as the liquid jet.

The splash is a phenomenon associated with fluid mechanics and shows the
response of a liquid surface due to the energy transferred by the impact of an object. It
is a common phenomenon in nature and can occur in industrial phenomena that handle
liquids. For example, its study is of a great interest in industries dealing with ink
injection printers. Some studies have been developed for the applications of the splash
phenomenon in naval architecture, in the design of seaplanes, as well as in the military
area for the development of missiles [23]. Some other works have focused on the
analysis of the most appropriate way to enter the water during diving to avoid damage
to the body; moreover, few related works try to understand how some basilisk lizards
and shorebirds can walk on the surface of the sea [9].

Various experimental, theoretical and numerical studies, have been carried out in
relation to the splash phenomenon. Among the numerical works is the one made by
Alam et al. [1] that used the Semi-Implicit Particle Movement technique to determine
the deformation of the splash crown by the vertical impact of a wedge in 2D. Wang et al.
[24] used the numerical Border Integral Equation method to study the behavior of the air
cavity formed by the impact of a wedge on the water surface. Other numerical studies,
included within the Computational Fluid Mechanics, have been developed and applied
to the splash phenomenon, based on Eulerian and Lagrangian methods [6, 10, 14].

The Smoothed Particles Hydrodynamics (SPH) is a meshless Lagrangian method
that was developed to model continuous medium physics, avoiding the limitations of
finite difference methods. It was applied for the first time forty years ago to solve
astrophysical problems [8, 15]. The numerical method has proven to be robust and
applicable to a wide variety of fields. For example, in the case of Fluid Dynamics, it has
been applied in: multiphase flows [5, 18], gravity currents [17], free surface flow [19],
sediment transport [26], among others. According to this method, the relevant physical
quantities are calculated for each particle as an interpolation of the values of the nearest
neighbor particles. The Lagrangian nature of the SPH method endows it with some
advantages compared to the usual limitations of the Eulerian models. For example,
there are no restrictions imposed either on the geometry of the system or the initial
conditions, so that the latter can be easily programmed without the need for compli-
cated grid algorithms such as those used in finite element methods. In addition, the
number of particles increases in the regions where the fluid is present, in such a way
that the computational effort is concentrated mainly in those regions and no time is
wasted calculating the neighboring areas. The SPH model continues to evolve with new
improvements in the approximations, stability and reliability of the model.

The code used in the present work, DualSPHysics [4], is an open source developed
by a network of Universities. Thanks to the power of GPUs (graphics cards with
parallel computing power), DualSPHysics can simulate real engineering problems
using high resolution in a reasonable computing time. The code has already been used
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to model the interaction of waves with floating bodies [2, 12], to analyze the upward
movement of floating solids of different densities, and it has been validated with
analytical models, experimental measurements and other numerical methods [7].

In this work, DualSPHysics is used to simulate the 2D deformations generated on a
water surface as a result of the impact of a solid disc. First, physical experiments carried
out to quantify splash magnitudes in a quasi-2D cell are described in general terms.
Subsequently, the theoretical bases of the SPH method are presented. Finally,
numerical simulations of physical experiments are described and results are compared
with the experimental values. Limitations of the presented application of the numerical
method and proposals for its improvement are discussed.

2 The Studied System

The goal of this research is to reproduce the deformations observed experimentally on a
liquid surface hit by a solid object of circular cross section, using the DualSPHysics
code.

The authors obtained experimental results in a simplified 2D system in a previous
work [3]. The experimental values of the splash were obtained using a vertical rect-
angular quasi-two-dimensional cell. The volume available within the cell had the
following dimensions: height H = 62 cm, width W = 40.5 cm and thickness
E = 0.5 cm. Distilled water was used as test liquid. To generate the deformations on
the water surface, a Teflon disc of D = 2.54 cm in diameter and a thickness
e = 0.32 cm was used. The solid disc was released in free fall from the top of the cell at
a height Z above the water surface. The disc impact velocity on the liquid surface was
controlled by varying the liquid level L within the quasi-2D cell. Figure 1 shows a
diagram of the experimental cell with the mentioned variables to control the impact
velocity. It is worth noting that the experiments described in Cáliz-Reyes et al. [3] were
carried out within a cell of reduced thickness (E < < H, W), which produces con-
finement effects in the studied system. This implies that experimental results are
affected by the presence of adjacent walls during the displacement of the disc when
falling. This conditions imposes restrictions on the behavior of the disc, when it des-
cends in a limited free fall, and in the response of the liquid during the induced
deformations on its surface. Using image analysis, the maximum depth of the air cavity
(Hc) and the maximum height of the liquid jet (Hj) were quantified. Figure 2 shows two
of the characteristic fluid structures formed in the liquid surface during the splash [3].
To measure their magnitudes, the liquid level was taken as a reference before being
deformed. Table 1 shows the experimental values that were taken into account in the
numerical simulations, such as the water level and the impact velocity of the solid disc.
Moreover, the maximum cavity depth and the maximum jet height, are also shown, for
two impact velocity values.
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Fig. 1. Scheme of the physical model to generate the splash deformations on the liquid surface
when impacting with a solid disc.

Fig. 2. Two of the fluid splash formations observed in the quasi-2D cell: (a) the air cavity;
(b) the liquid jet. Both deformations are measured with respect to the free liquid surface level
before the impact of the solid disc [3].

Table 1. Experimental values considered for the validation of the 2D simulation results. Values
correspond to a quasi-2D splash generated using a solid disc of diameter D = 2.54 cm [3].

Water level
L (cm)

Impact velocity Vi

(cm/s)
Maximum cavity depth
Hc (cm)

Maximum jet height
Hj (cm)

35 200 10.77 5.48
50 128 7.83 1.61
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3 Methodology

3.1 The DualSPHysics Model

The DualSPHysics code was designated for the numerical simulations of the experi-
ments described in the previous section. The code has a pre-processing software that
can use a wide range of input files for the creation of geometries. Advanced post-
processing tools allow users to measure the physical magnitudes of any flow property
at arbitrary locations within the domain.

The SPH method is based on integral interpolants so that the Navier-Stokes
equations (governing equations of the model) are discretized using the kernel inter-
polation function. The governing functions are approximated as:

Að r!Þ ¼
Z

Að r!0ÞWð r!� r!0
; hÞd r!0 ð1Þ

where h is the smoothing length and Wð r!� r!0
; hÞ is the kernel (i.e. the weighting

function). The integral interpolant can be expressed in discrete notation as:

Að r!Þ ¼
X
b

mb
Ab

qb
Wab ð2Þ

where the summation applies to all particles (b) within the region defined by the kernel
function ðWab ¼ Wðra!� rb

!; hÞÞ. The smoothing kernel function approximates a Dirac
delta as the smoothing length tends to zero. It depends on the smoothing length and the
non-dimensional distance between particles. mb and qb are mass and density
respectively.

In DualSPHysics it is possible to choose between two types of kernel: Cubic Spline
[16] and Quintic Wendland [25]. For the present work, the 5 degree smoothing kernel
function was used.

For the solution of the momentum equation, DualSPHysics provides different
options for the inclusion of the dissipation effect. In our experiments, the particle
Reynolds number is of the order of 104, being a value greater than the Reynolds
number established for a laminar flow. This indicates that turbulent flows can be
generated. For this reason, the laminar viscosity + Sub-Particle Scale (SPS) Turbulence
model was used for the simulations proposed here. The concept of SPS [11] describes
the effect of turbulence in the Moving Particle Semi-Implicit (MPS) model. The con-
servation equation is defined as:

dv
dt

¼ � 1
q
rPþ gþ t0r2vþ 1

q
� s! ð3Þ

where ~s represents the SPS stress tensor. It is modeled using Favre-averaging (for a
compressible fluid):
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sij
q
¼ �2mtSij � 2

3
kdij � 2

3
CID

2dij Sij
�� ��2 ð4Þ

where sij is the sub-particle stress tensor, mt is the turbulence eddy viscosity, k the SPS

turbulence kinetic energy, CI ¼ 0:0066; Sj j ¼ ð2SijSijÞ1=2, Sij the element of SPS strain
tensor. The laminar viscous term is treated as:

t0r2v
� �

a¼
X
b

mb
4t0rab � raWab

ðqa þ qbÞðr2ab þ g2Þ vab ð5Þ

where t0 is the kinematic viscosity (typically 10−6 m2/s for water).

3.2 Numerical Simulations of the Physical Model

The numerical model seeks to represent the physical phenomenon that is observed on
the surface of a liquid when it is impacted by a solid object of circular geometry. In
order to simplify the system to a 2D model, a quasi-two-dimensional cell was used in
the experimental system and a disc was used to generate the surface deformations in the
water.

First, the computational domain was defined using two points in the space that
allowed us to dimension the volume of the liquid to be studied in 3D. When the system
is simplified to the 2D case, the numerical value assigned to one of the spatial coor-
dinates, that is not taken into account, is repeated, generating a plane in space. For
convenience, the XZ plane was chosen, where the X axis was located along the fluid
interface, and the Z axis in the direction of the disc free fall.

In order to validate the numerical results, the conditions used in the experiments
were implemented. For example, to define the volume of the liquid, the water level in
the cell was considered along with the rest of the dimensions of the cell. A cylinder
with a diameter of 2.54 cm and a thickness of 0.32 cm, was defined to represent the
experimental disc, with the weight corresponding to the density of the material used
(Teflon in this case). Once the disc geometry was generated, the property of the solid
object was defined such that it could behave according to the rigid body dynamics. The
magnitude and direction of the gravity force were indicated. The initial conditions of
the liquid were defined such that the position and velocity of fluid particles represent an
initial state of rest. The initial position of the disc and a zero initial velocity were also
defined, so that once released, the disc would be subjected to the force of gravity and,
on impact with the liquid surface, it would take a velocity of magnitude similar to the
one obtained in the experiments.

As boundary conditions, a solid wall condition was established, both for the
sidewalls and for the base of the computational domain. The shifting algorithm was
included to take into account anisotropic particle spacing in regions close to the free
surface or in violent flows. For the displacement of the solid disc, a dynamic boundary
condition was used. According to this boundary condition, solid particles satisfy the
same equations as fluid particles but do not move according to the forces exerted on
them. Finally, for the fluid-solid interaction the fluid-driven object condition was
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applied. This condition allows to derive the object movement by its interaction with
fluid particles: the forces acting on each particle of the rigid body are computed
according to the sum of the contribution of all surrounding fluid particles.

Table 2 shows some constants and parameters used for the numerical simulations.
Parameters of interest, maximum depth of the cavity Hc and maximum height of the jet
Hj, were measured with the Paraview software.

3.3 Simulations in 2D

For the 2D simulations, a computational domain was defined delimiting an XZ plane of
dimensions W = 40 cm wide and H = 62 cm high, the same measures used in the
experiments for the quasi-2D cell. The solid disc was defined in 2D as a solid circle of
radius R = 1.27 cm.

In the simulations the velocity at which the solid object impacts on the liquid
surface was generated in a similar way as in the experiments: the disc was released
from a certain height and fell by gravitational effects. Unlike in the experiments, the
speed of the disc is affected by confinement and friction effects due to its proximity to
the walls of the quasi-2D cell.

A convergence analysis was carried out for the resolution of the simulations in
order to determine the adequate minimum distance between fluid particles (dp). By
increasing the resolution, better numerical results should be obtained, but this in turn
implies increasing the number of particles and consequently the computation time. The
simulation resolution, dp, and the smoothing length are the variables that characterize
the smoothing kernel, on which the performance of the SPH model strongly depends.
Few studies have shown inconsistencies in the mathematical formalism of the kernel
functions used in models like DualSPHysics, mainly due to errors inherent to the
discretization of the equations or to truncation problems [20, 22]. Those effects are
particularly evident when an interface between two phases is assumed. Moreover,

Table 2. Defined constants and parameters used in the numerical simulations.

Constants
Particle assignment in the mesh 1 particle per node
Gravity −9.81 m/s2 in the Z direction
Density 1000 kg/m3

Viscosity 0.000001 m2/s
Smoothing length coefficient (coefh) 1.2
Resolution (dp) 0.002 m
Parameters
Precision double
Time step algorithm Symplectic
Smoothing Kernel Wendland
Viscosity model Laminar + SPS
Minimum time step (DtMin) 0.00001 s
Simulation time (TimeMax) 3 s
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Korzani et al. [13] demonstrated that the ratio of the cylinder diameter to the initial
distance between particles affects the simulations results. Taking all these considera-
tions into account, we observed how certain fluid particles belonging to the free surface
easily detached showing high velocities. This can be considered as a reflection of the
instabilities that generate in the free surface, which can reduce the accuracy in the
numerical results.

The experimental case used as reference is the one that corresponds to the impact
velocity of the disc on the water surface Vi = 200 cm/s, which generated a maximum jet
height of Hj = 5.48 cm, and a maximum cavity depth of Hc = 10.77 cm (see Table 1).

The experimental impact velocity is the average value obtained from several
experiments conducted under the same conditions [3]. In addition, the numerical value
of the impact velocity is not an initial condition imposed in the simulation, it depends
on the value of the height at which the disc was released. The numerical values of the
impact velocity obtained in the simulations are within the range of variation of the
corresponding experimental values.

Convergence in the numerical results depends on different factors, such as: reso-
lution in simulation (related to the particle size), boundary conditions according to the
phenomenon of interest, the main forces that describe the system behavior. For the
latter case, the model proposed to deform the liquid surface shows some limitations.
For example, the particles detected close to the free surface are only restricted in their
diffusive movement towards low concentration regions, due to the high particle con-
centration gradient present at the interface.

Table 3 shows the results obtained in the 2D simulations by varying the resolution
for a fixed impact velocity of the disc, Vi = 200 cm/s. From the table, the numerical
result for the maximum cavity depth shows a relative error percentage lower than 10%
for all resolutions applied. But for a high simulation resolution (dp = 0.0008 m), the
height of the jet reaches a value of Hj = 9.9 cm, which is sufficiently far from the value
obtained experimentally. At lower resolution (e.g. dp = 0.002 m), the jet height reaches
the value of Hj = 6.1 cm, which corresponds to a relative error percentage of 11%.

As particle size decreases, the gravitational force less affects the jet height, and a
lower numerical convergence is obtained. Besides, due to the lack of a suitable model
for the surface tension force, the growth of the liquid jet is overestimated. To overcome
this situation, the gravitational forces were increased to compensate this effect. Table 3

Table 3. Numerical results for the maximum cavity depth and jet height obtained by varying the
resolution in simulation and using an impact velocity of Vi= 200 cm/s, some results consider
increased gravitational forces (igf = 2 g).

Simulation
resolution, dp
(m)

Number of
particles, Np

Maximum cavity
depth, Hc (cm)

Maximum jet
height, Hj (cm)

Maximum cavity
depth igf, Hcg (cm)

Maximum
jet height
igf, Hjg

(cm)

0.0008 220,933 11.1 9.9 9.3 7.1
0.001 141,828 11.4 7.5 10 6.3
0.002 35,763 10.5 6.1 9.9 5.5

0.003 16,047 9.8 5.6 8.7 4.3
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also shows numerical results for the case in which the gravitational forces are
increased. Better results are obtained including a factor of 2 in the acceleration due to
gravity (2 g) and a higher resolution. For example, with a resolution dp = 0.001 m, the
maximum jet height reaches a value of Hjg = 5.5 cm, and the maximum cavity depth
reaches a value of Hcg = 9.9 cm. Both numerical results show a percentage of relative
error lower than 10% with respect to the experimental results.

4 Results

2D Numerical Simulations of Liquid Surface Deformations Using Solid Walls as
Boundary Conditions
The characteristic surface deformations of the splash that could be generated when a
solid object hits a liquid are shown in Fig. 3. Numerical results show qualitatively the
stages observed in the quasi-2D experiments. Three of the typical splash fluid struc-
tures are formed: a crown splash, an air cavity and a liquid jet. Both in the experiment
and in the numerical simulation, the deformation in the surface of the liquid was
induced upon impacting a solid disc with a velocity of approximately 250 cm/s.

Table 4 shows a comparison between experimental and numerical values of the
nondimensional maximum cavity depths and maximum jet heights.

Fig. 3. Stages of the splash obtained from: (a) experiments in a quasi-2D cell; (b) 2D numerical
simulations using DualSPHysics. The images correspond to the formation of the crown splash
and the cavity during the entrance of the disc, and the ejection of the liquid jet. The color scale for
the velocities in the numerical simulations is shown in m/s.
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Three cases are considered for comparison: Case 1 corresponds to an impact
velocity Vi = 128 cm/s with a simulation resolution of dp = 0.002 m; Case 2 corre-
sponds to an impact velocity Vi = 200 cm/s with a simulation resolution of dp =
0.002 m; Case 3 corresponds to an impact velocity Vi = 200 cm/s with a simulation
resolution of dp = 0.001 m and increased gravitational forces. Furthermore, the
respective Froude numbers, which relates the inertial forces to the gravitational forces,
is also shown. The Froude number is generally expressed as:

Fr ¼ Vffiffiffiffi
gl

p ð6Þ

In this system, its characteristic velocity (V) was assumed as the impact velocity of
the solid object (Vi), and as the characteristic length (l) the disc diameter (D) was
considered.

From Table 4, it can be seen that for a fixed value of the disc size, a decrease in the
value of the Froude number corresponds to a lower impact velocity, while the maxi-
mum cavity depth and the jet height show a tendency to decrease.

Comparing experimental and numerical results for a fixed value of the impact
velocity, a small difference in the maximum cavity depth, showing an error lower than
10% is observed. Therefore, the model reliably reproduces the formation of the cavity
that provokes a deformation towards the interior of the liquid during the impact of the
solid disc, transferring part of its kinetic energy to the fluid while the disc descends
forming the cavity.

However, when comparing the results for the jet heights, the relative errors between
numerical and experimental results increase. For example, in Case 1, for a lower impact
velocity and a low resolution, the absolute differences are of the order of 1 cm. But jet
height in Case 1 is of the order of a few centimeters, giving as result a relative error
greater than 50%. In Case 2, the impact velocity is twice than the one applied in Case 1.
Lower differences between experimental and numerical results for the jet height are

Table 4. Comparison between experimental and numerical nondimensional results for the
maximum cavity depth and the maximum jet height, for two impact velocities, with D = 2.54 cm.

Experimental
results

Numerical
results

Experimental
results

Numerical
results

Numerical
results

Vi = 128 cm/s Case 1 Vi = 200 cm/s Case 2 Case 3

Nondimensional
maximum cavity depth
(Hc/D)

3.08 3.37 4.24 4.15 3.90

Nondimensional
maximum jet height
(Hj/D)

0.63 1.01 2.20 2.40 2.17

Froude number (Fr) 2.56 2.56 4.0 4.0 2.83
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obtained at low resolution with a relative error of 10%. As the resolution increases (see
Table 3), the maximum jet height differs more from the experimental result. Inertial
forces are more dominant over gravitational and surface tension forces. Finally, in Case
3 the same impact velocity of the Case 2 is considered, and a greater gravitational force
is imposed. This was done to compensate the lack of an explicit surface tension model
and the low effect of gravitational forces when particle size is reduced as resolution
increases. Better numerical results are obtained at a higher resolution than in Case 2,
with a relative error of less than 5%. Even though the absolute differences between
experimental and numerical results are of the order of 1 cm, the relative error is 15%
for the highest resolution considered here.

Moreover, when the induced deformation causes an increase in the surface area in
the opposite direction to gravity, surface instabilities occur and cause the fluid particles
to detach at high velocity overcoming the surface tension forces. This low effect of
surface tension forces could be one of the reasons why the jet grows to a greater extent
than in the experiments. A similar phenomenon has already been observed when a
sphere hits the surface of a granular medium generating a very high jet due to the
absence of surface tension forces [21].

5 Conclusions

The SPH numerical model DualSPHysics was used to reproduce the deformations
induced in a liquid surface by the impact of a solid object in two dimensions. The
maximum cavity depth and the maximum jet height for fixed values of the impact
velocity of the disc were calculated. Numerical results showed a good approximation to
the experimental results, especially for the cavity depths. This allowed the validation of
the DualSPHysics code for low impact speeds.

2D simulations were carried out applying solid walls as boundary conditions.
Simulations qualitatively reproduced the deformations observed in the liquid free
surface hit by a solid disc. In the range of values of Froude numbers considered here,
between 2 and 5, inertial forces dominate over gravitational forces. This causes a great
transfer of energy from the disc to the liquid at the impact moment, producing dis-
placement of liquid and the opening of a cavity in the free surface. Due to the absence
of a suitable model for surface tension in a single fluid phase system, and to the
confinement conditions for 2D simulations, the numerically calculated jet height
showed greater differences with respect to the experimental results at low impact
velocities and high resolutions. In the experiments, the presence of nearby side walls
contributes to fluid returning and to energy absorption that could affect the height of the
emerging jet.

Numerical results should be improved incorporating a model that considers the
effects of surface tension so to obtain a better representation of the interfacial defor-
mations in a two-phase liquid-gas system.
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Abstract. Modern physical models and computational tools allow us to probe
into the deepest and extremest conditions of high-pressure and high-temperature
systems such as planetary cores. Gas giants planets, despite of being mainly
composed of light elements as Hydrogen, Helium and Ammonia ices, inside the
thick gas layers under their atmospheres all of them they should be composed of
heavy elements laying in the center of the planet. Those heavy elements, by the
suggestion of the density calculations based on the observed volume and
measured mass by gravitational effects, must be mainly metallic oxides, iron
compounds, silicate allotropes, and other similar heavy elements forming a
rocky core, with an structure resembling the mantles of the rocky planets in our
System. With the aid of the Quinde I Supercomputer, a Density Functional
Theory simulation is performed under SiO2 quartz structures found on Earth to
approach the Seifertite crystal phase of the same composition, by applying
extreme pressure conditions. The obtained electronic configuration of the
obtained structure lies inside the range of expected values for the band gap
energies at different pressures.

Keywords: Super computing � HPC � Quantum Mechanics � Quinde I

1 Introduction

Probing into planetary cores, even in our planet Earth, is an extremely hard task. The
deepest hole ever dug on Earth is the Kola Superdeep Borehole, led by a Soviet Union
research team; its true vertical depth is roughly 12, 289 m and took almost 20 years to
complete [1]. Thus, due to the complexity of this kind of observational operation, we
must rely on indirect methods to probe into the planet’s internal structure by analyzing
several factors, such as gravitational effects, oblateness, and seismic data. These
methods, however, are still inaccurate for determining the structures of the materials
inside because the high temperatures and pressures exerted on the planet’s inner shells
might alter the expected compositions in exotic ways. For example, it is expected that
we would find metallic hydrogen phases inside some gas giants, such as Jupiter [10].

Computational simulations and high-pressure experiments are fundamental for
understanding those exotic compositions, but our experiments are limited to the
pressures generated in Diamond Anvil Cells [11] and we cannot simultaneously study

© Springer Nature Switzerland AG 2019
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high pressures and high temperatures; for example, in Jupiter’s mantle we have
pressures surpassing 10 Mbar and temperatures over 10k kelvin. Therefore, simula-
tions become a relatively easy and cheap way to study materials as opposed to con-
ducting high-pressure experiments. Density Functional Theory (dft), based on
Quantum Mechanics, allows us to analyze the internal behavior of crystalline solid
structures and predict many of the properties of the desired compounds [8].

1.1 Neptune: A Blue and Icy Giant

Neptune is the farthest planet on our solar system and is mainly composed of gases and
a rocky core, stratified by densities in three main layers (Fig. 1): a cloudy atmospheric
surface, mainly composed of hydrogen and helium [21]; an “icy” (not cold, but semi-
solid) mantle made up of methane, carbon and hydrogen, with precipitation of dia-
monds produced by the extreme pressures (up to 300 Mbar) [19]; and finally, a rocky
sphere made of iron, nickel, and silicates similar to Earth (see for example [18],
Table 1).

From protoplanetary formation theories [5], we know that the composition of the
rocky core of Neptune should be similar to that of Earth because it may have been
formed in an accretion disk of the early solar nebula that gave birth to the now-visible
planets in our system. Hence, CaIrO3 (typically, the structure is baptized with the name
of the first compound that showed that geometry [20]) structures of MgSiO3 and SiO2

allotropes are expected to be found in Jupiter, Uranus, and Neptune [22].
Then, by applying extreme pressures to SiO2 structures, we may approach the

present materials of Neptune’s rocky core.
Because of the high silicate composition of the core, we expect to find SiO2 in the

Seifertite phase [17]. Seifertite has been found at pressures above 35 GPa [6], and the
samples available on Earth come from Martian meteorite samples, which provides
strong evidence of the existence of common silicates among the rest of the planets of
our solar system [4].

Table 1. Neptune layers composition

Outer
atmosphere

Icy mantle Rocky core

H2O 81.5% H2O 56.5% SiO2 38.0%

CH4 15.5% CH4 32.5% MgO 25.0%
Other <4.0% NH3 11.0% FeS 25.0%
– Other 10.0% FeO 12.0%
– – Other 13.0%
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2 Theoretical Methods

Our computations are based on the dft. All the physical properties of solids, such as
thermal conductivity, heat capacity, and band structure, are given by their electronic
structures [12]:

ĤW ¼ T̂ þ V̂e�e þ V̂ext
� �

W ¼ EW: ð1Þ

This is the Schrödinger equation for a multi-electronic system, where Ĥ is its
Hamiltonian, T̂ is the kinetic term, V̂e�e is the inter-electronic term, and V̂ext is the
external potential. It is well known that the resulting nonlinear differential equation
requires the use of approximate and numerical methods to find physical solutions (for
instance see [7]).

The full Hamiltonian used for describing the motion of the electrons in an atomic
lattice is given by:

Ĥ ¼ � �h2

2me

XN
i¼1

r2
i þ

XN
i¼1

Ve�n rð Þþ
XN
i¼1

XN
j\i

Ue�e ri; rj
� �

: ð2Þ

where the terms are: kinetic energies, electron-nuclei interactions, and electron-electron
interactions.

Using many-body theory [15], we can turn the problem into a single-body problem.
Imagine an electron gas, uniformly distributed over space; then, let us introduce a
proton from outside the system and let it move in a straight line until it goes out again
(Fig. 2).

As it passes through, it attracts, radially, the nearby electrons, screening the positive
charge. This event creates a locally ‘more negative’ region that acts as a new particle

Fig. 1. Neptune layers and compositions. We have remade the picture taken from [10].
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inside the gas: a quasiparticle. So, instead of considering each electron in the problem,
we set everything in terms of a charge density function and then we may analyze how
the electron gas is disturbed by the possible interactions:

q rð Þ ¼ w rð Þjw rð Þh i: ð3Þ

From the Eq. (2) and after applying Coulombic potentials, we get:

Ĥ ¼ � �h2

2me

XN
i¼1

r2
i þ

1
2

XN
i6¼j

e2

jri � rjj �
XN
j¼1

XN
a¼1

Zae2

jrj � Raj: ð4Þ

In this Hamiltonian, we neglect the ion-ion interactions and use the following
notation: the Ra vectors represent the position of the nuclei, ri the position of the
electrons, and the factor of 1

2 is to avoid double-counting electrons. Now, assuming that
the expected value of the total energy obtained from the Hamiltonian is only dependent
on the electron density, we may write:

ETotal q½ � ¼ wjT þVe�e þVextjwh i
¼ F q½ � þ wjVextjwh i
¼ F q½ � þ

Z
qVextd3r;

ð5Þ

where we define a universal functional F q½ � that contains all the electron interaction
and energies: kinetic, Coulombic, and exchange – correlation energies (containing all
the quasiparticle behavior), and can be written as:

F q½ � ¼ T q½ � þVe�e q½ �
¼ T q½ � þVC q½ � þExc q½ �

¼ � �h2

2me
wjr2jw� �þ 1

2

Z Z
q rð Þq r0ð Þ
jr� r0j þExc½q�:

ð6Þ

The quasiparticle formalism requires that the “interaction cloud” be considered in
the total energy calculation; therefore, the exchange-correlation term contains all the
interactions within the quasiparticle.

Fig. 2. Uniform electron gas with a positive charge passing by (figure from Mattuck, A Guide to
Feynman Diagrams in the Many-Body Problem)
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This shows that the nature of the new energies depends on the applied universal
functional. The Hohenberg – Kohn theorem [9] ensures the existence of a universal
functional, but does not tell us anything about how to construct it. Also, it states that the
external potential (lattice of the solid) is unique for a given ground-state electron
density.

The full Hamiltonian of the interaction (Eqs. 2 and 4) strictly depends on the charge
density alone; thus, Eq. (1) now becomes:

XN
i¼1

� �h2

2me
r2

i þ
e2q rið Þ
jri � rjj

� ����
j 6¼i

�
XN
a¼1

Zaq rið Þ
jri � Raj þVxc rið Þ

#
¼ �iw rið Þ:

ð7Þ

Now, the most important property of an electronic ground state density is its
energy, which may be calculated by variational calculus [14]:

Egs ¼ min
w

wjĤjw� �
: ð8Þ

Also, we can minimize the universal functional in Eq. (6) such that the obtained
wave function is consistent with a charge density q, as follows:

F½q� ¼ min
w!q

w T þVe�ej jwh i
¼ wq

min T þVe�ej jwq
minh i:

ð9Þ

Since the ground state of the system will be the configuration with minimal energy,
considering the Eq. (5), we have the following relation:

ETotal½q� �Egs½q�
w Vextj jwh iþF½q� �Egs:

ð10Þ

In general, the expectation value of Vext will not change by choosing either basis w
or wgs. Therefore:

wq
min T þVe�ej jwq

minh i� wgs T þVe�ej jw gs
D E

; ð11Þ

but after the minimization, the obtained energy of the system will correspond to the
ground state. Then, the latter expression is only true for:

wq
min T þVe�ej jwq

minh i ¼ wgs T þVe�ej jw gs
D E

: ð12Þ
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Therefore, this ensures us that, after iterations, we converge to the ground-state
energy:

Egs ¼
Z

qgsðrÞVextðrÞd3rþ wgs T þVe�ej jw gs
� �

¼ wgs Vextj jw gs
D E

þF qgs
� 	

:

ð13Þ

To obtain the correct energies, we have to use calculus of variations to minimize the
charge density. We will denote a small Functional Variation with d. Therefore, we will
look for extreme values of the charge density:

Z
dqðrÞd3r ¼ 0: ð14Þ

Hence, considering the total energy expression in Eq. 5, we want to minimize it to
approach the ground-state energies:

ETotal ¼ Vn�e½q� þVe�e½q�
þ T½q� þExc½q� �Egs½q�

¼
Z

qgsðrÞVn�eðrÞd3r

þ
ZZ

qðrÞq r0ð Þ
r� r0j j d

3rd3r0

þ T½q� þExc½q�:

ð15Þ

Applying variations to the energy functional:

dETotal ¼
Z

dq Vn�e þ
Z

q r0ð Þ
r� r0j jd

3r0
�

þ T ½q�
dq

����
q¼qgs

þExc½q�
dq

����
q¼qgs

#
d3r ¼ 0:

ð16Þ

In order to wrap up some terms, we can define an external potential and an extra
effective potential associated with the exchange-correlation energy:

VxcðrÞ ¼ Exc½q�
dq

����
q¼qgs

ð17Þ

VeffðrÞ ¼ Vn�e þExc½q�
dq

����
q¼qgs

þ
Z

qgs r
0ð Þ

r� r0j jd
3r0 þVxcðrÞ: ð18Þ
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Thus, Eq. (16) becomes:

dETotal ¼
Z

dq
T½q�
dq

����
q¼qgs

þVeffðrÞ � e

" #
d3r ¼ 0; ð19Þ

where e represents a Lagrange multiplier that contains the constraint of particle con-
servation for the minimization process [2]. Finally, the whole problem can be reduced
to solve the following one-particle equation that contains all the manybody interactions
wrapped up into an effective potential, as previously defined. This is the Kohn – Sham
equation:

� �h2

2m
r2 þVeff � Ej


 �
/jðrÞ ¼ 0; ð20Þ

qgsðrÞ ¼
XN
j¼1

/jðrÞ
�� ��2: ð21Þ

This set of equations is self-consistent [13] and can be iterated over and over again
starting from a homogeneous electron gas or an inhomogeneous one [9], depending on
the ansatz applied over the system. After the first set of solutions and eigenenergies are
obtained, a new electron density is calculated from the previously calculated wave
functions until energy convergence is achieved.

To accelerate the calculations, the wave functions are expanded under a Fourier
series, depending on the boundary conditions of the problem (a periodic lattice would
allow us to consider Bloch waves [3]) and are cut off up to an arbitrary energy value so
that convergence is unaffected [20].) Also, extra symmetry points are obtained within
the first Brillouin Zone to reduce the wave function calculation complexity [16].

Fig. 3. Typical SiO2 quartz structure at STP conditions. Has as lattice parameters: (a, b,
c) = (5.022, 5.022, 5.511) Å, a P 3121 space group in Hermann Mauguin convention, showing a
trigonal cell with (a, b, c) = (90, 90, 120)°, and density of 2.49 [g/cm3]
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3 Discussion and Results

From the typically-found-on-Earth silica SiO2 structures (Fig. 3), a dft simulation for
calculating the optimal spatial distribution of the electronic density and the involved
ions can be calculated by applying the adequate conditions to the main stress tensor of
the unit cell of the crystal. So, using an energy cutoff of 500 eV for the plane wave
expansion, an appropriately generated k – point sampling mesh with the Monkhorost-
Pack method [16], and the LDA approximation for the electron density energy func-
tional on VASP 5.3 software, the following energy gap dependence with pressure was
found (Fig. 4):

The shaded area represents the energy range of possible gaps in the Seifertite
crystal structure. The LDA approximation usually underestimates the band gap for high
pressures, so the energies obtained by U06 are doubled to get an upper bound for this
energy [22]. The calculated points are inside the proposed range and there is also an
energy decrease that depends on the increase in pressure. The optimal spatial config-
uration of the system results in a Seifertite structure with a higher density as a result of
the high pressure (Fig. 5).

dft calculations allows us to get a great insight and a powerful theoretical tool for
analyzing physical systems that would otherwise be impossible to study using current
technologies.
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Fig. 4. Typical SiO2 quartz structure at STP conditions. Has as lattice parameters: (a, b,
c) = (4.114, 4.527, 5.081) Å, a Pbcn space group in Hermann Mauguin convention, showing a
orthorombic cell with (a, b, c) = (90, 90, 90)°, and density of 4.22 [g/cm3]
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Abstract. In this study the most simple approximation to the numerical solu-
tion for a Helium atom system is computed, dividing the problem in two
independent Hydrogen systems and neglecting the inter-electronic term. The
radial and spherical harmonic functions yield certain tendencies, relating the
evolution of the quantum numbers and the shape of the probability density
functions (PDF), that correspond to each combinations of n, l and m. The radial
and angular PDF components return the already known result: there exist more
probability to find the electron in its more stable level of energy, close to the
nucleus. Also, it was computed the numerical/analytic solution for a Hamilto-
nian in which the inter-electronic term was replaced with a constant C in order to
find a condition relating the energies and the inter-electronic distance.

Keywords: Super computing � HPC � Quantum Mechanics � Quinde I

1 Introduction

In 17th century Newton achieved the goal of describing the dynamics of the solar
system, a discovery that would change the paradigm of how the humanity sees the
universe and the role we all play in it forever. This breaking innovation was possible
through the gravitational potential, that describes the interactions of two bodies, and
how their presences affects the dynamics and trajectory of the other.

Since the two body problem was successfully described by the gravitational
potential, this model was extrapolated to the quantum world in order to describe the
dynamics of the atomic components. At atomic scale the potential that guides the
atomic interactions is the Coulomb potential, in which the electrons and nucleus play
the role of the bodies that interact [1]. The two body problem is represented by the
simplest and more abundant element in the Universe: the Hydrogen atom. The
hydrogen atom was mathematically fully described by the Coulomb potential, being
one of the very few realistic systems that can be solved at all, in exact closed form [2].

In the three-body problem, three bodies move in space under their mutual gravi-
tational interactions as described by Newton’s theory of gravitation. The solutions to
this problem require that future and past motions of the bodies be uniquely determined
based solely on their present positions and velocities. In general, the motions of the
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bodies take place in three dimensions (3D), and there are no restrictions on their masses
nor on the initial conditions [4].

After the success at modeling the hydrogen atom, this model was tested to explain a
system apparently simple, just a bit more complex that the two body problem, adding
up one more body. This variation is now known as the three body problem, and
nowadays it supposes one of the major challenges to physicists [3]. Introducing one
more body suppose a qualitative increase in the complexity of the calculation to
describe the dynamics of the three bodies, making it too complicated to obtain similar
types of solutions [1]. The difficulty to achieve an analytic solution to this problem
comes from the addition of one more term in the Hamiltonian of the system: the inter-
electronic term. This term describes the repulsion that the electrons exert in each other,
affecting the dynamics of the system (Eq. 1).

H ¼ e2

4p�0 r1 � r2j j �
e2

2pr1�0
� e2

2pr2�0
� ~n2r2

1

2m
� ~n2r2

2

2m
: ð1Þ

Where r1 and r2 represent the radial position of the electron 1 and 2 respectively; E0

is the permitivity of free space; e is the charge; m is the electron mass and ñ is the
Planck constant.

The Coulomb three body problem has been one of the most important examples in
the non-integrable Hamiltonian systems [4]. In the past, many physicists, astronomers
and mathematicians attempted unsuccessfully to find closed form solutions to the
problem, but such solutions do not exist because motions of the three bodies are in
general unpredictable [1]. In the atomic world this system is represented by one of the
most extensively studied systems, due to its unique properties: the Helium atom (He).

In early 20th century the failure to find a stable solution for the classical helium
atom heralded the demise of Niels Bohr’s program of semiclassical atomic physics [4].
This event give raise to a serie of numerical approaches and approximations condi-
tioned to certain characteristics, in order to solve the problem. As we can see in Eq. 1
the Hamiltonian for the helium atom is the sum of the Hamiltonian for the hydrogen
atom for each electron plus the inter-electronic term, which is inversely proportional to
the distance between the electrons.

In principle, the first intuitive approximation is to neglect the inter-electronic term
that causes all the trouble in the analytic calculations for a solution, in order to have a
separable Hamiltonian that is two times the Hydrogen Hamiltonian. Each equation will
have an independent solution with the form of the Hydrogen atom wave function, just
with a variation in the charge, putting 2e2 instead of e2 (due to the atomic number of the
Helium atom is 2). This research will be focused on the computation of a solution for
the helium atom using the Independent Electron Approximation (IEA) that consist in
neglecting the inter-electronic term and solving with the separated Hamiltonian as two
independent Hydrogen systems.
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2 Mathematical Methods

In order to study the independent hydrogen systems we must obtain two equation to
describe each electron. Taking the Eq. 1 and neglecting the inter electronic term, we
can obtain a separable Hamiltonian that is expressed in Eqs. 2 and 3:

H1 ¼ � e2

2pr1�0
� ~n2r2

1

2m
; ð2Þ

H1 ¼ � e2

2pr2�0
� ~n2r2

2

2m
: ð3Þ

Then, we solve the Schrödinger equation using H2 and H1 separately
1:

H1w1 ¼ Ew1 ð4Þ

H2w2 ¼ Ew2: ð5Þ

In order to find independent numerical solutions we use separation of variables, to
decompose the wave function in its radial and angular dependence.

w r; h;/ð Þ ¼ R rð ÞYm
l h;/ð Þ ¼ R rð ÞH hð ÞU /ð Þ: ð6Þ

First, we solve for the radial wave equation. The Schrödinger equation for radial
dependence reduces to:

@2R
k2@r2

¼ R � 2e2m

krð Þ 2pk�0~n2
� � þ lþ 1ð Þl

krð Þ2 þ 1

 !
; ð7Þ

then, making the following changes of variables:

q ¼ Kr ð8Þ

q0 ¼
2e2m

2pk�0~n2
: ð9Þ

The Eq. 7 reduces to:

@2R
@q2

¼ R
lþ 1ð Þl
q2

� q0
q

þ 1
� �

: ð10Þ

1 We verify all these results with the use of the NDSolve routine from Mathematica with all its default
values. For a future larger version of the code we expect to run our Mathematica script into a
supercomputer.
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Then, after solving the differential equation and an approximation through a Taylor
serie, we finally can find the Radial solution:

U qð Þ ¼ C0e
qqlþ 1; ð11Þ

where:

q ¼ r
an

; ð12Þ

Being a the Bohr radius and n the principal quantum number.
To solve for the angular dependence we use again separation of variables, leaving

each function depending on a different angle, as we can see in Eq. 6. The solutions for
each function are:

H hð Þ ¼ APm
l cos hð Þð Þ; ð13Þ

U /ð Þ ¼ eim/: ð14Þ

After combining both functions and normalizing them, we can finally obtain the
angular function:

Ym
l h;/ð Þ ¼ �eim/Pm

l cos hð Þð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2lþ 1ð Þ l� mj jð Þ!
4p mj j þ lð Þ!

s
: ð15Þ

Where m is the magnetic quantum number, the l is the azimuthal quantum number
and the Pm

l cos hð Þð Þ are the associated Legendre functions.
Since the Helium atom need contributions of Hamiltonians H1 and H2 the general

wave function for the Helium will be the product of the independent solutions;

wðr1; r2Þ ¼ wnml r1ð Þwl0m0n0 r2ð Þ: ð16Þ

Finally, the energies for a generic atomic number Z are dependent only on the
principal quantum number, a particularity of the Coulombian potential systems. For the
Helium atom Z = 2;

En ¼ �
m Ze2

4p�0

� �2
n2 2~n2
� � ð17Þ

2.1 Helium Hamiltonian Variation: Constant Addition

We introduce a variation in the helium Hamiltonian adding up a constant C (strictly
positive defined) to the classical Coulomb potential, representing the neglected inter-
electronic term. Due to this, C will be inversely proportional to the distance between
the electrons:
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Vee ¼ 2e2

4p�0ð Þ r1 � r2j j : ð18Þ

Since the radial differential equation is the one that depend on the potential, just that
part of the solution will be treated. The new radial equation will have an extra term:

@2R
@q2

¼ R
lþ 1ð Þl
q2

� q0
q

þ 1þ q0
� �

; ð19Þ

where:

q0 ¼ 2pC
e2k�0

: ð20Þ

Performing a similar process than with the hydrogen radial equation we found:

R0
nl rð Þ ¼ Coqlþ 1eq 2�xð Þ

r
; ð21Þ

where:

x ¼ q0 þ 1: ð22Þ

Then to complete the radial equation we need to multiply by the contribution of the
independent radial equation of the other electron. Then we arrive to the Radial
equation:

Rnl rð Þ ¼ C2
oq

2lþ 2eq 3�xð Þ

r2
: ð23Þ

In order to make Rnl rð Þ normalizable, it is necessary that:

3� x� 0; ð24Þ

then, in terms of the energy, it has to be fulfilled that:

E� C
8
; ð25Þ

this condition always holds for bound states in which the energies are negative.

3 Argues and Results

In Figs. 1, 2 and 3 are shown the radial functions behavior for different combinations of
n and l going from 0 to 4.
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In Fig. 1 it can be observed the behavior of the radial functions, that corresponds to
R10, R20 and R21. It can be seen that each of them have an oscillatory behavior in a
certain domain, excepting the R10 that tends to plus infinity in the y axis and to zero in
the x axis. For R20, there exist a local maximum before going to the infinity just like R10

and, finally, R21 shows also a local maximum before going to zero at plus infinity. The
local maximum that can be observed are the regions that used to be negative in the
radial wave function of the hydrogen atom. Then, this solutions have a similar behavior
in general but with a totally positive output. In Fig. 2 there are presented the radial
functions corresponding to the R30, R31 and R32. In this case, we can observe that the
R30 certainly have a local maximum but, as it happened with n = 1, 2, the l equal zero
tend to the plus infinity in the y axis. In contrast, R31 and R32 also present local maxima
(R32 less prominent), that correspond to the negative regions for the hydrogen radial
functions, before tending to infinity in the x axis. In Fig. 3 are presented the radial
functions for the R40, R41, R42 and R43. Here can be seen again the behavior to the
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Fig. 1. Radial wave functions Rnl of the helium atom with n = 1, 2 and l = 0, 1.
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Fig. 2. Radial wave functions Rnl of the helium atom with n = 3 and l = 0, 1, 2.
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infinity at l equal zero, as in the previous plots, with fewer local maxima than in the
past cases. It can be seen a tendency relating the increment of the l number and the
decrease of the local maxima that have each radial function. In Fig. 4 it is presented the
case for the spherical harmonics of the Helium atom combining l and m going form 0 to
3. It can be seen the evolution of the different shapes the electronic orbitals, as l and
m take different values. As l changes from 1 to 2 the shape of the spherical harmonics
changes, from a single circumference to two along the x axis, and later it becomes more
like an helix, that replicates along the y axis.
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Fig. 3. Radial wave functions Rnl of the helium atom with n = 4 and l = 0, 1, 2, 3.
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Fig. 4. Spherical Harmonics Ylm of the helium atom with l = 0, 1, 2, 3 and m = 0, 1, 2, 3.
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3.1 Probability Density Functions

Taking the same order, as the previous section, it is presented the shape of the prob-
ability density functions for each radial contribution, with n going from 1 to 4 and
l from 0 to 3.

In Fig. 5 the probability density functions of R10 and R20 go to the plus infinite just
as its correspondent radial wave functions. In contrast, the local maximum of the PDF
that correspond to R21 is considerably less that the previous maximum. This indicates a
larger probability of the electron to be nearer to the nucleus than farther away, a
conclusion that agrees with the stability of the electron being nearer to its ground level
of energy. In Fig. 6 the probability density functions of R30 go to infinity in the way y
axis, as seen before for the l equal zero radial functions. The R31 and R32 show their
respective local maximums, that according to the scale, are much less that the
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Fig. 5. Probability Density Function of the radial wave function Rnl of the helium atom with
n = 1, 2 and l = 0, 1.
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Fig. 6. Probability Density Function of the radial wave function Rnl of the helium atom with
n = 3 and l = 0, 1, 2.
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respective radial functions local maximums, corroborating the increment of stability of
the electron as it is nearer to the nucleus. In Fig. 7 the probability density functions of
R40 go to infinity, as it is common for l equal to zero radial functions, having more local
maximums as the n increases. For the other radial functions, it can be seen a tendency
of increasing the prominence of the maximums as l decreases. Each of the maximums
are much less that the maximums correspondent to the radial equations. Finally, Fig. 8
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Fig. 7. Probability Density Function of the radial wave function Rnl of the helium atom with
n = 4 and l = 0, 1, 2, 3.

1.0 1.0 1.0

0.005

0.000

-0.005

0.5

0.0

-0.5

0.5

0.0

-0.5

0.5

0.0

-0.5

0.06

0.04

0.02

0.00

-0.02

-0.04

-0.06

-0.005 0.000 0.005 -1.0
-1.0 -0.5 0.0 0.5 1.0

0.015

0.010

0.005

0.000

-0.005

-0.010

-0.015

-1.0
-1.0 -0.5 0.0 0.5 1.0

1.0

0.5

0.0

-0.5

-1.0
-1.0 -0.5 0.0 0.5 1.0

1.0

0.5

0.0

-0.5

-0.06-0.04-0.02 0.00 0.02 0.04 0.06 -0.01-5 0.01-0 0.0050.000 0.005 0.010 0.015 -1.0
-1.0 -0.5 0.0 0.5 1.0

-1.0
-1.0 -0.5 0.0 0.5 1.0

0.15

0.10

0.05

0.02

0.01

0.02

0.01

1.0

0.5

0.00

-0.05

-0.10

-0.15

-0.15-0.10-0.05 0.00 0.05 0.10 0.15

0.3

0.2

0.1

0.00

-0.01

-0.02

0.04

0.02

-0.02 -0.01 0.00 0.01 0.02

0.00

-0.01

-0.02

0.02

0.01

-0.02 -0.01 0.00 0.01 0.02

0.0

-0.5

-1.0
-1.0 -0.5 0.0 0.5 1.0

0.03

0.02

0.01

0.0

-0.1

-0.2

-0.3
-0.3 -0.2 -0.1 0.0 0.1 0.2 0.3

0.00

-0.02

-0.04
-0.04 -0.02 0.00 0.02 0.04

0.00

-0.01

-0.02

-0.02 -0.01 0.00 0.01 0.02

0.00

-0.01

-0.02

-0.03
-0.03-0.02-0.01 0.00 0.01 0.02 0.03

Fig. 8. Probability Density Function of the spherical harmonics Ylm of the Helium atom with
l = 0, 1, 2, 3 and m = 0, 1, 2, 3.
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presents the spherical harmonics probability density function for l and m going from 0
to 3. We can observe a similar behavior to the spherical harmonic corresponding
function, in the evolution of the shape of the orbitals, as the quantum numbers change.
What is different is the width of the branches, which became slimmer in comparison
with the previous case. This can be explained by the tendency of the particle to keep
closer to the central parts of the total orbital space, since it is more stable in the middle
of each branch. Then this explains why it is more likely to find the particle in a slimmer
region.

4 Conclusions

This study does show the simplest approximation to the helium atom system which is
considering the helium as two hydrogen independent systems, neglecting the inter-
electronic term. Even thought this approximation does not give enough accuracy to
considerate extrapolating it to more complex system, it does give initial values from
where to begin to construct more sophisticated and accurate methods. In the radial
wave function it could be observed the tendency of the one with l equal zero to go to
infinity in the y axis, and the increment in local maxima as the n evolved. For the rest of
the radial function the tendency was the increment prominence of the local maxima as
the l was decreasing. In the spherical harmonics function we could observe the evo-
lution of the shape of the orbitals as the quantum numbers evolved, replicating in the x
and y axis, evolving from a circle to two circles and then a helix that reproduced in the
other axis. Finally, the probability density function plots of the radial and spherical
parts of the wave function yield the same conclusion: there exist more probability to
find the electron in its more stable level of energy, close to the nucleus and that is why
the local maxima become much less in the radial case and the branches were slimmer in
the spherical harmonics case.
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Abstract. The Schrödinger equation is practically the base of quantum
mechanics and the most use technique to solved this differential equation has
been the separation of variable technique. From separation of variable process is
possible obtain the time independent Schrödinger equation [TISE]; a useful
equation for independent time potential. However, there are another situations in
quantum mechanics that involves other mathematical ways to solve this equa-
tion. The methods implemented in this document are given by different poten-
tials and avoiding the conventional separation of variables. The goal of this
work is search wave functions that satisfy the Schrödinger equation with other
unusual conditions. That makes easier reach more specific solution than in
comparison are complicated to reach using the common separation of variables.

Keywords: Super computing � HPC � Quantum mechanics � Quinde I

1 Introduction

At the beginning of the XX century, the concept of wave-particle duality was intro-
duced in physics, mainly due to the contribution of Planck and Einstein. The Max
Planck’s work about black body radiation and his conclusion of quantization of light
was crucial for the posterior Einstein’s interpretation. Albert Einstein inferred that
Planck’s quanta should be photons; small energy packages. Additionally, due to the
photoelectric effect, he concluded that photons behave as particles exchanging
momentum (1);

p ¼ h
k
¼ �hk: ð1Þ

In 1923, Louis-Victor de Broglie proposed to generalize this duality to all known
particles, even particles with mass such as electrons. That assumption leads to
understand that only certain discrete rotational frequencies about the nucleus of an
atom are allowed. Following up on de Broglie’s ideas, Erwin Schrödinger in 1925
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decided to find a proper wave equation for the electron (2) [1]; inspired in the principle
of least action of Hamilton applied in optics:

i�h
@

@t
Wðr; tÞ ¼ � �h2

2m
r2Wðr; tÞþVðrÞWðr; tÞ: ð2Þ

The left term of (2) represents the total energy of the studied system and the two
terms of the right side are similar to kinetic and potential energy. In the Copenhagen
interpretation of quantum mechanics, the wave function is the most complete
description that can be given of a physical system. Separation of variables is the
physicist’s first line of attack on any partial differential equation, but it has some
limitations. For instance, it assumes that the W (r, t) is only the product of a time
dependent and a space dependent part (9); it limits for other more eccentric possible
solutions for Quantum mechanics. Furthermore, it supposes in the process of that
potentials are time independent and it cannot be always necessarily true.

Wðr; tÞ ¼ wðrÞuðtÞ: ð3Þ

2 Theoretical Mathematical Methods

First, it is necessary to know the conventional process of separation of variable. The
next part will emphasize in the objection of the Time Independent Schrödinger
Equation [TISE] by the change (9). Then, the relation (9) will be changed by other that
not implies separation of variable itself (18); it will be applied for harmonic oscillator
potential (10). Then as well, a time dependent potential will be studied; considering a
moving potential with constant velocity (21).

It is possible to consider that it is other step obligatory to study Quantum
mechanics, because nature is enough complex to have more types of systems and wave
functions related to them. Again, by the Copenhagen interpretation, a wave function is
the most complete description that can be given of a physical system. Since the
beginning of physics, its goal has been describe nature with mathematics and Quantum
mechanics is our most powerful tool for this objective.

2.1 Schrödinger Equation [TISE]

The time-independent Schrödinger equation describes discrete stationary states. For
example, if the potential is equal to zero, it is possible obtain n satisfactory solutions
with n 2 Z and n allowed energies; discretization of energy. Those specific functions
describe a state of the studied system; a vector independent of time, more precise an
eigenvector of the Hamiltonian. It predicts that wave functions can form standing
waves to respect time with a related allowed energy. Those wave functions and their
energies are fundamental to understand the nature of atoms, its orbitals, and matter
itself. So, it is essential to understand our daily reality in the smallest scale. These
stationary states are particularly important as their individual study later simplifies the
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task of solving the time-dependent Schrödinger equation for any state. Now, to solve
the partial differential Eq. (2) is possible to use (9) to obtain the following expressions:

@

@t
Wðr; tÞ ¼ @

@t
wðrÞuðtÞ ¼ wðrÞ duðtÞ

dt
; ð4Þ

@2

@x2
Wðr; tÞ ¼ @2

@x2
wðrÞuðtÞ ¼ uðtÞ d

2wðxÞ
dx2

: ð5Þ

The anterior changes seems easier and simple, but behind this step is feasible to
omit some mathematical restrictions of partial derivatives. This chance makes possible
replace the partial derivatives for common derivatives, and it makes easier the solution
process. The next step consists in replace (4) and (5) in the time dependent Schrödinger
Eq. (2) and divided this new expression by w xð Þ/ tð Þ (9);

i�h
1
u
du
dt

¼ � �h2

2m
1
w
d2w
dx2

þVðrÞ: ð6Þ

This new expression has each side depending only of one single variable. The left
side depends only of time and the other side only depends of the position, for this case
positions is only one dimensional (x). From the left side of this expression comes the
respective eigenvalue, E in (7) of a solution of this new differential equation and from
the right side comes the Hamiltonian operator for one dimension;

i�h
du
dt

¼ Eu; ð7Þ

Ĥw ¼ Ew ¼ � �h2

2m
d2w
dx2

þVðxÞw: ð8Þ

Now, the partial differential equation has came in a two normal differential equa-
tions. Furthermore, the first differential equation is easy to solve because it is a dif-
ferential equation of first order, as shown in Sect. 2.2. Plugging /(t) in (6) gives us a
general solution to respect time (9) and the mathematical expression for stationary
states for discrete values of E; its eigenvalues:

uðtÞ ¼ eiEt=�h

Wðx; tÞ ¼ wðxÞeiEt=�h; ð9Þ

by using novel transformations and separations of variables, the exact analytical
solution of energy eigenvalues as well as the wave functions is obtained (8). This can
be applied for systems non-relativistic region that evolve in time and with a correction
it can be applied with the relativistic corrections (11).
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2.2 Harmonic Oscillator Potential

In synthesis, a harmonic oscillator is composed by something moving around an
equilibrium position by action of a restoring force in relation with the position. Har-
monic Oscillator is an important case studied a lot in classical mechanics; specially
because it is equivalent in many areas of science. Similar mathematical models can be
applied for example for RLC circuits, rotational mechanics, between others which obey
the principle of least action. The areas in which harmonic oscillator also included also
quantum mechanics. Schrödinger Equation is enough versatile to apply many different
kind of potential energies and in consequence it can study many kind of exotic systems.
One of the most common studied potential is the case for a “spring” and its associated
potential (10) [1]:

VðxÞ ¼ 1
2
mx2x2 þCðxÞ: ð10Þ

That potential is used in Fig. 1 for the case of stationary states with its related
eigenvalues. This case has a strong relevance because its is a good approximation for
the vibrations of a diatomic molecule. Diatomic molecules are a good analogy of a two-
body version of the quantum harmonic oscillator. The classical way to visualize
molecules was imagine diatomic gases as two small pieces of matter joined by a spring
with a related constant as in the Hooke’s law. The vibrations of molecules as heat is a
consequence of the repelling and attractive forces of the “spring”. For a mono atomic
gas the measuring of the heat capacity was satisfactory with classical methods, but for a
diatomic was a failure compared with experimental data. To solve that problem was
necessary omit the Energy Equipartition theorem of statistical mechanics and introduce
the discretization of energy by the work of Max Planck. This way of think about energy
as discrete number is one of the most important contributions of quantum mechanics,
the eigenvalues of a wave function, of a quantum state itself. Other similar cases of
quantum harmonic oscillators are modelling photons, and a charge with mass in a
uniform magnetic field: the Landau quantization.

Harmonic oscillator can be solved plugging (10) into TISE (8); it gives us n pos-
sible solutions independent of time. In three spatial dimensions, the generalized
uncertainty principle is considered under an isotropic harmonic oscillator interaction in
both non-relativistic and relativistic regions [2]:

Ĥ ¼ p̂2

2m
þ b

m
p̂4 þO b2

� �þ 1
2
mx2

0x̂
2: ð11Þ

For a case of non-relativistic conditions and an harmonic oscillator as the potential
the Ehrenfest’s theorem is not valid in the case of Generalized Uncertainty Principle
[3], so we should take the classical limit by replacing commutators by brackets. For this
case the operator p is modified by a factor b (12). The change over the commutators
follow the expressions (13) and (14). The operators X̂ and P̂ are the addition of the
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contribution of each part of the system; the harmonic part and the correction for non-
relativistic motion:

P̂ ¼ P̂ 1þ bp̂2
� �

; ð12Þ
1
i�h

X̂; P̂
� � ¼ 1þ bp̂2 ! X̂; P̂

� � ¼ 1þ bp̂2; ð13Þ

1
i�h

x̂; p̂½ � ¼ 1 ! x; pf g ¼ 1: ð14Þ

For the case of this work, b ! 0 for simplicity; giving us the classical Harmonic
oscillator. All of this is evidence of the versatility of the harmonic oscillator. The
harmonic oscillator is frequently used in physics, because a mass at equilibrium under
the influence of any conservative force, in the limit of small motions, behaves as a
simple harmonic oscillator.

Now, the most direct computational way by brute force to solve [TISE] (8) with a
harmonic potential (10) is a function that satisfies the Weber differential Eq. (15). It
implies that the result and the function are entire function of z with no branch cut
discontinuities:

y00 þ y m� z2

4
þ 1

2

� 	
¼ 0: ð15Þ

The solution wave functions for a potential as (10) by [TISE] can be expressed in
terms of the function parabolic cylinder Dm(z) (16); as shown in Sect. 2.1:

wnðxÞ ¼ D n½ �

ffiffiffiffiffiffiffiffiffiffi
2mx
�h

r
x

" #
þD �n�1½ � i

ffiffiffiffiffiffiffiffiffiffi
2mx
�h

r
x

" #
: ð16Þ

The importance of this step is transform an unknown problem in other mathe-
matically proved and this is good jump to avoid the tedious algebraic method to get the
solution for harmonic oscillator. The solutions are the same that the methods by
operators and it ensures us that this solution is mathematically correct by the correc-
tions of Weber Eq. (15). One of the most interesting properties of wave function is its
strong relation with complex numbers. it necessary for our understanding of nature that
this be as accurate as possible and prove that the result are complete complex function
with no branch cut discontinuities. Additionally, it is an additionally way to satisfy
some properties of the Hilbert space as an euclidean space [4]. Again, the energy is
discrete and follow (17):

En ¼ �hx nþ 1
2

� 	
: ð17Þ

Omitting the contribution the second term of (16) and contrasting it with the
harmonic potential it is possible to get again The information of Fig. 1.
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This is only the time independent part, but it is possible to find the whole contri-
bution of the harmonic oscillator in time; assuming the time is orthonormal with respect
the position and the omitting the contribution of the second term of (16) that depend of
i. According with conventional separation of variables (9) is feasible to make a rep-
resentation of the wave function to respect time depending all by the energy, which in
turn depends on n; for example with n = 0; Fig. 2; this can be analysed with other
n 2 N for example Fig. 3. However the previous assumption limits the function only as
a pick not changing in time represented Fig. 2 any of the other n possible solutions that
satisfy this restrictions as for example n = 4; Fig. 3;

Wðr; tÞ ¼ wðrÞqðtÞbðr; tÞ: ð18Þ

If we want to consider the omitted assumptions; it possible think in this as other
system. However, statistical mixtures of states are different from a linear combination.
A statistical mixture of states is a statistical ensemble of independent systems [4].
According with Kempf et al. [4], statistical mixtures represent the degree of knowledge
whilst the uncertainty within quantum mechanics is fundamental. We can consider the
omitted assumptions as other quantum state orthonormal with respect the taken func-
tion. Previously, we assume that the second parameter of (16) will not contribute
because this is to respect a complex value; now we take that contribution but
orthonormal with respect to the previous. Other way of study more complete systems is
the product of two different system (18). In this case beta are the previous omitted
contributions.

Fig. 1. Probability densities representations for the first six bound eigenstates, n = 0 to 5.
Stationary states to respect position.
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2.3 Moving Delta Potential

According to Griffiths, the Dirac delta function is an infinitely high, infinitesimally
narrow spike at the origin, whose area is 1 (20). Qualitatively, it corresponds to a
potential which is zero everywhere, except at a single point, where it takes an infinite
value (19) [1]. This situation can be used to reproduce situations where a particle is free
to move in two regions of space with a barrier of infinite potential between the two
regions. Technically, the is divided in two regions and this is in some aspects similar
with an infinite squared well, but inverted and with an infinitesimal length of the well.
An practical example applied is an electron can move almost freely in a conducting
material, but if two conducting surfaces are put close together, the interface between
them acts as a barrier for the electron that can be approximated by a delta potential [5],
Bastard:

dðxÞ � 0; if x 6¼ 0
1; if x ¼ 0

�
; ð19Þ

Fig. 3. Harmonic wave function time dependent with n = 4.

Fig. 2. Harmonic wave function time dependent with n = 0.
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Z 1

�1
dðxÞdx ¼ 1: ð20Þ

For situation as the electrons case (mentioned before), a potential dependent of
delta can be applied (21); where obviously d(x) is the Dirac delta function. For this
potential, its behavior is as attractive delta function potential and look for the bound
states. The delta has been defined to occur at the origin for simplicity; a shift in the
delta function’s argument does not change any of the proceeding results, and this fact is
very important for the proposed mathematical problem:

VðxÞ ¼ �adðxÞ: ð21Þ

Additionally, for the proposed problem of this is necessary to apply the energies of
this system (22) to make a construction of other more complex system and find its wave
functions:

End ¼ � a2m

2�h2
; ð22Þ

wðxÞ ¼
ffiffiffiffiffiffi
am
�h

r
e�amjxj=�h2 : ð23Þ

At the beginning of this work was mentioned that the conventional separation of
variable has some limitation with respect potential that depends of time, for that case
the potential (21) will be modify to change the potential to someone that moves in time;
as a pick moving in the x axis. A moving potential is possible by a change in the
position and a position changing at an non-relativistic velocity can be expressed by the
classical simple equation of motion:

xf ¼ x0 þ vt

by a modification in the sign, for the −a in the potential definition (21).

Vðx; tÞ ¼ �adðx� vtÞ: ð24Þ

For this document and for simplicity, i only consider a one-dimensional potential
well, but analysis could be expanded to more dimensions.

3 Applied Cases

For this part we will analyse two cases and at the final point decompose the contri-
bution of the system that affect all the wave function. These cases do not use the
conventional Schrödinger Equation, instead it is as a checking to satisfy the constraints
of the Schrödinger Eqs. (4) and (5) by brute force; and compare the systems by the
known energies of other studied systems.
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Ĥw ¼ Ew ¼ E1 þE2 þ . . .½ �w: ð25Þ

The energies of a collection of systems can create a high factor of degeneration but
if it is analogized in their ground states is possible reduce the noise produced by the
whole sum of contributions. But this can implies that after this process is possible
express the function in term of n and find the remaining functions for higher level. For
this reason in this document will study the cases at n = 0.

3.1 Case 1

For this case, i use a function and i try to prove (25) by not common separation of
variable. In other words, i will operate with the objective to find the eigenvalues and the
express the function in terms of those eigenvalues/energies for the following expres-
sion, as a test function.

Wðx; tÞ ¼
ffiffiffiffiffiffiffi
mx
�hp

4

r
exp �mx 1

2 a
2 1þ e�2itxð Þ � 2axe�itx þ it�h

m þ x2
� �

2�h

� 	

Now it is necessary to clear algebraically the expression to make a new expression
in term of the energies

Wðx; tÞ ¼ mx
�hp

� �1=4exp � 1
2 itx

� �
exp � mxx2

2�h

h i
exp � a2mx

4�h

h i
exp � a2mxe�2itx

4�h

h i
exp amxxe�itx

�h

h i

Now, it is obvious that the first term and the third are the time independent wave
function of harmonic oscillator of the Sect. 2.3 with n = 0 and the second term is the
/(t) of the Sect. 2.2, also with n = 0. So, i will regroup those terms in a single function,
the time dependent harmonic oscillator function WHO(x, t).

Wðx; tÞ ¼ WHOðx; tÞ exp � a2mx
4�h

h i
exp � a2mxe�2itx

4�h

h i
exp amxxe�itx

�h

h i
:

Giving that this expression is now in terms of the harmonic oscillator with n = 0 is
a good step to put the energies in term of the energy of the harmonic oscillator, also
with n = 0.

En ¼ �hx
1
2

� 	

Changing by En
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Wðx; tÞ ¼ WHOðx; tÞ exp � a2m
2�h2

En

h i
exp � a2me�2itx

2�h2
En

h i
exp 2amxe�itx

�h2
En

h i
Now, By this algebraic clearance is possible to see some contestants that can be

grouped in terms of other known energy, for this case the energy of a delta function
potential (22) at n = 0, by the condition that a = a of this function.

End ¼ � a2m

2�h2

The new expression is

Wðx; tÞ ¼ WHOðx; tÞ exp EndEn � 4xe�itx

a
þ e�2itx þ 1

� � 	

By definition, the values of energies are constants and it is not different for har-
monic oscillator or a delta well potential.

v ¼ exp EndEn½ � ¼ e�mxa2=4�h

With this new change that after i generalize for all addition of states as a nor-
malization value.

Wðx; tÞ ¼ WHOðx; tÞ � v � v�4xe�itx=a � ve�2itx

In addition v is not only a constant it can be expressed as:

v ¼ e�
am
�h2

� �ax�h
4 ¼ e�

am
�h2

� �a
2En

It implies that the third term that depends of x by a change can be transform in the
wave function for a delta well potential (23) with out the normalization factor. Now the
third therm can be expressed in terms of the wave function of delta well potential with
n = 0 (23).

ffiffiffiffiffiffi
�h
am

r
wdðxÞ ¼ e�amjxj=�h2 ¼ vaEnjxj=2:

Taking and arbitrary jxj ¼
ffiffiffiffiffi
x2

p
over v and applying in the previous whole

expression.

Wðx; tÞ ¼ v �WHOðx; tÞ �
ffiffiffiffiffiffi
�h
am

r
wdðxÞ

 !�4Ene�itx=2

�ve�2itx
:
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Now, the new expression is in terms of the wdðxÞ and we can apply the (25) and
with this we can take the other parameter which is missing. So, for the left member of
the Schrödinger equation.

i�h
@W
@t

¼ W � 1
2
ma2x2e�2itx þ amxx2e�itx þ 1

2
x�h

� 	
; ð26Þ

and for the right member of the equation.

� �h2

2m
�mx

�h
þ m2x2

�h2
x� ae�itx
� �2� 	

Wþ 1
2
mx2x2

� 	
W

Clearing this expression.

W
1
2
x�hþ amxx2e�itx � 1

2
ma2x2e�2itx

� 	
: ð27Þ

Now it is obvious that both expressions (26), (27) are equal and as a consequence it
satisfy the Schrödinger equation and the Eq. (25). It means that the values inside the
parenthesis are the eigenvalues of the studied system.

W En � 8
a
EnEdxe

�itx þ 4EnEde
�2itx

� 	

The enclosed factors are the energies for this expression is the those energies
depend of time similar as a Taylor series. First, we have the En that we can drop as a
common factor.

W � En 1þ 4Ede
�2itx � 8

a
Edxe

�itx

� 	

As a series, every single factor has a contribution for the whole state. The main
contribution is the energy of the harmonic oscillator and it decreased as the time and
position take a role in the contribution given a potential that depends of time (24).

4 Conclusions

In conclusion, the “separation of variables is the physicist’s first line of attack on any
partial differential equation” [1] but it has some limitation with respect some complex
potentials and its necessary use our knowledge of eigenfunctions and its related
eigenvalues to clarify easily what system we have in our hands. In nature, isolated
systems are strange and as a physicist our work is synthesize our world with the most
loyal mathematical representation. The best argue is the simplicity of an equation.
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Abstract. Numerical modeling simulations and the use of high-performance
computing are fundamental for detailed safety analysis, control and operation of
a nuclear reactor, allowing the study and analysis of problems related with
thermal-hydraulics, neutronic and the dynamic of fluids which are involved in
these systems. In this work we introduce the bases for the implementation of the
smoothed particle hydrodynamics (SPH) approach to analyze heat transfer in a
nuclear reactor core. Heat transfer by means of convection is of great importance
in many engineering applications and especially in the analysis of heat transfer
in nuclear reactors. As a first approach, the natural convection in the gap (space
that exists between the fuel rod and the cladding) can be analyzed helping to
reduce uncertainty in such calculations that usually relies on empirical corre-
lations while using other numerical tools. The numerical method developed in
this work was validated while comparing the results obtained in previous
numerical simulations and experimental data reported in the literature showing
that our implementation is suitable for the study of heat transfer in nuclear
reactors. Numerical simulations were done with the DualSPHysics open source
code that allows to perform parallel calculations using different number of cores.
The current implementation is a version written in CUDA (Compute Unified
Device Architecture) that allows also the use of GPU processors (Graphics
Processor Unit) to accelerate the calculations in parallel using a large number of
cores contained in the GPU. This makes possible to analyze large systems using
a reasonable computer time. The obtained results verified and validated our
method and allowed us to have a strong solver for future applications of heat
transfer in nuclear reactors fuel inside the reactor cores.
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1 Introduction

Safety analysis in a nuclear reactor is a subject of big interest for the evaluation of
operational transients and prevention of severe accidents. Due to the multi physical
nature of the phenomena taking part in a nuclear reactor core, the use of numerical
modeling and high-performance computing has become a must in the development of
numerical tools for analysis of nuclear reactors. In a boiling water reactor (BWR) the
nuclear fuel, the moderator, the control elements and part of the heat removal system
are found in the same structure within the vessel of the reactor. This array presents the
complexity that water is used both, as moderator (fundamental in the neutronic
behavior of the reactor and totally related to power generation) while it serves as
vehicle of heat removal as a coolant. When water and fuel come into contact, the latter
transfers heat to the water triggering the vapor generation. The vapor generated goes
through the turbines of the turbo generators transforming the enthalpy of vapor into
electrical power. When the transition occurs (onset of nucleate boiling) the properties
of heat transfer are affected by the nucleation and the process of boiling alters the
dynamics of the fluid. In BWR reactors, the transition of the liquid phase into gas plays
and important role in the design and control of the reactor. The most important thermal
limits for design and operation of the boiling reactor are related with the capability of
the water to continue the coolant process even though the change of phase from liquid
to gas.

An important phenomenon that must be considered in the BWR, is the reaching of a
critical heat flux in the cladding of the fuel in which a film of vapor can be formed in the
cladding acting as a thermal isolator, damaging the heat transfer and thus, increasing
dramatically the temperature in the fuel. Consequently, the fuel overheats and can melt.
This phenomenon is known as ‘dry-out’ and, as already stated, it is of great interest to
study in detail. One of the first steps in the analysis of this phenomenon is to analyze the
heat transfer in the space between the fuel rod and the inner cladding wall. This space,
known as gap, is full of helium and is usually coarse approximated by heat conduction
phenomenon in current numerical tools. Since heat transfer in such gap plays an
important role in the heat transfer from fuel to coolant outside of the cladding wall, it is
imperative to improve the numerical models in the gap. For that, the natural convection
model developed, verified and validated in this paper becomes very important.

Furthermore, to analyze the flow pattern of the coolant on the other side of the
cladding wall is also a key aspect in nuclear reactor analysis. The turbulent behavior of
the fluid, mostly in the region of heat transfer favors the transfer of heat in the system
and its control is important to optimize its proper functioning. For this reason, special
designs can be made to induce turbulence that can favor, along with the boiling
processes, the extraction of heat generated by the fission processes. This phenomenon
will be studied in detail in a future development to extend the current one.

In general, to study these systems, traditionally, Eulerian methods have been used
such as finite elements, finite volumes and finite differences. These type of methods and
Computational Fluid Dynamics (CFD) programs running in a supercomputer have
demonstrated to be an important tool in the design, control and operation of PWR
reactors which operates at high pressure and thus without boiling. Nevertheless, for

Lagrangian Approach for the Study of Heat Transfer 109



BWR’s, due to the transition phase, its application presents some noteworthy restric-
tions and limits, especially while dealing with mobile and diffused interphases, phase
transitions, complex geometry and dynamic systems or turbulent fluids, which are cases
that represent many of the fundamental phenomena that take place in a BWR reactor.
The main limitation of Eulerian solutions is that the systems are solved by the
discretization of coupled differential equations that solve the system in a mesh which is
not dynamic or adaptive to the structural changes that are present, so the use of
approximations must be applied. At the same time the incorporation of other physical
and chemical effects results in an increase of the complexity of the numeric solution
that can carry strong numeric instabilities. The traditional techniques for one-
dimensional models are based on simplified models where empirical correlations and
approximations are incorporated introducing uncertainties hard to quantify. Therefore,
it is necessary to incorporate physical models of first principles to represent the main
phenomena that occur in the boiling water reactors such as boiling and condensation,
mass and energy exchange between phases, transport of particles, etc. in substitution of
the empirical correlations that additionally have intervals of limited validity.

To overcome these difficulties, the use of a free mesh simulation like the SPH
method has been considered as a promissory option. SPH is a Lagrangian methodology
and is based on interpolation theory that uses points, generally called particles, to
discretize the continuous medium. The SPH is a computational method used to sim-
ulate the dynamics of continuous mediums such as the mechanics of solids and the flux
of fluids. Initially, it was developed by Gingold and Monaghan [1] for problems related
to astrophysics. Its use expands over several fields of investigation including astro-
physics, ballistics, volcanology and oceanography. The equations in the medium or
continuous fluid which are the conservation of mass, moment and energy of the fluid,
are present in Lagrangian form and later discretized using the SPH methodology.

The numerical simulations were performed with the DualSPHysics free code (for
details please refer to [5] and www.dual.sphysics.org). One of the main advantages of
the DualSPHysics code is its parallel structure. The code is written in the C++ language
using the Open Multi-processing application that allows to perform calculations in
parallel using different number of cores according to the computer equipment used. In
addition, there is a version written in CUDA (Compute Unified Device Architecture)
that allows to use the GPU processors (Graphics Processor Unit) to accelerate the
calculations in parallel using many cores contained in the GPU. The ability of GPUs to
perform numerical simulations using the SPH method is demonstrated by Harada [7]
where a speedup of 28 was achieved by simulating 60,000 particles. The DualSPHysics
code is organized mainly in three stages: (1) the creation of the list of neighbors, (2) the
computation of the interaction between neighbors, (3) the integration in time, referring
to the update of the system. Crespo et al. [5] verified that the interaction stage is the one
that consumes the most computation time in a numerical simulation. Based on the
above, to improve the calculation performance it is necessary to perform the interaction
stage in parallel, in this way the sequential calculation is avoided, and the interaction of
several particles is calculated at the same time using different cores.

In the second part of this work the general characteristics of the SPH approach are
presented together with the considerations needed to introduce the bases for the
implementation to analyze heat transfer in the fuel of nuclear reactors. In the third
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section the results obtained for the study of heat convection, which is of great
importance in many applications of engineering and especially in the analysis of heat
transfer in nuclear reactors, are presented. The 2D models developed here will be
extended to 3D models to study the natural convection in the gap (space that exists
between the fuel rod and the cladding) and the comparison with previous numerical
simulations. Section 4 contains the conclusions of this work.

2 SPH Methodology

The generalities of the SPH approach are described in this section. The equations that
govern the dynamics of the continuous media (fluids and deformable solids) are
transformed into integral equations through the use of an interpolation function. Thus,
in SPH the medium is represented numerically by a finite set of observation points, or
particles, by means of a smoothing procedure in which the estimated value of a
function f(x) at a point x is given by the expression

~f xð Þ ¼
Z
X
f x0ð ÞW x� x0; hð Þdx0; ð1Þ

where W x� x0; hð Þ is the smoothing function usually called kernel, which is a function
of the position x and a smoothing length h that determines the domain of influence X.

If a fluid of density q(x) is considered, the interpolation integral shown in Eq. (1)
can be written as

Z
X

f x0ð Þ
q x0ð Þ
� �

W x� x0; hð Þq x0ð Þdx0: ð2Þ

To evaluate this integral the domain X is subdivided into N elements of volume
(particles) each of mass mb and density qb, in such a way that the sum of the masses of
all the particles is the total mass of the fluid. Thus, the mass of each particle (mb) can be
identified as

mb ¼ q x0ð Þdx0; ð3Þ

where dx′ is the volume differential and q(x′) is the density.
Equation 2 can be discretized in a set of particles by replacing the interpolation

integral with the summation over the mass of the particle mb

~f xð Þ ¼
XN
b¼1

mb
fb
qb

W x� xbj j; hð Þ; ð4Þ

where the subscript b refers to the quantity evaluated in position b.
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An advantage of the SPH method is that its formulation allows the first derivative to
be estimated in a simple way considering the kernel as a differentiable function
obtaining:

@~f xð Þ
@x

¼
XN
b¼1

mb
fb
qb

@W x� xbj j; hð Þ
@x

: ð5Þ

In this way, in SPH each derivative is calculated from the exact derivative of the
kernel function. This feature allows to calculate the gradient of any function f(r) in a
simple manner through the kernel gradient in such a way that

~rf rð Þ ¼
XN
b¼1

mb
fb
qb

rW ra � rbj j; hð Þ ¼
XN
b¼1

mb
fb
qb

raWab; ð6Þ

where r is the position vector.
A graphic description of the kernel function is shown in Fig. 1. The smoothing

length is usually constant, however there are works that report algorithms to use a
variable h value in each particle [2, 3].

The kernel function can be written as follows on the position r and the smoothing
length h

W r; hð Þ ¼ r
hv

f qð Þ; ð7Þ

where q ¼ r=h and v is the number of spatial dimensions.

a
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Kernel Wendland (1D)
(a () b)

Fig. 1. (a) Representation of the particle of interest “a”, neighboring particles (black points),
smoothing length (h) and domain of interest (X) in the kernel function, (b) example of a kernel
function (Wendland) in 1D.
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The normalization condition is expressed as:

r
Z

f qð Þ dV ¼ 1;

where dV ¼ dq, 2pqdq and 4pq2dq in 1D, 2D and 3D, respectively.

2.1 SPH Formalism Used for the Equations of Fluid Dynamics

In this section are described the equations that govern the fluid dynamics in SPH
formalism which are obtained from the continuous form of each equation using the
methodology shown in the interpolation section.

The equation of continuity described in Lagrangian form is presented in Eq. (8) as

dq
dt

¼ �qr � v: ð8Þ

For particle a we have:

dqa
dt

¼ �qa r � vð Þa: ð9Þ

Using Eq. (6) to evaluate the gradient, it is obtained:

dq
dt

¼ �qa
XN
b¼1

mb
vb
qb

� raWab: ð10Þ

The momentum conservation equation is defined as

dv
dt

¼ �1
q

rPþ gþ v0r2vþ 1
q
r � s; ð11Þ

where the laminar term (v0r2v) is treated as in Eq. (12) and s represents the stress
tensor. The wall shear stress tensor is calculated from the SPH model according to the
Eq. (12) that is completely described in [5].

dva
dt

¼ �
X
b

mb
Pb

q2b
þ Pa

q2a

� �
raWab þ g

X
b

mb
4v0rab � raWab

qa þ qbð Þ r2ab þ g2
� �

 !
vab þ

X
b

mb
sbij
q2b

þ saij
q2a

 !
raWab

ð12Þ
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2.2 SPH Model for Natural Convection

For the numerical simulation the conservation equations of momentum, mass and
energy in Lagrangian formalism are considered:

dq
dt

¼ �qr � v; ð13Þ

dv
dt

¼ �1
q

rPþ l
q
r2vþFB; ð14Þ

dT
dt

¼ 1
qCp

r � krTð Þ; ð15Þ

where q is the density, t is the time, v is the velocity vector, P is the pressure, l is the
viscosity, FB is the buoyant force, T is the temperature, Cp is the heat capacity and k is
the thermal conductivity coefficient.

The motion of the fluid due to the change in temperature is provided by Boussinesq
approximation:

FB ¼ �gb T � Trð Þ; ð16Þ

where g is the gravitational acceleration vector, b is the thermal coefficient of volu-
metric expansion, T is the temperature of the fluid and Tr is the reference temperature of
the fluid.

The momentum, continuity and energy equations can be discretized using the SPH
formalism and gives:

dq
dt

¼ �qa
XN
b¼1

mb
vb
qb

� raWab; ð17Þ

dva
dt

¼ �
XN
b¼1

mb
Pb

q2b
þ Pa

q2a
þC

� �
raWab þ g; ð18Þ

dTa
dt

¼ 1
Cp

XN
b¼1

mb ka þ kbð Þ ra � rbð Þ � raWab

qaqb r2ab þ g
� � Ta � Tbð Þ: ð19Þ

Equations (17)–(18) are coupled by the Tait state equation

P ¼ B
q
qr

� �c

�1
� �

; ð20Þ

where P is the pressure, q is the density of the fluid, qr is the reference density,
B ¼ c20qr=c, c = 7 for liquids and c = 1.4 for gases.
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To consider a change in the reference density qr in Eq. (20) due to the temperature
change, the following model is used by the coefficient of volumetric expansion.

Vf ¼ V0 1þ b Tf � T0
� �� 	

; ð21Þ

where Vf and V0 are the final and initial volumes respectively and Tf and T0 are the final
and initial temperature, respectively. Relating density, mass and volume

q ¼ m
V
; ð22Þ

and substituting the volume from (22) in Eq. (21):

qf ¼ q
1

1þ b Tf � T0
� �

 !
; ð23Þ

in this way the reference density qr ¼ qf is evolved in Eq. (23) at each time step, thus
the fluid tends to the value of a new density when the fluid temperature changes. This
calculation is performed per particle at each time step.

Finally, in Eq. (24) the value of the coefficient of thermal conductivity per particle
is calculated by the following expression

ka ¼ aqf Cp: ð24Þ

where a is the thermal diffusivity coefficient. With the previous model the change of
temperature and density of the fluid affects the coefficient of thermal conductivity
considering a more robust model in comparison with the models that consider constant k.

2.3 The Integration Algorithm, (Verlet)

The values of position, density and speed are updated every time step using the Ver-
let algorithm [6], which does not require multiple calculations for each time step and
has a lower computational load compared to other integration techniques. The Ver-
let algorithm consists of two parts: in the first part, the integration of position, density
and velocity is carried out using Eqs. (25)–(28). The second option of Eqs. (25)–(27) is
applied every certain number of steps (ts � 50). The second option of the algorithm
prevents the results from diverging from the correct solution over time.

vtþ 1
a ¼ vt�1

a þ 2Dt
dva
dt

� �t

each ts � 50 vtþ 1
a ¼ vta þDt

dva
dt

� �t

; ð25Þ

qtþ 1
a ¼ qt�1

a þ 2Dt
dqa
dt

� �t

each ts � 50 qtþ 1
a ¼ qta þDt

dqa
dt

� �t

ð26Þ

Ttþ 1
a ¼ Tt�1

a þ 2Dt
dTa
dt

� �t

each ts � 50 Ttþ 1
a ¼ Tt�1

a þ 2Dt
dTa
dt

� �t

ð27Þ
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rtþ 1
a ¼ rta þDtvta þ 0:5Dt2

dva
dt

� �t

; ð28Þ

Each time step (Dt) reported in Eqs. (25)–(28) is calculated using Eq. (31) to
establish a time step that ensures stability in the simulation. Equation (31) is calculated
from Eqs. (29) and (30). Equation (29) is calculated based on the maximum acceler-
ation in the fluid, that is, the value of the particle with the greatest acceleration is
considered. Equation (30) considers the speed of sound (cs ¼ c0q3) as well as the value
of the viscosity m. In addition, the passage of time is controlled using the Courant-
Friedrich-Levy (CFL) condition [4],

Dtf ¼ mina

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h=

dva
dt

����
����

s !
; ð29Þ

Dtcv ¼ mina
h

cs þmax hvijrij= r2ij þ g2
� ��� ��� ; ð30Þ

Dt ¼ CFL � min Dtf ;Dtcv
� �

; ð31Þ

where h is the smoothing length, mij = mi − mj and η2 = 0.01 h2.

3 Results

For the verification and validation of the mathematical modelling, two concentric tubes
were simulated according to the results shown by Yang and Kong [8], in which the
same ratio of L/Di = 0.8 is considered according to Fig. 2, where in (b) we present the
initial conditions for the validation study cases. In all cases the temperature of the
contours is maintained constant and the only change is the relationship that exists in the
dimensionless numbers of Rayleigh (Ra) and Prandtl (Pr), specifically the value of the
thermal diffusivity of the fluid (a).

Fig. 2. (a) Dimensions of the concentric tube system and (b) Initial conditions for SPH
simulations.
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Ra ¼ gbL3DT
va

;Pr ¼ v
a
:

Numerical simulations for different cases were performed, for Ra = 102 and Pr =
10, Ra = 104 and Pr = 10, Ra = 106 and Pr = 10. In all cases the steady state was
reached and then the isothermal profiles between the concentric tubes were obtained.
Figure 3 shows these results.

These results correspond well with the data reported in [8]. Validation was done
also comparing with experimental data presented in [9]. For this case, Fig. 4 shows the
experimental system studied, which consists of a system of concentric cylinders aligned
horizontally, where the two cylinders are at constant temperature of different magni-
tude, the inner cylinder being the highest temperature, as well as the components used
to maintain the experimental conditions. The external diameter of the inner cylinder is
3.56 cm, with a thickness of 0.51 cm and the inner diameter of the outer cylinder is
9.25 cm, with a thickness of 0.45 cm, which maintains a relation L/Di = 0.8.

Fig. 3. Comparison of the isothermal profile results with DualSPHysics and those reported by
Yang and Kong [8]. From top to bottom we present the cases for Ra = 102 and Pr = 10,
Ra = 104 and Pr = 10, and Ra = 106 and Pr = 10, respectively.
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Figure 5 shows the temperature profiles for one of the water tests above, Ra = 105

taken from reference [9]. The thermic limit layers near both cylinders are well defined,
as is the temperature inversion in the central region [9]. It should be noted that for these
results, the experiment was allowed to reach a steady state, it took at least 8 h for the
circulation of the water.

As it can be seen in Fig. 5, the performed calculations agree in a comprehensive
manner with the experimental data. The analysis of the numerical results is shown in
the Figs. 6, 7, 8 and 9 where distribution of temperature, density, thermal conductivity
and velocity are shown. In the Table 1 the values used in the simulation are reported.

In Fig. 6, the effect that the buoyant force exerts on the fluid is appreciated, when
formingwhat colloquially it is denominated like “plume”.What shows a steady state with
a 1 plume, since four different convection states are identified in numerical simulations,

Fig. 4. Diagram of the experimental facility. (a) Internal cylinder. (b) External cylinder.
(c) Heater. (d) Cooling water channels. (e) Window. (Taken from reference [9]).

Fig. 5. Dimensionless distribution of radial temperature in water for Ra = 2.09 � 105,
Pr = 5.45, L/Di = 0.8. The profiles for h = 0°, 15°, 30°, 90° and 180° were taken from [9]
and compare with the SPH numerical results (red area). (Color figure online)
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state stable with 1 plume (SP1), unstable state with 1 plume (UP1), stable state with n
(n > 1) plumes (SPN) and unstable state with n (n > 1) plumes (UPN). In Fig. 5 a
comparison is made between the results of the simulation carried out in theDualSPHysics
code and the results obtained were published in the reference experiment [9].

Finally, another model was studied. In this case, a two-dimensional case with
analytical solution, which consists on a plate with dimensions L = H = 10 cm and
boundary conditions of constant temperature, T1 = 0 °C. The fluid is at an initial
temperature, T0 = 100 °C [10]. Figure 10 shows the problem to be solved, with the
spatial domain established together with the boundary conditions and the initial
conditions.

In reference [10] the problem was simulated with a number of particles SPH,
N = 1600, as shown in Fig. 11. The numerical results obtained for different instants of
time are presented in Fig. 12.

Table 2 shows the parameters used in the second simulation and the Fig. 12 shows
different time instants of the simulation, which show the temperature distribution in the
established domain.

The final test show that the mathematical modelling and its solution using the SPH
method presents good accuracy for simple cases with analytical solution. Moreover,
when the variable thermal conductivity is applied in the mathematical modelling, the
accuracy increases for values at the center of the solution comparing whit the numerical
results shown by the reference [10].

Table 1. Parameters used in the simulation of concentric tubes.

Parameter Value

Initial distance between particles 0.02 cm
Viscosity (laminar viscosity treatment + SPS) 1 � 10−6 m2/s
Initial temperature of the fluid 278.15 K
Step algorithm Verlet
Kernel Wendland
Simulation time 3.15 s
Temperature of the cold boundary 278.15 K
Temperature of the hot boundary 348.15 K
Specific heat capacity at constant pressure (Cp) 4.1813 kJ/kgK
Thermal diffusivity coefficient (a) 1.84 � 10−7 m2/s
Volumetric expansion coefficient (b) 5.82 � 10−4 °C−1

Boundary particles 17644
Fluid particles 143192

Lagrangian Approach for the Study of Heat Transfer 119



(a) 0 seconds               (b) 1.5 seconds               

(c) 2.25 seconds         (d) 3.15 seconds

Fig. 6. Distribution of the temperature at different simulation times.

(a) 0 seconds             (b) 1.5 seconds            

(c) 2.25 seconds     (d) 3.15 seconds

Fig. 7. Variation of the density at different simulation times.
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(a) 0 seconds          (b) 1.5 seconds                

(c) 2.25 seconds       (d) 3.15 seconds

Fig. 8. Speed profiles at different simulation times.

(a) 0 seconds         (b) 1.5 seconds              

(c) 2.25 seconds           (d) 3.15 seconds

Fig. 9. Change of thermal conductivity at different simulation times.
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Fig. 10. 2D spatial domain with boundary conditions of constant temperature and initial
conditions (Taken from [10]).

Fig. 11. Spatial discretization of the 2D spatial domain using SPH particles.

Table 2. Simulation parameters used in the second simulation.

Parameter Value

Initial distance between particles 0.25 cm
Viscosity (laminar viscosity treatment + SPS) 1 � 10−6 m2/s
Initial temperature of the fluid 373.15 K
Step algorithm Verlet
Kernel Wendland
Simulation time 8 s
Temperature of the boundary 273.15 K
Specific heat capacity at constant pressure 4.1813 kJ/kgK
Thermal diffusivity coefficient 1.0 � 10−4 m2/s
Volumetric expansion coefficient 6.95 � 10−4 °C−1

Boundary particles 81
Fluid particles 1600
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4 Conclusions

Despite being a relatively new method for the solution of fluid dynamics problems, the
SPH method is more flexible and versatile than mesh-based methods. It has been
shown that with the developed tool it is possible to model the heat transfer under
natural convection between two concentric rings like the phenomenon of heat transfer
between fuel rod and inner cladding wall (heat transfer in fuel gap), which is a fun-
damental step in safety analysis of nuclear reactors related to thermal limits. Once the
verification and validation of the model is finished, next step is to expand to a 3D
version of the code in order to be able to perform practical analysis and comparisons
with other numerical models that solve in traditional way the heat transfer in the fuel
elements of a nuclear reactor.
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Abstract. The Civil Protection Department provides assistance to the popula-
tion when minor or major disasters occur. These events happen without
expecting and some of them could affect people using transportation system.
Examples of these types of events are: car crashes, explosions, or some kind of
accident on the road, among many others. That is why, transportation systems
need to consider these types of events to guarantee physical integrity of users. In
these cases, authorities should provide real-time solutions that may reduce
affectations and keep population’s mobility inside a city. That is why, this paper
presents a model for a transportation system that help users to reach their final
destination when a civil protection events occur. In this model, civil protection
authorities can disable a set of stations, users receive a notification and they are
solicited to request for a new path recommendation. This new path will not
contain any of the stations disabled. The model finds a new path recommen-
dation using a non-dominant function trying to balance between two objectives:
Minimize the total riding time and Maximize the distance of the new path
stations from the civil protection event. This model was tested for the city of
Poza Rica, Mexico which has 45 routes and 1024 stations. In this city, an
explosion was simulated and the time to solve all users’ paths is measured.
Software, that implements this model, runs on a Quad-core Intel Xeon processor
8 GB RAM OSX 10.5 computer.
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1 Introduction

Most of the cities in the globe have a civil protection department which is in charge of
planning and management of crisis and incidents taking place within the city. Also, it is
responsible for protecting population against threats of aggression, disasters of all kinds
and catastrophes, environmental threats, monitoring of operations and reporting acci-
dents and preparation of rescue measures and coordination of emergency resources.
Civil protection departments have participated in very well-known events like terrorist
attacks in New York [1], Madrid [2], Paris [3], Jerusalem [4], among others. Also, they
have participated in earthquakes [5, 6], hurricanes [7, 8] and some other critical events.

In Mexico, there are a Civil Protection Authorities (CPA) at federal, state and
municipal levels. They all coordinate the fire departments and they have close contact
with civil organizations for specific cases such as the wild animal life or organizations
specialized in events like floods, earthquakes, among others.

Public transportation might be affected by any civil protection related event from an
obstacle on the road to a major catastrophe. However, the occurrence of these events
should not interrupt the transportation system. In other words, the entire transportation
system should auto-organize as soon as possible to keep serving users even though any
incident occurs in the city.

There is recent research work to help population in case of weather events [9–12] or
seismic events [13], vulcanological events [14], or general emergencies like in refer-
ence [15]. There are also research works related to dynamic reorganization or adap-
tation of the public transportation system to unexpected events, such as [16–23].

Unlike previous research works, this paper presents a model that allows the
interaction of civil protection authorities with public transportation system when an
event occur in the city without the interruption of the entire system. This software has
two main objectives: (1) Avoid user’s exposure to dangerous events and (2) Keep the
users mobility going even if there are these type of events. Details about how these two
objectives are fulfilled are presented next.

The rest of this paper is organized as follows. Section 2 proposes the transportation
system modeling. Section 3 presents the measuring path alternatives; Sect. 4 presents
the system design, implementation and optimization. Section 5 presents the experi-
mental results and, finally in the Sect. 6 some conclusions are presented.

2 System Modeling

This section presents a model to define a public transportation system as a graph with a
set of stations and a set of paths, PTS ¼ GðS;PÞ. In this model, some stations might be
disabled due to civil protection incidents and the entire PTS should be redesigned in
real-time. The model is explained next.

2.1 Defining a Station Sð Þ
A station is a place where users can get on or get off from transportation units. A station
could have a physical space or construction; however, it could also be just a space in
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the road where transportation units can just stop by. Then, the i-th station is defined as:
si ¼ \lat; lng;w; q; d;/[ where:
lat It is the latitude of a specific station.
lng It is the longitude of a specific station.
w It is a sequence of time-schedule for that station.
q This variable is a set of stations that are nearby, i.e., stations which are within a

maximum walking distance.
d It is the distance between the station and the nearest civil protection event.
/ It is the availability of a station. A station is not available when it is overcrowded,

it is under maintenance or some other reason.

To clarify the previous description, the definition of the station s36F is presented
next.

s36F ¼ \20:03458;�96:23454; 07 : 15; 08 : 12; 09 : 34; 10 : 19; 11 : 27; 12 : 16ð Þ; 20Q; 36R; 2Mf g; 0; 1[

2.2 Defining a Path Pð Þ
A path is a sequence of stations where users can go from an initial station to a final one.
In other words, a path is considered as valid if it can take a user from an initial to a final
station. However, this model considers that a path could start from the initial station or
any other one which is nearby the initial. Similarly, a path ends in the final station or
any other one which is nearby the final.

This model is non-deterministic, then, any station could have multiple options
where users can go from a specific station. Thus, a sequence is considered as valid
when the sequence arrives to a final station or some other one which is nearby the final.
Under this perspective, a path can be defined as follows:

P ¼ S;V ; f ; I;Fð Þ ð1Þ

S It is a set which contains all stations in the PTS. Example S ¼ s1; . . .; snf g.
V It is a set of input sequences that helps to select the next station when there are

several options to choose.
f It is a function that decides which is the next station to go.

f : S� V � 0; 1f g ! ST , where T is a time stamp.
I�S It is a sub-set of stations considered as initial, i.e., where user starts the journey.
F�S It is a sub-set of stations considered as final, i.e., where user ends the journey.

2.3 Example of the Model Execution

In this section, let’s review an example of a PTS that implements the model defined
above. Figure 1 shows a PTS which contains ten stations. User wants to travel from
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station s1 to station s10; let’s also define four input sequences: A = (1,0), B = (0,1),
C = (1,0,0), D = (0,1,0), E = (0,0,1), F = (1,0,0,0), G = (0,1,0,0), H = (0,0,1,0),
I = (0,0,0,1). The results of the model for each input string is presented next.

PTS = ðfs1; s2; s3; s4; s5; s6; s7; s8; s9; s10g; PÞ

Input sequence: V = (A, H)
The execution of the model shows the following evaluation of the function f :

1. f ðs1;A; 1Þ ¼ s2; 10 : 30f g
2. f s2;H; 1ð Þ ¼ non defined
3. output : error

Evaluation shows an error due to the function f s2;H; 1ð Þ is not defined then the model
rejects the path as a valid path to go from station s1 to s8.

Input sequence: V = (B, G)
Running the model using the input sequence produces the following output.

1. f ðs1;B; 1Þ ¼ fs3; 05:32g
2. f ðs3;G; 1Þ ¼ s8; 08 : 37f g
3. s8 2 F
4. output : acepted:Path ¼ s1; s3; s8ð Þ

Fig. 1. Portion of a public transportation system with ten stations where it is possible to travel
from station fs1g to stations fs6; s7; s8g.
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3 Measuring Paths

This section presents how each path is evaluated in order to select the path more
suitable for the user where two objectives are balanced: total traveling time and dis-
tance between station and the civil protection event. The definition of these two
measures is presented next.

3.1 Total Traveling Time in Paths ðTtotalÞ
This variable measures the time spent by a user when riding the transportation system.
This variable considers two values: time on-board ðTtravelÞ and waiting time ðTwaitÞ.

Ttotal ¼ Ttravel þ Twait ð2Þ

Time on-board ðTtravelÞ. This value is the time that user spends using the trans-
portation system. This time is the summation of all times defined in the function f
for each trajectory from one station to the next one. For example, Ttravel s1; s2; s4ð Þ ¼
10 :30þ 08 :23 ¼ 18 :53.

Waiting time ðTwaitÞ. It is the difference between the current time and the next
scheduled time ðwÞ for a transportation unit to arrive to a station.

3.2 Distance Between Station and Events Tð Þ
When there is an event that affects the transportation system, the stations which are
nearby the event have to be disabled. All stations which are disabled are contained in
the set D ¼ sa; . . .; szf g; where D�S. For example, let’s assume that a civil protection
event has occurred for the transportation system defined in Fig. 1. Then D ¼ fs3; s8g is
the set which contains all stations affected. In this case, all evaluations of function f that
consider the disabled stations have to be temporary disabled. In this case, the resultant
transportation system is described in Fig. 2.

Fig. 2. Modified transportation system when there has occurred a civil protection event that
affected the stations D = { s3; s8}.

Public Transportation System Real-Time Re-organization 131



Also, 8si 2 S in P0 has to compute the distance between each station and the civil
protection event ðdiÞ. Then, the distance between the path and the event is the MinðdiÞ.
When the event has finished, D ¼ ; meaning that all stations are now available again
and all di ¼ 0 (See Fig. 3).

4 System Design

This section presents the design details of a distributed computer system to allow civil
protection authorities to issue an alert to all users of the transportation user. Once the
alert has occurred, users are forced to redirect their trajectory to avoid areas where
unexpected incidents have occurred in the city. This model is implemented in under
client-server software architecture (see Fig. 4). Details of this implementation are
described next.

4.1 Client Modules

This software has two client modules: (1) ‘User oriented’ software client. This module
is used to keep interact users when incidents occur. Also, the module allows users to
solve their path-planning requests. (2) ‘Civil protection authority’ (CPA) software
client. In this module, civil protection authorities can disable or enable stations in the
transportation system. This module does not allow direct communication with users or
with transportation units.

4.2 Server Module

Software architecture considers two server modules as can be seen in Fig. 4 called:
User and CPA servers. The functionality for each server is described next.

(1) User server. This server computes the total traveling time (Ttotal) for each path-
planning and the distance between stations and events (C).

Fig. 3. Graphical description of (a) occurrence of an unexpected event, (b) total time to
complete the journey (Ttotal). (c) The path distance from the event (C).
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(2) Civil protection authority (CPA) Server. This server takes care of all operations
related to activating or deactivating stations. These operations are done when a
request is received from client-side software. This server receives a JSON con-
taining the geo-positions of the affected area and it computes the distance between
the geo-position of the affected area and all the stations in the transportation
system.

5 Implementation and Preliminary Results

This section presents results of the model implementation presented in this paper. The
client-usermodule is implemented as amobile application forAndroid 4.4 or higherwhile
the server-user module is implemented in Java 8. The CPA-user module is implemented
as a Web + JavaScript application while the CPA-server version is implemented in Java
8. The database is implemented with the MySQL administrator 5.7.24.

This software is being tested in the city of Poza Rica, Mexico where there is high
probability of an explosion due to the presence of oil, gas and energy companies. This
transportation system contains 45 taxi and bus routes with 1,024 stations in total. The
entire transportation system contains a total of 1,048,576 trajectories available to go.
This algorithm first solves the problem of finding a path to travel from the initial to final
station using the R-Library called and the function which implements a
genetic algorithm. This algorithm need to minimize the two objectives: Min (w) and
Min (d). Figure 5 shows how the execution time reduces when increasing the number
of processes in R using the function.

The paths recommended by the genetic algorithms are stored in the vector called
. This vector is filled after the execution of the function R-function. For

instance, this vector contains the sequence of stations to complete the path and the
values of the functions c and d. Once the path is defined then a review process
eliminates all paths containing the stations disabled, then, finally the remaining paths
are presented as a result.

Fig. 4. Client-server software architecture.
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Figure 5 shows the execution time for the algorithm varying the number of cores in
the R-function. As expected, the execution time is reduced significatively
when augmenting the number of available cores. This algorithm runs on a Quad-core
Intel Xeon processor 8 GB RAM OSX 10.5 computer.

6 Conclusions

This paper presents the definition and implementation of an algorithm to disable paths
of a transportation system when unexpected events occur in a city. When one of these
events occurs, the city authorities must take care of the population by keeping users
away from the affected area but at the same time the city must continue with their
mobility in the most regular way. This paper considers events such as explosions,
accidents, floods, tree falls due to strong winds, etc. In all cases, the authorities must
react in a matter of minutes to avoid affecting the civilian population.

The results presented shows that it is possible to run this algorithm in a regular
computer with desired results. Even more, this algorithm allows civil protection
authorities re-adjust the PTS under five minutes with more than 50,000 users. These
results, of course, will change varying the geoposition of the incident and the amount of
users in the PTS. However, these results bring hope to authorities to provide a more
reliable and secure transportation system.
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Fig. 5. Execution time of processing deactivating trajectories request in the PTS of the city of
Poza Rica, Mexico.
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Abstract. Public transportation systems (PTS) should not only guarantee the
mobility of users in the city but also, it should guarantee users health during
trips. For example, users with health problems such as: high blood pressure,
migraine, fever, asthma, back pain, dizziness, among others could be affected in
their health when using the system in extreme weather conditions. This paper
proposes an algorithm that makes path recommendations maximizing protection
to weather conditions and minimizing the total traveling time until reaching the
final destination. This paper presents the execution of this algorithm for thou-
sands of user requests running on a Quad-core Intel Xeon processor 8 GB
RAM OSX 10.5.

Keywords: Smart-cities � Transportation � Path-planning � Health � Extreme
weather

1 Introduction

In recent years, most cities have intense weather patterns; this trend seems to continue
the next coming years. Some of these patterns are: torrential rains, heat waves, intense
cold, strong winds, among others. These patterns are beginning to be a common
phenomenon on several cities around the world. This tendency is so evident that
international organizations such as the United Nations [1], UNESCO [2] and the
European Union [3] contemplate this issue directly in their work plans.

In particular, the Mexican Federal Government analyzes climate change, and its
effects, on Mexican inhabitants through the National Institute of Ecology and Climate
Change [4]. This institute has several studies on the effects of climate change in
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different sectors in Mexico [5]. Government policies on this issue has been strength-
ened over time. These policies have been included in several free trade agreements
between Mexico and other countries to prevent environment deterioration. Such is the
case of the USMCA trade agreement with the United States of America and Canada
[6]. All these international policies let us see that climate change and its impact on the
population should be considered as a priority. That is why, the population in urban
areas must adjust their daily lives to these extreme weather conditions.

Consider the case of people with health problems such as high blood pressure,
fever, migraine, allergies, asthma, back problems, diabetes, etc. This sector of the
population could be affected when they are exposed to extreme weather conditions. For
example, people with respiratory problems should not be exposed to sudden changes in
temperature; the same goes for people with diabetes, who should not spend a lot of time
without checking their glucose levels. Even elderly people how could be affected when
seated for long periods of time.

Public transportation users are vulnerable to weather when they are on board at
buses, taxis, subway, etc., or when they walk between transfer stations. This is why,
public transportation authorities should consider reducing the exposure of users to
climatic events that put their health at risk.

This paper proposes a strategy to recommend the use of public transportation that
reduces traveling time; but this strategy also reduces health risks when vulnerable
people are using the public transportation units.

There are several studies about people mobility in public transportation. There are
studies about static travel planning considering different construction techniques
[7–13]. There are also studies about tracking routes in multimodal units [14]. Similarly,
there are studies on dynamic planning [15–17] and analysis of multiple objectives
[18–20]. Moreover, there are studies on user’s mobility who use private transportation
as the one presented in [21]. In addition, there are some studies that present software
architectures based on ontologies that use multiple criteria for decision-making tech-
niques to design a customized route planning system [22–24].

However, this paper presents a different approach because it is oriented to reduce
health problems not provoked by transportation system but provoked by climatic
events. Paper orientation gives another meaning to traveling time minimization, but it
also introduces a proposal on how it is possible to prevent affectations to user’s health
by checking transfer stations.

This paper is organized as follows: in section two, the modeling of the system is
presented. The third section presents how the user protection measurements are
defined.

Section four present the design of the algorithm while section five presents a
parallelization of the Algorithm. Finally, in section six, some conclusions of the utility
of the algorithm as a tool for the protection of public transport users are presented.
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2 System Modeling

In this section, we present a mathematical model of a public transportation system
(PTS) that considers weather conditions in order to make path-recommendations.
PTS = G(S, P) where S is a set of stations and P is a set of paths between stations.
Some definitions are presented next:

2.1 Defining Stations

A station is where users can get on and get off from transportation units. A station is
also a space where users wait until the transportation unit arrives to that location.
Stations could be physical which means that there is a physical construction, or they
could be virtual which means that there is a space used as a station but there is no
construction or special designated space for that station. For this paper, there are two
types of stations: simple stations and transfer stations.

2.1.1 Simple Stations
A simple station, the i-th station in the transportation system at time t, is represented as
sti ¼ ati; b

t
i; e

t
i; di

� �
. Variables are described next:

ati This function retrieves the next scheduled arrival of a transportation unit to the i-th
station at time t. For instance, a09:1517E retrieves the next scheduled-time when a
transportation unit would arrive to the station 17E. When current time is 09:15 h
then the value of a would be a ¼ 09:23 h; while a15:3517E ¼ 15:57. These values are
statically assigned to each station.

bti This function retrieves the number of users in the i-th station at time t. For
instance, b16:2417E retrieves the number of users already present at station 17E at
16:24 h; then, an answer would be b ¼ 28 while b20:1817E ¼ 52. These values come
from statistical analysis done at each station in the PTS.

eti This function retrieves all stations nearby the station sti under some criteria of
proximity. For example:

e08:46i ¼ f s08:4620F ; 65
� �

; s08:4611H ; 70
� �

;\s08:468C ; 120[g

These values are statically assigned to each station in the PTS.
di This variable is the adaptation of the i-th station to extreme weather conditions.

This value comes from a checklist applied to that particular station which
contributes to rate how well adapted is that station to extreme weather. For
instance, if the station has roof, walls, sits, or it is adapted to avoid floods, it is
near to a safe place, etc. All features previously described make a station has a
better protection rate 0� di � 1.

With these previous definitions, it is possible to define a set of stations in the entire

transportation system. This set is defined as S ¼ st1; s
t
2; . . .; s

t
g

n o
where g ¼ Sj j is the

number of stations in the PTS.
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2.1.2 Transfer Stations
A transfer station is a tuple defined as: ut

xy ¼ \stx; s
t
y;wxy; rxy; s[ and it is required

when users need to change transportation units to continue their journey. The
description of its elements is presented next.
stx�S This is a station where users get off from a transportation unit.
sty�S This is a station where users wait until they get on a transportation unit in order

to continue their journey.
wxy It is the time users spend when walking from station stx to station sty.
rxy It represents the level of protection of a transfer station to extreme weather

conditions 0� rxy � 1. When considering a transfer station with station stx and
station sty, then, rxy ¼ dx þ dy

� �
=2.

s The status of a transfer station is represented as s ¼ 0; 1f g where

s ¼ 0; the transfer station is not � available
1; the transfer station is available

�

After these definitions, the set of all transfer stations in the transportation system is

defined as: H ¼ ut
ab; . . .;u

t
yz

n o
where w ¼ Hj j is the total number of transfer stations.

2.2 Defining Path Recommendations

Public transportation system has two types of paths: simple paths and complex paths
recommendations. The details of their definition are presented next.

2.2.1 Simple-Path Recommendation
A simple path in the transportation system is a sequence of stations needed to travel
from one station to another. They are represented as: ptaz ¼ sta; . . .; s

t
z

� �
where sta is the

beginning of the path and stz is the final destination. The number of stations in the path
is defined as: l ¼ ptaz

�� ��; 0\l� g. If the station stz is the next station from sta then
l ¼ 1. If user requires two stations to travel from sta to stz then l ¼ 2 and so on.

The set containing all paths in the transportation system is defined as:
P ¼ pt12; . . .; p

t
wz

� 	
. The number of paths in P is defined as ¼ Pj j.

2.2.2 Complex-Path Recommendation
A complex path is a sequence of two or more simple paths joined by transfer stations.
They are represented as follows: /t

az ¼ sta; . . .;u
t
mn; . . .; s

t
z

� �
. The entire complex path

could be disabled if at least one transfer station is disabled ðs ¼ 0Þ.

2.3 Flexible Path Recommendation

Under this public transportation model, it is possible that a transfer station could be
disabled ðs ¼ 0Þ when the number of users exceeds its capacity, or a transportation
authority decides to disable it. So, in other to make the transportation system more
flexible, the model finds additional paths starting or finishing in alternative stations.
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These additional paths are added to the original set of paths and the system now has to
find an optimal recommendation considering all possible paths.

To clarify this concept, let’s present an example. Be ptij the path needed to be more
flexible. To make this happen, it is necessary to find all stations which are nearby the
initial station ðstiÞ. This set of stations could be I ¼ fst1; st2; st3g. Also, it is necessary to
find all stations which are nearby the final station ðstjÞ; this set of stations could be
F ¼ fsta; stbg. Thus, a set of alternative paths to the original path ptij could be defined as

follows: etij ¼ pt1a; p
t
1b; p

t
2a; p

t
2b; p

t
3a; p

t
3b

� 	
. Therefore, E ¼ etab; . . .; e

t
yz

n o
defines a set

of alternative paths in the transportation system. From this perspective, if a path is
disabled for some reason, then, the transportation system has some alternative paths
still to consider.

3 Measuring User Protection

In this section, it is defined how the transportation system could protect users from
extreme weather conditions. There are two variables to consider: total traveling time
and user protection in transfer stations. The definition of them is presented next.

3.1 Total Traveling Time in Paths Ttotalð Þ
The total traveling time is a variable that counts the amount of time that a user spends
in the transportation system. This variable considers three values: time on-board
ðTboardÞ, walking time ðTwalkÞ and waiting time ðTwaitÞ.

Ttotal ¼ Tboard þ Twalk þ Twait ð1Þ

• Time on-board ðTboardÞ. This value is the time that user spends on board of a
transportation unit.

• The walking time ðTwalkÞ. This variable is the time needed to walk from the final
station of the first path to the initial station of the next path.

• The waiting time ðTwaitÞ. It is the difference between the current time and the next
scheduled time for a transportation unit to arrive to a transfer station.

The computation of Ttotal varies when a path is simple or complex, more infor-
mation on these variations are shown next.

3.2 For Simple Paths

Let’s define ti iþ 1ð Þ as the time spent by users when traveling on transportation units
from station sti to the immediate next station stþ 1

iþ 1. Then, the time ðbijÞ spent by users
traveling in a path ðptazÞ could be defined as follows:

Multi-Objective Evolutive Multi-Thread Path-Planning Algorithm 141



bij ¼
Xn

i¼1
ti iþ 1ð Þ ð2Þ

Then, for simple paths like ptaz ¼ sta; . . .; s
t
z

� �
, Tboard is computed as the time spent

in the path ptij without leaving the transportation unit. Thus, Tboard ¼ bij; Twalk ¼ 0
because the user does not need to walk during the travel.Twait ¼ ata; where ata is the
time spent by users waiting at the initial station sta.

3.3 For Complex Paths

In case of a complex path, like the following: /t
az ¼ sta; . . .;u

t
mn; . . .;u

t
wy; . . .; s

t
z


 �
, the

time on-board ðTboardÞ is the summation of the time to ride the three paths: ptam, p
t
nw,

ptyz.Then

Tboard ¼ bam þ bnw þ byz ð3Þ

The value of Twalk considers the walking time inside the transfer station ut
mn to go from

station stm to station stn and inside the transfer station ut
wy from station stw to station sty.

Then, this variable is computed as follows:

Twalk ¼ wmn þwwy ð4Þ

Finally, the waiting time ðTwaitÞ considering the transfer stations ut
mn;u

t
wy is defined as

Twait ¼ aa þ an þ ay where aa is the waiting time at station sta, an is the waiting time at
station stn and, ay is the waiting time at station sty.

3.4 Defining the Total User Protection ¤ð Þ
The value of the total user protection variable is computed considering the protection to
extreme weather that each transfer station.

3.4.1 For Simple Paths
Considering the path ptaz ¼ sta; . . .; s

t
z

� �
then � ¼ da where da is the protection of the

initial station sta.

3.4.2 For Complex Paths

Let’s again consider the complex path : ptaz ¼ sta; . . .;u
t
mn; . . .;u

t
wy; . . .; s

t
z


 �
, this path

has two transfer stations and each station has a value for adaptation to extreme weather
defined as: rmn and rwy. Also, da is the protection of the initial station sta. Then, total
user protection is defined as follows:

� ¼ da þ rmn þ rwy ð5Þ
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4 Path Selection Algorithm

This section shows the algorithm to recommend a path in the transportation system that
considers ax �f g;Min Ttotalf g (See Table 1).

Experimentation for this algorithm considers the city of Poza Rica’s public trans-
portation system (PR-PTS). This system has 45 routes, 1024 stations and a total of
1024 � 1024 paths where users can travel from a station to any other station in
the PTS.

Using this PTS, the algorithm has to select a path that fulfils both objectives:
Max �f g;Min Ttotalf g. In order to explain how the algorithm works, a pair of stations
from PR-PTS are selected.

Initial station: station [A-EB500] named “Civic Plaza” belonging to route [RB03-A]
“Downtown – November 20th”.

Final station: station [B-EB196] named “Gas station Lopez” belonging to the route
[RTX05-B] “Technologic - Downtown”.

This pair of stations have three paths in the PR-PTS to take users from initial station
to final station. However, the initial station has thirteen nearby stations and the final
station has four nearby stations. Thus, the algorithm considers 3 solutions for user-
selected initial and final stations; but there are also (13 * 4) alternative solutions.

Each alternative path which consist of an alternative initial station and an alter-
native final station. In the case of the PR-PTS has 10 possible paths in average. Thus,
the algorithm has to decide an optimal path that satisfies both objectives:
Max �f g;Min Ttotalf g between 3 + [(13 * 4) * 10] = 523 possible solutions.

Table 1. Algorithm to select a path recommendation using evolutive computing.

1.
2. For all with initial station , and final station .
3. For all
4. If  then 
5. status=0
6. end if
7.     end for
8. if status 
9.
10. Compute 
11.         Store path in vector 
12. Increment in all transfer stations at time t. 
13. end if
14. end for
15. Select a path from that fulfills both objectives: . 
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Figure 1 shows the evaluation of all 523 possible paths to travel from initial station
to final station. X-axis considers the total time ðTtotalÞ spent by user in the PR-PTS and
y-axis considers the protection value ð� Þ of a path for user sensitive to extreme weather
conditions.

Figure 2 shows the Pareto front of paths that fulfills both objectives: Max �f g;
Min Ttotalf g.

5 Algorithm Parallelization

This section presents the parallelization of the requests for path recommendations made
by public transportation users. For example, Fig. 3 shows the time spent the compu-
tation of selecting a path recommendation for 2, 4, 8, 16 thousands of users. As can be
seen, the algorithm is time consuming. However, Fig. 4 shows how processing time
can be reduced when using concurrent programming. Distributing tasks between the
processing elements is a well-known technique for reducing computation time.

Fig. 1. Evaluation of all possible paths
going from initial to destination stations.

Fig. 2. Paths that fulfills both objectives:
Max �f g;Min Ttotalf g.

Fig. 3. Finding an optimal path for 2, 4, 8,
16 thousand PR-PTS concurrent users.

Fig. 4. Optimization of the algorithm using
distributed computing.
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6 Conclusions

This paper presents a research oriented to help people sensitive to extreme weather
conditions such as: elders, pregnant women, children, etc. This research involves an
algorithm that makes path recommendations considering the minimum time needed to
travel from one station in the PTS to another one. At the same time, the algorithm
considers maximizing the user protection against extreme climate conditions.

The algorithm considers all paths possible including alternative paths to departure
from stations which are nearby the initial station or arrive to a station which is nearby
the final station. Once all paths are defined, then, the algorithm uses a non-dominant
function to decide which path better fulfills bi-objective criteria to maximize user
protection and minimize the total time users spend in the transportation system.

This paper also shows how to improve the algorithm performance by distributing
the requests for path recommendations between several processing units.
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Abstract. Cities host more than half of the population in only 2% of the earth’s
surface and consume 75% of the resources extracted from the planet, this abrupt
demographic growth in urban areas has worsened the level of pollution in the
city, as well as the problems of road congestion. Therefore, smart cities propose
the incorporation of technologies to optimize the use of existing infrastructure
and thus, achieve a sustainable and inclusive city. In this context, we propose an
optimization method based on a multi-objective cellular genetic algorithm to
determine an adequate routing of vehicles that allows to diminish the environ-
mental impact in highly concurred areas, while providing alternative routes that
minimize the associated costs of moving from one place to another, this under
the premise that not always the shortest path represents the best solution.
The presented algorithm simultaneously minimizes three important objec-

tives: the time, the amount of pollutants emitted and an environmental penalty,
where the latter represents the implicit cost of moving through a certain segment
of the map. That is, an approximate set of Pareto is obtained, which contains
alternative routes that avoid traveling through areas with a high degree of pol-
lution and that, in turn, minimize the time and quantity of emissions when
traveling through a certain network of routes. Our experimental analysis based
on several quality indicators, like Hypervolume and Spread, shows a competi-
tive performance of the proposed approach in terms of convergence and
diversity, this with respect to NSGA II and SPEA2, well-known multi-objective
algorithms in the literature.
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1 Introduction

The cities are considered elementary pieces for the future, since they play a prepon-
derant role in socio-economic aspects of the whole world, these urban areas host more
than half of the population in only 2% of the earth’s surface, but they consume 75% of
the resources that are extracted from the planet [1]. This abrupt demographic growth in
urban areas lead to a wide range of problems such as difficulties in waste management,
lack of resources, environmental pollution, human health problems, road congestion,
among many others [2], for this reason thinking of sustainable urban development is a
discussion that has received constant attention from researchers for several years.

In this way, smart cities (SCs) propose the incorporation of technologies for the
cohesion of all aspects that involve social, institutional and infrastructure problems in
an urban ecosystem [3]; areas as diverse as civil administration, education, health
services, public safety, housing, energy, transport, and logistics, can be improved,
interconnected and made more efficient thanks to the incorporation of technology [4].
SCs allow reducing costs, making responsible use of resources and encouraging the
active participation of citizens in decision-making processes, to achieve a sustainable
and inclusive city.

The main challenges for cities on urban mobility are often related to the inability of
public transport systems to satisfy needs of a growing number of users [5], as well as
the inefficiency of infrastructure in urban areas. However, since modifying the existing
commercial infrastructure represents a high monetary cost, it has been chosen to apply
various computational intelligence techniques for the generation of management
solutions, such as the introduction and application of variable speed limits, the
imposition of differentiated prices for roads, or the optimization of the time in traffic
signals, all this to improve in some way the performance of the existing road network.

Due to its potential to improve road safety, reduce traffic congestion and improve
the mobility of people and goods, Intelligent Transport Systems (ITS) or “Smart
Mobility” have generated considerable enthusiasm in the scientific community [6]. In
addition to safety and mobility, ITS play an essential role in the reduction of pollutants,
as well as to the decrease in energy consumption [7]. However, in many cases these
objectives conflict, so a single solution that simultaneously optimizes all the objectives
does not exist. The solution consists of a set of non-dominated solutions, called Pareto
front or Pareto optimal set. In most cases, for NP-hard problems, its calculating is
impractical. It can contain an infinite number of non-dominated solutions. Therefore,
the goal is to obtain a good approximation of the real Pareto front in a computable time.
Heuristics and metaheuristics are a popular class of algorithms to find a high-quality
solution for Multi-objective Optimization Problems (MOPs) [8].

In this paper, we propose an optimization method based on a multi-objective cel-
lular genetic algorithm to determine an adequate routing of vehicles that allows to
diminish the environmental impact in highly concurred areas, while providing alter-
native routes that minimize the associated costs of moving from one place to another,
this under the premise that not always the shortest path represents the best solution. The
presented algorithm simultaneously minimizes three important objectives: the time, the
amount of pollutants emitted and an environmental penalty, where the latter represents
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the implicit cost of moving through a certain segment of the map. That is, an
approximate set of Pareto is obtained, which contains alternative routes that avoid
traveling through areas with a high degree of pollution and that, in turn, minimize the
time and quantity of emissions when traveling through a specific network of routes.

This paper is structured as follows. The next section briefly reviews related works,
models, and algorithms for vehicle routing problems. Section 3 presents the formal
description of the vehicle routing problem to be addressed. Section 4 introduces multi-
objective evolutionary algorithms (MOEAs), and the proposed MOEA to solve the
problem. Section 5 reports the experimental evaluation, including a comparison against
multi-objective evolutionary algorithms commonly used in the literature. Finally,
Sect. 6 formulates the conclusions of the paper and future work.

2 Related Work

This section presents a brief overview of models and algorithms for vehicle routing
problems and their derivatives. Given the nature of the problem, most of these works
are based on computational intelligence techniques to improve solution.

The Vehicle Routing Problem (VRP) was formulated as a mathematical pro-
gramming model by Dantzig and Ramser [9]. Later, in 1964 Clarke and Wright pro-
posed a seminal heuristic method [10]. In 1981, Lenstra and Kan [11] demonstrated
that VRP is NP-hard. Since then different models and algorithms have been developed
for related problems, most of these works are based on models proposed a few decades
ago, where when applying computational intelligence techniques it has been possible to
find approximate solutions in a computable time.

Real-time traffic information has been a key factor for the VRP [12], where ITS
have been introduced to take advantage of the data in real time by providing reasonable
routes [13]. Regulations on vehicles and access times have been enacted to reduce air
or noise pollution, and control traffic flows in urban areas [12].

A common problem in these systems is finding an optimal route that minimizes the
costs of going from one place to another. However, in most cases, the shortest path is
not always the best solution, from user satisfaction point of view. Under this premise,
mono-objective approaches present a notable disadvantage with respect to multi-
objective approaches; this is their inability to optimize more than one aspect at a time
when offering solutions to the problem. On the other hand, given the magnitude of the
search space when dealing with realistic and highly non-deterministic instances such as
road networks today, the exact algorithms do not seem to be viable, since the main
objective is to find potential solutions in times computationally reduced. Therefore,
techniques such as simulated annealing, taboo search or genetic algorithms are com-
monly implemented methods to solve this particular problem.

In this way, techniques for solving combinatorial problems can be classified into
two main categories: exact and heuristic algorithms. The exact algorithms guarantee to
find the global optimum solved. Heuristics and metaheuristics are more efficient and
flexible, and allow approximate global optimum in computable time.
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2.1 Exact Methods

The Dijkstra algorithm is one of the exact algorithms based on the tagging method,
which is to find the route with the lowest cost (usually refers to the shortest route) from
a node to all nodes in a network of routes. Its computation complexity is O n2ð Þ where n
is the number of nodes in the network [14]. Also, other algorithms such as Floyd-
Warshall [15], Bellman-Ford-Moore, incremental graph, threshold, topological order-
ing, among others, also used to find the shortest path.

Pallotino and Scutellà [16] stated that transportation problems often offer com-
pensation between two or more objectives, for example, minimizing the time of arrival
at a final destination and the cost of the route. Müller-Hannemann and Weihe [17]
reported on a railway routing problem that faces a compromise between the monetary
cost and the travel time. In these cases, it is necessary to find a set of solutions that take
into account more than one objective simultaneously. Although some of these exact
algorithms have a multi-objective version, when examining a large part of the graph for
the calculation of each of the routes, they present a poor performance in terms of the
computational time required.

2.2 Metaheuristic Methods

Given the magnitude of the search space when dealing with realistic instances, it is
necessary to use heuristics or metaheuristics that allow calculating solutions of
acceptable quality in reasonable times.

Bell [18] applied the metaheuristic method of optimizing ant colonies (ACO) to
minimize the total cost of travel in large instances. ACO approach [19] has been used
extensively to search for the shortest routes, since it is capable of reacting to dynamic
changes in traffic conditions. In the same way, Possel [20] implemented the simulated
annealing algorithm to solve a bi-level optimization problem in which minimizing
externalities are the objectives, and link types which are associated with certain link
characteristics are the discrete decision variables.

Likewise, genetic algorithms (AG) have been widely used for VRP and in general
to solve search problems and combinatorial optimization. They simulate the way
species evolve and adapt to their environment, according to the Darwinian principle of
natural selection. Through these techniques, multiple contributions have been made to
the design of transport networks (topology and routes). In this way, under the premise
that not always the shortest route represents the best solution Chakraborty [21] pro-
posed a genetic algorithm where it is possible to choose routes with respect to different
criteria, such as road congestion, environmental problems or comfort of handling, this
despite an implicit increase in the resulting cost.

Fagúndez [22] proposed to minimize the total cost of travel in the problem of
distributing a group of passengers traveling from the same origin to different desti-
nations in several taxis.

Sharma [23] implemented a multi-objective evolutionary algorithm to solve a
transportation network design problem when the planner is environmentally conscious
and thereby tries to minimize health-damage cost due to vehicular emissions along with
total system travel time while performing optimal capacity expansion.
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3 The Multi-objective VRP

This section introduces the vehicle routing problem with an environmental penalty and
its mathematical formulation as a multi-objective optimization problem.

3.1 Problem Description

VRP models a realistic scenario, where a set of vehicles, located in different points of
origin decide to move to different destinations. The optimization problem consists of
properly routing these vehicles under the premise that not always the shortest path
represents the best solution, this from the point of view of user satisfaction. In this way,
it is required to minimize three important objectives simultaneously: time, the amount
of pollutants emitted and an environmental penalty, where the latter represents the
implicit cost of moving through a particular segment of the map. That is, an approx-
imate set of Pareto must be obtained, which contains alternative routes that avoid
traveling through areas with a high degree of pollution and that, in turn, minimize the
time and quantity of emissions when moving through a network of routes.

3.2 Mathematical Formulation

The mathematical formulation of the VRP considers the following elements:

• Let G V ;Eð Þ be a connected graph representing the underlying topology of a route
network, where V ¼ 1; . . .;mf g is the set of intersections (vertices) and E ¼
f i; jð Þji; j 2 V ; i 6¼ jg denotes the set of connections (edges) between vertices in G.

• Let eij ¼ dij; vij; contij; pij; inclij
� �

the connection between the vertex i and the
vertex j, which has five non-negative values associated with it, dij; vij; contij, pij and
inclij, which denote the distance, maximum speed allowed, environmental pollution,
environmental penalty and inclination of the route i; jð Þ 2 E.

• A set of vehicles B ¼ b1; ::; bnf g, where bk ¼ bk; sk;mk;FTkf g, bk the coefficient of
fuel consumption, sk the speed (constant), mk the weight and FTk the traction force
of the vehicle bk, for k ¼ 1; . . .; nf g.

• A subset of start vertices Vbk
in �V and a subset of target vertices Vbk

out�V :
• tbkij ¼ dij=sk represents the time required to travel the edge eij for the vehicle bk,

where sk � vij.
• A route rbkab for each vehicle bk 2 B composed of adjacent edges rbkab ¼

ea1; e12; . . .; ezbh i where e 2 E and lab represent the length of the route rbkab.
• Let Tbk

ab ¼
P

i;jð Þ2rbkab
tbkij the time to travel the route rbkab for bk.

• Let Pbk
ab ¼

P
i;jð Þ2rbkab

pbkij the environmental penalty when traveling the route rbkab for

bk.
• Let cbkij ¼ tbkij � bk � VSPbk

ij the pollutants emitted of the vehicle bk when going from

the vertex i to the vertex j, where VSPbk
ij ¼ FTk � sk=mk .
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• Let Cbk
ab ¼

P
i;jð Þ2rbkab

cbkij the pollutants emitted of the vehicle bk when traveling the

route rbkab.
• Let T ¼Pn

k¼1 T
bk
ab be the time for all vehicles when traveling the set of routes.

• Let P ¼Pn
k¼1 P

bk
ab be the penalty for all vehicles when traveling the set of routes

• Let C ¼Pn
k¼1 C

bk
ab be the emissions for all vehicles when traveling the set of routes.

It is then sought to identify that set of non-dominated solutions that minimize the
time needed for each of the vehicles to go from the point of entry to the exit point,
while minimizing the amount of emissions and the environmental penalty, where the
latter represents the implicit cost of traveling through a certain area in G, thus con-
tributing to the reduction of environmental impact or pollution in that region. There-
fore, it is possible to express the problem to be treated as a scheduling problem,
composed of processors, jobs and optimization criteria, that is:

G Bj jmin T ;P;Cf g

4 Multi-objective Evolutionary Algorithms

This section introduces MOEAs and describes the proposed multi-objective opti-
mization algorithm with an environmental penalty for the vehicle routing problem.

4.1 Evolutionary Algorithms

Evolutionary algorithms (EAs) are nature-inspired search methods that emulate the
evolution process of the species to solve optimization problems. The common
underlying idea behind these techniques is the next: given a population of individuals
within some environment that has limited resources, competition for those resources
causes natural selection. This, in turn, causes a rise in the fitness of the population.
Given a quality function to be maximized, it is possible to randomly create a set of
candidate solutions, i.e., elements of the function’s domain. Then a quality function is
applied to these as an abstract fitness measure [24]. Likewise, most EAs use recom-
bination, mixing information from two or more candidate solutions to create new
individuals as well as a mutation operator to diversify the population.

However, commonly the objectives to be optimized are compromised among
themselves, for example, a solution that reduces traffic congestion will be affected in
the distance to travel to reach the destination position. For this reason, multiple works
have focused on obtaining a set of solutions that balance two or more objectives in
conflict, this through multi-objective optimization algorithms.

MOEAs are a posteriori method based on the principles of EA for optimization
with a single objective. These are an attractive strategy to address multi-objective
optimization problems (POMO) given their ability to work simultaneously with a set of
possible solutions, which can belong to the optimal set of Pareto. Also, said solution set
is possible to achieve in a single execution, unlike a traditional method where solutions
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are found in independent executions. Additionally, these are less susceptible to the
shape and continuity of the Pareto front; that is, they can operate with concave or
discontinuous fronts.

MOEAs are designed taking into account two main goals: (1) approximating the
Pareto front, (2) maintaining diversity instead of converging to a reduced section of the
Pareto front.

In this work, we focus on cGAs, particularly, in the Multi-objective Cellular
Genetic Algorithm (MOCell) [25]. The main feature of this approach is that the pop-
ulation is distributed in a two-dimensional toroidal grid, to then assign a neighborhood
to each individual. A toroidal mesh is used to ensure that all individuals have the same
number of neighbors. MOCell performs this type of population distribution in order to
restrict the number of individuals that can interact with each other, promoting the
exploration of the search space so that genes are transmitted between neighborhoods
without the need for focus only on the best individual of each subgroup, and main-
taining a high diversity due to the “slow” diffusion of the genetic material. On the other
hand, since individuals can only interact with a small group of neighbors, they seek to
encourage exploitation in each neighborhood, using the ranking and distance stacking
techniques proposed in NSGA-II [26] in each neighborhood and thus promote elitism
when applying genetic operators.

4.2 Encoding and Solution Representation

One of the main challenges when designing an evolutionary algorithm is to represent
the real world within the same algorithm, which means creating a data structure that
represents the characteristics of the problem and its context, which must be designed in
such a way that a computational system can manipulate it. In other words, all the
information inherent to the problem and its context are phenotypes and their codifi-
cation, creates a data structure in an environment of EA that contains the genotypes
[24]. In this way, the generation of a coding that allows adequate mapping of the
phenotype space to that of genotypes is of vital importance in the performance of an
evolutionary algorithm, since it will depend on whether the search is executed in the
entire space of possible solutions or in a subset of it.

When this type of metaheuristics is applied to the problem of vehicle routing or in
general to the design of transport networks (topology and routes of the routes) the usual
scheme of an EA changes, due to difficulties such as: (a) a route may contain a number
of node variables, where its maximum dimension is n� 1 for a graph of n nodes, and
(b) a random sequence of edges usually does not correspond to a valid path [27]. To
address these problems, we adopted an indirect approach proposed by Gen et al. [27],
which mainly consists of coding certain guide information to build a route, instead of
the route itself. As is well known, a gene in a chromosome is composed of two factors:
the locus, that is, the position of the gene located within the structure of the chro-
mosome, and the allele, that is, the value that the gene takes. In this coding method, the
position of a gene is used to represent the node ID, and its allele is used to represent the
priority assigned to that node [28].

The illustration of the priority-based coding and its decoded path to go from vertex
v1 to vertex v4 are shown in Fig. 1 (right), this in terms of the connected undirected
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graph presented in Fig. 1 (left). Initially, it is verified that v2 and v5 have adjacencies
with the initial vertex, which have priorities of 1 and 4, respectively. Since the vertex v5
has a higher priority, it is placed in the route. Subsequently, for v5 there are adjacencies
with v3 and v6, of which v6 has the highest priority, which is included in the resulting
route. Then the set of adjacent vertices is formed for v6 and v7 of them is selected. The
process continues until the target vertex v4 is reached.

The main advantages of the priority-based coding method are: (1) any permutation
of the coding corresponds to a route (feasibility); (2) most of the existing genetic
operators can easily be applied to coding; (3) any route has a corresponding coding
(legality); (4) at most case, there exists one-to-one mapping from encodings to paths
(non-redundancy); (5) any point in the solution space is accessible for genetic search
(completeness) [29].

4.3 Objective Functions and Fitness Evaluation

The optimization problem is formulated with three different objective functions. f1
includes the sum of the time of each vehicle when traveling a route, which is calculated
through the quotient of the distance between the speed of the vehicle in course. f2
represents the sum of the cost generated by each vehicle when traveling a route. This
cost is given by two factors, the cost produced by traveling the distance of the route and
the environmental penalty, that is, the implicit cost per kilometer of traveling through a
certain area of the map. f3 includes the sum of the pollutants emitted of each vehicle
when traveling a route, given by the vehicle specific power.

4.4 Evolutionary Operators

Genetic operators mimic the process of inheriting genes to create new descendants in
each generation. The use of different genetic operators has a significant influence on the
performance of any evolutionary algorithm.

Start 

End

Fig. 1. A connected undirected graph with eight nodes and 12 edges (left) and an example of
indirect encode (right).
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Population Initialization. Permutations of length m are randomly generated, where m
is the number of nodes in G. Subsequently, the individuals are distributed in a toroidal
grid of cells (see Fig. 5).

Selection. A tournament selection is chosen to select the parents (two individuals
survive) in the neighborhood of the studied individual.

Recombination. By making use of an indirect coding, it is possible to apply any
recombination operator for permutation chromosomes, this without affecting the
validity of the resulting path. In this sense, an order crossover was used. In this genetic
operator, are chosen two crossover points at random, and copy the segment between
them from the first parent (P1) into the first offspring. So, starting from the second
crossover point in the second parent, the remaining unused numbers are copied into the
first child in the order that they appear in the second parent (see Fig. 2).

Mutation. Given the nature of the VRP, we look for a mutation operator that allows
making specific changes in the chromosomes, so that the resulting route changes only
the direction of one of its edges. For this reason, in this paper, we propose to make use
of the swap mutation in the implementation of the MOEA, which basically consists of
randomly selecting two positions (genes) in the chromosome and exchanging their
values (see Fig. 3).

Figure 5 illustrates the behavior of the performed implementation.

Fig. 2. Example of order crossover (CX) [24]

Fig. 3. Example of swap mutation [24]
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5 Experimental Results

5.1 Quality Indicators

In the literature, a large number of metrics have been proposed to evaluate the per-
formance of MOEAs [30]. In this paper, we apply several of them with the purpose of
evaluating the results obtained from proposed MOEA and in turn, compare their
performance concerning other algorithms commonly used in the literature, this in terms
of convergence and diversity of the set of non-dominated solutions found for the
vehicle routing problem.

In this way, we have chosen the Hypervolume (IHV ) to assess these two criteria
together and Spread (ID) to evaluate the dispersion of a non-dominated solution set.

On the other hand, given the optimal Pareto front (PF) is not known for the
problem instances studied, we use an artificial Pareto front (PFa), which is built by
merging all the Pareto front approximations computed by the tested algorithms in every
independent run into one single front.

Hypervolume (IHV ) [25]. This quality indicator calculates the volume covered by
members of a non-dominated set of solutions PF for problems where all objectives are
to be minimized. Mathematically, for each solution i 2 PF, a hypercube vi is con-
structed with a reference point W and the solution i as the diagonal corners of the
hypercube. The reference point can simply be found by constructing a vector of worst
objective function values. Thereafter, a union of all hypercubes is found and its
hypervolume (IHV ) is calculated:

IHV ¼ volume
[PFj j

i¼1

vi

 !

Spread (ID) [25]. ID is a diversity indicator that measures the extent of spread
achieved among the obtained solutions. It is defined as:

ID ¼ df þ dl þ
P PFj j�1

i¼1 di � �d
�� ��

df þ dl þ PFj j � 1ð Þ�d ;

where di is the Euclidean distance between consecutive solutions, �d is the mean of
these distances, and df and dl are the Euclidean distances to the extreme solutions of the
exact Pareto front in the objective space. This measure takes a zero value for an ideal
distribution, pointing out a perfect spread out of the solutions in the Pareto front.

5.2 Experimental Setup

All the algorithms used in this paper (MOCell, NSGA-II, and SPEA2) were imple-
mented in Java, using the JMetal framework [31], an open-source library aimed at the
development, experimentation, and study of metaheuristics for solving multi-objective
optimization problems.
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As an instance of the problem, we use a related graph composed of 6104 nodes (see
Fig. 4), which represents the underlying topology of the road network of the Oldenburg
city [32]. Said graph was segmented into three different types of zones, which sym-
bolize areas with different environmental penalties, that is, an associated environmental
cost of moving through a certain area of the city or of the graph. An edge that is in a
green zone has a penalty equal to 0 (p ¼ 0), a yellow zone p ¼ 2 and a red zone p ¼ 4.
On the other hand, for the considered problem instance, we run 30 independent exe-
cutions and, the evaluated approximation sets are normalized by the maximum values
for every objective function.

A comparative analysis was performed between the proposed algorithm and three
algorithms which are representative of the state-of-the-art: NSGA-II and SPEA2. For
this, the same genetic operators were used for all cases, as well as the same parameters
(see Table 1). The size of the initial population was defined as 100 individual, a binary
tournament was used for parent selection, and defined 10,000 fitness evaluation as
stopping criteria, assessing the performance by using Hypervolume (IHV ) and Spread
(ID).

Fig. 4. City of Oldenburg (OL) road network [32] (left) and segmented OL road network based
on environmental penalties (right)

Table 1. Parameterization of the algorithms.

Parameter Value

Stopping condition 25000 function evaluation
Population size 100 individuals (10 � 10)
Neighborhood 8 surrounding neighbors
Selection parents Binary tournament (9,2)
Recombination CX
Probability of recombination 0.9
Mutation Swap
Probability of mutation 0.2
Density estimator Crowding distance
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5.3 Results and Discussion

In this section, we describe an evaluation of the proposed algorithm and its comparison
with other multi-objective optimization algorithms which are representative of the
state-of-the-art.

Initially, to illustrate the conflict between the objectives to be optimized in this
paper, Fig. 6 shows the initial and final population generated by MOCell for the
instance of the problem mentioned in Sect. 5.2.

Fig. 5. Solution representation for the VRP and reproduction steps.

Fig. 6. Set of non-dominated solutions obtained by MOCell for conflicting objectives,
compared to the initial population.
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We can observe in broad strokes the magnitude of the space of possible solutions,
that is, possible routes for a vehicle to move from one point to another. Likewise, we
can show graphically how the algorithm evolves the population as the generations pass,
making changes in individuals that represent an improvement in the quality of each of
the feasible solutions for each objective function.

Figure 7 shows the approximate Pareto front generated by each of the implemented
algorithms, whose specifications are mentioned in Sect. 5.2. Also, the Pareto artificial
front is shown, which is built by merging all the Pareto front approximations computed
by the tested algorithms in every independent run into one single front.

It is observed that for the conflicting objectives cost and quantity of emissions,
MOCell was the only algorithm that found both optimal solutions and routes that
contemplate the two conflicting objectives, which allows the decision makers to reduce
the costs associated with the transfer from one place to another, without neglecting
ecological aspects.

Table 2 shows the results obtained by each algorithm in the multi-objective metrics
defined in Sect. 5.1. For each metric, the best value, the mean and standard deviation
are reported.

Fig. 7. Better approximation to the Pareto artificial front obtained for each algorithm with
respect to the Spread quality indicator.
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It is easy to see that NSGA-II and SPEA2 have difficulties in diversity. The
comparison shows that the MOCell algorithm outperformed the rest of the MOEAs in
terms of diversity, achieving value in ID 145% better than NSGA-II and 149% better
than SPEA2. On the other hand, in hypervolume, the NSGA-II and MOCell algorithms
presented similar results, this indicates that the solutions found by the cellular algo-
rithm present a better dispersion along the approximate Pareto front, while in terms of
convergence they may be similar.

The previous results show that the proposed MOEA is an accurate and very effi-
cient tool for the problem of vehicle routing with environmental penalties. In general
terms, the proposed approach provides a good approximation to the approximate Pareto
front, and the solution sets preserve diversity.

6 Conclusions and Future Work

This paper has presented the design and implementation of an optimization method
based on a multi-objective cellular genetic algorithm to determine an adequate routing
of vehicles diminishing the environmental impact in highly concurred areas, while
providing alternative routes that minimize the associated costs of moving from one
place to another.

The presented algorithm simultaneously minimizes three important objectives: the
time, the amount of pollutants emitted and an environmental penalty, where the latter
represents the implicit cost of moving through a certain segment of the map. That is, an
approximate set of Pareto is obtained, which contains alternative routes that avoid
traveling through areas with a high degree of pollution and that, in turn, minimize the
time and quantity of emissions when traveling through a certain network of routes.

The experimental results based on several quality indicators, like Hypervolume and
Spread, shows a competitive performance of the cellular type genetic algorithm for the
conditions and characteristics of the proposed problem, this with respect to NSGA II
and SPEA2 in terms of convergence and diversity, well-known multi-objective algo-
rithms in the literature. Achieving value in ID 145% better than NSGA-II and 149%
better than SPEA2. This allows us to affirm that cellular-type genetic algorithms can be
a useful tool for tactical planning in vehicle routing.

Table 2. Quality metrics

Metric MOCell NSGA-II SPEA2

Hypervolume (IHV ) Max 0.521 0.520 0.512
Mean 0.518 0.515 0.420
r 0.0130 0.0145 0.0448

Spread ( ID) Max 0.628 0.982 1.360
Mean 0.718 1.760 1.790
r 0.0631 0.4490 0.2393
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The main lines of future work include the use of graph segmentation algorithms to
reduce the search for routes in areas that are not viable, that is, to execute the search
only in those areas where the best routes are potentially found. And in this way, allow
the execution of the proposed approach in larger instances. Another interesting line is
the characterization of zones based on estimated data of concurrency by zones, in order
to define the environmental penalty contemplating information in real time.
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Abstract. In order to measure automatically the equivalent width of the Balmer
lines in a database of 40,000 atmosphere models, we have developed a computer
program that mimics the work of an astronomer in terms of identifying and
eliminating secondary spectral lines mixed with the Balmer lines. The equivalent
widths measured have average errors of 5%, which makes them very reliable. As
part of the FITspec code, this program improves the automatic adjustment of an
atmosphere model to the observed spectrum of a massive star.

Keywords: Algorithm � Database � Artificial intelligence � Balmer lines �
Stellar atmospheres

1 Introduction

The main restriction when studying astronomical objects is the impossibility of directly
experiencing them. The massive stars have a period of evolution characteristic of
millions of years and temperatures of the order of 104 K. Complex phenomena
occurring in the atmosphere of the star can be simulated by a numerical code. In recent
decades, there have been developed sophisticated stellar atmosphere codes such as
TLUSTY [1], FASTWIND [2, 3], CMFGEN [4], and the Potsdam Wolf–Rayet
(PoWR) code [5–7]. As a result, significant advances have been achieved toward
understanding the physical conditions prevailing in the atmospheres and winds of
massive stars.

The number of models generated to study an object grows exponentially depending
on the number of parameters included in the simulation, with the consequent micro-
processor time consumption. A strategy to address this problem is to generate a grid of
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models, covering characteristic values for each parameter, which can be used as a tool
to study not only one, but an infinity of objects. With the use of the ABACUS-I
supercomputer of the ABACUS Centre for Applied Mathematics and High Perfor-
mance Computing of CINVESTAV (Mexico), it has recently been generated a grid
with such characteristics [8]. This grid covers a six-dimensional space with different
values of the main parameters of the star, wind, and chemical composition. Currently
the grid has 40,000 models of stellar atmospheres, and hence it would be impossible to
compare by eye the observed spectrum of a star with all models in the database.

In particular, the FITspec code [9] is a tool for the automatic fitting of synthetic
stellar spectra. To adjust the effective temperature, FITspec requires as input the
equivalent width (EW) of five helium lines: He II kk4541, 4200; He I kk4471, 4387,
4144; and He I + He II 4026. Additionally, to adjust the surface gravity, the program
requires the EW of six Balmer lines: Hb, Hc, Hd, He, Hf, and Hη. In order to achieve a
good fit, it is important that the measurement of the EWs be as accurate as possible.
The EW measured automatically may differ from what a human being would measure
manually. It is important to reduce the effect of the lines mixed with the main line, since
it overestimates the EW. In this paper we present a numerical method that reduces the
effect of the mixed lines on the EW values.

2 Measurement of the Equivalent Width by Elimination
of Secondary Lines

The equivalent width (EW) is defined as the width of a rectangle with an area equal to
the spectral line and a height equal to the continuum. For an experienced astronomer it
is easy to identify by eye the initial (wi) and final (wf) wavelengths, as well as the
continuous wavelength in order to measure the area of the spectral line and establish the
EW (Fig. 1). However, a computer cannot identify these values directly, and to
determine them we analyze a sample of 20 spectra of the database. The selection was
made using random numbers, corresponding to the spectrum number.

Fig. 1. Equivalent width of a spectral line.
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For each spectrum of the sample, the wi and wf values of the six Balmer lines
considered were established by simply analyzing the spectrum by eye. We calculated
the mean and the standard deviation. The values of wi and wf were established as the
mean plus the standard deviation (Table 1). The value of the continuum was fixed at
1.0 since it corresponds to the normalized spectra.

To determine if there are more than one spectral line between wi and wf, we use
Bolzano’s theorem:

Let f be a continuous real function in a closed interval [a, b] with f (a) and f (b) of
opposite signs. Then there is at least one point c of the open interval (a, b) with f
(c) = 0.

This implies that when f (a) and f (b) have opposite signs, the function crosses the
horizontal axis. We take advantage of this property to determine how many secondary
lines are mixed with the main line that we want to measure. When the horizontal axis is
arbitrarily set between the continuum and the depth of the spectral line (Fig. 2), we can
express the modified flux as:

fm ¼ f � rl; ð1Þ

where f is the normalized flow, and rl is the reference level, which can take any value
between the continuum and the depth of the line. The modified flow, fm, is a function of
the wavelength (w) in the interval [wi, wf], while a and b are two subsequent values of w.
For continuous functions, it is true that, if fm(a) and fm(b) have opposite signs, there is a
point c where fm(c) = 0. In the case that concerns us, fm is a vector of discrete values,
however, we can assume that fm crosses the reference level when fm(a) and fm(b) have
opposite signs. In Fig. 2, it is seen that the number of spectral lines within the interval is

Table 1. The ki and kf assumed are given by the sum of the mean plus the standard deviation
from the 20 spectra of the sample.

Line k0 ki (Å) kf (Å)
µ r Assumed µ r Assumed

Hb 4861.28 4847.55 4.61 4842.94 4877.60 4.51 4882.11
Hc 4349.47 4326.53 3.47 4323.06 4356.51 4.05 4360.56
Hd 4101.71 4086.11 5.30 4080.81 4119.21 6.00 4125.22
He 3970.08 3959.26 2.82 3956.44 3983.07 4.31 3987.37
Hf 3889.02 3878.75 3.00 3875.75 3902.25 3.49 3905.74
Hη 3835.40 3825.29 2.71 3822.58 3847.60 3.08 3850.68
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given by the number of times (nc) that fm crosses rl divided by two. Considering that there
is a main line and the rest are secondary lines, the number of secondary lines, nsl is given
by

nsl ¼ nc� 2
2

: ð2Þ

3 Algorithm

For a given reference level, the algorithm identifies the interval [wc, wd] in which there
is a secondary line. Next, the fm values for this range are replaced by the value of the rl,
which is equivalent to removing the secondary line. For each Balmer line, we estab-
lished iteratively 25 reference levels between the continuum and the depth of the line.
We show the simplified version of the algorithm for a spectral line, however, the
process was repeated for the six Balmer lines used by FITspec.

input: f =  normalized flux, float type array.
w = wavelength, float type array.
lc = central wavelength of the spectral line, float.

Output: fm =  normalized flux with secondary lines removed.
Begin

fc = flux in the  central wavelength of the spectral line
step = (1 - fc)/25.0)       
level = 1   
while level less or equal to 25

rl = 1.0 – step * level
n = number of elements of fm
fm = f - rl
for i = 1 to n - 1

sign =  fm[i] * fm[i+1]
end for
nl =  (number of elements of sign < 0)/2
if nl less or equal to 1 then there are not secondary lines
if nl > 1 then there are nl - 1 secondary lines

for i=1 to nl -1
fm in secondary line[i] = average flux of the rl

end for
end if
level = level + 1

end while
fm = fm + rl
return fm

end
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4 Errors

The purpose of the algorithm is to measure the equivalent width of the Balmer lines
automatically, replacing the work of an experienced astronomer. Ideally, the algorithm
should obtain the same EW values as the astronomer. Assuming that the error is the
difference between both values and that the true value is the one that is measured
manually, we can calculate the error as:

error ¼ EWauto � EWman

EWman
; ð3Þ

where EWauto is the equivalent width measured by the program, and EWman is the EW
measured by an astronomer.

The FITspec code calculates which models fit an observed spectrum. This
adjustment relies on the values of the EWs, therefore, it is important to reduce the
errors in EW as much as possible. To verify the reliability of automatic EWs, Eq. 3 was
applied to two sets of EWs: those that were measured after eliminating the secondary
lines and those that had been measured in a previous job [9] without eliminating those
lines. Both sets were compared with the same set of EWauto measured by an astron-
omer. Finally, the errors generated in both sets of EW were compared.

5 Results and Discussion

Figure 3 shows a spectrum in which the secondary lines were removed with the use of
the algorithm. It is clearly seen that the program has identified and eliminated the
secondary lines properly. An astronomer can identify at first sight whether a spectral
line is isolated or there are several lines mixed. However, this is not a trivial task for a
computer. The term artificial intelligence is applied when a machine imitates some
cognitive functions of human beings [10]. In this case, the algorithm mimics the
process of perceiving the spectral lines through the sense of sight.

Fig. 2. The number of times that fm crosses the reference line (rl) in the interval [wi, wf] divided
by two corresponds to the number of spectral lines crossing the reference level.
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Using Eq. (3), we calculate the errors for the six Balmer lines in the twenty spectra
of the sample. Subsequently, the standard deviation and the average of the errors in
each line are calculated, considering two cases when the secondary lines are preserved
or removed. The results are summarized in Table 2, Additionally, Fig. 4 shows a
comparison between the errors produced for each line in both cases.

It would be expected that when the EW is calculated by preserving the secondary
lines, its values would be overestimated. On the other hand, when the secondary lines
are removed, the overestimation will decrease, and even so the EWs would be
underestimated. However, Table 2 shows that in both cases, the EWs are underesti-
mated in all the lines, except in Hη. This behavior is due to the ki and kf values having
been considered in each case.

Fig. 3. Secondary lines removed (continuous gray line) before measuring the EW of the Balmer
lines. Dashed gray lines indicate the ki and kf assumed when measuring the EW in all the spectra
of the database.

Table 2. Average error and standard deviation of the EWs errors in the spectra
of the sample using Eq. (3).

With secondary lines Without secondary lines
Line k0 Average error r Average error r

Hb 4861.28 −0.0920 0.0838 −0.0402 0.0415
Hc 4349.47 −0.1147 0.1694 −0.0953 0.2484
Hd 4101.71 −0.1833 0.1881 −0.1560 0.1549
He 3970.08 −0.0837 0.0560 −0.0577 0.0299
Hf 3889.02 0.0525 0.1230 −0.0022 0.0886
Hη 3835.40 0.1183 0.3405 0.0427 0.1364
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When the EWs are measured by keeping the secondary lines, the values of ki and kf
are established closer to the central wavelength to avoid the effect of such lines. This
method underestimates the EWs, especially in those spectra where the Balmer lines are
broadened by gravitational effects. On the other hand, the algorithm that suppresses the
secondary lines, allowed to fix the values of ki and kf more realistically, from the
spectra of the sample. This algorithm obtains values closer to those that an astronomer
would measure regardless of whether the Balmer lines are narrow or broadened.

Figure 4 shows that when measuring the EWs while retaining the secondary lines,
the average errors are 10%, while when eliminating the secondary lines, the average
errors are reduced to 5%. Only for Hd the EW could be underestimate as far as 25%,
improving the underestimation of 40% obtained by the other method. As it can be seen
in Fig. 3, Hd presents a large number of mixed lines, this seem to influence the
dispersion of errors. For this, we should consider Hd as the least reliable line for the
adjustment, with an average error of 15%.

Properly measuring the EWs of a spectrum is a task that requires an experienced
astronomer. In a database with 40,000 synthetic spectra, the total time needed to
measure the lines is dominated by the number of spectra, more than by the time needed
to measure the lines in a spectrum. We estimated that measuring six spectral lines could
come between 10 and 30 min, in function of the number of secondary lines in each
spectrum, but, determine precisely the time required by the astronomer to measure a set
of lines, is not relevant to the problem. The task of measuring six lines in a database
with 40,000 spectra consume thousands of astronomer hours, due to this, it is not
reasonable to perform such task manually.

6 Conclusions

In this work, we have presented an algorithm, which has the ability to perform a
realistic measurement of EWs, identify the secondary lines mixed with the Balmer
lines, and then eliminate them before calculating the EW, in a way similar to what an
experienced astronomer would do.

Fig. 4. Comparison of errors. The squares correspond to the errors in the EWs with secondary
lines, while the diamonds are the errors when the secondary lines are eliminated before
measuring the EWs.
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The algorithm improves the results obtained in the previous version of FITspec,
reducing the average error from 10 to 5% in five Balmer lines, except for Hd, whose
average error was 15%. By improving the value of EWs, the algorithm also allows to
increase the quality of the automatic adjustment of spectra made by FITspec. The
qualitative evaluation of the spectra before and after applying the program, shows that
mimics the work of an astronomer in terms of eliminating secondary spectral lines
mixed with the Balmer lines, behaving like an artificial intelligence program.
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Abstract. Recently, several research groups have demonstrated significant
speedups of scientific computations using General Purpose Graphics Processor
Units (GPGPU) as massively-parallel “co-processors” to the Central Processing
Unit (CPU). However, the tremendous computational power of GPGPUs has
come with a high price since their implementation to Computational Fluids
Dynamics (CFD) solvers is still a challenge. To achieve this implementation, the
RapidCFD library was developed from the Open Field Operation and Manip-
ulation (OpenFOAM) CFD software to let that the multi-GPGPU were able of
running almost the entire simulation in parallel. The parallel performance, as
fixed-size speed-up, efficiency and parallel fraction, according to the Amdahl’s
law, were compared in two massively parallel multi-GPGPU architectures using
Nvidia Tesla C1060 and M2090 units. The simulations were executed on a 3D
turbo-machinery benchmark which consist of a structured grid domain of 1
million cells. The results obtained from the implementation of the new library on
different software and hardware layouts show that by transferring directly all the
computations executed by the linear system solvers to the GPGPU, is possible to
make a typical CFD simulation until 9 times faster. Additionally a grid con-
vergence analysis and pressure recovery measurements were executed over
scaled computational domains. Thus, it is expected to obtain an affordable low
computational cost when the domain be scaled in order to achieve a high flow
resolution.

Keywords: GPGPU � CFD � Draft tube

1 Introduction

Computational Fluids Dynamics has a history of seeking and requiring ever higher
computational performance because it uses numerical methods and algorithms to solve
and analyze problems that involve fluid flow. In the High Performance Computing
(HPC), the parallelism is being considered the future of computing since the efforts in
the microprocessor development are concentrated on adding cores rather than
increasing single-thread performance.
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Using parallel computing techniques, GPGPUs have emerged as a major paradigm
for solving complex computational problems because the GPGPU’s design features
result in computational power and memory bandwidth which exceeds the features of
the fastest multi-core CPUs by almost an order of magnitude. Indeed, they are now an
equivalent to a small HPC cluster and even just a single GPGPU is faster than a
multicore CPU [1].

While GPGPUs are specialized to perform large amounts of arithmetic and have a
large theoretical performance advantage over CPUs for many problems of interest to
the CFD community, there are a number of barriers to their adoption in real world CFD
codes and their implementation is still a challenge [2–4].

However, in order to GPGPUs take advantage of this large theoretical performance
over CPUs their adoption requires a CFD parallelizable code and an intermediate low-
level interface that can transfer data between the CPU and GPGPU and perform the
required computation on the GPGPU. Nvidia’s Compute Unified Device Architecture
(CUDA) is one such interface. Thus, to complete this implementation, a CFD code
compatible with CUDA Nvidia Language is needed [5].

The OpenFOAM code is an option since it provides a flexible simulation platform
by mimicking the form of Partial Differential Equations (PDE) and it runs in parallel
using automatic/manual domain decomposition. Furthermore, the best attractive char-
acteristic of this CFD tool is that as open-source code it is free of charge, what makes it
a true competitor to both commercial tools and in-house research codes being of
interest to the international community researchers of CFD.

In recent years several libraries have been implemented to accelerate OpenFOAM
through GPGPUs (e.g. Cufflink, ofgpu, speed IT) without modifying the original code
and applied as a simple plug-in, these implementations have been very attractive.
However some discordances and contradicting performance have been reported [6].

The aim of this paper is to estimate a plausible GPGPU acceleration for a new
application library. RapidCFD is an open-source OpenFOAM implementation capable
of running almost entire simulations on Nvidia GPGPUs. Introducing parallelism for
multi-GPGPUs, this implementation should leads to a very promising performance
improvement in certain CFD applications, such as the possibility of its implementation
to solve scaled problems.

The simulations were run on a 3D turbo-machinery well-known benchmark with a
structured grid of one million cells. In order to evaluate the parallel performance of the
RapidCFD library, several parameters as fixed-size speed-up, efficiency and parallel
fraction were compared in two massively parallel multi-GPGPU architecture using
Nvidia Tesla C1060 and M2090 units.

The results suggest that the more the domain is decomposed the more speedup and
parallelism fall, at least for this fixed-size problem. It seems that, porting too many
parts of computational domain to multi-GPGPUs lead to significant des-acceleration in
computation. For all that, when the domain have to be scaled, using different grid size,
looking for achieving a high flow resolution, it is expected an efficient program exe-
cution which should result in an affordable low computational cost.
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2 Methodology

2.1 Benchmark Description

The benchmark studied is the numerical model of the Hölleforsen Kaplan draft tube
1:11 which was previously used in three European Research Community on Flow
Turbulence and Combustion (ERCOFTAC) workshops [7–9]. Allocated after the
runner, the draft tube is part of a hydraulic turbine and its function is to convert the
kinetic energy of the fluid leaving the runner into pressure energy with a minimum of
losses. In reference [10] was validated and verified the numerical model to obtain
reliable numerical data during the computation process. Figure 1 presents the com-
putational model of the turbine T-99 used as benchmark.

2.2 Acceleration Method

Using the same boundary conditions as [10], the numerical model was represented by
the Navier-Stokes PDE and solved in steady state using OpenFOAM and RapidCFD.

For accelerating the time required to solve the case in CFD a hybrid parallel
environment was established in two different hardware architectures:

• CPU parallelization with Message Passing Interface (MPI) library
• Multi-GPGPU parallelization with MPI and CUDA.

To port the solvers to the CPUs, OpenFOAM v1706 uses MPI which provide
parallel multi-processor functionality. A decomposition of the computational domain is
essential for the parallelization since every processor contributes to the solution of the
simulation by solving a part of the computational domain. Besides, it scales well on
homogeneous systems but do not fully utilize potential per-node performance on
hybrid systems.

Equally, to port OpenFOAM solvers to multi-GPGPUs a new open-source
implementation was used. According to [11, 12], RapidCFD can be capable of running
almost the entire simulation on Nvidia GPGPUs which can lead in certain applications
to a very promising performance improvements.

Fig. 1. Multi-block and structured mesh of the T-99 draft tube used as benchmark.
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Table 1 shows the hardware architectures used in this research. Both work stations
(WS) have two CPU with eight and six cores (twelve threads). However the massive
parallelization should occur in one thousand CUDA cores distributed in two and four
GPGPUs.

Table 1. Workstation specifications.

Workstation WSPAC Workstation WSGAL

CPU

2 x Intel Xeon E5504, 2.0 GHz 2 x Intel Xeon L5639, 2.13 GHz
4 cores per processor/4 threads 6 cores per processor/12 threads
12 GB Memory DDR3, 1060 Hz 24 GB Memory DDR3, 1060 Hz

GPGPU

4 x Nvidia Tesla C1060 2 x Nvidia Tesla M2090
240 CUDA cores, 1.296 GHz 512 CUDA cores, 1.3 GHz
4 GB Memory GDDR3, 800 MHz 6 GB Memory GDDR5, 1.85 GHz

To get better scaling results using multi-GPGPUs [13] recommends that one CPU
core needs to be devoted to each active GPGPU. RapidCFD enables the use of one
CPU core (or thread depending on architecture) with one GPGPU enhancing better
performance. When only CPUs were used, the domain was proportionally decomposed
according to the number of cores/threads available in the WSs. However when using
GPGPUs, the domain was decomposed according to the number of GPGPUs.

2.3 Numerical Considerations

The computational domain was solved with double floating precision using the
application solver simpleFoam recommended for incompressible flow and setting
ddtSchemes (time discretization) as steadyState, which means the time derivatives are
not solved. Since the general transport equation used in the Finite Volume Method
(FVM) is second order, it is necessary that the order of discretization be at least second
order accurate in space. Consequently, gradSchemes (gradient terms), divSchemes
(convective terms), laplacianSchemes (laplacian terms), interpolationSchemes (point-
to-point interpolations) and snGradSchemes (component of gradient normal to a cell
face) used second order discretization schemes.

The linear solver used for the pressure p discretized equation was PCG (Precon-
ditioned Conjugate Gradient) and for the velocity U the Preconditioned Bi-conjugate
Gradient (PBiCG) was used. There are a range of options for preconditioning of
matrices in the conjugate gradient solvers. In this work diagonal preconditioning
(diagonal) was selected. The term linear solver refers to the method of number-
crunching to solve the set of linear equations, as opposed to application solver which
describes the set of equations and algorithms to solve a particular problem [14].

The sparse matrix solvers are iterative, i.e. they are based on reducing the equation
residual over a succession of solutions. The residual is an error measure in the solution
so that the smaller it is, the more accurate the solution. For this reason the solver
tolerance for each time step was settled to 10e-12 for all equations.
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The Semi-Implicit Method for Pressure-Linked Equations (SIMPLE) algorithm was
used to couple the p-U equation system. This algorithm is an iterative procedure for
solving equations of velocity and pressure and is based on evaluating some initial
solutions and then correcting them to reach a target residual, in this case 10e-03 [14].

The computational domain was decomposed using the decomposePar utility with
the scoth decomposition method which does not require geometric input from the user
and attempts to minimize the number of processor boundaries.

In many studies, the goal of fluid simulations on supercomputers that use many
GPGPUs is typically to study turbulence, not complex geometries [15]. However, this
study involves both of them and the viscous effect of the fluid flow. Thus, the k-
e standard turbulence model was used in all the simulations since the experimental data
given by [7–9] provide information at inlet related to the turbulent kinetic energy k and
turbulent eddy dissipation rate e. The PBiCG linear solver was used to solve the
turbulent scalar quantities k and e.

2.4 Study Cases

Using the same previously detailed setup, each simulation was run nine times using
different hardware architecture as is shown in Table 2. In each WS one homogeneous
and one heterogeneous parallel system were tested. In the homogeneous system only
the parallelization of eight and twelve domains on CPU cores was evaluated. In the
heterogeneous system (CPU+GPGPU) two and four domains were assigned to the
GPGPU cores.

3 Results

The first part of this section details the CFD convergence solution for the one million
cells benchmark. In the second part, the acceleration metrics for each WS are analyzed.
In the third section, a grid convergence analysis and a comparison of the CFD against
the experimental result are developed.

Table 2. Domain decomposition.

Workstation WSPAC Workstation WSGAL
Configuration Cores Domains Configuration Cores Domains

1 cpu 1 1 1 cpu 1 1
2 cpu 2 2 2 cpu 2 2
4 cpu 4 4 4 cpu 4 4
6 cpu 6 6 6 cpu 6 6
8 cpu 8 8 8 cpu 8 8
1 cpu + 1 gpu 240 1 10 cpu 10 10
2 cpu + 2 gpu 480 2 12 cpu 12 12
3 cpu + 3 gpu 720 3 1 cpu + 1 gpu 512 1
4 cpu + 4 gpu 960 4 2 cpu + 2 gpu 1024 2
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3.1 CFD Solution Convergence

In all cases studied in this first two sections, the same setup (boundary conditions and
discretization schemes) was used for the computational model in which the residuals
reached the convergence criteria of 10e-03 for momentum and continuity equations as
follows: using OpenFOAM v1706 with CPUs 557 iterations were necessary (Fig. 2),
and 599 iterations when the RapidCFD library linked the GPGPUs (Fig. 3).

Fig. 2. Residuals of momentum and continuity equations in OpenFOAM v1706 using only
CPUs.

Fig. 3. Residuals of momentum and continuity equations in OpenFOAM using RapidCFD
library and GPGPUs.
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This difference in the number of iterations required to reach convergence could be
related to RapidCFD was developed from OpenFOAM 2.3.1 and some upgrades
regarding algorithms and discretization schemes have been included since then in
OpenFOAM v1706.

Independently of the domain decomposition, the number of iterations required to
reach the convergence criteria was the same. Surprisingly, just the time required to
reach the convergence criteria was different. This difference between both libraries will
be analyzed in further research towards a better solution of the numerical model.

3.2 Acceleration Metrics

A set of metrics quantified the performance of the architectures which found the
solution to the matrix obtained from the discretization of the governing equations of
fluid flow and mass transfer.

Figures 4 and 5 presents the results for the computational time registered for the
WSPAC and WSGAL through the execution time and the wall clock time. The exe-
cution time measures only the time during which the processor is actively working on a
certain task and the wall clock time is the time elapsed between the start of the process
till end it. If wall clock time is smaller than execution time, the program was executed
perfectly in parallel. If wall clock time is greater than execution time, the system will be
waiting e.g. for disk, network or other devices between iterations. As can be observed,
WSGAL is faster in both execution time and wall clock time mainly due to GPGPUs in
it have more computing power per unit (512 CUDA cores vs. 240 CUDA cores) and
also faster RAM (GDDR5 1.85 MHz vs. GDDR3 800 MHz). This has direct impact in
the metrics measured further.

Fig. 4. Time comparison in the WSPAC.
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Speed up is one of the most important actions in parallel computing and it actually
measure how much faster a parallel algorithm runs with respect to the best sequential
one. In our research, the speed up was compared through (1) [2]. For a problem of size
n, the expression for speedup is:

Sp ¼ Ts n; 1ð Þ=T n;Nð Þ ð1Þ

Where Ts(n;1) is the time of the best sequential algorithm and T(n;N) is the time of
the parallel algorithm with N processors, both solving the same problem.

Figure 6 shows the speed up given by (1) using the wall clock time per iteration
obtained from the CFD simulations of the draft tube flow field. With both machines, the
GPGPUs were significantly faster. However, only using the WSGAL this metric
reached up to a maximum of 9.32. WSPAC has a suddenly decline when a third
GPGPU is used. This denotes that the GPGPU is a massively parallel device that needs
an important quantity of threads to be filled with a huge number of cell elements for an
efficient program execution.

Reference [16] reports until 4.29 times of speed up simulating Magneto Hydro
Dynamics flow under strong magnetic field in fusion liquid metal blanket with struc-
tured or unstructured meshes. Also [17] developed the simulation of blood flow in a
cardiac system reaching until 6 times of speed up. In many cases, obtaining a speedup
of 5 or 10 is more than adequate, especially if the effort involved in developing the
parallel program was not very large [18].

Amdahl’s law [2] states that for a fixed size problem the expected overall speedup
is given by:

Sp ¼ 1= 1� cð Þþ c=N½ � ð2Þ

Fig. 5. Time comparison in the WSGAL.
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Where c is the fraction of a program that is parallel, (1 − c) is the fraction that runs
sequential and N is the number of processors. But if the computer has a large number of
processors, N � ∞, then the maximum speedup is limited by the sequential part of the
algorithm (1 − c).

Figure 7 compares the fraction of parallelism c achieved by the hardware in both
machines according to (2). The higher parallelism achieved was 0.92 and depends on
the number of cores used (CPU and GPGPU). Then, we may consider this problem as
strong scaling because using more cores it is possible to achieve a better fraction of
parallelism and performance when the size of the problem is fixed.

Fig. 6. Speedup for the T-99 draft tube model benchmark.

Fig. 7. Fraction of parallelism reached by the benchmark.
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As shown in Figs. 6 and 7, using around 500 CUDA cores, the speedup and
parallelism are quite similar in both machines; however, the more the domain is
decomposed the more speedup and parallelism fall in the WSPAC. When both
machines work close to 1000 CUDA cores, the speedup in WSPAC is 6.32 while in
WSGAL speedup continues growing up to 9.32. This reflected that parallel program-
ming, especially using GPGPU acceleration, is much suitable for processing large
number of calculations [16], since each time the domain is decomposed, the number of
unknowns per subdomain that the GPGPU should process decreases.

In addition to the speedup, efficiency evaluation is necessary for studying the
implementation of the new library in different hardware resources. The efficiency
E tells how well the processors are being used according the following expression:

E ¼ Sp=N ð3Þ

As shown in Fig. 8, the maximum efficiency value 1, which will mean an optimal
usage of the computational resources, is difficult to maintain. In fact, as the number of
cores increases, the efficiency tends to fall. This is a consequence of the difficulty to
reach a perfect linear speedup in spite of its growing, however speedup is usually
advertised for parallel computers [19].

Thus, the results obtained in this study show an important difference in paral-
lelization between machines no matter if CPUs or GPGPUs were used. The GPGPU’s
memory and the combination of core types played a key role on multi-GPGPU
implementations.

It is worth to mention that the GPGPUs deployed in this work have compute
capability 1.3 (Nvidia Tesla C1060) and 2.0 (Nvidia Tesla M2090), the first ones to
support double precision and ECC memory, also that RapidCFD was developed for

Fig. 8. Efficiency measurement for the benchmark workload.
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Nvidia compute capability 3.0 and above, which make them almost archaic and useless
compared with newer Kepler, Maxwell, Pascal and Volta architectures from Nvidia
with thousands of CUDA cores, so some changes were made at compilation time in
CUDA 6.5 in order to get the library running in Ubuntu 16.04 with the available
GPGPUs. Even so the results obtained are quite stoning since in some cases a speedup
near 10 was reached compared to CPUs. This give a chance in the research and
learning for coupling CFD and GPGPUs using old second hand and cheaper GPGPUs.

3.3 Accuracy of the CFD Simulations

Theoretically, a greater number of cells enhance accuracy of the results and conver-
gence of the solution. Since so far only a fixed problem size has been used for the
analysis, two studies were developed to estimate the largest problem size to be solved
in order to reach an acceptable accuracy level and flow resolution in CFD. In both
studies five computational domains were solved, from coarsest to finest grid size: 0.5,
1, 2, 3 and 4 million cells.

The first study was developed to validate the CFD solution. The wall pressure
recovery coefficient obtained by the different grid size was compared against the avail-
able experimental data. Detailed velocity and pressure measurements made in [20] were
used to set the boundary conditions and to validate the computational results. Figure 9
presents the upper and lower centerline wall of the draft tube along which the static
pressure recovery (Cpwall) was experimental and computationally measured using (5).

Cpwall ¼ Pout � Pin=0:5qU2
in ð5Þ

Where Pout is the static wall pressure in different points along the wall centerline
(0.0−1.0), Pin is the static wall pressure at CsIa (0.00), q is the density and Uin is the
mean velocity at CsIa.

Figure 10 presents the approximation of the CFD solution over the entire com-
putational domain as its grid size is increased. The pressure recovery factor indicates
the degree of conversion of kinetic energy into static pressure where a higher value
means higher efficiency for the draft tube. The exact value of the pressure recovery
factor depends on the whole field solution and can be seen as an integral property of the
solution.

Fig. 9. Test measurement sections of the draft tube [9].
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The second study was developed to verify the CFD solution. As described by [21],
the values of performance variables, as Cpwall, can be extrapolated based on initial
values obtained through CFD from the solution of scaled grid size using Richardson
extrapolation methods. Extrapolation values can be calculated by means of two
approaches, first and second order, which depends on the method used in numerical
methods to solve the problem studied, as mentioned before the FVM is a second order
scheme, therefore a second order approach was be used.

In Fig. 11 for upper center line and Fig. 12 for lower line, results of the conver-
gence analysis can be observed. First u(1) and second u(2) order extrapolations values
of the total Cpwall are shown along with values obtained from CFD solutions, u, and
punctual experimental values, u(E). In the graphics, a indicates the refinement level,
the smaller the value, the finer the grid size, where a cero value corresponds to a
continuous. For the Cpwall, only the finest three grids are inside the asymptotic range of
convergence. Thus, the grid that uses 2 M cells seems to be within the range that would
minimize the CFD computations.

Fig. 10. Comparison of the pressure recovery at the lower and upper centerline of the draft tube
with different grid sizes.

Fig. 11. Plots of the Cp: First u(1) and second u(2) order extrapolations, CFD solutions u and
experimental values u(E) for grid convergence analysis un the upper center line.
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The error of the CFD and extrapolated values of Cpwall against experimental ones is
presented in Table 3.

In conclusion, both studies are an example of accuracy in the quantitative results as
the grid size grows up, which indicates that a mesh refinement will lead to a better
solution, even without implement more robust turbulence models or accurate dis-
cretization schemes.

Further work will be focused on computational cost required to reach an acceptable
accuracy and flow resolution, in terms of time and memory consumption in GPGPUs
when it is given a fixed time and limited memory.

4 Conclusions

In this study, it has been investigated the acceleration of a turbo machinery numerical
model adapting GPGPUs to the OpenFOAM CFD code. A major benefit of using this
free CFD software instead of any commercial one has been that the full source code is

Fig. 12. Plots of the Cp: First u(1) and second u(2) order extrapolations, CFD solutions u and
experimental values u(E) for grid convergence analysis in the lower center line.

Table 3. Error calculation against experimental values of Cpwall.

Error %
Source Upper wall Lower wall
0.5 M cells 14.36 12.28
1 M cells 10.21 8.34
2 M cells 9.25 7.51
3 M cells 6.83 5.12
4 M cells 5.62 4.01
1st Order 8.67 8.88
2nd Order 0.69 1.73
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open and available. This makes possible the development of new libraries as
RapidCFD, which are out of reach in the CFD commercial software.

In consequence, the principal contribution of this work has been the implementa-
tion of two different GPGPUs to CFD computations through the new RapidCFD
library, which have proved to accelerate the computational solution, even when their
main characteristics are not the best compared to available hardware nowadays,
demonstrating the advantage of using CUDA built in applications as the one deployed.
The results obtained are very promising because they suggest that porting larger parts
of CFD simulations to GPGPUs lead to significant acceleration in computation and
could apply the CFD technology in very complexes industrial flows as the creation of a
micro-turbine testing laboratory.

The parallelism efficiency was reduced significantly and a sub-linear speed up was
presented in all the tested cases. This means that an alternative parallel model or
changes in the benchmark domain decomposition could be needed.

Since the GPGPU is a massively parallel device, it should be necessary to know if
the same number and distribution of cores will make better the performance computing
of this benchmark with higher grid sizes.

Finally, another perspective of this work could be the change of CFD set-up using
different turbulence models or discretization schemes in order to review not only
computational cost but also the influence of the numerical concepts on the GPGPU
accuracy.
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Abstract. This article describes the national initiative for installing and oper-
ating a collaborative scientific HPC infrastructure in Uruguay (Cluster-UY). The
project was conceived as a mean to foster research and innovation projects that
face complex problems with high computing demands. The main ideas and
motivations of the Cluster-UY project are described. The technological deci-
sions to install the platform are explained and the collaborative operation model
to guarantee sustainability is introduced. In addition, the perspectives of the
national scientific HPC initiative are highlighted and sample current projects are
presented.

Keywords: HPC � Scientific instrumentation systems

1 Introduction

Scientific instrumentation systems play a major role in the development of highquality
research, especially in those areas of science and technology that heavily rely and
emphasize on experimental studies. In this context, having platforms that implement
scientific instrumentation services allows researchers to strengthen proposals, broaden
the horizons of researches, and obtain high-impact results that are validated in practice
[13, 24].

Nowadays, a specific and relevant case of scientific instrumentation systems are
Supercomputing or high performance computing (HPC) systems. These systems allow
solving complex problems that have large computing demands (e.g., because they deal
with complex mathematical models, address very complex problem instances, and/or
manages very large volumes of data). Parallel computing techniques [9] help
researchers to face the aforementioned complex problems and solve them in reasonable
computing times. However, specific high performance hardware is required to apply
HPC and parallel computing techniques.

The reality of the scientific instrumentation systems in the world is diverse. There is
a clear differentiation between developed countries and Latin American countries, from
both the conceptual point of view and also from the methods applied for its imple-
mentation and operation. Regarding HPC systems, even within Latin America different
situations are identified (e.g., between Brazil and other countries). HPC platforms are
expensive and significant efforts are required to acquire, maintain, and operate the
facilities.
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This article describes a proposal for an HPC scientific instrumentation system to be
installed and operated within the current reality of Latin American countries. The
proposal was conceived as a mean to foster research and innovation projects with high
computing demands, in a context where monetary resources are scarce. An approach
based on ideas from collaborative economy is proposed for operation. The impact on
science and technology is described and sample applications are briefly described.

The article is organized as follows. Next section describes scientific instrumentation
systems and HPC facilities. Section 3 introduces the Cluster-UY project. Section 4
presents the details about the proposed self-managed business model. The impact and
sample applications are described in Sect. 5. Finally, Sect. 6 formulates the main
conclusions and current lines of work.

2 Scientific Instrumentation Systems and HPC Facilities

This section describes the main concepts about scientific instrumentation systems and
HPC facilities.

2.1 Scientific Instrumentation Systems

Nowadays, most of scientific research, and all of experimental research, require using
various equipment to address experimental analysis, simulation development, valida-
tion of prototypes, and other activities [24].

Scientific instrumentation services are structures for research and development that
provide access to specialized and up-to-date equipment, and also to expert personnel in
the methodologies for using the equipment. A specific objective of scientific instru-
mentation services is to diversify and expand the use of equipment by an increasing
number of researchers, providing in turn the mechanisms, assistance, and training
needed to take advantage of the systems. In universities, having sophisticated scientific
instrumentation is vital to develop quality research. Scientific instrumentation services
complement formation and research activities developed in groups and institutes [13].

A specific feature of modern scientific instrumentation systems, which is very
relevant for the proposal introduced in this article, is their high economic cost and their
very fast obsolescence. Having a well-planned and efficient service allows optimizing
the resources allocated to the purchase of equipment. A centralized management of the
infrastructure also allows reducing operating costs and improving the efficiency of
operation/maintenance tasks by specialized technicians.

Due to the aforementioned reasons, the implementation of a scientific instrumen-
tation service that provides various advisory services in the use of equipment is an
efficient and rational alternative for research groups to make use of large and highly
qualified equipment. In those institutions where there is no scientific instrumentation
service, authorities must raise awareness in research groups that require the use of
specific equipment to initiate the formation of multidisciplinary groups to gather critical
mass and interest on a scientific instrumentation service.

Scientific instrumentation services also provides support to researchers for oper-
ating the equipment, advise on the design and planning of research methodologies and
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experimental analysis based on the computing infrastructure to use, and assistance on
methodologies for processing results. The training of highly specialized technical
personnel is fundamental for the correct operation of a scientific instrumentation ser-
vice. Institutions must develop and strengthen a group trained to operate the service,
including new personnel from those groups that gradually begin using the service. The
most important lines for training include development and maintenance of tools,
techniques to improve practice, scientific dissemination, design, analysis and adapta-
tion of protocols for using the equipment, training in attention to users, etc. Likewise,
institutions must provide or seek to obtain resources that complement the specific
contributions of the research groups that use the infrastructure, to bring from other
universities or foreign centers professors to train technicians, researchers, and students
in situ, and facilitate the mobility of technicians to train and learn in other institutions.

2.2 Management Models of Scientific Instrumentation Services

A scientific instrumentation service requires applying management techniques to
guarantee the effectiveness and efficiency of the service model offered.

The main aspects to be managed in a scientific instrumentation service correspond
to: (i) the availability of equipment, technicians, and methodologies for using the
infrastructure, considering the different models in which researchers can use the ser-
vices according to your concrete needs; (ii) the location and access to the infrastructure
and services by the researchers, considering the geographical location of the equip-
ment, which can be centralized in a single installation of large dimensions or have
different degrees of distribution in smaller and more dispersed facilities, and contem-
plating different policies and mechanisms for accessing equipment and services through
local or remote interfaces; and (iii) the maintenance and permanent updating of the
equipment and the knowledge required for its efficient use, including updating the
infrastructure and equipment, considering the technological advances in products
related to the discipline, and technical staff and researchers, contemplating the training
in the methodological advances in operation and use and the possible future lines of
work and application of the equipment for the scientific advance [13].

All the aforementioned aspects must be taken into account for a correct sizing,
operation, operation and updating of the services, so that the scientific instrumentation
system is an effective, agile, and dynamic tool adapted to the needs of researchers,
which can provide an advantage to the development of quality scientific research. The
management model must consider all these considerations to guarantee the success of
the proposed system.

2.3 Large Computer Systems as Scientific Instrumentation Services

One of the technological transfer products recognized as the most spectacular, has been
the development of computer systems.

In the last 50 years, large computer systems have become essential tools for sci-
entific research, allowing calculations that would be impossible with other techniques.

Most of the modern scientific advances have been produced by applying systems that
combine scientific instruments (microscopes, telescopes, etc.) and large computational
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systems that control the instruments, and process and analyze huge volumes of data from
experiments. Through the application of new methodologies and techniques in the areas
of mathematical methods, numerical simulations, computer science, software engi-
neering, high-performance computing, distributed computing in grid and cloud envi-
ronments, visualization, etc., computer platforms have been capable of providing
researchers with the computational power necessary to solve problems involving
complex systems, large-scale mathematical models, experimental analyzes that demand
the processing of large volumes of data, and other problems of great difficulty [5, 9].

Turnkey-purchased computer systems (e.g., integrated supercomputers) have an
extremely high cost that makes them prohibitive for small and medium-sized institu-
tions. These systems are closed, practically do not allow modifications, and
updating/maintenance is restricted to products and applications of a certain type. In
addition, closed systems cover general needs that are sometimes different from the
specific demands imposed by scientific research. These limitations are of especial
relevance in our Latin American, and especially in universities. Usually, our institu-
tions must develop their own computational systems, built with low cost components
and applying knowledge of electronics and computers. These systems allow using the
paradigm of open source software, based on freely developed and distributed products,
which allow modifications and therefore the development of custom solutions, having a
direct impact on the applicability of the instrumented system and expanding the target
audience. Likewise, free software products allow reducing the operating costs of the
platform, making possible the implementation of an inclusive model for a scientific
HPC platform. The proposal presented in this article refers to a system of scientific
instrumentation that is built on the ideas of an open platform built through the inte-
gration of low-cost components and the paradigm of open source software, as support
for egalitarian research under the Developmental University model [3].

3 The Cluster-UY Project

This section presents the National Supercomputing Center of Uruguay and its technical
details.

3.1 The Previous Project: Cluster-FING

Cluster FING [14] was the HPC infrastructure of Engineering Faculty, Universidad de
la Repȗblica, Uruguay, that provided support for solving complex problems that
demand great computing power in science and engineering. The initial infrastructure
for Cluster FING was funded by Sectoral Commission for Scientific Research,
Universidad de la Repȗblica, Uruguay, in 2008.

Cluster-FING began operating in March 2009. Previously, there were no central-
ized resources for scientific computing in the country with reliable, sustained, and
growing capacity over time. Until that date, scientists acquired their own computing
resources at their laboratories. Acquisitions were limited to the very limited resources
available in specific projects (a few thousand dollars, which in general were only
enough to acquire a conventional computer, not a powerful server). In addition, the
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acquired infrastructure did not include any type of update. Rapid obsolescence meant
that at the end of the research project, the use of the computer was very limited.
Researchers also faced the problem of the great inefficiency of the human resources
required for the administration of the equipment and the energy costs (operation and
thermal conditioning).

The limited capacity of computer equipment at laboratories limited the challenges
that researchers could face, effectively cutting off the creativity of projects. Cluster-
FING proposed a first step to change the paradigm of non-cooperative use of com-
puting resources. Collaboration between different research groups was proposed to
acquire a more powerful and shared computing platform. Instead of buying their own
computing resources, i.e., spending valuable research funds, researchers had the
opportunity of contributing to Cluster-FING and use their services. The contributions
were significantly lower than in a non-cooperative model, as a result of savings due to
centralized management of computing resources, equipment acquisition, operation, and
energy costs.

Cluster-FING started to break down the barriers that had the computing capacity
available individually in a laboratory as a limitation of the creativity of researchers.
Gradually, the new paradigm had a significant impact on research in basic and applied
sciences. As a result, researchers enhanced the quality of research and set new horizons
and objectives, with application to the national reality. These more ambitious objec-
tives have in turn implied a greater need for scientific computing resources. Likewise,
the effectiveness of the Cluster-FING model caused that a greater number of research
groups were interested in using the infrastructure. Cluster-FING progressively
increased its computing capacity (from 8 servers with 64 computing cores in 2009, to
20 servers with more than 500 cores in 2017) and reached ten million hours of effective
computing core in July, 2017, executing more than one million computing hours per
semester.

3.2 National Supercomputing Center: Cluster-UY

The previous experience of the Cluster-FING project showed the viability of creating a
HPC platform for HPC by applying a collaborative model. The new initiative described
in this article proposed implementing a scientific HPC service at national level, based
on an aggregation architecture (cluster) type, to create the National Supercomputing
Center, Cluster-UY.

The main motivations of the Cluster-UY project include the success of the para-
digm of use and centralized management of computing resources initiated by the
Cluster-FING and its significant impact on national research in various areas of science,
the need for greater resources of scientific computation, and the increase in research
groups that use scientific and HPC techniques in Uruguay. The Cluster-FING project
increased the demand of scientific applications, which exceeded the available com-
puting capacities. To significantly improve the ability to address relevant scientific
problems in the country, allow the resolution of larger problems, and promote better
quality of research, the Cluster-UY project proposed scaling the dimension of the
computing infrastructure and extending the service at national level. Cluster-UY pro-
vides support to research, development, and innovation activities of all scientific,
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technological, industrial, business and social communities, providing free and unre-
stricted access, focusing on the egalitarian paradigm proposed by the Developmental
University model [3]. The main features of the proposed model are presented in
Sect. 4, linking them with the installation, management, and administration of scientific
instrumentation systems [13] and with relevant ideas of collaborative economy [1, 4].

3.3 Technical Description

Cluster-UY is comprised of 31 nodes: 28 computing nodes, 2 file-server nodes and 1
service node. Each computing node is comprised of two Intel Xeon Gold 6138 CPU
with 20 cores each, 128 GB of RAM, a solid-state drive with a capacity of 400 GB,
and one Nvidia Tesla P100 GPU. In total, Cluster-UY is comprised of 560 Xeon Gold
computing cores delivering 35 trillion double precision floatingpoint operations per
second (TFLOPS) and 28 T P100 devices delivering 131 double precision TFLOPS.
Hence, its peak computing power is 166 TFLOPS.

Storage is served by two dedicated nodes: FS1 and FS2. FS1 hosts a RAID 1 + 0
storage with 60 TB of raw capacity (30 TB usable) and FS2 hosts a RAID 6 storage
with 80 TB of raw capacity (60 TB usable). FS1 is used exclusively for storing user
data since RAID 1 + 0 provides adequate fault tolerance levels while excelling at read
and write performance, and it allows a rapid recovery upon failure. FS2 is dedicated for
storing non-critical data such as intermediate computations, unprocessed raw data,
initial conditions for experiments, etc. RAID 6 was chosen for FS2 because it increases
the usable/raw capacity ratio when compared to FS1. However, RAID 6 provides much
lower performance than RAID 1 + 0 for write operations and it may require heavy
rebuilding operations when a failure is detected, so it is not advised to store critical data
in FS2. On top FS1 and FS2, the high-speed SSD local storage of each computing node
(11 TB) is used as scratch space for short-lived data. The available raw storage space
was expanded by incorporating 144 additional TB in 2019.

Finally, the service node hosts three critical services isolated from each other in
different virtual machines: a distributed resource manager, a front-end access to
Cluster-UY and an application development environment for users. Virtualizing these
services allows improving their provisioning, availability, and recovery. The Simple
Linux Utility for Resource Management (SLURM) is used as distributed resource
manager. SLURM is a well-known open-source utility for managing resources in
Linux-based clusters [25]. The distributed resource manager is a key component of
every HPC cluster. Its role consists in tracking which resources are in use and which
are available, scheduling which job to execute first and in which resources, starting the
actual processes of the scheduled job, and finally cleaning resources when the job
finished its execution. SLURM also enables the accounting and report of resource
usage for each user. The front-end access or login VM provides the entry point to the
cluster to all users. This login VM is a stripped-down system with no development
tools. However, the development environment or dev VM is a separate virtual machine
with a full set of development libraries.

All nodes are interconnected by two separate networks. The administrative network
is supported by a 1 GbE network and is used primarily for lights-out management of
the nodes and for monitoring tasks. The general purpose network is supported by a
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10 GbE network and is used for all other network traffic. User’s homes are shared
among all nodes using NFS over the general purpose network. Figure 1 shows the
overall schema of Cluster-UY.

4 Installation, Operation, and Business Model

This section describes the main details about the operation and services of the National
Supercomputing Center, Cluster-UY.

4.1 Geographical Location and Access to Services

A flexible centralized model is applied for Cluster-UY. The infrastructure is hosted in a
large centralized installation, in datacenter “Ing. Josȇ Luis Massera” of the National
Telecommunications Administration (ANTEL), a site that provides the necessary
functionalities for the correct access, management and operation of the equipment, and
to optimize the necessary energy resources.

A specific agreement between ANTEL and Universidad de la Repȗblica allow both
institutions to promote research in the related areas of knowledge (datacenters, mass
data processing, data networks, etc.) and provide the services of the new platform in a
reliable and efficient manner. Likewise, an agreement with the National Electricity
Administration (UTE) was signed to receive support with operation costs (e.g., electric
power for servers and thermal system). Cluster UY services are provided as a coun-
terpart for research and initiatives carried out by both public companies. These part-
nerships are pillars of the proposed self-sustaining model. Interconnection with smaller
computational infrastructures available in the country are also considered, as well as
interconnection with computing platforms existing in the region, to share resources

Fileserver node FS1 Fileserver node FS2

Login VM Dev VM SLURM VM

Hypervisor

Service node

Computing nodes

10 GbE / 1 GbE

Fig. 1. Schema of the Cluster-UY infrastructure.
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through the mechanism of voluntary peer networks [2]. This model establishes a
paradigm of collaborative consumption, while promoting sustainable development and
energy efficiency, as proposed by collaborative economy.

Access to the platform and its services is guaranteed 24 h a day, 365 days a year,
from anywhere in the country and abroad. Cluster-UY services are accessible through
Infrastructure as a Service, Software as a Service, and Platform as a Service models,
operating at different levels according to the needs of each problem. Remote access and
proper training are provided to allow users to gain a level of expertise to work
autonomously and perform simple tasks without the assistance of experts. Two
modalities are used: technicians in charge of solving specific problems in the infras-
tructure provide services on a permanent basis, as established in the hosting agreement
of the infrastructure subscribed with ANTEL, and assistants scientists who support
researchers using the infrastructure are available on a continuous schedule in working
hours.

4.2 Services Provision and Potential Users

Services Provision. A mixed mechanism is applied for service provision, allowing two
modalities. On the one hand, self-service utilization of the instrumentation by
researchers is encouraged, mainly through assisted works, in which researchers with
more experience contribute to guide less experienced researchers and students. On the
other hand, continuous training is implemented by academic technicians to expand the
base of users with knowledge of HPC techniques. New users will be requested, once
they acquire the necessary knowledge to autonomously operate the platform and take
advantage of their services, to collaborate with training/mentoring of new users.

This way, group work is encouraged, users are linked to each other and to the
platform, and a cooperative training mechanism is established to overcome the lack of
funds to develop formal training strategies through courses. A model of open knowl-
edge and mutual assistance, two relevant postulates of collaborative economy, is then
configured.

Cluster-UY services reach to a wide range of users, both internal and external to the
research groups that proposed the project. Internal users are students, professors, and
researchers of Universidad de la Repu´blica, and professionals/technicians of compa-
nies that support the project. All internal users have guaranteed free access to the
services, disregarding money or work contributions. External users include technicians
and researchers from institutions that use the Center through specific agreements to
develop scientific-technological or social research activities. Peer networks are
encouraged for technical/scientific assistance and to rationalize contributions. Services
offered to external users are not for obtaining an income, but to allow the largest use of
the platform and solidarily collaborate to the maintenance, administration, and updating
of the infrastructure. Contributions from external groups are via agreements that
establish the commitment of collaboration and clearly defines the contributions to be
made (economic, if research funds are available, or work, in case of having experience
for guiding/training other researchers, etc.) and their counterparts.
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Users. All researchers can use Cluster-UY, even if they do not have funds. Foreign
users also can use the Center when they work in collaboration with national groups,
have research agreements, or propose a socially interesting research for our country.
The agreements must establish the commitment of collaboration and clearly define the
contributions to be made and their counterparts.

Assisted works, through the solidary collaboration of experienced researchers, are
strongly promoted. These models can be applied due to the simplicity of use of
computer services, i.e., delegating to users basic operative tasks that can be performed
in a restricted environment, while technicians carry out heavier tasks (e.g., installation
of libraries and frequent used software packages). Restricting the tasks enabled to users
allows minimizing problems associated with installation/configuration of software
products, especially considering the number of potential users of the Center (500–
1000), thus impacting on the quality of service. Technicians work jointly with
researchers and students and courses are organized to train users in the use of HPC
techniques. The service focuses on frequent and very frequent users, with different
levels of knowledge of the equipment, but knowing the specific techniques to be used
in their research.

4.3 Organizational Structure

An autonomous ad-hoc Commission, including representatives of scientists,
researchers, agencies, and companies that support the Center, is responsible for making
relevant decisions. The commission also advise in the preparation of bids for pur-
chasing equipment, to plan a useful platform, according to the needs of researchers.
The Commission meet periodically with authorities from Universidad de la Repȗblica,
National Research and Innovation Agency, and other institutions to guarantee a proper
relationship with the research community.

A Manager is in charge of coordinating the daily activities of the technical work
team, of analyzing technological alternatives for the expansion and updating of the
infrastructure, and of interacting with the engineers of the data center where the plat-
form is located. The Manager is the visible face of the Center acting as main promoter
of the services offer in order to attract a greater number of users. The Manager position
is occupied by a researcher with high technical profile, appropriate knowledge of HPC,
and experience in infrastructure management. The position is financed with part of the
contributions of the research groups and the companies associated with the initiative.

4.4 Benefits, Contributions and Responsibilities

The Center applies an egalitarian model for access to services. Identical features are
offered to all users, who in turn have the same responsibilities regarding the correct use,
maintenance, and updating of the platform and services.

Contributions for Operation. Voluntary collaborations of research groups, organiza-
tions, and companies that use the Center contribute to self-finance the constant
updating of equipment and knowledge (maintenance, administration, expansion, etc.).
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The model is based on the previous experience of the ClusterFING project, but
including other universities, institutions, and companies.

Taking into account the financing difficulties for science in Uruguay, contributions
are not mandatory, but voluntary and according to the projects. A low amount is
suggested, allowing the Center to be attractive to researchers without affecting the
development of other project activities. This way, a more equitable work mechanism is
established, without requiring the economic contribution of smaller research groups.
Furthermore, funding agencies can appreciate the advantages of the cooperative model
to rationalize the use of resources.

Training courses, seminars, and self-study groups are used to gain expertise for the
correct use of the Center, taking advantage of peer networks to acquire and share
knowledge at national, regional, and international level. Members of the
scientific/technical group that operates the Center took courses on management of HPC
systems at Universidad de Buenos Aires, Argentina. Through a specific agreement, the
participants did not pay for the courses registration.

Contributions for maintenance and updating are not obligatory, but users are pro-
vided with guides on the amounts to be quoted in their project proposals. The proposed
business model considers the costs of amortization, maintenance, management, and
updating of the infrastructure, to obtain a reference value of 0.01 USD for computing
resource/hour. This value is ten times lower than the cost of computing services in the
cloud. The contribution comparable to acquiring an isolated server, without HPC
capabilities, allows using more than 600,000 computing hours in the Center. Even with
the cost of buying a desktop computer, not useful for solving complex problems, a
researcher can use 100,000 computing hours. Researchers must not pay additional costs
for server administration, software management, network use, power consumption, or
cooling. Furthermore, by providing a minimum contribution, researchers access to a
number of computing resources a thousand times greater than on an isolated server.
These advantages show the convenience of the proposed collaborative and self-
financing model.

A greater reference value is considered for agreements signed with organizations
and companies that obtain an economic benefit from their activities. Projects that are
validated as social interest and non-profit can use the infrastructure without requiring
financial contributions.

Undergraduate and graduate students do not contribute for using the platform.
Specific agreements are established with higher education institutions and the Center in
included into those systems available for use and qualifiable for the applications for
competitive funds for maintenance and expansion.

Agreements. Work and support agreements are signed with institutions, organizations,
and companies. Partnerships are established to consolidate the collaborative model and
open the Center to a wide variety of users, to promote research, innovation, and
development. The Center makes special emphasis on promoting inclusive development
in areas with social impact (health, education, research for development, etc.), under
the University of Development model.
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Agreements allow consolidating a clear self-financing and self-management model,
and a work method with real social impact, allowing organizations and companies to
justify investments to support of the Center. All information, indicators, agreements,
contributions, and utilization from the Center are publicly open. The management is
also open to external audits by agencies that support the initiative. This approach
encourages and consolidate an open data model, closely linked to the ideal of col-
laborative systems.

Responsabilities. The project is based on clearly defining the relationships between the
participants, defining an egalitarian collaborative model. Participants are considered as
peers with the same rights and obligations, building a network for collaboration to
improve and make equitable access to the infrastructure and services of the Center.
Work is proposed in a mutual assistance regime to access self-sustaining resources and
services, which would be very difficult to access in a non-collaborative model. The
impact of the proposed model is of great relevance for national research and helps
develop and consolidate incipient research groups, promoting equity in access to
resources, diversity and equal opportunities, following the ideals of University for
Development.

5 Impact on Science and Innovation, and Sample Projects

This section describes the impact of Cluster-UY and sample lines of research.

5.1 Impact on Science and Innovation

Cluster-UY has had a direct impact on science and innovation, significantly increasing
the goals and horizons of research activities within the country. The list of application
areas include Astronomy, Bioinformatics, Biology, Computer graphics, Computer
Sciences, Data analysis, Energy, Engineering, Geoinformatics, Mathematics, Opti-
mization, Physics, Social Sciences, Statistics, and others. Industry and public organi-
zations are also using Cluster-UY. UTE is developing research related to the analysis of
domestic power consumption patterns, load curve classification, energy efficiency, and
other subjects. ANTEL is developing research on big data analysis, datacenter per-
formance analysis, mobility of users, and other subjects. Other organizations and
administrations are using Cluster-UY too, including: the National Administration for
the Electric Market, for supporting the power generation investment and energy export
planning for Uruguay, the Ministry of Industry and Mining, for energy-related research,
and the Pasteur Institute, for research on bioinformatics and biotechnology.

Figure 2 summarizes the main areas of research using Cluster-UY.
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5.2 Sample Projects and Researches

Many research and innovation projects have used Cluster-UY to improve its capabil-
ities and results. Three relevant examples are presented next.

Weather Prediction Models Applied to Wind Turbines. This project studies wind
velocity focusing on measurements at wind turbine heights (around 100 m). Using
experimental measurements and through extensive numerical simulations using dif-
ferent planetary boundary layer schemes and mesoscale grid resolutions, a gust
parametrization was proposed for wind forecasting in Uruguay. This gust
parametrization provides gust factors to be applied to predicted turbine-level winds,
achieving higher accuracy at coarser resolution than an algorithm based on surface
layer data alone [11]. Figure 3 shows a forecast example of wind velocity values at
wind turbine height. Red dots show considered the wind farms and each subfigure
shows a possible atmospheric state, that is, a possible wind generation scenario in the
forecast.

Analysis of Mobility Data from Intelligent Transportation Systems (ITS) in Smart
Cities. ITS allow collecting large volumes of data that can be processed to extract
valuable information for understanding mobility in smart cities [8]. The information
can be offered to citizens planners, and decision makers, in order to improve the quality
of service and user experience. This is a very important issue for Latin American cities,
where the information can help improving public services. Our research group at
Universidad de la Repȗblica has applied data analysis, data processing, and compu-
tational intelligence for improving transportation systems and other public services
[15–20].

Fig. 2. Main areas of research using Cluster-UY.
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By applying a parallel-distributed approach for massive data analysis, the computing
power of Cluster-UY has been applied to analyze data from the ITS in Montevideo
(e.g., GPS location data from buses, ticket sales and smart card transaction data) and
obtain valuable information to improve the access to the transportation system, quality
of service, socio-economic implicances, etc. A general diagram of the proposed
approach is presented in Fig. 4. The approach has proven to be very efficient, achieving
significantly large speedup values [7, 15], and also very valuable for citizens and
administrator. A sample analysis is presented in Fig. 5, showing a heatmap of ticket
sales (smart card transactions) in the center of Montevideo in May 2015. Bright (white)
pixels in indicate high concentration of ticket sales while dark (red) areas indicate low
ticket sales.

Fig. 4. Parallel-distributed model for mobility data analysis from ITS [15].

Fig. 3. Forecast example of wind velocity values at wind turbine height.

Fig. 5. Heatmap of ticket sales (smart card transactions) in the center of Montevideo
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Other Projects. Cluster-UY has also been applied to many other research efforts in
several areas, including Astronomy [10], Biomedicine [6], Energy [21], Fluid dynamics
[23], Statistics [12], Telecommunications [22], and others.

6 Summary and Conclusions

This article presented the National Supercomputing Center, Uruguay (ClusterUY), a
national initiative for installing and operating a scientific HPC infrastructure following
a collaborative operation model.

The Cluster-UY project was described and the self-funded collaborative operation
model involving scientific institutions, academia, and public/private companies, to
guarantee sustainability was clearly explained.

The perspectives of Cluster-UY as a mean to foster research and innovation pro-
jects that face complex problems with high computing demands were highlighted and
sample projects developed in the Center were briefly presented. The main lines for
future work are related to continue developing and improving the infrastructure and
services of Cluster-UY, as a key tool for improving scientific research in the country.
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Abstract. This article describes a proposal for the participation of supercom-
puting platforms and datacenters in the electric market, by implementing demand
response techniques and ancillary services. Supercomputing and datacenters are
appropriate candidates to adjust their power consumption in order to help the
electric network to fulfill specific goals, either by consuming available surplus of
energy to execute complex tasks, or by deferring activities when energy is more
expensive or generation is lower than normal. Their thermal/cooling infrastruc-
tures demand about half of the energy consumption and provide a large inertia
that can be carefully used to interact with the power grid. These strategies allow
implementing a smart management of the electric grid, achieving a rational
utilization of renewable energy sources, and the correct utilization of information
technologies to improve decision-making processes. A specific case study is
presented: The National Supercomputing Center in Uruguay (Cluster-UY), for
which strategies for optimal planning of the execution of tasks and energy uti-
lization are proposed, taking into account the energy consumption, the Quality of
Service provided to the users, and the thermal/cooling demands of the infras-
tructure. In addition, the business opportunities and business models for super-
computing and datacenters in the electric market are revisited. Results suggest the
effectiveness of the proposed strategies to implement demand response tech-
niques and provide ancillary services under the smart grid paradigm.

Keywords: Energy efficiency � Demand response � Datacenters

1 Introduction

In modern electricity markets, a large consumer with flexible consumption of active
and reactive power can participate in the market in different ways. This concept is key
to implementing strategies oriented to smart networks, associating consumers with the
roles of active clients and market agents [18]. As an active client, the consumer can
adapt his demand to peak hours, reducing consumption in these periods and con-
tributing to flattening the demand curve of the system. Multi-hour tariffs can also be
implemented, handling time blocks where it is preferable to consume. ‘Day-ahead
agreements’ (based on price announced in advance) can be set, or even a dynamic
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behavior can be stimulated, when the price of energy is available in real time. Acting as
an agent, the consumer can participate in the electricity market and receive income by
applying mechanisms that may be restricted or driven by regulations, e.g., by estab-
lishing bilateral agreements between a large consumer and a generation company
(possible in the Uruguayan energy market) or by auctions, e.g., in a day-ahead market,
offering a profile of hourly consumption and establishing maximum prices to pay [13]
(not yet present in our country).

In this context, demand response planning strategies are needed to manage energy
consumption and be able to participate in the market, on different roles. Specific
techniques are needed to dimension the activities that consume energy, advance or
defer their execution, analyze the impact on global energy efficiency, and the possible
degradation of the Quality of Service (QoS) offered to users.

This article describes a proposal for developing and applying demand response
strategies on large consumers allowing them to participate in the electric market and
provide ancillary services. As a case study, the project proposes to address the planning
of supercomputing and datacenters, conceived as an example of planned systems that
have emerged in modern societies, linked to the smart grid paradigm (other relevant
examples are fleets of electric cars, smart buildings, irrigation systems, etc.). Super-
computing and datacenters provide scenarios that allow the direct experimentation of
demand response strategies in the academic and business environments. These plat-
forms can adjust power consumption in order to help the electric network to fulfill
specific goals, either by consuming available surplus of energy to execute complex
tasks, or by deferring activities (i.e., tasks execution) when energy is more expensive or
generation is lower than normal. Furthermore, their thermal/cooling infrastructures
demand about half of the energy consumption and provide a large inertia, that can be
used to interact with the power grid. The studied strategies allow implementing a smart
management of the electric grid, achieving a rational utilization of renewable energy
sources, and the correct utilization of information technologies to improve decision-
making processes.

Strategies for optimal planning of the execution of tasks and energy utilization are
proposed the National Supercomputing Center in Uruguay (Cluster-UY) [22], taking
into account the energy consumption, the QoS provided to users, and the
thermal/cooling demands of the infrastructure. In addition, the business opportunities
and business models for supercomputing and datacenters in the electric market are
revisited. Results suggest the effectiveness of the proposed strategies to implement
demand response techniques and provide ancillary services under the smart grid
paradigm.

The article is organized as follows. Next section describes the model applied to
characterize the energy consumption on datacenters. Section 3 describes the opportu-
nities for datacenters in the electric market. The proposed strategies for energy-aware
planning of datacenters are summarized in Sect. 4, including some preliminary results
for smart planning to follow a reference power profile. Finally, Sect. 5 formulates the
main conclusions and current lines of work.
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2 Modeling the Energy Consumption of Datacenters

This section presents an analysis of the power consumption of the main components of
a datacenter. Since servers are a key part of the datacenter energy usage, a power model
for servers is introduced and a case study is evaluated. Finally, a specific power model
for high-end multicores is introduced.

2.1 Breakdown of the Power Consumption of Datacenters

Two main operational components account for most power consumption of datacen-
ters: (i) operation of the technological infrastructure (servers, network, storage, etc.)
and (ii) operation of the cooling system and other physical resources [23, 27]. Both
sources of power consumption are related because more power is required for the
cooling system when servers operate a full capacity. Servers represent a significant
percentage of datacenter power consumption and the variability of their power con-
sumption in different load levels allows implementing specific techniques for energy
savings. Moreover, variability can be used for demand response under external changes
related to energy prices, temperature, etc.

Power models are used for predicting the servers power consumption and evalu-
ating the efficacy of energy aware policies. Due to the high complexity and cost, the
quality of energy aware policies is evaluated with simulation tools. Power consumption
of high-end servers found in datacenters is broadly described by Eq. 1, where Pidle is
the server power consumption without load and Ppeak is the server power consumption
at full (100%) utilization. The variable u is the current utilization percentage of the
server and function f describes the relationship between utilization and power con-
sumption [1, 2].

Pserver ¼ Pidle þðPpeak � PidleÞf ðuÞ ð1Þ

Most of power consumption of servers corresponds to the CPU. However, power
consumption of other computing resources (memory, disk, network) are not negligible.
Through workload categorization by resource utilization highly precise power models
can be built. Modeling power consumption considering resource utilization also allows
taking advantage of task consolidation. Equation 2 shows a server power model where
uCP U is the percentage of server capacity executing workload categorized as CPU-
intensive, umem is the percentage of server capacity executing workload categorized as
memory-intensive, and so on for each resource in the model.

Pserver ¼ Pidle þðPpeak � PidleÞf ðuCPU ; umem; udisk; uinet; . . .Þ ð2Þ

The empirical study of AMD and Intel multicores by Muraña et al. [20] showed that
for CPU-intensive workloads, the server power consumption has a linear relationship
with resource utilization. Furthermore, power consumption of memory-intensive
workload decelerates as utilization increases. Power consumption of memory-intensive
workload was greater than CPU-intensive workload.
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Some works have proposed empirical energy models that consider types of com-
puting resources, measuring power consumption using different benchmarks (intensive
in one specific computing resource), such as Linpack [12, 17], Abinit [9], and or Namd
[17, 25]. Power data can be collected through software tools that consult internal
hardware counters–e.g., Running Average Power Limit (RAPL) interface on Intel
servers–or by using an external power meter [8, 20, 28].

2.2 Empirical Analysis of Power Consumption of Servers in a Datacenter

Power characterization measurements were performed over a HP ProLiant DL380 G9
server (2 Intel Xeon Gold 6138 CPUs, 20 cores each, 128 GB RAM) from Cluster-UY.
The experiment consisted in executing a CPU-intensive benchmark and measuring its
power consumption using likwid [29], a software tool that allows access to RAPL
interface counters to estimate the power consumption.

Algorithm 1 presents the procedure applied for energy measurement. The power
consumption reported by likwid is logged while executing an increasing number of
benchmark instances to consider different levels of server utilization.

For the experiments, eight utilization levels (UL) were defined with five process per
level. Utilization level zero corresponds to server without load. UL one corresponds to
12.5% of server utilization, UL two corresponds to 25% of server utilization, and so on.
Power consumption of each level is measured 30 times to obtain statistically significant
values. Measurements for each UL last 60 s. The CPU-intensive benchmark utilized for
experiment belongs to the Sysbench toolkit [16]. The benchmark is a procedure written
in language c to calculate the prime number counting function using a backtracking
technique.

Figure 1 reports the results of power consumption measurements of the CPU-
intensive benchmark. The independent variable u corresponds to the percentage of server
utilization and PC is the power consumption (in Watts) reported by likwid by consulting
the RAPL interface. A significant difference in power consumption is measured between
utilization zero and the following levels. This difference is explained by the internal
power management of Intel chip (decreasing voltage of inactive resources).
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If utilization zero is not considered, the power consumption can be adjusted to a
linear function, for example, using least squares. The derivative of the function (0.92) is
coherent to the one reported in [20] (0.82), where the same benchmark was measured
using a Power Distribution Unit over a similar high-end server. The same work also
reports experimental result of memory-intensive benchmark in similar high-end ser-
vers. Equation 3, introduced in [20], presents a linear combination of models of CPU-
intensive and memory-intensive workload. Equation 3, uCPU is the server utilization
corresponding to CPU-intensive workload and umem is the server utilization corre-
sponding to memory-intensive workload. The variable u0CPU is zero when uCPU is less
than 50% and uCPU – 50 otherwise. An analog model can be built for the specific
hardware of the case study.

Pserver ¼ 0:802� uCPU þ 0:042� u0CPU þ 2:902� umem

� 0:02107� u2mem þ 7:644� 10�5 � u3mem þ 56:36þ 36:89
2

þ 57:0
ð3Þ

Since the downside of energy savings is the degradation of system performance, the
energy model must be complemented with a performance model. To empirically model
the performance, similar experiments should be performed considering execution times
instead of power consumption.

3 Opportunities for Datacenters in the Electric Market

This section describes the different ways a datacenter may participate in demand
response and ancillary services mechanisms and introduces the particular case of multi-
tenants datacenters.

Fig. 1. Power consumption of CPU-intensive benchmark over Cluster-UY multicore
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3.1 Participation in the Electric Market

A flexible consumer needs planning techniques to ensure a proper use of its energy
resources and to response to the energy market signals. In a datacenter, the energy is
used evenly distributed into two particular sectors: the operative hardware that provides
the services required by the datacenter clients and the thermal/cooling infrastructure.
These are the knobs that may be adjusted according some time-varying power con-
sumption profile. In this way, the datacenter can participate as an active agent in the
electric market.

A relative simple way is to implement a mechanism of demand response, using the
thermal inertia of the building to increase or decrease the power consumption, letting
move the building temperature between acceptable levels. In order to define the limits
of an electric power band that the datacenter can offer to the system operator, a proper
model of the building temperature dynamics must be used. The more accurate the
model, the more wide the offered power band and the more profit can be obtained. Of
course, the model that describes the temperature evolution should include the impact of
the servers activity, and this fact leads to the inclusion of the tasks execution profile
into the datacenter demand response strategy. As explained in Sect. 2, the execution of
the tasks directly consumes electric power and also affects the building temperature.
Maintaining that temperature within prescribed limits implies the utilization of the
thermal/cooling units, that also consume electric power. In this way, an appropriate
demand-response strategy should combine the flexibility of the thermal behavior and
the tasks allocation.

3.2 Demand Response in Multi-tenants Datacenters

Over the two main actions of a datacenter, new variants can be devised. This section
focuses on a pricing mechanism for multi-tenant datacenter that allows the operator to
obtain load shedding among tenants. Following the ideas of our previous work [19], a
responsive scheme for the clients is proposed. Clients may choose to postpone or lose a
task in exchange of some kind of economical reward provided by the datacenter, which
is an active agent in the electric market.

We pay special attention on multi-tenants collocation datacenter, since the tenants
deploy and keep full control of their own physical servers, while the datacenter
operator provides facility support. Tenant’s workloads in collocation datacenter are
highly heterogeneous, and many tenants run non-critical workloads, with high
scheduling flexibility, different delay sensitivities, different service level agreements
with peak loads periods. This type of datacenters are often located in metropolitan
areas, where demand response calls are most needed. They can participate actively in
the energy market by modulating their power profile and helping maximize distribution
grid resources. The main disadvantage is that each tenant manage its own servers
independently and has very different incentives to cooperate with the operator during a
demand response event.

In an electricity market with uncertainty in supply or price volatility, supply
function as a strategic variable allows to adapt better to changing market conditions
than a simple commitment to a fixed price or quantity does [15]. This is one reason why
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we propose to use supply function bidding, creating a market mechanism which fixed a
uniform market clearing price. Other motivation is to respect practical informational
constraints in the power network. A customer might not want to reveal its cost function
because of incentive or security concerns, or the cost function may require a high
description complexity, which means more communication. A properly chosen
parameterized supply function controls information revelation while demands less
communication.

Chen et al. [3] considered two abstract market models for designing demand
response to match the supply and shape the demand, respectively. In the modeled
situation, there is an inelastic supply deficit on electricity, and study a supply function
bidding scheme for allocating load shedding among different users to match the supply.
Each customer submits a linear parameterized supply function to the agent aggregator
(i.e., the datacenter operator). In a competitive market where customers are price
taking, the system achieves an efficient equilibrium that maximizes the social welfare.
In an oligopolistic market where customers are price anticipating and strategic, the
system achieves a unique Nash equilibrium that maximizes another additive, global
objective function.

Montes de Oca et al. [19] proposed a distributed algorithm to optimize social
welfare over a distribution network considering AC physical constraints over the grid
but with several users aggregators. However, these forms of parameterized supply
function do not admit treatable analysis. Johari and Tsitsiklis [14] considered an
alternative supply function model (Eq. 4) where a finite number of producers compete
to meet an infinitely divisible but inelastic demand reduce d. Each user (or tenant) is
characterized by a production cost, convex in the output produced, and the customers
act as profit maximizers. The mechanism yields bounded efficiency loss at a Nash
equilibrium and also characterize the problem of finding the Nash equilibrium as the
solution of a collocation problem.

Snðbn; pÞ ¼ d� bn
p

ð4Þ

Chen et al. [4] extended the previous work by proposing a uniform pricing
mechanism for collocation datacenters where the operator can extract load shedding
from tenants, without using the backup generator. The goal is to effectively provide
incentives for tenants to reduce energy consumption during emergency demand
response events. When an emergency demand response arrives, tenants bid using a
parameterized supply function (Eq. 4), and then the datacenter operator announces a
market clearing price which when plugged into the bids, specifies how much energy
tenants will reduce and how much they will be paid. The main advantage of this
mechanism is that for the tenants is very easy to participate in the market since they are
only asked to bid a parameter but keeping the integrity of the private information. The
authors propose a market mechanism and prove existence and uniqueness of the best
strategy for each tenant. In addition, they characterize the Nash optima of the non-
cooperative game as an optimization problem, which can be solved in a distributed
manner between participants, preserving private information. A mathematical model
for this approach is presented in Sect. 4.2.
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4 Smart Strategies for Effective Planning of Datacenters

This section describes strategies for datacenter planning and operation and a proposal
for a demand response scheme in a multi-tenant datacenter.

4.1 Datacenter Planning and Operation

One of the key issues related with energy-aware datacenter planning refers to the
problem of following a reference power profile for energy consumption. The main goal
is to appropriately plan the execution of tasks and the operation of the cooling system
to minimize the deviation with respect to the reference power profile. This way, the
datacenter can adapt its operation and participate in the energy market as an agent with
the capabilities of fulfilling specific goals.

Our group has developed research on the holistic energy-aware planning of data-
centers, and also including the use of renewable energy sources [7, 10, 11, 22–24]. The
general approach consists in applying computational intelligence methods [21] to solve
the underlying optimization problem that proposes determine the tasks scheduling and
the energy consumption of both infrastructure and cooling systems, subject to QoS and
operation (e.g., temperature) constraints.

Figure 2 presents an overview of the proposed system model, including their two
key components: the computing infrastructure and the cooling system.

Controllable variables for
demand-response services Non-controllable variables

Electric market 
demands

Task
schedule

Cooling
schedule

External
temperature

Renewable Reference power
energy profile, energy price

Computing
infrastructure (CI)

Cooling
system (CS)

Internal
temperature

CI power CS power
consumption consumption

Quality of
Service

Required
power

Renewable
power generation

Total brown power required

Optimization objectives for participation in the electric market

Fig. 2. Schema of the proposed model for energy-aware planning in datacenters
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A realistic energy consumption model is considered for the computing infrastruc-
ture in which each computing resource may be executing, idle, or asleep. On the one
hand, when a computing resource is executing a task, it is considered to be at its peak
performance. On the other hand, when a computing resource is idle it is considered to
be consuming the minimum amount of energy required of its operation. Finally, when
asleep, a computing resource considered to be consuming a marginal amount of energy.

The objective are controlled by two input variables, the task schedule and the
cooling schedule. The task schedule determines the execution of tasks on the com-
puting infrastructure for the scheduling horizon. Likewise, the cooling schedule
determines the on/off of the cooling system for the scheduling horizon. Three non-
controllable input variables are considered: external temperature (the air temperature
outside the datacenter), renewable energy generation (amount of available energy
generated by renewable energy source such as solar panels, wind turbines, etc.), and
power reference profile of the electric market, used by the datacenter to provide
ancillary services and to consider demand response to match the supply and shape the
demand. These variables are not controllable by the system and have uncertainty.

The optimization objectives and constraints are defined as follows. The maxi-
mization of the QoS is related to the number of tasks with unmet due dates. The total
brown energy required by the datacenter and the reference power profile requested by
the electric market for maximizing the profit. The internal temperature of the datacenter
is constrained to a maximum operating value.

We proposed a number of exact methods, stochastic and deterministic heuristics,
and single- and multi-objective metaheuristics for addressing several variants of this
optimization problem with promising results [10, 11, 21, 23, 24]. As an example, our
previous work [24] proposed the following mathematical model.

Controllable Variables. Cooling schedule (ck), controls the operation of the cooling
system; and the power schedule (sk), controls the computing infrastructure power
consumption. It controls the number of servers running, load constraints, and specific
user requirements.

Non-controllable Variables. External temperature (ak), air temperature outside the
datacenter; target reference power profile (Rk), the desired total power consumption for
each time step; and the target reference temperature profile (Tref), the desired internal
temperature of the datacenter for each time step.

Other Variables. The internal temperature (Tk) in the datacenter; the power con-
sumption of the cooling system (Ck); the power consumption of the computing
infrastructure (Ik); and the total power consumption of the datacenter (Pk).

The total computing infrastructure power is defined by Ik ¼ Smaxk þ Sidlek þ Ssleepk .

Where Smaxk ; Sidlek and Ssleepk are the total power of all servers that are executing, idle, and
sleep at time k, respectively.

The datacenter must execute a set of n tasks in a simulation period of K time steps.
Each task i must finish before a deadline D(i). The actual finishing time of a task FT
(i) and its deadline D(i) define whether a deadline is satisfied or violated and con-
tributes to the QoS of the schedule.

Demand Response and Ancillary Services for Supercomputing and Datacenters 211



The main goal is to schedule the operation of a datacenter in order to follow as
closely as possible a predefined power and temperature reference while simultaneously
minimizing its impact on the QoS of the system. Formally, this means to minimize the
deviation from the reference power profile (Eq. (5)) and the deviation from the refer-
ence temperature profile (Eq. (6)), while simultaneously minimizing the total exceed-
ing time of deadline violations (Eq. (7)).

XK

k¼1

Pk � Rkj j
maxðRkÞ ð5Þ

XK

k¼1

Tref � Tk
�� �� ð6Þ

XK

i¼1

maxð0;FTðiÞ � DðiÞÞ ð7Þ

Our previous work [24] proposed a multiobjective evolutionary approach for
solving the proposed problem. The experimental results show the proposed approach
computes accurate schedules for all objectives as well as competitive trade-off
schedules. Figure 3 show the computed solution for the reference power profile
objective. It shows the power consumption closely follows the reference power,
enabling the datacenter to potentially reduce electricity costs, maximize renewable
energy use, or participate in the electricity market.
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Fig. 3. Best computed solution for the reference power profile objective
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4.2 Proposal for a Demand Response Scheme in a Multi-tenant
Datacenter

This section proposes an optimization model for the demand response scheme
described in Sect. 3.2.

A simple model of the cooling infrastructure and the thermal inertia of the building
to increase or decrease the power consumption is proposed, letting move the temper-
ature into the room between acceptable levels. For that, a multistage setting is con-
sidered. The proposal is based on a simple mechanism under which each consumer
submits a single bid that reflects the willingness to adjust the consumer’s demand over
the entire T stages. Such mechanisms are easy to implement with a parameterized
supply function, and would require the minimum effort from the tenants. In this line of
word, results must be established on equilibrium characterization and bounded effi-
ciency loss, analogous to those derived in related works [4, 14].

Overview of Market Mechanism. Amarket mechanism was conceived, where tenants
bid for the next T stages using parameterized supply functions (Eq. 4) and then, given
the bids, the operator decides how much load to shed via tenants and how much to shed
via on-site generation and cooling system.

The operation of the market is summarized below:

• The datacenter operator receives an emergency demand response event for a
reduction target d :¼ d1; . . .; dT

� �
and broadcasts the supply function S( , p),

specified by Eq. 4, to tenants;
• Participating tenants respond by placing their bids bn :¼ b1n; . . .; b

T
n

� �
;

• The operator decides the amount of on-site generation an the temperature
scheduling and calculate market clearing price p to minimize its cost for T stages,
using Eq. 8 to set the market clearing price p and Eq. 9 to set y and ΔPc, mini-
mizing the cost of the operation during the demand response event;

• Demand response event is exercised. Tenant n sheds Sn(bn, p), and receives
Sn bn; pð Þ � pt as a reward.

The clearing market price is given by Eq. 8. This mechanism is illustrated in Fig. 4.

ptðbtn; yt;DPt
cÞ ¼

P
n b

t
n

ðN � 1Þdt þ yt þDPt
c

ð8Þ

To determine the vector of local generation amount y and power cooling reduction
ΔPc, the operator minimizes the cost of the three load-reduction options, given by
Eq. 9.

y;DPcð Þ ¼ argmin dþ yþDPcð Þ � p bn; y;DPcð ÞT þ a � yT þC DPc; tð Þ ð9Þ
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Modeling Cooling Power. A simple temperature model can be considered as a
function of the power for cooling Pc and the outdoor temperature Tout (Eq. 10).

_T tð Þ ¼ a1½T tð Þ � Tout tð Þ� þ a2Pc tð Þ ð10Þ

The model needs to penalize the misalignment between the actual temperature Tin
and a set-point temperature Tset. The cost function in Eq. 11 is considered, where
ΔPc(t) is the power difference between the power consumption at time t and the
reference power for cooling before demand response takes place.

CðDPc; tÞ ¼ j T DPc; tð Þ � Tset tð Þk k ð11Þ

Cost Function cn(s). Chen et al. [4] proposed a cost function cn(.) that captures the
effect of switching off m computers in a M/G/1/Processor-sharing queue, let’s first
consider an auxiliary function �cnð�Þ defined as: �cn mð Þ ¼ bT

1
vm� 1

M�m
, where k is the workload

arrival rate, v ¼ k
lM is the normalized workload arrival, µ is the service rate, b is a cost

parameter ($/time unit/job), T is the duration of the power reduction event, M is the
total of available servers and m the number of switched off servers for tenant n. The
power reduction model is considered linear in m, so that Sn = hm. Then the cost
function for a tenant’s energy reduction is written as: cn Snð Þ ¼ �cn Sn=hð Þ � �cn 0ð Þ and 0
otherwise.

Efficiency Analysis. The next step is to characterize the efficiency of the mechanism.
There are two potential causes of inefficiency: the cost minimizing behavior of the
operator and the strategic behavior of the tenants. In particular, since the forms of the
tenant’s cost functions are likely more complex than the supply function bids, tenants
cannot bid their true cost function even if they wanted to. This means that evaluating the
equilibrium outcome is crucial to understanding the efficiency of the mechanism. The
equilibrium outcome depends highly on the behavior of the tenants whether they are
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System operator
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3

Datacenter operator
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Fig. 4. Market mechanism for the proposed demand response scheme
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price-taking or price-anticipating. The key to our analysis is the observation that the
equilibrium can be characterized by an optimization problem. Once we have this opti-
mization, we can use it to characterize the efficiency of the equilibrium outcome. This
approach parallels the one proposed by Chen et al. [4] and Johari and Tsitsiklis [14].

Adding Uncertainty. The task arrivals could introduce uncertainty that would be
better captured by probabilistic models. We are interested in deriving these models for
the uncertainty in the costs and prices from the queuing theory modelling arrivals.
Previous work relating workloads with prices and power resource allocation can be
found in [5]. Another line of research is the negotiation of the power reduction levels
(d) between the grid and the datacenter operators. Under uncertainty of random effects,
and constraints in the power level provided by the diesel generators, this d may not be
accommodated and should be negotiated taking into account its conditional value at
risk [6, 26].

5 Conclusions and Future Work

This article introduced a proposal for supercomputing platforms and datacenters to
participate in the electric market, by implementing demand response techniques and
ancillary services.

A methodology was introduced for supercomputing and datacenters to adjust their
power consumption in order to help the electric network to fulfill specific goals, either
by consuming available surplus of energy to execute complex tasks, or by deferring
activities when energy is more expensive or generation is lower than normal.

Smart strategies for effective energy-aware planning of datacenters were described,
including a methodology applying computational intelligence for the problem of fol-
lowing a reference power profile, subject to QoS and temperature constraints, con-
sidering the power consumption of computing infrastructure and thermal/cooling
system. A specific model is introduced for demand response in a multi-tenant data-
center applying a multistage procedure.

Preliminary results demonstrate that the proposed strategies allow implementing a
smart management of the electric grid, achieving a rational utilization of renewable
energy sources, and the correct utilization of information technologies to improve
decision-making processes.

The main lines for current and future work are related to develop the proposed
model and apply it to a relevant case study: The National Supercomputing Center in
Uruguay (Cluster-UY), for which preliminary studies on evaluation and characteriza-
tion of the power consumption of the computing infrastructure were also presented.
The proposed models should be further improved to capture the reality of the case
studies. Furthermore, more complex strategies are being studied to implement demand
response techniques and provide ancillary services under the smart grid paradigm,
including the application of single-objective and multi-objective computational intel-
ligence methods.
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Abstract. In computational fluid dynamics a lot of theoretical and numerical
effort is made to have a method with the ability to correctly simulate fluid-
structure interaction, free surfaces, as well as evolve multiple components and
phases within a system. Traditionally, commercial and open source software is
based on meshes where the implementation of open boundaries and interfaces is
not trivial. A particle method, the Smooth Particle Hydrodynamics (SPH), has
the advantage of being mesh free and the ability to treat open surfaces. This
paper presents a study of the characteristics and capacity of the GPUSPH open
source software to simulate a fluid injection through a fork injector submerged
in a tank. The objective of this system is to study the formation of vortices and
the oscillations of the free surface in the tank, an open problem in continuous
metal casting industry. A system similar to that described by [3] and [12] has
been simulated to study the velocity field inside the tank and compare with
previous results. Our fiducial simulation reproduce the qualitative behavior
observed in physical and numerical experiments [3–9, 12]. However, in order to
reproduce the dynamics of water near the nozzle more than a million particles
are required leading to somewhat higher computational cost in comparison to
the mesh based methods.

Keywords: Smoothed particle hydrodynamics � Numerical simulations �
Submerged Entry Nozzle

1 Introduction

The study of non-stationary hydrodynamic phenomena represents a very important area
in both basic sciences and engineering. The technological development in the last two
decades allowed to create experimental techniques and sophisticated numerical models
to study and simulate complex processes in multiphase, turbulent and thermal flows.
The SPH method is a Lagrangian method that has been applied to various problems in
different areas of science and engineering thanks to the easy incorporation of various
physical processes (conduction, diffusion, solidification, etc.), the possibility of
implementation of boundary conditions for complex geometries and good numerical
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scaling on graphic processing units (GPUs) [2]. Numerous comparisons of solutions
given by other codes have been made, mainly based on meshes, validating the SPH
method and identifying its weaknesses and advantages. Specifically, the problems in
engineering include transport phenomena of fluids in pipelines, multiphase media and
catalysis in petrochemical industry, simulation of the impact of waves on coastal and
maritime structures, simulation of molding processes and precision casting among
many other applications [1, 10, 11].

One specific problem encountered in metallurgy is the design of a Submerged Entry
Nozzle (SEN) through which the liquid metal is injected into a continuous casting mold
[3]. The injected metal forms vortices in the mold that can trap slag, air and other
smelting byproducts causing permanent defects in the metal. There are numerous scale
studies using water and particle tracking technique to determine the velocity and
vorticity fields inside the tank that have allowed mitigating several of the problems.
Numerical simulations, on the other hand, helped to improve the design of the SENs by
tracing the entire velocity field and mitigating the vorticity [5, 8, 12]. However, as of
the authors knowledge there are no such studies that use SPH method. The aim of this
work is to reproduce qualitatively the results of other authors using a modern SPH
formalism available in an open source code GPUSPH1.

2 Methodology

The GPUSPH code developed by Rustico et al. [2] is a parallel open source code that
includes the modern formalism of the SPH method and different algorithms for the
treatment of boundary conditions suitable for simulations of confined and open fluids.
The code developed for its execution on GPU cards has shown encouraging results
thanks to its innovative semi-analytical method of treatment of boundary conditions
that allows to preserve high accuracy for complex geometries [13, 14]. In this study
GPUSPH version 4.1 was used with a change in the equation of state that now includes
the background pressure (see Eq. (3) below).

The hydrodynamic is governed by the Navier-Stokes equations that are solved by
the GPUSPH in their Lagrangian form:

dq
dt

¼ �qr � u; ð1Þ

du
dt

¼ � 1
q
rpþr � m ruþruT

� �� �þ g; ð2Þ

p ¼ c0q0
n

q
q0

� �n

�1

" #

þ p0: ð3Þ

1 https://www.gpusph.org.
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where u is the velocity vector, q is the density, p is the pressure and g the gravitational
force. In order to simulate a quasi-compressible medium a Tait equation of state (3) is
used with an exponent n ¼ 7 and a reference density q0. The numerical sound speed c0,
is chosen as being ten times the typical velocity of the fluid and a constant background
pressure p0 is an empirical parameter chosen according to the problem studied [1]. In
addition, as the flow is turbulent the turbulent viscosity, mT ¼ 0:09 k2=e, is included in
the momentum Eq. (2) which is given by the set of equations for k � e standard
turbulence model. This means that two more equations should be solved for kinetic
turbulent energy k and turbulent dissipation e coupled by smooth wall law [14]. A full
set of equations is given in a theory guide provided with GPUSPH code. As a stabi-
lization method against spurious pressure oscillations Ferrari’s correction was used
whose dampening parameter only depends on the typical scale of the problem.
The SPH equations were discretized using fourth order Wendland kernel with 230
neighbours on average and integrated using first order “predictor-corrector” scheme
with adaptive timesteps. A high order kernel together with the increased number of
neighbours and novel method for boundaries treatment in GPUSPH guarantee the first
order consistency [13, 15].

The study of the system similar to described in [3, 12] was performed with the SPH
method in order to compare qualitatively with the results of previous simulations
obtained with the Ansys Fluent commercial software that uses volume of fluid tech-
nique to track the open surface [16]. Since we are mainly interested in the dynamics of
fluid around the SEN and close to the surface the tank size was significantly reduced.
The geometry of the system is given in Fig. 1a. Water with density q0 ¼ 1000 kg/m3

and kinematic viscosity m ¼ 1:0� 10�6 m2=s is injected with parabolic velocity profile
adapted for square duct and maximum velocity of umax ¼ 2:0 m/s through the SEN
entrance. The SEN is submerged at a depth of 0:05 m in the rectangular tank con-
taining water up to 2=3 of its volume. The tank has dimensions 0:14� 0:07� 0:16 m
along x; y; z directions respectively, and a square hole at the bottom of 0:02� 0:02 m
for free flow discharge. The SEN has a length of 0:105 m and square cross-section of
0:025� 0:025 m on the inside walls. The walls have thickness of 0:005 m. The exit
ports have square shape with size of 0:02� 0:02 m and an inclination of 15� with
respect to the free surface of the tank (Fig. 1b).

The geometry of the system is modelled using an open source software SALOME
v8.4 and meshed with Netgen 2D and 3D algorithm restricting maximum cell size. The
mesh has a resolution of 0:001 m and is used for the generation of SPH particle
distribution of walls, free surfaces, and inlet/outlet. The mesh is exported in binary STL
format and converted to a cloud of points using the Crixus routine included with the
GPUSPH. Information contained in the mesh is used to determine velocity directions
and particle masses required by semi-analytical boundary conditions. The boundary
conditions of the walls are of the non-slip type, those of the entrance are given by
prescribed entry speed and at the exit the fluid falls freely by the force of gravity. The
particles that leave the problem domain are removed from simulation.
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3 Results

Our model was simulated for different values of the number of particles, the smoothing
length, the inflow rate, sound speed and the Ferrari stabilization scale. The obtained
results allowed to define the appropriate numerical parameters to perform a stable
simulation with reliable results. First simulations indicated the formation of particle-
free voids in regions of negative pressure (vortex centers) in the tank. This numerical
phenomenon has been previously observed by different authors who have recom-
mended adding a constant positive pressure to the equation of state to eliminate this
instability. However, there is no know criterion for choosing its value and is rather
problem dependent. In particular, after several experiments we determined that the
value of the background pressure p0 ¼ 5� 104 Pa is necessary to avoid the formation
of regions of negative pressure. This is roughly the half of mean fluid pressure. It is
worth mentioning that greater values of p0 require smaller integration time steps which
in turn lengthens the simulation time.

Our fiducial simulation has 1,417,000 particles (1,044,270 of which represents the
fluid and the rest are boundaries), the spatial resolution of 0:001 m, smoothing length
of 0:0018 m, the Ferrari’s coefficient 0:004 m, and ran up to t ¼ 1:0 s. The simulation
was performed on one node of GPU cluster of “Laboratory of Applied Mathematics
and High-Performance Computing of the Mathematics Department of CINVESTAV-
IPN ABACUS”, containing two Tesla K40 m GPU cards and required one week with
an average timestep of Dt � 2:0� 10�6 s. After approximately t ¼ 0:6 s the flow

Fig. 1. (a) Left: SEN submerged into the tank filled with water (water level is shown in blue).
(b) Right: geometry of the SEN and its mesh seen as longitudinal cut. (Color figure online)
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inside the SEN becomes developed and the water flow in the thank turns into a quasi-
stationary state where the position and intensity of the main vortices does not change.
Figure 2 shows the velocity field inside the tank for a final time t ¼ 1:0 s, where one
can clearly see four large vortices that have a mirror symmetry with respect to the z
axis. These vortices are generated by water jets that impact the tank walls and they have
been observed both in physical and numerical simulations [3–12].

In order to explore the velocity field in different regions of the tank, velocity vectors
have been constructed in the xy plane at different values of z ¼ 0:13; 0:1; 0:06½ � m.
These fields reveal complex dynamics inside the tank where the kinetic energy of the
jets becomes convective movement of the fluid, contributing to the process of mixing
the contents of the tank. In particular, four large vertical vortices are observed near the
corners of the tank at the level of the exit ports (Fig. 3b). In the lower part of the tank
there are vortices that are part of the vortices of the previous figure, but weaker and
closer to y ¼ 0 (Fig. 3c). A remarkable behavior can be observed near the exit hole of
the tank, where two parallel flows converge around x ¼ 0 before leaving the tank.

Fig. 2. Fluid velocity field along the plane y ¼ 0 at time t ¼ 1:0 s. The maximum velocity of
2 m/s shown in red. Note the formation of four vortexes at levels z ¼ 0:06 and z ¼ 0:13 m.
(Color figure online)
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Fig. 3. Velocity vectors in the xy plane for: (a) z ¼ 0:13 m, (b) z ¼ 0:1 m, (c) z ¼ 0:06 m. The
arrows have the same length and their velocity magnitude is encoded by colour. Note also that
scale of the colour bar is different in each panel. (Color figure online)
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Previous works [3–12] have shown the existence of irregular movements near the
surface, and even the presence of oscillating flows around the SEN. The four vertical
and four horizontal vortices coexist together interacting and transferring momentum
between each other in a nonlinear manner. Our simulation indicates the presence of
weak asymmetric movements near the surface (Fig. 3a) produced by the flows coming
from the tank corners that impact the SEN generating instabilities observed as oscil-
lations of the free surface. To further explore this situation, the additional velocity field
was obtained very close to the surface, z ¼ 0:15 m which is shown in Fig. 4. The flows
that emerge from the four corners converge on the walls of the SEN and are submerged
along the walls parallel to the x axis down to the exit ports. The irregularity of
movement near the SEN walls is evident although its magnitude is very low and is
possibly attributed to numerical errors. To ensure the consistency of the SPH method
the number of neighbors must grow proportionally to the total number of particles in
the domain [15]. It is necessary to repeat the simulation with a higher resolution that
allows better accuracy of the behavior near the surface and for a longer period of time
to detect surface oscillations whose frequency is found being a few hertz [12]. Next
stage of this work includes quantitative characterization of simulations and comparison
with physical experiments.

4 Conclusions

The qualitative behavior of vortex formation in the tank was successfully reproduced
using the SPH method and allowed to detect numerical problems such as the pene-
tration of fluid particles through the walls and formation of voids in the fluid. The main
factor that determines the wall penetration is the numerical sound speed, c0, which
should be the highest possible. This however, leads to a decrease in the timestep which
could reach the limit of single precision representation and the code will stop. On the

Fig. 4. Velocity vectors in the xy plane for z ¼ 0:15 m. Note the asymmetric shape of velocity
field near the SEN. Group of vectors parallel to the x axis that outline SEN square contour is an
interpolation procedure artefact due to lack of fluid particles in that region.
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other hand, for highly vortical flow a non-zero background pressure is necessary in the
equation of state in order to inhibit the voids formation. The model considered in this
work demands very tiny timesteps reaching in some cases machine single precision
value. This leads to overall slow performance of the simulation. Finding a balance
between the physical and numerical parameters represents a challenge and must be
performed for each particular case studied.

Specifically, it is concluded that:

(i) the meshing of the objects that represent the walls must have elements of a
homogeneous size in order to reduce the velocity errors near the walls;

(ii) The maximum flow rate (not the average) must be estimated before the simu-
lation in order to avoid particle penetration through the walls.

(iii) It is necessary to add to the equation of state a background pressure more or
equal to 10% of the typical problem pressure to avoid the formation of regions
without particles (voids);

(iv) The increase in simulation resolution reduces oscillations in the pressure field
due to convergence with the type of kernel used (Wendland).

(v) The GPUSPH code was able to reproduce the formation of the eight vortices and
showed to be robust although with a high computational cost due to the tech-
niques and the numerical parameters selected.

Future investigation will be focused on the increasing order of time integration
together with the increased accuracy of SPH equations.
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Abstract. We present a database of 45,000 atmospheric models (which will
become 80,000 models by the end of the project) with stellar masses between 9
and 120 M�, covering the region of the OB main sequence and W-R stars in the
H–R diagram. The models were calculated using the ABACUS I supercomputer
and the stellar atmosphere code CMFGEN. The parameter space has 6 dimen-
sions: the effective temperature Teff, the luminosity L, the metallicity Z, and three
stellar wind parameters, namely the exponent b, the terminal velocity V∞, and
the volume filling factor Fcl. For each model, we also calculate synthetic spectra
in the UV (900–2000 Å), optical (3500–7000 Å), and near IR (10000–
30000 Å) regions. To facilitate comparison with observations, the synthetic
spectra were rotationally broaden using ROTIN3, by covering v sin i velocities
between 10 and 350 km/s−1 with steps of 10 km/s−1, resulting in a library of 1
575 000 synthetic spectra. In order to demonstrate the benefits of employing the
databases of pre-calculated models, we also present the results of the re-analysis
of e Ori by using our grid.

Keywords: Astronomical databases: miscellaneous � Methods: data analysis �
Stars: atmospheres

1 Introduction

Thanks to the fertile combination of the large amount of public data and the availability
of sophisticated stellar atmosphere codes such as CMFGEN [14], TLUSTY [15],
FASTWIND [19, 20], and the PotsdamWolf-Rayet code (PoWR) [9, 10] self-consistent
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analysis of spectral regions from the UV to the IR is now possible. As a result of this we
have made significant advances in the understanding of the physical conditions in the
atmospheres and winds of massive stars.

For example, early far-UV observations showed that there were inconsistencies
between the optical effective temperature scale and that implied by the observed wind
ionization [8]. Studies by Martins et al. [16], and others, have shown that the neglect of
line blanketing in the models leads to a systematic overestimate of the effective tem-
perature when derived from optical H and He lines. On the other hand, Crowther et al.
[4], Bouret et al. [2], and Hillier et al. [13] simultaneously analyzed the FUSE, the HST,
and the optical spectra of O stars and were able to derive consistent effective tem-
peratures using a wide variety of diagnostics.

Another crucial result was the recognition of the important effect of wind inho-
mogeneities (clumping) on the spectral analyses of O stars. For instance, Crowther
et al. [4] and Hillier et al. [13] could not reproduce the observed P V kk 1118–1128
profiles when using mass-loss rates derived from the analysis of Ha lines. The only
ways the P V and the Ha profile discrepancies could be resolved were either by
assuming substantial clumping or using unrealistically low phosphorus abundances. As
a consequence of clumping, the mass-loss rates have been lowered by significant
factors (i.e., from 3 to 10). However, the possibility of optically thick clumping was
raised recently which would change this conclusion (see, e.g., Ref. [21] and references
therein).

Unfortunately, performing such investigations by using any of the above mentioned
stellar atmosphere codes is not an easy task! To run these codes and perform a reliable
analysis requires a lot of experience; something that many investigators do not have the
time to gain. Therefore, it is useful to develop databases of pre-calculated models. Such
databases will free up valuable time for astronomers, who could study stellar atmo-
spheres with reasonable accuracy but without the need of running time consuming
simulations. Furthermore, these databases will also accelerate the studies of large
numbers of observed spectra that are in line for analysis.

The basic parameters of such databases of pre-calculated models are: the surface
temperature (Teff), the stellar mass (M), and the surface chemical composition. An
adequate analysis of massive stars also has to take into account the parameters asso-
ciated with the stellar wind, such as the terminal velocity (V∞), the mass-loss rate ( _M),
and the clumping. If one takes into account the variations of all necessary parameters
the number of pre-calculated models that are needed increases exponentially. There-
fore, production of such databases is only possible by using supercomputing facilities.

There are already a few databases of synthetic stellar spectra available, but only
with a few tens or hundreds of stellar models (see, for example, the atlas of CMFGEN
models for OB massive stars by Fierro et al. [6], the grid of W-R stars by Hamann and
Gräfener [10], and the POLLUX database by Palacios et al. [17]). On the other hand,
we are generating a database with tens of thousands of models [22], which will be
publicly available in a year or so. Obviously, it will be impossible to manually compare
an observed spectrum with such an amount of model calculations. Therefore, it is
imperative to develop tools that allow the automation of this process but without
compromising the quality of the fit. In particular, in Ref. [7] we have presented
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FITspec, a program that searches our database for a model that better fits the observed
spectrum in the optical region. It uses the Balmer lines to measure the surface gravity
(log(g)) and the equivalent width ratios of He II and He I lines to estimate Teff.

In this article we describe the state of our grid of pre-calculated models and the
results of a test analysis to verify the usefulness of the grid. In Sects. 2 and 2.1, we
briefly describe the stellar atmosphere code (CMFGEN) which we use to produce our
models. In Sect. 3, we describe our model grid and in Sect. 4 we describe a simple test
analysis to demonstrate the benefits of using our grid. Finally, in Sect. 5 we summarize
the relevant conclusions.

2 CMFGEN

CMFGEN is a sophisticated and widely-used non-LTE stellar atmosphere code [13,
14]. It models the full spectrum and has been used successfully to model O & B stars,
W-R stars, luminous blue variables, and even supernovae. The code determines the
temperature, ionization structure, and level populations for all elements in the stellar
atmosphere and wind. It solves the spherical radiative transfer equation in the co-
moving frame in conjunction with the statistical equilibrium equations and radiative
equilibrium equation. The hydrostatic structure can be computed below the sonic point,
thereby allowing the simultaneous treatment of spectral lines formed in the atmosphere,
the stellar wind, and the transition region between the two. Such features make it
particularly well suited for the study of massive OB stars with winds. However, there is
a price for such sophistication, a CMFGEN simulation takes any where between 24 and
36 h of microprocessor time to be completed.

For atomic models, CMFGEN utilizes the concept of “super levels” by which levels
of similar energies are grouped together and treated as a single level in the statistical
equilibrium equations (see, Ref. [14] and references therein for more details). The
stellar models in this project include 28 explicit ions of the different elements as
function of their Teff. Table 1 summarizes the levels and super levels included in the
models. The atomic data references are given by Herald and Bianchi [11].

Table 1. Super levels/levels for the different ionization stages included in the models.

Element I II III IV V VI VII VIII

H 20/30 1/1 … … … … … …

He 45/69 22/30 1/1 … … … … …

C … 40/92 51/84 59/64 1/1 … … …

N … 45/85 41/82 44/76 41/49 1/1 … …

O … 54/123 88/170 38/78 32/56 25/31 1/1 …

Si … … 33/33 22/33 1/1 … … …

P … … … 30/90 16/62 1/1 … …

S … … 24/44 51/142 31/98 28/58 1/1 …

Fe … … 104/1433 74/540 50/220 44/433 29/153 1/1
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To model the stellar wind, CMFGEN requires values for the mass loss rate ( _M),
terminal velocity (V∞), b parameter, and the volume filling factor of the wind (Fcl). The
profile of wind speed is modeled by a beta-type law [3]

v rð Þ ¼ v1 1� r
R�

� �b

; ð1Þ

The b parameter controls how the stellar wind is accelerated to reach the terminal
velocity (see Fig. 1), while the volume filling factor Fcl is used to introduce the effects
of optically thin clumping in the wind (see Ref. [21] and references therein).

2.1 Synthetic Spectra

The auxiliary program CMF FLUX of the CMFGEN package computes the synthetic
observed spectrum in the observer’s frame which is one of the most important output of
our models [12]. To simulate the effects of rotation on the spectral lines, the synthetic
spectra are also rotationally broadened using the program ROTIN3, which is part of the
TLUSTY package [15].

For each model in the grid, we calculate the normalized spectra in the UV (900–
3500 Å), optical (3500–7000 Å), and IR (7000–40 000 Å) range; then, we apply
rotation by sampling the range between 10 and 350 km/s−1 with steps of 10 km/s−1.
This process results in a library with a total of 1 575 000 synthetic spectra.

3 The Model Grid

The main parameters of a model atmosphere are the luminosity (L) and the effective
temperature (Teff), whose values allow to place the star in the H-R diagram. In order to
constrain appropriately the input parameters, we use the evolutionary tracks of Ekström
et al. [5] calculated with solar metallicity (Z = 0.014) at the zero age main sequence
(ZAMS). For any track, each point corresponds to a star with specific values of Teff,

Fig. 1. Examples of beta-type velocity laws.
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luminosity (L), and stellar mass (M). We calculated several models along each track
with the approximate steps of 2 500 K in Teff, while the stellar radius and the surface
gravity log(g) were calculated to get the luminosity L and the stellar mass M corre-
sponding to the track.

The elements included in our models are H, He, C, N, O, Si, P, S, and Fe. The
values of H, He, C, N, and O were taken from the tables of Ekström et al. [5]. For
consistency, we assumed solar metallicity as reported by Asplund et al. [1] for Si, P, S,
and Fe in all models.

The grid is organized as a hypercube data in dimensions which correspond to Teff,
L, V∞, b, Fcl, and the metallicity. The plane generated by Teff and L is the H-R diagram
(see upper part of Fig. 2); the values of these variables are restricted by evolutionary
tracks. For V∞ we use two values, a low (V∞ = 1.3Vesc) and a high (V∞ = 2.1Vesc)
velocity model, where the escape velocity (Vesc) has the usual meaning. The fourth
dimension is the b parameter of the stellar wind for which we use the values of b = 0.5,
0.8, 1.1, 1.4, 1.7, 2.0, and 2.3 (see bottom left of Fig. 2). Models with different values
of Teff, L, and Fcl populate a data cube. Each value of Fcl = 0.05, 0.30, 0.60, and 1.0
generates a similar cube, all of which are aligned one after another in a fifth dimension.
Finally, we have two values of metallicity: solar and solar enhanced by rotation. This 6-
dimensional arrangement generates a plane populated with data cubes (see bottom right
of Fig. 2).

This arrangement only populates regions of the H-R diagram where nature forms
stars, and does not produce non-physical models. If needed, we can interpolate between
models to achieve better fits to the observed spectra.

4 A Simple Test to Demonstrate the Usefulness of Our Grid

We demonstrate the benefits of having a mega-grid by a re-analysis of e Ori. This
O9/B0 supergiant was studied by Puebla et al. [18] by using CMFGEN in the tradi-
tional way (i.e., by producing every model that was needed). They reported

Teff = 27,000 K, log g = 3, a mass-loss rate _M� 10�7 M� yr�1, and a highly
clumped and slowly accelerating wind (Fcl = 0.01, b > 2.0) for this star. Figure 3
shows a comparison of selected models from the grid with the optical He I and He II
lines observed for e Ori. We tried to select models which only differ in the effective
temperature and have a low mass-loss rate to avoid complications. Obviously, our grid
is still not fine enough to be able to do that.

The He lines are normally used to estimate the effective temperature of O stars.
Although, the He II lines are very weak for e Ori since this star is on the borderline
between type O and B, the comparison still shows that Teff has to be around 25,000 K.

Moreover, Fig. 4 shows models from the grid which vary in log g in comparison
with the observed H Balmer series. Unfortunately, the H Balmer lines are also affected
by mass-loss, namely the absorption is filled in by the emission in the base of the wind.
For example, Fig. 4 shows that Ha and Hb are basically useless as log g indicator even
at relatively low _M. Nevertheless, the higher order members of the Balmer series are
not affected by mass-loss and they support the published value of log g � 3.
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The most useful spectral region to estimate the mass-loss rate ( _M) and terminal
velocity (V∞) is the ultraviolet one. Here, we encounter strong resonance lines of the
dominant ionization states of various elements in the winds of massive stars. These
lines normally show P-Cygnii profiles which are particularly useful to measure _M and
V∞; see e.g., the C IV doublet around 1550 Å or the Si IV doublet around 1400 Å in
Fig. 5. However, these lines are not useful to estimate Fcl and, if saturated, they are also
useless to measure b. The comparison of models with the observations in Fig. 5 shows
a somewhat contradictory situation, while the Si IV kk 1400 doublet suggests a low _M.
To fit the C IV kk 1552 profile we would need much higher mass-loss rates. However,
_M� 10�6 M� yr�1 would result in Ha emission which is not observed. Therefore, we
conclude that _M� 10�7 M� yr�1 is the best estimate we can have.

Fig. 2. Organization of the grid as a 5-dimensional hypercube. Top: Teff-Luminosity planes with
different values of b parameter. Bottom Left: Data cube with the models contained in the six
planes. Bottom Right: Plane formed by cubes similar to that shown on the left, the dimensions of
these are different values of the volume filling factor with two different metallicities.
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Estimations of Fcl and b are very difficult because we do not have many diagnostics
and those that we have, like Ha, are affected by a combination of parameters. Nev-
ertheless, the comparison of selected models with the observed Ha lines in Fig. 6
indicates that the values reported in Ref. [18] are plausible.

Fig. 3. Comparison of selected models (coloured lines) with the observed He I and He II lines
for e Ori (black curves) to estimate the Teff of the star. The parameters of the models are colour-
coded above the figure. (Color figure online)

Fig. 4. Comparison of selected models (coloured lines) with the observed H I Balmer series for
e Ori (black curves) to estimate the surface gravity (log g) of the star. The parameters of the
models are colour-coded above the figure. (Color figure online)
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As expected, the re-analysis of eOri supported the values that were published in Ref.
[18]. Obviously, the analysis by using the grid is much cruder, but also much faster. We
needed only an afternoon to perform the analysis presented here, while several months
of work was necessary to achieve the results presented by Puebla et al. [18].

Fig. 5. Comparison of selected models (coloured lines) with the observed UV spectra (IUE) for
e Ori (black curves) to estimate the mass-loss rate ( _M) of the star. The parameters of the models
are colour-coded above the figure. (Color figure online)

Fig. 6. Comparison of selected models (coloured lines) with the optical spectrum observed for e
Ori (black curves). We can estimate the Fcl and b (see Sect. 2 for an explanation) using Ha. The
parameters of the models are colour-coded above the figure. (Color figure online)
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5 Summary

We present a mega grid of 45,000 (which will soon becomes more than 80,000) stellar
atmospheric models calculated by the CMFGEN package. These models cover the
region of the H-R diagram populated by OB main sequence and W-R stars with masses
between 9 and 120 M �. The grid provides UV, visual, and IR spectra for each model.

We use Teff and luminosity values that correspond to the evolutionary tracks of
Ekström et al. [5]. Furthermore, we sample seven values of b, four values of clumping
factor, and two different metallicities and terminal velocities. This generates a 6-
dimensional hypercube of stellar atmospheric models, which we intend to release to the
general astronomical community as a free tool for analyzing OB stars.

We have also demonstrated the usefulness of our mega-grid by the re-analysis of e
Ori. Our somewhat crude but very rapid analysis supported the stellar an wind
parameters reported by Puebla et al. [18]. The re-analysis has demonstrated the benefits
of having a large grid of pre-calculated models. This way we can perform rapid and
reliable estimates of the stellar and wind parameters for a star; and if needed, a more
detailed study can be performed but by starting with good initial values. This signif-
icantly shortens the time that is needed to complete the spectral analysis.
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Abstract. Current compute-intensive applications largely exceed the resources
of single-core processors. To face this problem, multi-core processors along
with parallel computing techniques have become a solution to increase the
computational performance. Likewise, multi-processors are fundamental to
support new technologies and new science applications challenges. A specific
objective of the Lagarto project developed at the National Polytechnic Institute
of Mexico is to generate an ecosystem of high-performance processors for the
industry and HPC in Mexico, supporting new technologies and scientific
applications. This work presents the first approach of the Lagarto project to the
design of multi-core processors and the research challenges to build an infras-
tructure that allows the flagship core of the Lagarto project to scale to multi- and
many-cores. Using the OpenPiton platform with the Ariane RISC-V core, a
functional tile has been built, integrating a Lagarto I core with memory
coherence that executes atomic instructions, and a NoC that allows scaling the
project to many-core versions. This work represents the initial state of the design
of mexican multi-and many-cores processors.

Keywords: Multi- and many-core � Multiprocessors RISC-V � Interconnection
networks

1 Introduction

The “Lagarto” project [1], developed by the Computer Architecture research team at
the Computing Research Center of the National Polytechnic Institute of Mexico, aims
to generate an open computing platform for academia and research to ease the
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understanding of fundamental concepts of Computer Architecture and Operating
Systems. The project has two main branches of development: the first one is focused on
the educational area, and the second one on the development of a high-performance
processors ecosystem, targeting both industry and HPC.

Around 2006, multi-core processors appeared in the market to overcome the
“power wall”. Multi-core processors increase compute power via parallelism, which
rises dramatically the complexity of microprocessors design and programming.

Considering the HPC segment, nowadays all systems rely on multi-core processors,
often coupled with highly-parallel accelerators. The use of multiple interconnected
compute nodes, each of them with several multi-core processors, allows to build
supercomputers with high performance. HPC systems have been built with more than
10 million cores (for example, the Sunway TaihuLight of the National Supercomputing
Center in Wuxi) and peak performance above 100,000 TFLOPs (for example The
Summit of the Oak Ridge National Laboratory). Relevant information can be found in
the Top500 list [3].

The first core designed in the Lagarto project is denoted Lagarto I. The Lagarto I
core design supports different ISAs, including RISC-V [2]. RISC-V is an instruction set
architecture (ISA) that is completely open and freely available to industry, license-free
and royalty-free. RISC-V is a RISC-based architecture; RISC-based processors lead the
mobile and embedded markets, partially because of their characteristics of low energy
consumption and small area. By contrast, the HPC market is nowadays dominated by
traditional x86 processors. However, a growing share of HPC systems rely on the use
of RISC designs. Some examples are the BlueGene systems, the Mont-Blanc project
and the Tibidabo cluster prototype, to name a few [4–7].

In the Lagarto project, the main challenge to overcome in the second branch
(industry and HPC) is to design and develop an infrastructure that allows our pro-
cessors to scale to multi- and many-cores. Such infrastructure is required to optimize
and develop multi-core processors for the industry segment and many-core processors
for HPC. The Lagarto project currently has two different core designs: the Lagarto I,
which is a scalar core, and the Lagarto II, which is a superscalar core, both with a
memory system that allows them to function as mono-core processors. To implement
the parallelism required for HPC systems, it is necessary that the cores of Lagarto
project can operate as multi-core system, this is, multiples core running multiple
coordinated tasks in the same memory space. Scaling to many-cores requires to have a
Network-on-Chip (NoC) that allows to transport messages and data between the cores
and the memory system. The first objective of this stage of the Lagarto project is to
develop the infrastructure required to implement many-cores processors, integrating a
NoC into the memory system of Lagarto I core to allow scale to many-core.

This work shows the initial process to integrate the Lagarto I core (the educational
version) into a multi-core system based on a Network-on-Chip. The design relies on a
RISC-V development framework. We analyze the current RISC-V open-source
ecosystem and discuss the selection of one of the available development frameworks,
in order to select the most compatible with the Lagarto I core. The analysis of previous
works between RISC-V and these platforms with NoCs were fundamentals to select a
platform; Also, we show the final design of “Lagarto I” tile that we will use in our
versions of multi and many cores.
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The rest of the work is organized as follows. Section 2 presents the required
background, including Atomic instructions, Cache coherence protocols, interconnec-
tion networks and relevant development tools. Section 3 presents an overview of the
Lagarto Project and the architecture of the educational core “Lagarto I”. Section 4
discusses the selection of the tools to integrate and design the Lagarto I tile. Section 5
presents the fundamental modules of the architecture of Lagarto I tile. Section 6 dis-
cusses the advantages and disadvantages of Lagarto I tile final design, possible opti-
mizations and the future work.

2 Background

This section presents the required background to understand the paper. First, the main
fundamentals related to the design of multi-core processors are presented. Next, it
discusses relevant development tools, covering both simulation tools and hardware
development frameworks.

Shared-memory multi-core CPU design mainly involves three aspects:

(a) Atomic instructions: used to atomically access data that is shared between cores.
They are required to build synchronization mechanisms like mutex, semaphores
or locks.

(b) Cache coherence protocols and memory consistency: essential to maintain coher-
ence and consistency among shared data hosted in the private caches of each core.

(c) The interconnection network: to transport control messages and data between
cores and the memory system.

Despite dealing with different aspects of the design, they must be considered as a
whole when designing the complete system. These aspects are discussed next.

(a) Atomic instructions

During multithreaded execution, it is essential to synchronize the running subprocesses
on the different threads. This is usually solved by executing “read-modify-write”
(RMW) atomic operations. An atomic operation refers to the execution of RMW in a
single apparent step. This is implemented by carrying out the read and write operations
consecutively, blocking the interruptions to prevent the interleaving of any other
memory access with these read and write operations. This guarantees the atomicity of
the memory access [8], without interleaving other accesses.

The “A” extension of the RISC-V ISA is the subset of the architecture that
describes atomic instructions. RMW atomic instructions are defined in this extension to
support the synchronization of multiple RISC-V hardware threads running in the same
memory space. It contains two sets of atomic instructions: load-reserved/store-
conditional and atomic fetch-and-op memory instructions.

RISC-V supports several consistency models such as: unordered, acquire, release
and sequential consistency (SC). SC is a highly intuitive consistency model introduced
by Lamport [9], who formulated that a multiprocessor is sequential consistent if it
complies with the following: (a) the result of any execution distributed in multiple
cores must be the same as when all the executed instructions are run in a certain
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sequential order, and (b) operations assigned to a specific kernel must maintain the
sequence specified by the program. However, this simplicity significantly restricts the
implementation of memory units and hinders performance. More relaxed memory
models allow to reorder memory accesses and to implement less restrictions in the
load/store units of the cores. This often translates into higher performance, at the cost of
memory access rules which are harder to reason about and the requirement of explicit
fences to delimit synchronization accesses.

(b) Cache coherence protocols

The cache coherence protocol distributes the updates performed on each memory
location to all the private caches in the system, guaranteeing that all the cores observe,
at a given point in time, the updates to shared data.

Snoopy based cache coherence protocols typically rely on broadcast mediums like
buses or crossbars, where every connected element listens to all the traffic. This kind of
design offers a global vision of the memory accesses to every element interconnected,
easing the implementation of the coherence protocol. However it becomes a bottleneck
when it interconnects several cores, as all of them share the same network resources.
This is the most common solution when the processor has a low number of cores,
typically less than 10.

By contrast, directory based cache coherence protocols are typically used with
distributed cache memories and NoCs. This type of design follows a distributed phi-
losophy, in which each of several directory controllers tracks the state of the data
assigned to it. In other words, each directory acts as a server to data requests that
belongs to its domain. This scheme, supports parallel requests to different directories,
with the NoC transporting the messages with the result of these requests. Building a
distributed cache memory system implies more complexity due to the lack of global
information, requiring more complex coherence protocol implementations. However, it
is a more scalable solution.

(c) Interconnection networks

The system networks are used in supercomputer and datacenters to interconnect multiple
servers, each server with multiple cores. For each server (node) to communicate with
other nodes, it can use electrical or optical cables to transfer the data packets.

Similarly, the processor internal cores, memory controllers and peripheral con-
trollers communicate through an on-chip interconnect. Typically, when cores work in
parallel, they share data in the different shared-memory levels. The interconnection
serves as a communication channel to transfer data between the levels of the memory
hierarchy and to maintain coherence between different copies of the same data.

Buses and crossbars are frequently employed in the interconnections in multi-core
CPUs. They are simple to design and perform well for a low amount of cores. Nev-
ertheless, they do not scale well, and alternative solutions have been used when
interconnecting tens of cores, which is typical in the HPC market. These alternatives
are denoted Networks on Chip (NoC).

NoC are scalable interconnects that typically rely on tile-based CPUs. Commonly,
each tile has one or more cores with their private caches, plus a bank of a shared and
distributed cache. Some of them have memory and peripheral controllers too. Such basic
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block is replicated multiple times to build a processor of the required size, including one
router in each tile. Typical topologies for NoCs include rings and meshes.

Rings have been used widely, for example by Intel in their Xeon processors. More
recently, Intel has included meshes in their 72-core Xeon Phi Knights Landing
accelerator [10] and the newest Xeon processors. ARM also offers a mesh interconnect
that supports up to 128 cores [11]. Meshes are gaining ground in the market as they are
more scalable than rings, thought large designs might introduce more scalable
topologies in the future, like torus or Flattened Butterflies.

(d) Development tools

There are platforms dedicated to the design and simulation of multicore systems and
interconnection networks. Standalone NoC simulators, such as Booksim or Garnet,
typically employ traffic generators to create random requests to feed the network.
However, some platforms allow to perform whole-system functional simulation at the
software level, such as Spike and Gem5.

Alternatively, there are platforms that perform RTL simulations with specific cores
and synthesize multicore processor designs in FPGAs, supporting parameter configura-
tion such as number of threads and cores, cache size, interconnection type, processor, etc.

Table 1 shows some of the most popular platforms available. Some platforms offer
processor designs for free, but the tools needed to work with the design are proprietary
and require a license. This is the case of the Bluespec company, which offers a platform
with two freely available RISC-V processors called Piccolo and Flute. These proces-
sors are designed with the high-level language Bluespec (same as the company name),
and it is necessary to acquire a Bluespec license to compile the processor codes. In
addition, it offers commercial platforms such as RISC-V Verification Factory and
RISC-V Acceleration Factory dedicated to the integration, verification and debugging
of integrated systems and FPGAs.

Other platforms are open source designs, but their tools can be open source or not
and they can be part of their own platform or not. Both Pulp and OpenPiton are open
source designs. They rely on a set of open source tools such as Icarus Verilog and other
proprietary tools as Mentor Graphics QuestaSim. Specifically, the users can decide
between the compatible tools to design, simulate and implement their system.

While some platforms are completely dedicated to RISC-V processors, some others
also support other processor ISAs, such as Gem5 and OpenPiton platforms. In the case
of Gem5, it employs a generic processor model which is configured with the param-
eters of the target processor. By contrast, OpenPiton gives some options about the
processors to integrate into its platform, for example OpenSparc T1, PicoRV32 and
Ariane processors.

OpenSPARC T1 was the default core of the OpenPiton processor from the
OpenPiton platform. Given the potential of the NoC and the protocols of coherency
implemented in the cache hierarchy of the OpenPiton processor, in recent years, pro-
jects have emerged with the main goal of incorporating RISC-V cores into the
OpenPiton processor. Some examples are Juxtapiton [18], where the PicoRV32 core
was integrated with the OpenPiton platform and inherited all the capabilities of the
infrastructure, and the integration of Ariane core into the OpenPiton processor [19],
started in 2019 by the ETH Zürich and the Wentzlaff Parallel Research Group.
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3 Lagarto I RISC-V Architecture

The computer architecture design team of the Microelectronic and Embedded System
Laboratory of the Computing Research Center of the National Polytechnic Institute of
Mexico has developed the Lagarto I core. Its main goal is to provide its users with a
scalable low-cost development platform for hardware and software systems. These
users could come from the academic field as well as the industry sector. For the
academic field, it will be possible for the students to understand the tradeoffs and
challenges related to the microarchitecture design process; for the industry sector, it
will grant the opportunity to use a customizable development platform.

Lagarto I core is a scalar 64 bit RISC-V based processor, that supports the RV64I
instruction set, the M extension for multiplication and division, and the A extension
for atomic operations, the minimum requirements to support an embedded Linux
booting process. Additionally, Lagarto I supports the RISC-V Privileged Architecture
Version 1.7.

Lagarto I core has been developed in Verilog, taking advantage of the hardware
description language tools for designing, testing and verifying digital systems as robust
as a SoC. The microarchitecture implements a six-stage pipeline and includes opti-
mized modules for instruction processing. Additionally, Lagarto I includes a Memory
Management Unit looking to allow not only the flow of data through the different
memory levels, but also the implementation of multicore systems, establishing the
guideline to explore massive processing systems for High Performance Computing.

4 Design Proposal for Lagarto Multi-core

Currently, tiled architectures have gained ground in the design of multicores. They
provide communication using shared memory and direct communication networks,
allowing the flow of data and messages from one tile to another without the need to use
system software [20].

Table 1. Popular platforms to simulation and implementation of multicore processors.

Platform Simulation FPGA
implementation

Processor Open
sourceFunctional RTL RISC-V Other

Spike
simulator [12]

✔ – – ✔ – ✔

Gem5
simulator [13]

✔ – – ✔ ✔ ✔

Bluespec [14] – ✔ ✔ ✔ – –

LowRisc [15] – ✔ ✔ ✔ – ✔

Pulp [16] – ✔ ✔ ✔ – ✔

OpenPiton
[17]

– ✔ ✔ ✔ ✔ ✔
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The minimum requirements of a tile are the processor, L1 cache memory (including
coherence support), private or shared L2 memory and an interconnection network. In
order to have an infrastructure that allows the Lagarto I processor to scale to a large
number of cores, its current design needs to be transformed to a tile implementation,
which we denote the Lagarto tile. Starting from the single-core Lagarto I design, it
requires a coherence protocol in the L1 cache memory, an interconnection network and
a shared memory level. Likewise, it requires a chipset that hosts the memory controllers
and the OS boot. It is also essential to incorporate the atomic instructions, a feature
already implemented in the Lagarto I processor.

The available open-source multi-core processor design platforms have been ana-
lyzed to determine if they can be used to facilitate the design of multi-core Lagarto
processors. Three open-source platforms have been chosen for the analysis: Lowrisc,
PULP and OpenPiton. Table 2 shows a summary of the analysis of the three platforms
under the following headings: (a) HDL language, which should be compatible with that
used in Lagarto I core, (b) interconnection network used, (c) coherence protocol
support, (d) compatible with RISC-V and (e) OS boot support.

The chosen platforms are suitable to be integrated into this work thanks to the fact
that they have been developed with HDL, as well as Lagarto I core. LowRisc, in
particular, has been developed in the high-level language Chisel. With respect to the
interconnection network, only OpenPiton implements a NoC. The Pulp platform does
not support a coherence protocol, since its designs are focused on hardware acceler-
ation. The three platforms integrate at least one RISC-V processor and implement
atomic instructions, although Pulp only implements atomic fetch-and-op memory
instructions.

OpenPiton has been selected as the most suitable platform for this work, mainly for
its ability to scale the number of cores thanks to the implemented NoC. It is completely
free, fully configurable (cache size, interconnection network, processor) and modular,
exploiting the use of the Verilog language. It is a platform developed mainly in Verilog
for hardware description and Perl + Python to integrate tools and build designs. In the
most recent version, released in 2019, it supports three different processors: Open-
SPARC T1 and two RISC-V based processors, PicoRV32 and Ariane, integrated from
the PULP framework.

Table 2. Analysis of development platforms to be used with Lagarto I

Platform Developers Language Interconnect Coherence
protocol

Memory
levels

Processor Linux boot

Crossbar Noc RISC-V Others Mono
core

Multi
core

LowRisc University of
Berkeley and
Cambridge

Chisel ✔ – ✔ 2 ✔ – ✔ –

Pulp ETH Zürich System
Verilog

✔ – – 2 ✔ – ✔ –

OpenPiton Princeton
University

Verilog ✔ ✔ ✔ 3 ✔ ✔ ✔ –
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5 Lagarto I Multi-core

This section presents the design decisions for the Lagarto Multi-core system. It first
details the recent integration of OpenPiton with the Ariane processor. Next, it presents
the implementation details required for Lagarto I.

The most recent OpenPiton release integrates the OpenPiton project with the Ariane
processor. This design has been used as a reference to build and design the Lagarto I
tile. This design upgrades the RISC-V privileged extension from 1.7 to 1.10; this is
required to support more stable OS execution and boot, offers more support to physical-
memory protection (PMP) and Virtual-memory page faults. This upgrade has been
analyzed to obtain enough experience to identify, recognize and adapt the required
modifications for the upgrade. This design will be considered a reference to compare
the execution of instructions and the flow of control messages within the NoCs, sim-
plifying the debug process of the design.

The original version of OpenPiton leveraged an OpenSPARC core to build a tiled
NoC design. The OpenSPARC T1 processor implements 8 cores connected through a
crossbar, using a write-through policy to guarantee cache coherency. However, such
design does not scale to large core counts, since it relies on the centralized crossbar to
serialize memory accesses and invalidate sharers.

In order to scale the system, the OpenPiton approach implements an additional
cache level between the private L1 and the shared L2. This new private memory level is
denoted L1.5 cache, because it sits between the original L1 and the L2. Therefore, the
design employs two private cache levels per core. The first level is called L1 and is part
of the OpenSPARC T1 processor, operating with its write-through policy. The second
level is the L1.5, which is a write-back private data cache that implements a MESI
coherence protocol, allowing larger scalability. With this approach, the OpenSPARC
T1 RTL is not modified and the L1.5 operates as a higher cache level above the L1. In
scalable multicores, write-back caches operate more efficiently than write-through since
the high write-bandwidth required by the write-through caches produces data con-
gestion into the NoC and the memory hierarchy [21]. The OpenPiton L1.5 cache only
has one input port, where both instruction and data requests are received. Both requests
can be generated simultaneously in the same processor cycle, so the design requires an
arbiter to determine the priority to send each request to the L1.5. In the design,
instruction fetch requests always receive higher priority.

The OpenPiton project has integrated two different processor cores with different
approaches with respect to the coherence protocol. In [18] the PicoRV32 processor
replaces the OpenSparc T1 in OpenPiton. In this case, the processor is directly con-
nected to the L1.5 cache from OpenPiton, removing its original L1 cache. This rep-
resents a relevant improvement at the hardware level, because it avoids the duplication
of caches, with the corresponding increase in area and latency. However, it only
operates with virtual memory accesses since the L1.5 cache in OpenPiton doesn’t
include an MMU. In [23] the Ariane processor was integrated with OpenPiton. The
implementation turns its L1 write-back cache into a write-through cache similar to the
one in OpenSparc T1 L1, and adapts the interfaces between Ariane L1 write-through
cache and OpenPiton L1.5 cache using an arbiter. With this change, the Ariane cache
system become similar to the one used by OpenSparc T1.
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Our work adapts the Lagarto I core to the OpenPiton project following a similar
approach. The basic building blocks employed in our project are shown in Fig. 1.
Figure 1(a) shows the design of the Lagarto tile. Each tile has a Lagarto I core, the L1
cache from the Ariane processor and the related modules. Figure 1(b) shows the
OpenPiton structure, including caches, NoC routers and chipset.

Lagarto I core interacts with the L1 cache in its Fetch Stage (FS) to request
instructions, and in its Memory Access stage (MA) to load/stores data in memory. It
also interfaces with the Control and Status Registers (CSR) which are read or written
by privileged instructions. The upgrade of the privilege extension to version 1.10
requires to add and discard some registers within the CSR module, as well as adding
hardware support for new instructions into the Lagarto core microarchitecture.

Originally, the Lagarto I processor implements a Memory Management Unit
(MMU) that includes L1 caches for data and instructions, with the L1 data cache
operating with a write-back policy. Considering the alternative approaches in previous
works, the approach followed to merge with OpenPiton was similar to the most recent
case of Ariane. The Lagarto MMU is preserved, to access the L1 caches using physical
addresses. The L1 data cache is converted to write-through and connected to the L1.5
from OpenPiton. When adapting the interfaces, the alternatives are to adapt the L1
interface from Lagarto to the L1.5, or employ the caches from Ariane. We decided to
employ the L1 caches from Ariane because they are already adapted to the bus arbiter
interface and the L1.5. This design is suboptimal because it almost replicates the caches
in levels L1 and L1.5, with the corresponding increase in area and latency. However, it
allows for a faster design and a simpler integration with the other modules from
OpenPiton, leaving the integration of both cache levels for future work.

The final design of L1 cache system of the Lagarto tile integrates an instruction and
data cache, MMU and an arbiter. The instruction cache has 16 KB size and 4-way
associativity, and the data cache has 8 KB, 4-way associativity and a write-through
policy for compatibility with OpenPiton. The main purpose of the MMU is to
implement address translation and monitor memory accesses, to detect memory access
faults. The MMU hosts the instruction and data Translation Lookaside Buffers (TLBs)
and the Page Table Walker (PTW). The PTW is a hardware used to handle page faults:
it listens to all incoming translation requests on both iTLB and dTLB, and in case of
fault page on the TLB it will use the virtual address to start the search for its page
translation in a table walk.

The module Arbiter has two main goals; first, it arbitrates between requests from
the FS or MA processor stages, with FS requests always receiving more priority;
second, it generates and manages the request signals, as well as packages the request to
be sent to the L1.5, using an interface that is compatible with OpenPiton L1.5 cache.
Likewise, the arbiter attends all responses from the L1.5 cache to the L1 cache system.

The L1.5, L2 cache and NoC router are reused from the OpenPiton project [21].
The remainder of the chipset has been modified, only reusing the bootrom module and
a fake memory DRAM controller. The bootrom module contains a minimal boot of the
linux code and the fake DRAM controller simulates the operation of a DRAM con-
troller. This fake controller simulates that the operating system loads the program code
into the DRAM to be executed by the cores, but the program is actually loaded
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manually in this fake DRAM. In the current status of the design, the program code is
placed into this module to be executed after loading the boot.

Figure 2 shows the block diagram of a multi-core architecture where the Lagarto
tile is interconnected to others tiles through NoC routers in the P-Mesh by OpenPiton.
OpenPiton provides scalable meshes of tiles on a single chip using, what they have
called, a P-Mesh cache coherence system, which is capable to connect together up to
8192 chips [22]. The NoC routers are also used to interconnect the Lagarto tiles to a
chipset to access the bootrom and the fake DRAM controller.

Fig. 1. Lagarto tile (a) Lagarto core connect to system cache of Ariane processor. (b) Cache
system, NoC, routers and chipset from Open Piton.

Fig. 2. Block diagram of a multi-core architecture with Lagarto tiles (based on [18])
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6 Conclusions and Future Work

This work describes the initial process of adapting the Lagarto I core to a multicore
system using a NoC. The Lagarto project wants to generate a high-performance
ecosystem based on RISC processors for the industry and the academic field in Mexico.
For this goal, is necessary to develop an infrastructure that allows the Lagarto I pro-
cessor to scale to multi- and many-cores. It has been decided to take advantage of
several previous developments on multicore, which has led to perform various analysis
of compatibility with the Lagarto I processor, as well as requirements for its adaptation.
Consequently, the OpenPiton platform has been chosen to employ the NoC it integrates
as well as the MESI protocol implemented in its memory system.

For this first approach, it has been decided to follow the process of development of
previous projects carried out with processors based on RISC-V and the OpenPiton
platform, which involves modifying the L1 cache to operate as a write-through cache
and connect it directly with the OpenPiton L1.5 cache and thus be able to exploit the
MESI protocol and access the NoC.

While effective and simpler to develop, this results in a suboptimal design because
of the redundant modules. To achieve the main objective of the Lagarto project, it is
desired to eventually get rid of the L1.5 memory and implement the MESI protocol in
the L1 write-back memory integrated in the MMU of the Lagarto I processor. This will
establish direct communication between the interface of the OpenPiton NoC to the
Lagarto L1 cache, allowing direct access from the L1 cache to the L2 cache and the
Chipset, as well as reducing the latency and area of the tile. An additional advantage is
to be able to process instruction requests and data accesses in parallel. Finally, it will be
necessary to perform tests to guarantee memory consistency and to successfully exe-
cute a SMP Linux boot.
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Abstract. A discretization of the Convection-Diffusion equation is developed
based on Discrete Exterior Calculus (DEC). While DEC discretization of the
diffusive term in the equation is well understood, the convective part (with non-
constant convective flow) had not been DEC discretized. In this study, we
develop such discretization of the convective term using geometric arguments.
We can discretize the convective term for both compressible and incompressible
flow. Moreover, since the Finite Element Method with linear interpolation
functions (FEML) and DEC local matrix formulations are similar, this numerical
scheme is well suited for parallel computing. Using this feature, numerical tests
are carried out on simple domains with coarse and fine meshes to compare DEC
and FEML and show numerical convergence for stationary problems.

1 Introduction

Discrete Exterior Calculus (DEC) is a recent numerical method for solving partial
differential equations (PDE’s), based on the discretization of the theory of Exterior
Calculus [3]. It was first proposed by Hirani in his PHD thesis [5]. Since then, DEC has
been successfully applied to solve Darcy’s equation [4], Navier-Stokes and Poisson’s
equations [2], and the transport equation with incompressible flow for advection-
dominated problems [1]. In this latter work, the authors showed that, in simple cases,
the system of equations resulting from DEC are equivalent to other numerical methods
such as Finite Differences and Finite Volume methods, leading to a stable upwind DEC
variation.

The transport equation, or Convection-Diffusion equation, is a PDE which models
the transport of a scalar field (e.g. mass, heat or momentum), due to transport mech-
anisms known as convection, which occurs whenever a fluid is in motion, and diffusion.
This equation arises in several engineering problems like air pollution and groundwater
contamination, where the solute is transported by advection due to the particle velocity
field, which usually depends on time and spatial coordinates. Commonly, this type of
problems are advection-dominated problems, leading to numerical instabilities for most
of the mesh-based numerical methods for solving PDE’s. In such cases, stabilization
techniques such as [6–8] are employed, but are not well suited for some problems, and
refining the mesh may lead to a numerical stabilization, but also to a higher compu-
tational cost. Thus, the importance of an efficient implementation and parallel com-
puting of the numerical methods becomes evident.
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In this paper, we propose a local DEC discretization of the Convection-Diffusion
equation, for compressible and incompressible flow using geometric arguments, which
is described in Sect. 2. Since this is a local discretization of the Exterior Calculus
operators, the matrix formulation is similar to that of Finite Element Method (FEM), and
is well suited for parallel computing. Using this feature, numerical tests are carried out to
show numerical convergence and a comparison between the Finite Element Method
with linear interpolation functions (FEML) and our DEC discretization of the differential
equation, for coarse and fine meshes. These numerical tests are explained in Sect. 3.

2 The Convection – Diffusion Equation Dec Discretization

Recall the 2D isotropic, homogeneous and stationary Convection-Diffusion equation,

r � vuð Þ ¼ kr2uþ q; ð2:1Þ

where v is the particle velocity, k is the heat diffusion coefficient, and q is the external
source. It is an elliptic equation which describes the transport of a scalar quantity due to
transport processes known as convection, which is modeled by the left-hand side of
Eq. (2.1), and diffusion for mass transport, or heat conduction, which in turn, is
modeled by the right-hand side of Eq. (2.1). An alternative expression of Eq. (2.1) is

v � ruþ ur � v ¼ kr2uþ q; ð2:2Þ

and, when the fluid is incompressible (r � v ¼ 0), one has:

v � ru ¼ kr2uþ q: ð2:3Þ
In order to develop a DEC discretization of Eq. (2.2), we first rewrite the differ-

ential equation in Exterior Calculus notation, and then we discretize the involved
operators in matrix form [2].

2.1 The Diffusive Term

The discretization with DEC of the diffusive term of the equation, which is equivalent
to the Poisson’s Equation, is well understood and reported in [2] and [3]. The Laplacian
operator, as described in mentioned works, can be expressed using Exterior Calculus
notation as

r2u ¼ �r ^ �ru; ð2:4Þ

where � is the Hodge Star and ^ is the wedge product operators. If we use d, to denote
the exterior derivative, one has

r2u ¼ �d � du; ð2:5Þ

thus, Eq. (2.2) can be rewritten using Eq. (2.5) as
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v � ruþ ur � v ¼ k � d � duþ q: ð2:6Þ

Next, we discretize these operators locally. Consider the single, counterclockwise
oriented triangle mesh, shown in Fig. 1, formed by the vertices V1;V2 and V3. The
boundary operator @ for oriented triangles V1;V2;V3½ �ð Þ, edges V1;V2½ �; V2;V3½ �;ð
V3;V1½ �Þ and vertices V1½ �; V2½ �; V3½ �ð Þ, as described in [3], can be expressed as a
matrix operator by considering each triangle, edge and vertex as an element of a basis
of a vector space. Then, for the mesh shown in Fig. 1, the boundary matrix operator
sending oriented triangles to a sum of its oriented edges is

@2;1 ¼
1
1
�1

0
@

1
A; ð2:7Þ

where the subscript @2:1 means we are sending the boundary of a 2-dimensional ele-
ment to the boundary of a 1-dimensional one. Similarly, the boundary operator sending
oriented edges to a sum of its oriented vertices is

@1;0 ¼
�1 0 1
1 �1 0
0 1 �1

0
@

1
A: ð2:8Þ

Fig. 1. Triangle [V1, V2, V3]. Its edges are denoted as [V1, V2], [V2, V3] and [V3, V1]. Its
vertices are denoted as [V1], [V2] and [V3].
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Then, due to the duality in Green’s Theorem, the discretization of the exterior
derivative is given by

d ¼ @ð ÞT : ð2:9Þ
For instance, the discretization of the operator d1;0 is

d1;0 ¼
�1 1 0
0 �1 1
1 0 �1

0
@

1
A: ð2:10Þ

Now, to discretize the Hodge Star operator, we define the dual mesh for a triangle
as follows (See Fig. 1):

• The dual of the 2-dimensional triangle [V1, V2, V3] is the 0-dimensional cir-
cumcenter point C of the triangle.

• The dual of the 1-dimensional edges of the triangle is the 1-dimensional straight
segment joining the center of the edge and the triangle’s circumcenter (Segments
L1� 1; L2� 1 and L3� 1 in Fig. 1).

• The dual of the 0-dimensional vertices of the triangle is the 2-dimensional
quadrilateral formed by the two mid-points of its adjacent edges and the circum-
center (E.g. The dual of the vertex [V1] is the quadrilateral [V1, P1, C, P3]).

Therefore, we need two matrices to discretize de Hodge Star operator, one relating
the original and dual edges, and another one relating vertices and dual cells. The first
one is defined as follows (see Fig. 1.)

M1;1 ¼
lenght L1�1ð Þ
lenght L1ð Þ 0 0

0 lenght L2�1ð Þ
lenght L2ð Þ 0

0 0 lenght L3�1ð Þ
lenght L3ð Þ

0
BB@

1
CCA; ð2:11Þ

where the subscripts M1;1 means we are sending 1-dimensional elements of the original
mesh to 1-dimensional elements of the dual mesh. Similarly, the second Hodge Star
matrix discretization is given by (see Fig. 1).

M0;2 ¼
A1 0 0
0 A2 0
0 0 A3

0
@

1
A; ð2:12Þ

where A1;A2 and A3, are the areas of the dual cells. The inverse of M0;2, M2;0 will then
send 2-dimensional elements of the dual mesh to 0-dimensional elements of the
original mesh. Substituting Eqs. (2.10), (2.11) and (2.12) in (2.6) one has

v � ruþ ur � v ¼ kM2;0Ddual
1;2 M1;1D0;1uþ q; ð2:13Þ

where Ddual
1;2 ¼ �DT

0;1.
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2.2 The Convective Term

We first address the case of incompressible flow, Eq. (2.3). We develop the dis-
cretization of this term locally, by means of geometric arguments. Consider a scalar
function u, discretized by its values at the vertices of an oriented triangle V1;V2;V3½ �,
we can approximate the directional derivative of u at vertex V1, in the direction of the
vector V2� V1 as

duV1 V2� V1ð Þ � u2 � u1;

similarly

duV2 V3� V2ð Þ � u3 � u2;

duV3 V3� V1ð Þ � u3 � u1:

Thus, in order to find the discrete gradient vector W1 of u at vertex V1, we need to
solve the following system of equations

W1 � V2� V1ð Þ ¼ u2 � u1; ð2:14Þ

W1 � V3� V1ð Þ ¼ u3 � u1; ð2:15Þ

where

V1 ¼ x1; y1ð Þ;

V2 ¼ x2; y2ð Þ;

V3 ¼ x3; y3ð Þ;

which leads to

W1 ¼ 1
2A

u1 y2 � y3ð Þþ u2 y3 � y1ð Þþ u3 y1 � y2ð Þ
� u1 x2 � x3ð Þþ u2 x3 � x1ð Þþ u3 x1 � x2ð Þð Þ

� �
; ð2:16Þ

where A is the area of the triangle. Following the same procedure to find W2 and W3, it
is seen that

W1 ¼ W2 ¼ W3; ð2:17Þ

moreover, Eq. (2.16) coincides with the gradient vector obtained with the Finite Ele-
ment Method with linear interpolation functions. We then consider the particle velocity
defined at each vertex of the triangle, i.e.
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v1 ¼ v1;1; v1;2
� �

;

v2 ¼ v2;1; v2;2
� �

;

v3 ¼ v3;1; v3;2
� �

:

By taking the inner product of the gradient vector and the particle velocity at each
vertex, we obtain the local matrix discretization for the left hand-side of the Eq. (2.3)

Ve ¼ 1
2A

V1;1 V1;2 V1;3

V2;1 V2;2 V2;3

V3;1 V3;2 V3;3

2
4

3
5 u1

u2
u3

2
4

3
5; ð2:18Þ

where

V1;1 ¼ v1;1 y2 � y3ð Þþ v1;2 x3 � x2ð Þ;

V1;2 ¼ v1;1 y3 � y1ð Þþ v1;2 x1 � x3ð Þ;

V1;3 ¼ v1;1 y1 � y2ð Þþ v1;2 x2 � x1ð Þ;

V2;1 ¼ v2;1 y2 � y3ð Þþ v2;2 x3 � x2ð Þ;

V2;2 ¼ v2;1 y3 � y1ð Þþ v2;2 x1 � x3ð Þ;

V2;3 ¼ v2;1 y1 � y2ð Þþ v2;2 x2 � x1ð Þ;

V3;1 ¼ v3;1 y2 � y3ð Þþ v3;2 x3 � x2ð Þ;

V3;2 ¼ v3;1 y3 � y1ð Þþ v3;2 x1 � x3ð Þ;

V3;3 ¼ v3;1 y1 � y2ð Þþ v3;2 x2 � x1ð Þ:

Next, we consider the case of compressible flow, Eq. (2.2). Recall the Laplacian
operator written as

r2u ¼ r � ruð Þ; ð2:19Þ

as mentioned in [2], the divergence operator can be expressed with Exterior Calculus
notation as

r � / ¼ �d � /; ð2:20Þ

where vector / is a 1-form. Thus, in order to discretize the term ur � v, we need to
assign the values of v to the edges of the triangle. By taking into account the orientation
of the triangle, we have the following vectors:

256 M. A. Noguez et al.



w1 ¼ V2� V1;

w2 ¼ V3� V2;

w3 ¼ V1� V3:

As before, we consider the particle velocity v defined at each vertex. Therefore, we
can take the inner product of the direction w1 and 1

2 v1 þ v2
� �

, i.e.

/1 ¼ 1
2 v1 þ v2
� � � w1; ð2:21Þ

where /1 is the value assigned to the edge V1;V2½ �, similarly

/2 ¼ 1
2 v2 þ v3
� � � w2; ð2:22Þ

/3 ¼ 1
2 v3 þ v1
� � � w3: ð2:23Þ

Substituting the matrix discretization of the Hodge Star and the Exterior Derivative
operators described previously, one has

ur � v ¼ M2;0DT
0;1M1;1/u: ð2:24Þ

Substituting Eqs. (2.18) and (2.24) in (2.13) we obtain the DEC discretization of
Eq. (2.2):

Ve �M2;0DT
0;1M1;1 /þ kD0

� �h i
u ¼ q; ð2:25Þ

Since Eq. (2.25) is a local discretization of the Convection-Diffusion equation, the
processes of computing the local matrices ðMeÞ for every element in the mesh and
the subsequent construction of the global system of equations are the most
demanding in terms of computational requirements. Thus, introducing parallel
computing in these stages leads to significant savings in both time and system
resources. Fortunately, since the DEC construction of the global system of equations
is similar to that of the Finite Element Method, known parallel algorithms for FEM
can be used, such as [10, 11] and [12].

As described in [9], K parallel threads can be used to compute N=K elemental
matrices, where N is the number of elements in the mesh (see Fig. 2). Therefore, the time
to build the global system of equations using parallel computing can be estimated by

Tp ¼ N I
K þm
� �þK � t threadf g; ð2:26Þ

Where I is the CPU time for computing a local matrix, m is the time the CPU takes to
assemble a local matrix in to the global matrix and t threadf g is the CPU time to
create/destruct a thread. In this case, the assembly of the global matrix is non thread-
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safe, therefore, access to the global matrix should be blocked whenever a thread is
updating the global matrix.

Similarly to FEM, the global system matrix obtained with DEC is sparse, and a
storage format is required. We have chosen the CSR format, and suitable parallel
matrix-vector multiplication algorithm.

3 Numerical Experiments

For the numerical experiments we have used a computer with Intel Core i7-7700T (4
cores and 8 threads) 2.9 GHz CPU and 8 GB of RAM, with openMP for thread
management.

Consider a rectangular domain with dimensions 10� 5, under the following con-
ditions (see Fig. 3):

Fig. 2. Parallel algorithm for the global matrix assembly.
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• Heat diffusion constant k ¼ 1
• Source term q ¼ 1, over disk of radius 0:4; and center in 1; 2:5ð Þ
• Dirichlet boundary condition u ¼ 0:0 over left, upper and bottom boundaries
• Right boundary with no condition

The meshes used vary from coarse to fine meshes, some of them are shown in
Fig. 4.

3.1 Constant Particle Velocity

In this example, we consider the problem with constant particle velocity in x direction,
of magnitude v ¼ 10; 0ð Þ. Table 1 summarizes numerical results for maximum tem-
perature value, and a comparison with results obtained with the Finite Element Method
with linear interpolation functions (FEML) is also shown.

Fig. 3. Domain with diffusion constant k = 1, source q = 1 over disk of radius 0.4 and center in
(1, 2.5)

Fig. 4. Examples of meshes used in numerical experiments
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The temperature distribution for the finest mesh is shown in Fig. 5.

Figures 6(a), (b), (c) and (d) shows graphs of the temperature values obtained with
DEC and FEML, along a horizontal cross section at the centerline of the domain for the
meshes in Figs. 4(a), (b), (c) and for the second finest mesh, respectively, compared
with the solution obtained with the finest mesh. Figure 6(e) shows a graph of tem-
perature values along the same cross section obtained with DEC and FEML for the
finest mesh.

As can be seen from Table 1 and Fig. 6, DEC and FEML behaves in a similar
fashion with coarse meshes, and converges to the same value with finer meshes, as
expected. In Fig. 6(a), oscillations in the temperature values can be seen on the coarsest
mesh, as a result of numerical instability present in convection dominated problems.

Table 1. Maximum temperature values obtained in the numerical simulation.

Mesh # Elements # Nodes Max. temperature
value
DEC FEML

Figure 4(a) 722 703 0.11114 0.10638
Figure 4(b) 2900 1526 0.088065 0.087268
Figure 4(c) 11574 5938 0.080251 0.080145

18078 9228 0.07931 0.07937
1152106 577554 0.076914 0.076914

Fig. 5. Temperature distribution for the finest mesh.
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3.2 Variable Particle Velocity

In this example, we consider a variable in space particle velocity v ¼ x; sin xð Þð Þ and
heat diffusion constant k ¼ 0:5, over the same domain with the same boundary

Fig. 6. Temperature values along a cross horizontal section at the centerline of the domain for
different meshes. (a) Graph for the mesh in Fig. 3(a). (b) Graph for the mesh in Fig. 3(b).
(c) Graph for the mesh in Fig. 3(c). (d) Graph for the second finest mesh. (e) Graph for the finest
mesh.
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conditions and source term. As before, Table 2 shows the maximum temperature
values obtained with DEC and FEML, using the same set of meshes.

Temperature distribution for the finest mesh is shown in Fig. 7. As before, Fig. 8
(a), (b), (c) and (d) shows the temperature values obtained with DEC and FEML along
a horizontal cross section at the centerline of the domain for the meshes shown in
Figs. 4(a), (b), (c) and for the second finest mesh, compared with the solution obtained
with the finest mesh. Figure 8(e) shows the graph of temperature values obtained with
DEC and FEML for the finest mesh.

As can be seen from Table 2 and Fig. 8, FEML and DEC behaves similarly for
coarse meshes and both converge to the same value with fine meshes. In Fig. 8(a),
oscillations of the temperature values can be seen for the coarsest mesh, due to
numerical instability.

Table 2. Maximum temperature values obtained in the numerical simulation.

Mesh # Elements # Nodes Max. temperature
value
DEC FEML

Figure 4(a) 722 703 0.54571 0.52831
Figure 4(b) 2900 1526 0.43644 0.43356
Figure 4(c) 11574 5938 0.40118 0.4012

18078 9228 0.39562 0.39717
1152106 577554 0.3833 0.3833

Fig. 7. Temperature distribution for variable in space particle velocity.
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The execution time for the finest mesh is shown in Table 3.

Fig. 8. Temperature values along a cross horizontal section at the centerline of the domain for
different meshes. (a) Graph for the mesh in Fig. 4(a). (b) Graph for the mesh in Fig. 4(b).
(c) Graph for the mesh in Fig. 4(c). (d) Graph for the second finest. (e) Graph for the finest mesh.
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4 Conclusions

1. We have proposed a discretization for the convective term of the Convection-
Diffusion equation, which was developed using geometric arguments and known
DEC discretization for the divergence operator.

2. Since DEC can be formulated locally, like FEML, DEC is well suited for parallel
computing. Using this feature, numerical experiments were carried out on coarse
and fine meshes.

3. Our results shows a similar behavior between DEC and FEML for coarse meshes.
For finer meshes, DEC and FEML converges to the same solution.
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Abstract. This article describes the application of parallel computing tech-
niques for efficiently processing large volumes of data from ITS. This is a
relevant problem in nowadays societies, especially when working under the
novel paradigm of smart cities. The proposed approach applies parallel multi-
threading computing for processing Global Positioning System records for a
case study on the Intelligent Transportation System in Montevideo, Uruguay.
The experimental analysis is performed on a high performance computing
platform, considering a large volume of data and different computing resources.
The main results indicate that the proposed approach allows achieving good
speedup values, thus reducing the execution time to process more than 120 GB
of data from 921 to 77 min, when using 32 threads. In addition, a web appli-
cation to illustrate the results of the proposed approach for computing the
average speed of public transportation in Montevideo, Uruguay, is described.

Keywords: Parallel computing � Intelligent Transportation Systems

1 Introduction

The paradigm of smart cities proposes incorporating information and communication
technologies to improve the quality and efficiency of urban services [2]. Smart cities
allow the responsible use of resources and encourage the active participation of citizens
in decision-making processes, in order to achieve a sustainable and inclusive city.

Intelligent Transportation Systems (ITS) are an important component in smart
cities. These systems allow collecting large volumes of data about the mobility in cities,
which can be processed in order to extract valuable information about the mobility of
citizens [6]. The obtained information can be offered to citizens that use the transport
system as well as to planners and decision in order to improve the Quality of Service
and user experience.
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One of the main sources of information for smart cities is about mobility of citizens.
Our research group has developed research on applying computational intelligence
methods in smart cities [14, 16, 18, 19]. This article reports a research developed within
the project ‘Urban transport planning in smart cities’ [15], funded by Fondo Conjunto
de Cooperación Uruguay–México (AUCI–AMEXCID). The research proposes devel-
oping methodologies to support decision-making related to mobility and urban trans-
port in smart cities.

This article describes the design and implementation of a system applying parallel
computing for processing large volumes of data from ITS. The system applies parallel
collections from the Scala programming language to build an efficient and portable
solution applying multithreading parallel computing. A specific case study is presented
for computing a relevant metric (average speed of buses) for the ITS in Montevideo,
Uruguay, by efficiently processing Global Positioning System (GPS) data. The main
results of the experimental evaluation indicate that the proposed approach achieves
good speedup values, reducing the execution time to process more than 120 GB of data
from 921 to 77 min, when using 32 threads. A web application is developed for the
proper visualization of the information from the processing of GPS data to compute the
average speed of public transportation in Montevideo, Uruguay. The visualization
makes use of an important feature of data, i.e., georeferencing. Several libraries and
services are used in the developed visualization tool, including a geographical database,
a geographical web service, and a service for maps creation.

The article is organized as follows. The next section describes the main concepts
related to ITS and parallel computing, and reviews related works. Section 3 describes
the ITS in Montevideo, Uruguay and the problem of computing the average speed of
buses. The details about the proposed solution to process large volumes of mobility
data applying parallel computing are presented in Sect. 4. The experimental evaluation
of the proposed approach is reported in Sect. 5. Finally, Sect. 6 formulates the main
conclusions and current lines of work.

2 Intelligent Transportation and Parallel Computing

This section describes ITS, parallel computing, the software library applied in the
research, and reviews related works.

2.1 Intelligent Transportation Systems

ITS are one of the most valuable components to understand and manage mobility under
the paradigm of smart cities. By including transportation and traffic models and using
synergistic technologies, ITS aim at improving transportation safety and urban mobility
[6]. Modern ITS incorporate a plethora of sensors into vehicles and roadside infras-
tructure, which allow gathering large volumes of data that can be analyzed to under-
stand mobility in the city and assess the quality of service offered to the users. The
technology used as a source of urban data in this research is Automatic Vehicle
Location (AVL).
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AVL systems allow automatically determining and communicating the geographic
location of a moving vehicle [23]. The information can be collected at a central server
to overview and control a fleet of vehicles. GPS is the most common technology to
determine the location of vehicles in AVL, mainly due to its widespread availability,
low cost, and precision. AVL technology is frequently incorporated in ITS and con-
stitutes a rich source of data, as it helps to monitor and control the quality of service
provided by the transportation system to users.

2.2 Parallel Computing and Scala Parallel Collections

This subsection describes the paradigm of parallel computing and the tool for sup-
porting parallel computing applied in this work.

Parallel Computing. Parallel computing is a paradigm of computation that applies
concurrent processes that execute sentences simultaneously, in order to address com-
plex problems using several computing units at the same time. In this way, it is possible
to solve problems that are inherently difficult, because of the complexity of calculations
and/or because the amount of data they handle [7].

The strategy applied by parallel computing is to divide the initial problem into sub-
problems of smaller size, which can be solved in parallel, managing communications
with a concurrent programming scheme to maintain the consistency of the data. The
different processes that work with each of the parts of the problem to be solved must
apply synchronization mechanisms, which consist of the use of shared resources, such
as shared memory, or the passage of messages using distributed memory. The com-
puter systems that support this type of programming are called parallel computers.

Scala Parallel Collections and Parallel Arrays. Scala is a programming language
that proposes an integration between object-oriented programming and functional
programming, with the main goal of taking advantage of the main features of these
paradigms [17]. The Scala syntax is similar to the one used by Java, but including some
simplifications and new components. The programs developed in Scala are executed on
the Java Virtual Machine (JVM) and are compatible with applications and libraries
implemented in the Java language. Scala supports parallel programming through Par-
allel Collections [20].

Parallel Collections are specific implementations of Scala to simplify the devel-
opment of parallel applications. Parallel Collections generate an abstraction of low
level details, allowing users to work at a high level in a simple and intuitive way and
bringing parallel programming closer to non-expert users. Scala proposes using col-
lections, which allow managing and processing elements in a parallel, independent
way. The parallel work performed by a Parallel Collection consists in recursively
dividing a given set of elements, applying a requested operation in parallel on each
partition of the collection, and recombining the results at the end of the processing.
Executions occur concurrently and out of order, so they should be used with caution
when applying non-associative operations.

The type of collection used in this work is Scala Parallel Arrays [1]. A Parallel
Array is a sequence of linear contiguous elements that allows accessing and updating
the elements efficiently, by modifying the underlying structure (an array). The iteration
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on ITS elements is also efficient for this same reason. The main characteristic of the
Parallel Arrays is that they have a constant size, like sequential arrays. To perform the
processing of a Parallel Array, Scala internally uses splitters that divide the original
Array and create new splitters with updated indexes. When all elements are processed,
combiners are used to group the results. Combiners usually perform heavier tasks than
splitters, as the number of output elements is not known in advance, so each combiner
works as a buffer array where splitters add elements in a parallel and concurrent way.

2.3 Related Works

ITS Data Generation and Utilization. Seguí and Martínez [21] described the main
issues of public transportation systems in large cities, including pollution, downgraded
quality of service, delays on schedules, etc. The European initiative Civitas was also
described, as an effort to develop and implement good practices to improve urban
transportation. The role of information and communication systems was highlighted,
and the use of GPS data was presented as one of the means to improve quality of
service and safety of public transportation. The role of data on planning and operating
ITS was also pointed out and commented, in order to help decision makers to manage
and improve public transportation. A specific case studied was presented, describing
the data transmission from buses using an on-board computer and a central server on
the transportation company, where data analysis is performed to solve bus bunching
and bus delay problems. Weiland and Purser [22] analyzed the key points for the
application of technologies to ITS in order to reduce costs and improving the user
experience. The main lines for research, including the processing and using of large
volumes of data to improve the quality of service were also described.

Demoraes et al. [3] described technology improvements applied to the public
transportation system in Quito, Ecuador. Data analysis was proposed as a mean to
improve the service. A semi-automatic system was introduced to gather data about the
position of buses through GPS records and also to determine the number of passengers
that board and alight via manual surveys on buses. A system with four stages was
proposed For processing the collected data: (i) data transcription and data cleansing
using datasheets and storing the results in a database; (ii) calculation of short segments
from the data obtained in the previous stage; (iii) assigning geographic information to
the defined segments, and (iv) expand the sample, taking into account the number of
buses operating in each hour. Valuable information was obtained, including the total
demand and the rush hours. This work is similar to the one proposed in our research, as
it deals with generating and processing large volumes of geo-referenced data from ITS.
However, a relevant difference is that in the case study presented in this article (ITS on
Montevideo) data is generated online and a data streaming approach can be applied to
address specific problems as soon as they arise.

Parallel Computing for Processing ITS Data. Several previous articles from our
group have proposed the calculation of different ITS metrics and indicators. The
general approach of a framework for distributed big data analysis for smart cities was
introduced in our previous work [13]. The proposed framework allows combining ITS
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and socioeconomic data for the city of Montevideo, Uruguay. The efficiency of the
proposed framework was studied over a distributed computing infrastructure, demon-
strating that it scales properly for processing large volumes of data for both off-line and
on-line scenarios. Applications of the proposed platform and case studies using real
data were presented, as examples of the valuable information that can be offered to both
citizens and authorities. Parallel and distributed big data were applied by our group of
work to different problems related to extract and analyze information from the mobility
of citizens in public transportation. A parallel distributed approach for extracting useful
mobility information from large volumes of data was presented by Fabbiani et al. [5].
A specific solution was introduced for estimating demand and origin-destination
matrices based on ticket sales and location of buses and two algorithms were described
for the efficient processing of large mobility data from public transportation in Mon-
tevideo, Uruguay. Parallel versions of the proposed algorithms were proposed for
distributed memory (e.g., cluster, grid, cloud) infrastructures and a cluster implemen-
tation was evaluated using realistic datasets, demonstrating the efficacy of the proposed
approach.

Massobrio et al. [11] applied distributed computing to study GPS data from buses.
A MapReduce approach was introduced to process historical data for studying QoS
metrics of the transportation system in Montevideo, Uruguay. The proposed strategy
was applied to calculate the arrival times of buses to each bus stop in Montevideo.
Delays and deviations to arrive at each bus stop allow detecting specific problems in
the public transportation system. The distributed approach was able to scale properly
when processing large volumes of data.

Our recent article [4] studied mobility patterns of citizens using public trans-
portation and relocation of bus stops in urban areas. A big-data approach was applied to
process large volumes of information and obtain user demand and origin-destination
matrices by analyzing the tickets sale information and the buses locations. The pro-
posed parallel implementation was able to reach good execution time improvements.
A multiobjective evolutionary algorithm was developed to solve the bus relocation
problem, to minimize the travel time and bus operational costs. Results obtained for
Montevideo, Uruguay, improved up to 16.7% in time and 33.9% in cost, compared to
the current bus planning.

In this line of work, this article contributes with a proposal for processing large
volumes of data from ITS using parallel computing. A specific case study is presented,
to compute the average speed of buses in Montevideo, Uruguay.

3 Problem Description

This section introduces the ITS in Montevideo, Uruguay, describes the available data,
and presents the problem of computing the average speed of buses.

3.1 The Intelligent Transportation System in Montevideo, Uruguay

The government of Montevideo, Uruguay, introduced the Urban Mobility Plan in
2010, for redesigning and modernizing public transportation [9]. The Metropolitan
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Transportation System (STM) was implemented with the main goal of centralizing all
the components of the public transportation system in the city.

One of the first actions of the new STM consisted in installing on each bus a GPS.
Several other advances such as a smart card to pay for tickets and new mobile
applications for users, allowed the system to improve the user experience. All the IoT
devices included in the STM allow collecting huge volumes of data, about the location
of buses, ticket sales, transfers between lines, among others.

GPS data from buses in the STM are stored in files that describe the mobility of
buses. Table 1 describes each trip performed for each vehicle within a specific bus line
variant. A line is a trajectory that connects two locations in the city (departure and
destination). There are 145 lines in STM. Each bus line has different variants,
accounting for outward and return trips, as well as shorter versions of the same line.
The total number of line variants is 1383.

Data on Table 1 allow reconstructing each trip and computing different metrics by
studying the positions and travel times of each bus. Data of bus lines and variants are
available from the National Catalog of Open Data [8]. Table 2 presents the information
available on the bus lines input files. The dataset for each line includes a shapefile with
the trajectory of each line, defined as a polygonal chain (a connected series of segments
or polyline).

Table 1. Fields on the GPS records input files.

Field Description

line number bus line for the trip
timestamp date and time of the record
latitude coordinate (latitude) of the record
longitude coordinate (longitude) of the record
trip id. identifier of the trip
instant speed bus speed at the moment of taking the record
variant code code of the variant of the line for the corresponding trip
bus stop indicates whether the record was taken in a bus stop or not
bus stop code bus stop code, if the record was taken in a bus stop

Table 2. Fields on the bus lines input files.

Name Description

gid identifier (internal use)
cod_linea line code
desc_linea line number/description
ordina_subline correlative number of subline in a line
cod_sublinea subline code
desc_sublinea subline description
cod_variant code of line variant
desc_variant description of line variant
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Another relevant dataset describes the bus stops in the STM. Table 3 presents the
available information, including bus stops location, lines, variants, and other data for
each bus stop. Names and codes are according to the official nomenclator of Monte-
video. Coordinates X_coord and Y_coord correspond to Geocentric Reference System
for America (SIRGAS2000 UTM 21s). A shapefile and other supplementary files are
also available for proper visualization.

3.2 Average Speed of Buses

This article focuses on studying a relevant metric related to the quality of service
offered to citizens: the average speed of vehicles from the public transportation system.
The analysis of the average speed is a valuable input for decision makers to improve
quality of service and travel experience for users. Different problems and situations,
e.g. troublesome locations in the city, can be identified from the analysis and specific
actions can be taken to solve or mitigate their impact.

A preliminary study of the average speed of the public transportation system in
Montevideo was presented in our previous article [13]. The analysis was performed for
18 de Julio, one of the main avenues in Montevideo, where a significantly large number
of lines travel through [10]. The aforementioned study was proposed as a first step to
determine the capabilities of the average speed calculation from GPS data analysis to
provide a useful input for authorities. The preliminary study had several limitations,
including: (i) the analysis was performed only for seven bus lines; (ii) only one month
of GPS data was processed; (iii) just three large segments (each one of about 1500 m)
were considered. Anyway, the preliminary analysis proved to be an important tool for
authorities. In this line of work, this article extends the case study proposed in the
previous work by considering all avenues, roads, and streets where buses travel
through, considering the 145 lines and 1383 variants of the STM in Montevideo, and
the whole database of GPS records for the year 2015. The computed speed data are
organized and grouped taking into account different time ranges (morning, afternoon,
and night) and also rush hours. Furthermore, a different granularity is considered in the
analysis: the speed calculation and estimations are performed in segments defined by

Table 3. Fields on the bus stops input file.

Name Description

bus stop location code code of the location of the bus stop
cod_variant code of the line variant
ordinal correlative number of the bus stop on the line trajectory
street name of the street where the bus stop is located
cod_street code of the street where the bus stop is located
corner name of the nearest corner
cod_corner code of the nearest corner
X_coord coordinate on the X axis of the bus stop location
Y_coord coordinate on the Y axis of the bus stop location
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consecutive bus stops in the city, thus providing a significantly more precise infor-
mation for both citizens and authorities.

4 The Proposed Solution

This section describes the proposed approach to process data and present the results to
final users.

4.1 General Design Approach

The research involved two phases: developing algorithms for data processing and
designing a web interface for results visualization. Parallel/distributed approaches were
applied in each phase. The main details are presented next.

Data Processing. Data processing is divided in three stages: data preparation, parallel
processing, and post-processing.

Stage 1: Data Preparation. This stage involves performing data partition, configuring
segments, and generating separate files for the processing. Data partition implies
splitting the input CSV file containing GPS records for each bus, ordered by times-
tamp. The applied criteria splits the records by trips, generating one data block per trip,
considering the trip identifier in each line. Simultaneously, a trips log is created for
each line variant. This log is used to relate the trips with the line variants in the next
stage of processing. After that, the segments where speed, time, and distance will be
computed are prepared, and data from bus stops are defined and organized, according
to the path of each line variant. One segment is the stretch between two consecutive bus
stops in a given line variant. As a result, one CSV file is generated for each line variant.
Each text line of this CSV file contains the information of each segment for the line
variant.

Stage 2: Parallel Processing. This stage performs the search of timestamps for the
points that define each segment and the calculation of the speed in each segment. This
stage uses as input the CSV files from the previous stage: trips for each line variant,
GPS records for each trip, and segments defined for each line variant. Considering that
the calculations for each line variant are independent from each other, a simple data-
parallel approach can be applied to take full advantage of parallel processing. Fol-
lowing a parallel multithreading programming approach, one execution threads is
assigned to each line variant. Since all trips are already split, it is guaranteed that the
different execution threads do not compete for using the same input data files (both for
GPS data and segments data). This way, a complete partition is obtained, assuring that
no concurrency issues occur during the processing. The result of this stage is one CSV
file for each line variant and for each month. Each record (line) on each file include the
fixed data of each segment and the metrics computed for it (average travel time,
average speed, and number of GPS records considered in the calculation).

Stage 3: Post-processing. This stage collects the data from the parallel processing, by
applying a sequential procedure that reduces all the information obtained in the
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previous stage. The result of this stage is a single CSV file with all the computed data
for the year.

Data Visualization. A multi-tier architecture is applied, using distributed servers. All
components work independently, making easier to extend the approach, share data, or
connect with additional tools for data visualization.

Database Layer. A geographic database is used to store geo-referenced data, repre-
sented in a coordinates system. The database stores the data for each segment defined
for each line variant, according to the geographic coordinates of each bus stop, which
constitutes the lower layer of the proposed data architecture. The database used is
PostgreSQL, which is open source and includes an specific add-on for managing
geographic information: PostGIS. PostGIS allows storing and handling geographic
information following standards by the Open Geospatial Consortium. The designed
solution applies an open source paradigm, using a well-documented database, assuring
the applicability of the system.

Services Layer. A thin service layer is proposed, providing two services that execute
separated: web server and geographic server. The web server handles the website that
allows users to access and visualize information. The geographic server exposes
geographic data using web services. The geographic server used is Geoserver, one of
the most used open source servers for sharing geospatial data.

Presentation Layer. The upper layer exposes the main results of the processing over a
map of Montevideo, including all the relevant data layers (bus lines, bus stops, seg-
ments, etc.) and the values computed for each segment. A rich client is proposed,
incorporating all the logic needed to handle geographic data, The presentation layer is
developed in Javascript, using the OpenLayers library.

Figure 1 shows a diagram of the architecture of the proposed system.

Fig. 1. Architecture of the proposed system.
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4.2 Implementation Details

Data Processing. Data processing is divided in three stages: data preparation, parallel
processing, and post-processing.

Stage 1: Data Preparation. Python scripts are used to split records for each line variant
and bus. A script processes CSV files with several million lines (more than 10 GB)
each. The data parallel approach is implemented by an extraction procedure that split
the file according to each trip, identified by the trip id field, taking advantage of the
structured format of CSV files. All records of the same trip id are written to a different
file, named as the line variant.

Three CSV files (line variants, line paths, and bus stops) are processed by a Scala
program that generates the segments for each line variant. All data are stored in
memory and segments are defined according to the information in the bus stops file,
following an ascending order. The coordinates of each generated segment are obtained
and the distance is computed. Since the coordinates of the bus stops are expressed in
UTM format and segments have short length, Pitagoras’ theorem can be applied to
compute the distance in meters. All data is stored in order in output CSV files whose
name is the line variant id.

Stage 2: Parallel Processing. A Scala program is used to compute the travel time and
the average sped for each segment. The program takes as input a time range (defined by
initial and final time) and the number of threads to use for the parallel processing.
A sequential load is performed for each line variant and the sequential list is converted
to a parallel list, whose elements are processed in parallel. GPS records for all trips for
each line variant are extracted, the closest records to the two points that define the
segment are located and used to compute the travel time and average speed. A trans-
formation is needed since coordinates of GPS records and bus stop locations are
expressed in different systems. A threshold (30 m) is used to avoid considering loca-
tions that are far from the bus stops that defines each segment. The average period for
GPS records is 15 s and the average speed of buses according to the theoretical
timetable is 15 km/h. The average distance between consecutive measurements is
60 m, so a bus stop is located 30 m from each measurement. This calculation is
conservative; in a real scenario, the bus speed is lower than 15 km/h and there are
several valid measurements in a radius of 30 m from each bus stop. The processing
algorithm identifies those measurements and uses the closest one for the calculations.
The average speed is computed after applying a reduction phase and the results are
stored in output CSV files, one for each line variant.

Stage 3: Post-processing. The post-processing gathers all the results, summarizes a set
of statistics about the processing, and outputs warning and error messages if needed
(for example, segments with few or no data). All data are exported to the PostGIS
database using QGIS, to be used for data visualization.

Data Visualization. Visualization is offered by a web application, which is a specific
product developed in the research. The application makes use of the database and
services layers, already described in the previous section. Three filters are available for
data visualization: time ranges (including peak hours in the morning and in the

Parallel Computing for Processing Data from Intelligent Transportation Systems 275



afternoon), date, and line variant. All computed values are available in the visualiza-
tion, including: travel time, average speed, distance, number of measurements con-
sidered in the calculation, bus stops that define segments and their coordinates, date,
time range, and line variant.

Furthermore, specific geographic web servers were implemented to obtain and
visualize the data layers used in the research (bus lines, bus stops, segments, and speed)
with all the information properly sanitized. These web services can be used to design
more powerful tools and applications for ITS characterization.

OpenGIS Styled Layer Descriptors (SLD) are used to modify the visualization
criteria for the segment layer. Five speed ranges are defined for visualization; red: less
than 10 km/h, orange: between 10 and 15 km/h, yellow: between 15 and 20 km/h, light
green: between 20 and 25 km/h, and dark green: more than 25 km/h. SLDs are used via
a XML file with the standard format and a style layer with the custom style defined by a
set of rules (one rule per category or speed range). For each rule, two labels are defined:
PointSymbolizer, which states how to represent the points, and TextSymbolizer, that
defines the attributes of the text shown near each point. The web application is shown
in Figs. 2 and 3.

Fig. 2. Web application for data visualization. (Color figure online)

Fig. 3. Web application: map detail. (Color figure online)
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5 Experimental Evaluation

This section reports the experimental evaluation of the parallel algorithm.

5.1 Methodology of the Experimental Evaluation

The main goal of the research is to determine the capabilities of the proposed approach
to process large volumes of mobility data in reasonable execution times, by exploiting
the available computing resources. A standard methodology was applied, varying the
number of threads (partitions) and evaluating the execution time, speedup, and effi-
ciency of the parallel algorithm. Experiments were performed in a HP Proliant DL385
G7 (2 AMD Opteron 6172 CPUs, 12 cores each, 72 GB RAM) from Cluster FING
[12], Universidad de la República, Uruguay.

5.2 Performance Analysis

Execution Time. Table 4 reports the execution time of the parallel algorithm for
processing GPS records using different number of computing units (threads). Five
independent executions were performed to reduce deviations due to non-determinist
execution.

Results in Table 4 show a fast reduction in execution times when using up to 8
threads. Beyond that number of threads, reductions are less significant. When using 32
threads, a reduction of 10 is achieved in the execution time. Computations that require
15 h to perform sequentially can be performed in one hour and a half using the
proposed parallel model. Results are graphically reported in Fig. 4.

Table 4. Execution time of the parallel algorithm using different computing units

# execution Execution time (minutes)

Parallel algorithm: computing units

Sequential
algorithm

1 2 4 8 16 24 32

1 921 821 579 265 143 115 94 83
2 917 920 581 255 140 119 82 77
3 925 918 564 266 141 100 85 109
4 931 924 588 288 152 118 149 89
5 910 931 554 260 143 116 81 99
Average 920.8 922.8 573.2 266.8 143.8 113.6 98.2 91.4
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Speedup and Computational Efficiency. Table 5 reports the values for the speedup
and the computational efficiency of the parallel algorithm when using different com-
puting resources.

Results in Table 5 clearly show that accurate speedup and computational efficiency
values are computed for up to eight computing units (e.g., speedup 6.42, computational
efficiency 0.80). However, values significantly decreases when using 16 to 32 com-
puting resource. The computational efficiency when using more threads than the cores
available in the server (24) is significantly lower, i.e., using 32 computing units it is
rather low (0.32), suggesting that hyperthreading is not useful for the proposed parallel
GPS data processing. These results are graphically presented in Figs. 5 and 6.
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Fig. 4. Execution time

Table 5. speedup and computational efficiency

Computing units Speedup Computational efficiency

1 1 1
2 1.61 0.80
4 3.46 0.86
8 6.42 0.80
16 8.12 0.51
24 9.40 0.39
32 10.10 0.32
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6 Conclusions and Future Work

This article presented a proposal applying parallel computing techniques for efficiently
processing massive data from ITS. This is a relevant problem within the novel para-
digm of smart cities, where ITS generate large volumes of data that must be properly
analyzed to contribute to improve the quality of service of public transportation.

A parallel multithreading algorithm was proposed for processing GPS records from
the ITS in Montevideo, Uruguay. An implementation combining Python scripts and
programs in the Scala language was developed.

Scala Parallel Collections were useful to effectively parallelize the processing,
without a significant development effort. The proposed workflow allow easily adapting
the approach to work with other data and/or visualization tools.

Results from the experimental analysis performed on a high performance com-
puting platform indicate that the proposed approach achieves good speedup values
when using up to 16 threads for the processing. The overall execution time to process
more than 120 GB of data was reduced from 921 to 77 min, when using 32 threads.
A web application was also designed to properly present the result of the mobility
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analysis to end users and administrators. The proposed approach can be directly applied
for the processing of other data from ITS or even to analyze data from other sources.

The main lines for future work include extending the approach to process streaming
data, in order to compute useful information in real time.
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Abstract. This work presents a new multiphase SPH model that includes the
shifting algorithm and a variable smoothing length formalism to simulate
multiphase flows with accuracy and proper interphase management. The
implementation was performed in the DualSPHysics code, and validated for
different canonical experiments, such as the single-phase and multiphase Poi-
seuille and Couette test cases. The method is accurate even for the multiphase
case for which two phases are simulated. The shifting algorithm and the variable
smoothing length formalism has been applied in the multiphase SPH model to
improve the numerical results at the interphase even when it is highly deformed
and non-linear effects become important. The obtained accuracy in the valida-
tion tests and the good interphase definition in the instability cases, indicate an
important improvement in the numerical results compared with single-phase and
multiphase models where the shifting algorithm and the variable smoothing
length formalism are not applied.

Keywords: Multiphase flow � SPH method � Parallel code

1 Introduction

Multiphase flow is an important area of study in many industrial practices such as
chemical engineering, environmental analysis and oil recovery processes. Nowadays,
there exist two main approaches to analyze this kind of phenomena: laboratory
experiments and numerical models. In many cases, laboratory experiments are difficult
to perform or very expensive for some of the processes mentioned through this article
because of the complex processes involved and the irregular boundary conditions
necessary to accurately represent these phenomena.

Computational Fluid Dynamics (CFD) has become a useful tool in science and
engineering. The recent advances in computer hardware have increased the applicability,
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range, and resolution of simulations that CFDmethods can properly solve. There are two
main approaches to solve the CFD equations, the Eulerian and the Lagrangian formalism.
Usually the Eulerian formalism is linked to the use of a mesh to discretize the domain, for
example, the finite elements, finite differences, and finite volume methods. These mesh-
based methods have been used to simulate multiphase flows but one of their drawbacks is
their inability to describe large deformation flows, which can be properly modelled by the
meshless Smoothed Particle Hydrodynamics (SPH) method. The SPH method present
some advantages comparing with Eulerian methods as: easy to model complex geome-
tries, good representation for mobile boundaries and free surfaces, easy to follow the
evolution of the continuous medium, and others.

This method has a simple physical interpretation that allows including sophisticate
physics, thus presenting an advantage for new developments. Several SPH multiphase
methods have been proposed to simulate flows with different viscosity and density
ratios. For example, [1] developed an original SPH model to treat two-dimensional
multiphase flows with low density ratios, where the main contribution of their model
was a new implementation of the particle evolution according to [2]. Tartakovsky and
Meakin [3] developed a model that combines particle density number based equations
and inter-particle forces, this last implementation prevents the presence of artificial
surface tension at the interphase between fluids that is a common issue of the standard
SPH formulation. Monaghan [4] proposed a variation in the viscous term of the
standard SPH, the modification consists of a small increase in the pressure term when
the interaction is among particles from different phases.

Among the available options, due to the advantages with respect to other SPH
models, DualSPHysics has been chosen as the platform to implement the multiphase
model. DualSPHysics is an open-source code developed at the University of Vigo
(Spain) and the University of Manchester (UK) that can be freely downloaded from
www.dual.sphysics.org [5]. DualSPHysics is implemented in C++ and CUDA and is
designed to perform simulations either on multiple CPU´s or on GPU´s. Due to the
SPH method has a high computational cost, the DualSPHysics code presents the
advantage to perform the mathematical calculus in a parallel way using all unit pro-
cessors in a CPU or GPU device, furthermore, the code has tools to perform simula-
tions with irregular boundary conditions easily. The code is performed by duplicate,
one version for CPU and the other for GPU devices, this presents some advantages to
implement new physical models starting in CPU version and then export the new
model to the GPU version.

The implemented optimizations in DualSPHysics allows performing high-
resolution simulations in reasonable computational times due to its high level of par-
allelization in both CPUs and GPUs [6]. The main objective of this work is to present a
multiphase model that consists of a combination of different approaches, mainly the
shifting algorithm and the variable smoothing length formalism, to improve the
treatment for cases with high non-linear deformations at the interphase. Several vali-
dation cases are presented, Poiseuille flow and Couette flow, comparing the results
provided by the new implementation and the analytical solution. Also three applica-
tions cases were conducted, namely, the Rayleigh-Taylor and Kelvin-Helmholtz
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instabilities, and the oil-water two phase flow in a pipe where the numerical results are
compared with the experimental data in the literature.

2 The SPH Method

In the SPH method, the fluid is discretized as a set of points or fluid elements called
particles. The integral equations that govern the fluid dynamics are transformed to a
discrete description. This new set of equations is solved in the Lagrangian formalism.
The values of the main physical variables (position, velocity, density and pressure) for
each particle are obtained as the interpolation of the values of the neighboring particles.
A function called kernel is used to transform the continuous medium (fluid) to a
discrete description (particles). For a more detailed description of the method the reader
is referred to [4, 7–10].

A rð Þ ¼ Z
A r0ð ÞW r� r0; hð Þdr0; ð1Þ

where r is the position vector, W the kernel, and h the smoothing length which is a
distance larger than the initial particle spacing. The previous equation can be rewritten
in discrete notation as

A rð Þ ¼
X

j
mj

Aj

qj
W r� rj; h
� �

; ð2Þ

where the subscript j represents all the neighbouring particles inside the kernel function
domain; these are the particles whose contribution cannot be neglected. The derivative
of a function can be rewritten in discrete notation as

rA rð Þ ¼ Z
A r0ð ÞrW r� r0; hð Þdr0 �

X
j
mj

Aj

qj
rW r� rj; h

� �
: ð3Þ

The kernel function is a key parameter in the SPH method. There is a wide range of
functions that can be used as kernel [11–13] but all of them must satisfy certain
conditions: positivity, compact support and normalization. In addition, W(r,h) must
have a delta function behaviour when h goes to zero, and be monotonically decreasing
with the distance between particles. For this work we use the kernel function proposed
by [13] which can be written as:

W r; hð Þ ¼ aD 1� q
2

� �4
2qþ 1ð Þ 0� q� 2; ð4Þ

where aD ¼ 7= 4ph2
� �

in 2D and aD ¼ 21= 16ph2
� �

in 3D, q ¼ r=h with r being the
distance between particles i and j.

According with [11], this kernel provide a high order of interpolation at a moderate
computational cost.
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The equations that govern the fluid are presented in the following sections. In
Sect. 2.1 the standard SPH formulation implemented in DualSPHysics is introduced.
Since the aim of this work is to properly represent multiphase flows, the standard
formulation falls short and additional formulations and approximations are required.
All changes performed are presented in Sect. 2.2.

2.1 The Standard SPH Model

The momentum and continuity equations used in this work can be expressed as a
continuous field as follows:

dv
dt

¼ � 1
q
rPþ gþC; ð5Þ

dq
dt

¼ �qrv, ð6Þ

where v is velocity, t is time, P is pressure, q represents the density, g the gravitational
acceleration, and C refers to dissipative terms.

The governing equations in the standard SPH formulation (continuity and
momentum) referred to particle i are

dqi
dt

¼
X

j
mjvijriWij; ð7Þ

dvi
dt

¼ �
X

j
mj

Pj

q2j
þ Pi

q2i
þC

 !
rjWij þ g; ð8Þ

where Pj and qj denote the pressure and density of neighbouring particles, respectively.
The dissipative term C is implemented in two different ways in DualSPHysics,

namely, the artificial viscosity proposed by [4], and the laminar viscosity plus sub-
particle scale (SPS) turbulence [14, 15, 16, 34].

Artificial viscosity is frequently used due to its stability and simplicity. The vis-
cosity term C in Eq. (8) can be written for artificial viscosity as:

C ¼
�a�cijlij

qij
vij � rij\0

0 vij � rij [ 0

(
; ð9Þ

where rij ¼ ri � rj, vij ¼ vi � vj, lij ¼ hvij � rij= r2ij þg2
� �

, �cij ¼ 0:5 ci þ cj
� �

is the

mean speed of sound, g2 ¼ 0:01h2, and a is a free parameter that must be tuned
depending on the problem configuration.
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When the laminar + SPS turbulence is used to represent the viscous stresses, the
momentum Eq. (8) can be expressed as:

dvi
dt

¼ �
X

j
mj

Pj

q2j
þ Pi

q2i

 !
rjWij þ gþ

X
j
mj

4t0rij � riWij

qi þ qj
� �

r2ij þ g2
� �

0
@

1
Avij; ð10Þ

where t0 is kinetic viscosity (10−6 m2s in the case of water).
Laminar viscosity was used for the validation cases and artificial viscosity for the

instability cases, the different selection helps to adequately represent non-linear effects
at the interphase in the application cases. These non-linear effects could be smoothed or
disturbed by the viscosity laminar treatment.

In the SPH formalism the fluid is considered as weakly incompressible and pressure
is calculated as a function of density. Following [17], Tait’s equation is used to relate
pressure and density. This equation provides high pressure variations at small density
oscillations and is written in the form

P ¼ B
q
q0

� �c

�1
� 	

; ð11Þ

where B ¼ c20q0=c, q0 is the reference density, c is the polytropic constant which is set
to 7, and c0 ¼ c q0ð Þ the speed of sound at the reference density. B also provides a limit
for the maximum change that the density can experience. The speed of sound (c0) is an
artificial value that must be, at least, 10 times bigger than the highest fluid velocity
estimated for the physical problem under study. This condition only allows a density
oscillation of 1% around the reference density (q0).

2.2 The Multiphase SPH Model

Different approaches and methods have been proposed to simulate multiphase flows [3,
12, 18]. In this work several new approaches are added to the standard formalism.
These features permit to properly simulate multiphase flows, where the main contri-
bution lies in the improved management to interphase with highly nonlinear
deformations.

2.2.1 The Momentum Equation for the Multiphase Model
The instability and artificial surface tension produced in a multiphase flow using the
standard SPH has been reported by [1] and [19]. For this work we have replaced the
Eq. (8) used in the standard SPH formulation by the expression (12) which to permit
that higher density ratios in simulations avoiding the artificial surface tension [1]. The
method is rather robust, even for large free-surface fragmentation and folding, efficient
and relatively easy-to-code and results stable and capable to easily treat a variety of
density ratios [1].
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dvi
dt

¼ �
X

j
mj

Pi þPj

qiqj
þC

 !
riWij þ g: ð12Þ

Higher density ratios can be simulated with the use of this expression avoiding the
artificial surface tension.

2.2.2 The Equation of the State for the Multiphase Model
According to [1] the pressure of each phase is calculated using the equation of state
(11), which is calculated using appropriate parameters according to each phase refer-
ence density. So, the equation of state (11) is calculated for each phase using:

PH ¼ BH
q
q0H

� �cH

�1
� 	

; PL ¼ BL
q
q0L

� �cL

�1
� 	

; ð13Þ

where the subscripts H and L denote the fluid with higher and lower density,
respectively.

The constant BH is chosen to permit a small compressibility of the higher density
fluid, that is vmaxH=cH � 1, where vmaxH is the maximum velocity of the fluid with
higher density expected in the considered problem. Then BL is matched to BH in the
equation of state for the fluid with lower density to create a stable pressure at the
interphase. Moreover this formalism ensures that the fluid stays at rest when q ¼ qH or
q ¼ qL and the pressure is zero. This formulation allows the simulation of high density
ratios (e.g. 1:1000, which is similar to the air-water ratio). For the water-air interaction
typical values are cH ¼ 7 and cL ¼ 1:4. However, only simulations with lower den-
sities ratios (1:2) and a value of c ¼ 7 are considered for the cases presented in this
work.

2.2.3 The Shifting Algorithm
The shifting algorithm, henceforth shifting, is a new implementation in DualSPHysics.
This algorithm was proposed by [20] and it is used to keep a better distribution of
particles. This algorithm shifts the position of particles slightly after their normal
interaction, due to pressure and velocity and is applied in this work to prevent voids in
the particle distribution formed by the interaction between particles with different
densities. The magnitude and direction of the position shift is governed by Fick’s law,
which slightly moves particles from higher to lower particle concentration regions. The
displacement is calculated assuming that the flux of particles is proportional to the
velocity. So, according to Fick’s law the shifting displacement of a particle can be
written as:

drs ¼ �KrC; ð14Þ

where K ¼ �2 is considered and the shift, drs, is added to the equation of particle
displacement as follow
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rnþ 1
i ¼ rni þDtvni þ 0:5Dt2Fn

i þ drs: ð15Þ

Then, the particle concentration is calculated at each time step from the summation
of the kernel function and the concentration gradient in the usual way by

Ci ¼
X

j
VjWij; rCi ¼

X
j
VjrWij; ð16Þ

where Vj means particle volume and Ci is the concentration of the neighbour particles.

2.2.4 The Variable Smoothing Length Formalism
The variable smoothing length formalism, henceforth hvar, was proposed by [21] and
[22] to properly describe shock waves and the interphase between two fluids where the
density changes by a significant amount. The basic idea is to allow the smoothing
length to change from particle to particle through a series of kernels. The hvar is
calculated from an initial density q̂ð Þ and smoothing length (h0) as:

q̂i ¼
XN n

j¼1
mjW ri � rj



 

; h0� �
; ð17Þ

where N_n means the number of neighbors.
Then local bandwidth factors, ki, are constructed according to

ki ¼ k
q̂i
�g

� ���

; ð18Þ

log �g ¼ 1
N

XN n

j¼1
logq̂j; ð19Þ

where k is a constant (k � 1), and � is a sensitive parameter that ranges from 0 to 1.
Then, the hvar is calculated according to

hvar ¼ kih0: ð20Þ

The kernel is symmetrized to conserve linear momentum using the following
average for each pair of particles

hvarij ¼ hvari þ hvarj
2

: ð21Þ

So, the kernel with the new smoothing length will replace the previous version:

Wij ¼ W ri � rj


 

; hvarij� �

: ð22Þ
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2.3 Parallel Structure in the Code

The DualsSPHysics code presents a parallel structure using the OpenMP and CUDA
tools. The code is write by duplicate, one version is write in the C++ computational
language for CPU processors where all unit processor are used by default using
OpenMP and other version is write in CUDA computational language for use the
internal CUDA cores in one GPU processor.

In the SPH method the main computational time for simulations is during the
particle interaction, so the calculus in the interaction is processed in parallel, then the
results are processed in a serial way. For the GPU version, only the interaction are
calculated in the CUDA cores and the preprocessing and post-processing are handled
by the CPU processor. The mean characteristics of the DualSPHysics code can be
consulted in [5]. The advantage of the use parallel codes are describe in [23, 24].

3 Validation

Several improvements to the numerical method have been mentioned in previous
sections. All of them focused on the multiphase treatment and aimed to increase the
accuracy of the model. This section provides four test cases that highlight the accuracy
of our multiphase model implemented in DualSPHysics. The case 3.1 evidences the
accuracy in the evolution of the velocity profile within a duct for the Poiseuille flow test
case with two densities. The case 3.2 shows the accuracy in the evolution of the
velocity profile when the velocity of the fluid is induce by a boundary simulating a
Couette flow with two densities. The results from SPH simulations are compared with
the analytical solution for all cases.

3.1 Poiseuille Flow with Two Densities

The plane Poiseuille flow consists of a laminar flow produced by a constant pressure
gradient between two parallel infinite plates. The plane Poiseuille flow test on SPH has
already been performed by [25–27]. This case tests out the accuracy of the evolution in
the velocity profile when the numerical results are compared with the analytical
solution. In this case a Plane Poiseuille flow is conducted for two fluids with different
densities and viscosities. The test is simulated in the XY plane (2-D), neglecting the
gravitational acceleration, the distance between the plates is 1 mm. The test was per-
formed using periodic conditions in X direction at x ¼ �0:5 mm and x ¼ 0:5 mm. The
laminar viscosity model is used to calculate de momentum equation, but as mentioned
before with different density and viscosity values. The initial condition of simulation is
shown in Fig. 1 and the set-up configuration is summarized in Table 1.

This case evidences the accuracy of the evolution in the velocity profile in multi-
phase simulations using de multiphase model coupling hvar and shifting, where the
accuracy of the SPH simulations is determined by comparing the numerical and ana-
lytical solutions.

Multiphase Flows Simulation with the Smoothed Particle Hydrodynamics Method 289



The analytical solution for the steady state was presented in [28] and compared here
with the SPH simulation results. The pressure difference used in the analytical solutions
is DP ¼ 1:83x10�7Pa . The analytical solutions are

vIx ¼
DPb2

2lIL
2lI

lI þ lII

� �
þ lI � lII

lI þ lII

� �
y
b

� �
� y

b

� �2� 	
; ð23Þ

vIIx ¼ DPb2

2lIIL
2lII

lI þ lII

� �
þ lI � lII

lI þ lII

� �
y
b

� �
� y

b

� �2� 	
; ð24Þ

where b ¼ 0:5 mm is the height of each fluid, lI and lII are the viscosities of fluids I
and II, respectively, and L ¼ 1 mm the length of the container.

Figure 2 shows the velocity (vx) profile at 0.5 s once the steady state has been
attained for three different resolutions. Velocity was calculated at 21 points located at
the same X position and varying the Y position every 0.05 mm.

Numerical and analytical results show good agreement. The convergence test was
carried out using three different resolutions corresponding to 700; 1,188 and 2,600
particles, for the same case. The relative error was calculated using Eq. (25).

%RMSE ¼ 100�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
Nd

X
uSPH � uanalytical
� �2r

; ð25Þ

Body Force

L

b

b

Fig. 1. Initial condition for the Poiseuille test case with two densities.

Table 1. Set-up configuration for the Poiseuille flow test case with two densities.

Parameter Value

Total particles 700; 1,188; 2,600
Initial inter-particle spacing 4 � 10−5, 3 � 10−5, 2 � 10−5 m
Lower density (qI) 500 kg/m3

Higher density (qII) 1000 kg/m3

Body force parallel to X-axis (F) 10−4 m/s2

Viscosity for lower density (lI) 0.5 � 10−6 m2/s
Viscosity for higher density (lII) 1 � 10−6 m2/s
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where %RMSE is the relative mean square error, uSPH the SPH velocity, uanalytical the
analytical velocity and Nd is the number of data points.

The velocity profile corresponding to the steady state shown in Fig. 2 is asymmetric
due to the different viscosity values. In this case the top velocity value is located at the
low viscosity part of the fluid. These results are in good agreement with theory since
the stress tensor decreases when the viscosity decreases.

Results of the convergence test are shown in Table 2 where the relative error (%
RMSE) decreases when the resolution increases.

3.2 Couette Flow with Two Densities

The second validation case is a Couette flow. Numerical SPH calculations of Couette
flow has also been performed in [27] and [25]. This test consists of a laminar flow
between two parallel infinite plates produced by the displacement of the top plate with
constant velocity. As in previous cases, the infinite plates are represented using periodic
boundary conditions and the case is simulated in XY plane (2-D). In this case a Couette
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Fig. 2. Numerical and analytical solution for the Poiseuille test case with two densities at
t = 0.5 s, when the steady state has been attained.

Table 2. Numerical parameters and errors for SPH velocity profiles shown in Fig. 2.

Np Dp (mm) h0 (mm) %RMSE at the steady state

700 0.04 0.0565 8.44 � 10−5

1,188 0.03 0.0424 6.01 � 10−5

2,600 0.02 0.0282 3.55 � 10−5
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flow validation is conducted using two fluids with different densities and viscosities.
The set-up configuration is summarized in Table 3 and the initial configuration is
depicted in Fig. 3. This case tests the accuracy of the evolution in the velocity profile
when the motion of the fluid is induced by a boundary and the simulation is performed
with two densities.

The top plate moves with a constant velocity Vp ¼ 1x10�3 m/s in X-direction. The
analytical solution for a steady state was presented in [29] and compared here with the
results provided by SPH simulations. The analytical solution is

vq1 ¼ l1Vp

l2b1 þ l1b2
y; ð26Þ

vq2 ¼ Vp

l2b1 þ l1b2
l1 y� b1ð Þþ l2b1ð Þ; ð27Þ

where b1 = b2 = 0.5 mm and l1 and l2 are indicated in Table 3.

Figure 4 shows the comparison between SPH calculations and the analytical
solution for the Couette flow with two densities. In this case, the velocity profile at the
steady state is not linear as in Fig. 4 due to the different viscosity and density values.

Table 3. Set-up configuration for the Couette flow test case with two-densities.

Parameter Value

Total particles 2,277; 5,976; 12,948
Initial inter-particle spacing 5 � 10−5, 4 � 10−5, 2 � 10−5 m
Lower density (q1) 1000 kg/m3

Higher density (q2) 2000 kg/m3

Viscosity for lower density (l1) 0.5 � 10−6m2/s
Viscosity for higher density (l2) 1 � 10−6m2/s

vx=1x10-3 m/s

b1

vx=0 m/s

b2

Fig. 3. Initial configuration for the Couette flow with two densities.
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The agreement between numerical results and the analytical solution for the
Couette flow with two densities is good and the accuracy increases with the resolution.
The relative error was calculated using Eq. (25). Results from the convergence test are
shown in Table 4.

The results of the cases 3.1 and 3.2 prove the good accuracy in multiphase sim-
ulations using multiphase model coupling hvar and shifting.

3.3 Rayleigh-Taylor Instability

The Rayleigh-Taylor instability was numerically studied in [4, 30] and [31]. This test
case presents two different challenges, namely, the proper reproduction of the inter-
phase between two different fluids and the reproduction of non–linear effects involved
in this evolution case. Thus the Rayleigh-Taylor instability is a perfect case to test the
improvement of coupling hvar and shifting in the multiphase model.

The initial set-up is described here, two fluids are confined in a rectangular con-
tainer and the interphase between them is set to be at y ¼ 0:15sin 2pxð Þ to create an
initial perturbation. In order to be consistent with [30], the gravity acceleration is
−1.0 m/s2. The set-up configuration is summarized in Table 5 and shown in Fig. 5.
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Fig. 4. Numerical and analytical solutions for the Couette test case with two densities.

Table 4. Numerical parameters and errors for SPH velocity profiles shown in Fig. 4.

Np Dp (mm) h0 (mm) %RMSE at the steady state

2,277 0.05 0.0707 10−6

5,976 0.04 0.0424 1.31 � 10−6

12,948 0.02 0.0282 9.63 � 10−7

Multiphase Flows Simulation with the Smoothed Particle Hydrodynamics Method 293



A preliminary simulation was carried out with standard SPH, a second simulation
was conducted with the multiphase model coupling hvar and shifting. Then, two
numerical results were compared. Figure 5 presents the same instant (t = 5 s) for both
simulations.

The general evolution of the system is similar in the both cases, however the
definition and shape of the interphase is even better when the hvar is coupling with
shifting, also the void that appear at the top of the simulation (second panel in Fig. 5)
are prevented. These simulations show how the SPH model can handle non-linear
effects and provide a proper interphase representation. The multiphase model using hvar
and shifting presents better results than those reported by [30] for the Weakly Com-
pressible SPH method and the SPH projection method, in both cases the instability is
not totally formed. The reference [4] also reported the Rayleigh-Taylor instability using
a simple SPH algorithm for fluids with high density ratios obtaining similar results.
However, applying hvar and shifting, the interphase provides a better definition in zones

Table 5. Set-up configuration for the Rayleigh-Taylor instability test case.

Parameter Value

Total particles (Np) 20,901; 81,801; 232,601
Initial inter-particle spacing (Dp) 10.0, 5.0, 0.9 mm
Lower density (q1) 1,000 kg/m3

Higher density (q2) 1,800 kg/m3

Artificial viscosity for lower density (a1) 0.05
Artificial viscosity for higher density (a2) 0.05

x (m)

y
(m

)
-1

0
1

-0.4 0 4.0 Standard SPH Multiphase SPH coupling
hvar and shifting

Fig. 5. Rayleigh-Taylor instability simulation. Left: Initial conditions. Middle: simulation with
standard SPH. Right: Simulation with multiphase model coupling hvar and shifting.
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with high deformation. The reference [31] reported a multiphase model where pressure
is continuous at the interphase obtaining similar results.

3.4 Kelvin-Helmholtz Instability

The Kelvin-Helmholtz instability is a good test to probe that the implemented model
can simulate instabilities created by the interaction between two fluids, more precisely
the shear stress at the interphase. The test was performed in two dimensions using
periodic conditions in X direction at x ¼ �0:5 cm and x ¼ 0:5 cm and limited by
dynamic boundary layers proposed by [32] at y ¼ �0:125 cm and y ¼ 0:125 cm. In
this case, the instability was simulated using artificial viscosity applying hvar and
shifting. The set-up configuration is presented in Table 6.

The initial velocities in the X direction are 0.5 m/s and −0.5 m/s for q1 and q2,
respectively. An initial perturbation at the interphase was set-up using an initial small
velocity in the Y direction, vy ¼ 0:025 sinð�2p xþ 0:5ð Þ=k, where k ¼ 1=6. The initial
conditions of the Kelvin-Helmholtz instability test are shown in Fig. 6.

The Kelvin-Helmholtz instability is reproduced using artificial viscosity in standard
SPH and the multiphase model, as is shown in the Fig. 7. However, results show

Table 6. Set-up configuration for the Kelvin-Helmholtz instability test case.

Parameter Value

Total particles 501,501
Initial inter-particle spacing 1.0 mm
Lower density (q1) 1,000 kg/m3

Higher density (q2) 2,000 kg/m3

Artificial viscosity for lower density (a1) 0.05
Artificial viscosity for higher density (a2) 0.1

0.
25

 m

0.5m

1.0 m

0.5m

0.
25

 m

1.0 m

Fig. 6. Initial condition of the Kelvin-Helmholtz instability test. The left panel shows the
positions of two fluids with different densities. The right panel shows the initial perturbation in
velocity (vy).
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particle voids and a strait shape at the interface in simulations with standard SPH. The
results improve when hvar and shifting is applied, which prevents the formation of voids
observed in previous simulations and the shape is continuous.

The characteristic growth timescale of the incompressible Kelvin-Helmholtz
improve of the shape at the interface can be seen better with a zoom in each eddy of the
instability as observed in Fig. 8. Accordingly, multiphase simulations between two
fluids is improved when both hvar and shifting are applied.

Similar results are reported by [33] using a different model for the variable
smoothing length and artificial dissipation terms to treat the interphase through the
evolution of the discontinuity. Agertz et al. [34] reported that the standard SPH for-
mulation is not capable of properly modelling dynamical instabilities due to low
density SPH particles close to high density regions where particles suffer erroneous
pressure forces due to the asymmetric density within the smoothing kernel. Comparing
the numerical results reported by [33] and [34] with the results obtained with the model
presented in this work, the shape of interface between fluids is improve and the internal
vortex is formed clearly and in a continuous way. However, the numerical results
should be review comparing with an analytical solution. Therefore, in order to establish
an analytical value to validate the numerical results, the characteristic onset time of the
Instability in the linear regime given by Eq. (28) was used to qualitatively compare the
numerical values obtained with SPH

Standard SPH Multiphase SPH coupling
hvar and shifting

Fig. 7. Results of the Kelvin-Helmholtz instability test.

Standard SPH Multiphase SPH coupling
hvar and shifting

(a) (b)

Fig. 8. Comparison at the interface: (a) standard SPH, and (b) multiphase SPH coupling hvar and
shifting.
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s ¼ q1 þ q2ð Þkffiffiffiffiffiffiffiffiffiffi
q1q2

p
v2 � v1j j ð28Þ

For the above initial condition values the characteristic time is s = 0.35 s for
k = 1/6 m, and the numerical results gives e characteristic onset time s = 0.375.

3.5 Oil-Water Two Phase Flow in a Pipe

This test shows a very common application in engineering. The simulation is based
following the experimental data reported by [35]. This test proves that the multiphase
model coupling hvar and shifting can simulate the correct flow patterns of two phase oil-
water flow in a horizontal pipe. The case was performed in 2D, water and oil are mixed
together via a 45° T junction placed at the inlet of the pipe. The overall length and
internal diameter of the test section are 2 m and 20 mm, respectively. At first, the flow
conditions were determined and oil–water flow was allowed to reach equilibrium. This
equilibrium was determined when the fluid velocities are constant, at this time the flow
patterns are considered.

Four cases were performed with different inlet values to obtain diverse internal flow
patterns in the pipe.

The inlet zone was performed with a constant Poiseuille velocity profile according
to the Eq. (29) where vi is the inlet velocity for each fluid. Inlet velocities of oil are
0.085, 0.25, 0.085 and 0.65 m/s for case 1, 2, 3 and 4 respectively. Inlet velocities of
water are 0.16, 0.20, 1.0 and 0.16 m/s for case 1, 2, 3 and 4 respectively. The initial
parameters used in the simulations are shown in the Table 7. The geometry and initial
conditions are shown in the Fig. 9.

vinlet ¼ vo wð Þ 1� r
R

� �4� �
: ð29Þ

The relation between superficial velocity and real velocity is usq ¼ uq � aq, where
usq is superficial velocity of phase q, uq is real velocity of phase q, and aq is void
fraction of phase q. Void fraction of phase q is aq ¼ Aq=Atot where Aq is area of phase

θ=45o D=20 mmFlow

Oil

Water

0.5 m

0.5 m

3.0 m
vo

vw

Out

Fig. 9. Geometry and dimensions of the water-oil two phase flow in a pipe case. Water and oil
are mixed together via a 45° T junction placed at the inlet of the pipe. The vo and vw are the inlet
velocities of oil and water respectively.
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q, and Atot is total area in a cross-section of the pipe. Generally, seven different types of
flow patterns were observed at horizontal pipe, namely; bubbly, slug, smooth stratified,
wavy stratified, churn, annular and dual continuous flow. In this work only the bubbly,
smooth stratified, wavy stratified and dual continuous flow are simulated and compared
visually with the captured photos of experimental flow patterns in a horizontal pipe
reported in [35]. In the Fig. 10 are shown the patterns got by SPH simulations of the
cases 1 to 4.

At low inlet oil and water velocities, smooth stratified flow was identified in
numerical results. If then inlet water velocity increases, wavy stratified flow was
shaped. At high inlet water velocities stratified flow convert to bubbly flow. Con-
versely, at high inlet oil velocities, stratified flow converts to dual continuous flow.
Patterns and their evolution obtained with SPH are in accordance with the experimental
patterns reported by [35] and with the flow pattern maps in the literature [36, 37]. This
results prove the application of multiphase model in a popular engineering application
getting good fitting between simulation and experiments.

Water

Oil
Smooth stratified flow

(Case 1)

Dual continuos flow
(Case 4)

Oil

Water

Oil

Water
Bubbly flow

(Case 3)

Oil

Water
Wavy stratified flow

(Case 2)

Fig. 10. Flow patterns got by SPH simulations using the multiphase model coupling the hvar and
shifting.

Table 7. Set-up configuration for the water-oil two phase flow in a pipe.

Parameter Value

Total particles 124,533
Initial inter-particle spacing 0.65 mm
Oil density (q1) 840 kg/m3

Water density (q2) 998 kg/m3

Artificial viscosity for oil (a1) 0.045
Artificial viscosity for water (a2) 0.01

298 C. E. Alvarado-Rodríguez et al.



4 Conclusions

In this work, a numerical multiphase model coupling a variable smoothing length and
the shifting algorithm based on Smoothed Particle Hydrodynamics (SPH) has been
developed and implemented using the DualSPHysics code. The multiphase model
implemented in the DualSPHysics code improve the numerical results in the interface
between two-fluids for multiphase SPH simulations.

For evaluating the multiphase implementation, several numerical validation test
were conducted. The Poiseuille and Couette test cases, for two-fluids with different
densities and viscosities were simulated and compared with the analytical solution.
Results obtained for the multiphase model implemented in DualSPHysics provide a
relative mean square error in the range 9.63 � 10−7 to 3.16 � 10−4. This result shows
that our model that incorporate the shifting algorithm and the variable smoothing length
formalism keeps good accuracy as compared with previous studies by [25–27]. The
accuracy of our model was evaluated through a convergence test where all validation
cases were simulated for three different resolutions. As expected, accuracy clearly
increases with resolution.

The root mean square error (RMSE) for the Poiseuille and Couette test cases with
two densities are reported in Tables 2 and 4, respectively. The low RMSE error
indicates good accuracy of the model for multiphase simulations that are usually
affected by the presence of voids close to the areas where the interface is highly
deformed. The coupling of the variable smoothing length formalism and the shifting
algorithm prevents the creation of voids since it provides a better interface definition
while keeping the continuity of the fluid.

The multiphase model coupling the shifting algorithm and the variable smoothing
length formalism is able to better represent highly deformed interfaces and non-lineal
effects in typical numerical examples of instabilities such as Rayleigh-Taylor and
Kelvin-Helmholtz, as compared with other multiphase models reported by [4, 30, 31].

The multiphase model is able to simulate properly the three forces that affect the
dispersed phase in two-phase liquid-liquid flow; namely buoyancy, gravity and inertia
force. The multiphase model coupling the variable smoothing length formalism and the
shifting algorithm is able to generate numerical patterns of two phase flow for different
superficial velocity ratios of fluids. Numerical results are comparable with real flows
according to the flow pattern maps in the literature.
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Abstract. This work describes the implementation of a computational system
to numerically simulate the interaction between a fluid and a rigid body. This
implementation was performed in a distributed memory parallelization context,
which makes the process and its description especially challenging.
An embedded boundary approach is proposed to solve the interaction. In such

methods, the fluid is discretized using a non body conforming mesh and the
boundary of the body is embedded inside this mesh. The force then that the fluid
exerts on the rigid solid is determined. And the velocity of the solid is imposed
as a Dirichlet boundary condition on the fluid.
The physics of the fluid is described by the incompressible Navier-Stokes

equations. These equations are stabilized using a variational multiscale finite
element method and solved using a fractional step like scheme at the algebraic
level. The incompressible Navier-Stokes solver is a parallel solver based on a
master-worker strategy.
The body can have an arbitrary shape and its motion is determined by the

Newton-Euler equations. The data of the body is shared by all the subdomains.

1 Introduction

The numerical simulation of the interaction of a fluid and a rigid body in the context of
high performance computing is still a challenging subject. Efficiency is tightly inter-
linked with a careful implementation. In this work, we tackle the problem by means of
a new embedded boundary strategy that aims at being both accurate and computa-
tionally efficient.

Typically, in an embedded boundary method, the fluid is discretized using a non
body-conforming mesh and described in an Eulerian frame of reference. The wet
boundary of the body is embedded in this mesh and geometrically tracked by means of
a moving polyhedral surface mesh.

The physical behavior of the fluid is mathematically modeled by the incompressible
Navier-Stokes equations. The incompressible Navier-Stokes solver we use is a parallel
solver based on a master-worker strategy, which can run on thousands of processors. It
was implemented inside the Alya System [1], a parallel multiphysics code based on the
Finite Element method. For this work, a rigid body solver together with a new
embedded boundary interaction algorithm were implemented inside Alya.
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For the interaction, on the one hand, the force that the fluid exerts on a body is
determined from the residual of the momentum equations. On the other hand, the
velocity of the solid is imposed as a Dirichlet boundary condition on the fluid.

To account for the fact that solid nodes can become fluid nodes due to the rigid
body movement, we have adopted the FMALE approach [2, 3], which is based on the
idea of a virtual movement of the fluid mesh at each time step.

Numerical examples will show that the proposed strategy is able to render very
accurate simulations, especially, regarding the behavior of the velocity field on the
interface.

The rest of the paper is structured as follows. First of all, some set definitions
aiming at elucidating some important data structures used in our implementation are
made. The Navier-Stokes solver is then described with some aspects about its paral-
lelization. The rigid body solver is briefly described later. The next section is dedicated
to the interaction. Details about the proposed scheme is then given. The performance of
the proposed approach is then assessed by means of numerical simulations. The article
ends by stating some concluding remarks.

2 Set Definitions

Let the spatial discretization of the continuous problem domain for a typically finite
element implementation be defined as a set of elements E = {e1, e2, …} and a set of
nodes N = {n1, n2, …}, where each node n 2 N is defined by its position inside the
problem domain and each element e 2 E is defined, for our purposes, by a subset of the
set of nodes as e ¼ fne1; ne2; . . .g � N.

These last definitions allow us to relate any node n 2 N with other nodes and
elements of the mesh. Let these relations be called as the connectivity of a node n. They
can be characterized by the following definitions:

– Element connectivity of n. Let CeleðnÞ denote the set of elements in E directly
connected to the node n, the red elements in Fig. 1. Formally,

CeleðnÞ ¼ fe 2 e : n 2 eg:

– Node connectivity of n. Let CnodðnÞ denote the set of nodes in N directly connected
to n, the circles inscribed in squares in Fig. 1. Formally,

CnodðnÞ ¼ m 2 N : 9e 2 CeleðnÞ;m 2 ef gnfng

3 Fluid

The physics of the fluid is described by the incompressible Navier-Stokes equations.
Let µ be the viscosity of the fluid, and q its density. Let also r and e be the stress and
the velocity rate of deformation tensors respectively, defined as:
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r ¼ �pIþ 2leðuÞ and eðuÞ ¼ 1
2

ruþrutð Þ

The problem is then stated as follows. Find the velocity u and mechanical pressure
p in a domain Ω such that they satisfy in a time interval (0, T] that

q
@u
@t

þ q½ðu� umshÞ � r�u�r � ½2leðuÞ� þrp ¼ qf in X� ð0; T� ð1Þ

and r � u ¼ 0 in X� ð0; T � ð2Þ

together with initial and boundary conditions.
In the momentum equations, umsh is the velocity of the fluid particles, which

basically enables one to go locally from an Eulerian (umsh = 0) to a Lagrangian
(umsh = u) description of the fluid motion. The reason of such description has to do with
the fact that at some time step of the simulation a set of solid nodes can become fluid
nodes due to the rigid body movement. Their fluid velocities will be then not deter-
mined. As a solution, we propose to obtain these values considering a hidden move-
ment of the mesh equals to umsh as will be described in Sect. 5.2.

The boundary conditions considered in this work are:

u ¼ uD onCD � 0; Tð �;
u ¼ uS onCS � 0; Tð �; and
r � n ¼ t onCN � 0; Tð �;

where CD;CS andCN are the boundaries of Ω where Dirichlet, rigid body Dirichlet and
Neumann boundary conditions are prescribed respectively, and @X ¼ CD [ CS [ CN.
Note that the wet boundary of the solid CS, and the associated prescribed solid surface
velocity uS will change in time.

3.1 Numerical Formulation

The stabilization is based on the Variational MultiScale (VMS) method, see [4]. The
formulation is obtained by splitting the unknown into a grid and a subgrid scale
components. This method has been introduced in 1995 and sets a remarkable mathe-
matical basis for understanding and developing stabilization methods [5].

The time discretization is based on second order BDF (Backward Differentiation)
schemes and the linearization is carried out using the Picard’s method. At each time
step, the linearized velocity-pressure coupled algebraic system

the node connectivity of n: nod(n)

the element connectivity of n: ele(n)
n

Fig. 1. Connectivities of node n. (Color figure online)
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� �

must be solved, where u and p are velocity and pressure unknowns. In order to solve
efficiently this system on large supercomputers, we consider a split approach, see [6].
That is, we solve for the pressure Schur complement system. In its simplest form, this
method can be understood as a fractional step technique. The advantage of this tech-
nique is this it leads to two decoupled algebraic systems: one for the velocity and one
for the pressure. The Orthomin(1) method, explained in [7], is used to solve the
pressure system.

The two algebraic systems resulting from the Orthomin(1) method applied to the
pressure Schur complement must be solved. For the momentum equation, the GMRES
method is considered. For the pressure system, a Deflated Conjugate Gradient
(CG) method [8] with a linelet preconditioning when boundary layers are considered.

3.2 Parallelization

The parallelization is based on a master-worker strategy for distributed memory
supercomputers, using MPI as the message-passing library [6, 9]. The master reads the
mesh and performs the division of the mesh into mesh subdomains using METIS (an
automatic graph partitioner). Each process will then be in charge of a subdomain, the
workers. They build then the local element matrices and the local right-hand sides, and
are in charge of finding the resulting system solution in parallel. In the elementary
assembling tasks, no communication is needed between the workers.

During the execution of the iterative solvers, two main types of communications are
required:

– global communications via MPI_AllReduce, to compute residual norms and scalar
products and

– blocking point-to-point communications via MPI_Send and MPI_Recv, when
matrix-vector products are calculated.

Fluid simulations have been tested on Blue Waters Supercomputer and Jugene
Supercomputer with two viscous Navier-Stokes benchmarks, see Fig. 2.
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Fig. 2. Speedup of the incompressible Navier-Stokes solver for solving different physical
problems.
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4 Rigid Solid

The linear acceleration a(t) and angular acceleration a(t) of the body are related with
the input force fF (t) and input torque sFðtÞ by the Newton-Euler equations

f F tð Þ ¼ ma tð Þ and sF tð Þ ¼ I tð Þ � a tð Þþx tð Þ � ðI tð Þ � x tð ÞÞ; ð3Þ

where m is the total mass of the body and I(t) is the inertia tensor. By integrating in time
the Eqs. (3), the velocity and the position of the rigid body can be determined.

In general, we use Newmark as method of numerical integration together with the
implementation of an iterative method in order to obtain the solution of the nonlinear
Euler rotation equation in Eqs. (3).

5 Embedded Boundary Mesh Method

Let ΩF and ΩS be the fluid and solid domains. In an embedded boundary mesh method,
at the beginning, ΩF [ ΩS is discretized without any particular regard to the rigid
body. The movement of the boundary describes the movement of the solids inside the
fluid. Then, at each time step of the simulation, the program identifies the elements in
E, see Sect. 2, whose volumes of intersection with the rigid body domain are big
enough to consider them as part of the solid; that is, the elements that belong to the set
of hole elements Ehol, see Fig. 3 at the left. They are then excluded from the finite
element assembly process. Let ĈS;h be the internal boundary mesh generated in the fluid
mesh once the hole elements have been excluded. In Fig. 3 at the left, the bold black
line represents ĈS;h. In an embedded boundary mesh method, the velocity of the solid is
imposed on the nodes that define ĈS;h. Let this set be called as the set of fringe nodes:
Nfri. The set Nfri allow us to define other important sets of nodes: the set of free Nfre and
the set of hole nodes Nhol. The set of free nodes belongs to the discretized fluid domain
and the set of hole nodes belongs to the discretized solid domain, see Fig. 3 at the right.
The implementation details of the embedded mesh boundary method described next in
this work was previously published in [10, 11].

∈ N f ri

∈ N f re

∈ Nhol

hol

S ,h
Γ̂

E

Fig. 3. At the left, the hole elements and ĈS;h schematization. At the right, the resulting sets of
fringe, free, and holes nodes.
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The numerical schemes to solve the Navier-Stokes (NS) and the Newton-Euler
(NE) equations need information from each other to account for the interaction. On the
one hand, the variables that the fluid receives from the rigid body are enumerated
below.

– The linear and angular velocities vn+1 and wn+1 of the rigid body.
– The definition of the internal boundary mesh Ĉnþ 1

S;h .

– The total velocity unþ 1
s to be imposed on Ĉnþ 1

S;h .

On the other hand, the set of variables that the solid requires from the fluid problem
are enumerated below.

– The force f nþ 1
F and torque snþ 1

F that the fluid exerts on the rigid solid.

Taking into account all the coupling variables described above, a new coupling
strategy is briefly described in Algorithm 1.

Note that the NS-NE system is a two-way coupled problem. Therefore, Algorithm 1
consists of a staggered approximation of the coupled solution at each time step, as no
coupling loop has been introduced and variables Cnþ 1

S , unþ 1
S , f nþ 1

F , snþ 1
F are

approximations of the actual values at time step n + 1. We thus expect the accuracy of
the scheme to depend not only on the way the set of coupling variables is defined but
also on the time step Δt. Let us now briefly describe the main steps of Algorithm 1.

5.1 Embedded Approach

A high order kriging interpolation algorithm was implemented. The idea is to impose
the velocity of the body on each fringe node nfri in an interpolating way. For this
purpose, the program first has to consider a convenient subset of the set of free nodes
Nfre that have a close connectivity with nfri; denoted it as Nsel(nfri). Then, the program
imposes the velocity of the rigid body on the fringe node nfri equation as

Nfriufri þ
X

ni2N sel nfrið Þ
Niui ¼ uS xSð Þ; ð4Þ
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where ui is the velocity of free node ni, xS is the projection point of the fringe node on
the surface mesh of the body, and uS(xS) is the velocity of the body at xS. Nfri and Ni are
the interpolation coefficients determined by solving the kriging system matrix.

The whole algorithm can be divided into three consecutive main steps. For each
fringe node n in Nfri do:

– Select a convenient subset of free nodes that has a close connectivity with n to
perform the interpolation: Nsel(n) � Nfre.

– Assemble the kriging system matrix to interpolate the body surface velocity. In
particular, this velocity will correspond to the solid velocity at the projection point
p of n on the body surface. The positions of the free nodes in Nsel(n) and p will be
used in the assembly.

– Invert the matrix of the kriging system by using the LU decomposition method in
order to obtain the interpolation coefficients Nfri and Ni of Eq. (4).

Parallel Nodes Selection. The interpolation requires to previously select a subset of
the set of free nodes Nfre with a close connectivity for each fringe node n. The idea is
schematized in Fig. 4.

Considering an arbitrary fringe node n, the definition of the set Nsel(n) can be carried
out in an algorithmic fashion as follows:

– Select a convenient element esel(n) 2 Cele(n), that is n 2 esel(n). In Fig. 4, the gray
square denotes esel(n).

– Then, define the set of nodes used to perform the interpolation as

N selðnÞ ¼
[

m2eselðnÞ
CnodðmÞ \N fre

In Fig. 4, the black circles represent the free nodes that belong to set Nsel(n).

∈ Nsel(n)

∈ N f ri

= esel(n)

Γ̂
S ,h

n

Fig. 4. Illustration of the selection algorithm. The gray square denotes esel(n), the red concentric
circles denote members of the set of fringe nodes, and the black circles are the free nodes that
belong to set Nsel(n). (Color figure online)
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Kriging Interpolation Algorithm. In particular, we use an approximation method
known as the universal kriging. The concepts and implementation aspects are detailed
in [12].

In the kriging approach, the unknown function F(x) is the sum of a mean value µ
(x) and an error term (x),

where x is the position vector of the unknown function.
The approximation function f(x) of F(xt) is expressed as a linear combination of the

data {F(xi)}i=1,n as

f ðxÞ ¼
Xn
i¼1

NiðxÞFðxiÞ:

The weights Ni are chosen to minimize the squared variance of the error of
prediction:

VarðFðxÞ � f ðxÞÞ2 ¼ Var FðxÞ �
Xn
i¼1

NiðxÞFðxiÞ
 !2

;

subject to the unbiasedness condition. This condition states that the mean of the
unknown function is equal to the mean of its approximation, that is

lðxÞ ¼
Xn
i¼1

NiðxÞlðxiÞ:

Our choice for the mean of the unknown function is a polynomial function. Some
implementation aspects are taken from [13].

5.2 FMALE

As mentioned before, the proposed embedded boundary technique identifies a set of
free nodes Nfre, a set of fringe nodes Nfri, and a set of hole nodes Nhol at each time step
of the simulation. Then, only the nodes in Nhol are excluded from the finite element
assembly process. Now, consider the nodes in Nfre [ Nfri at the current time step tn+1

that were hole nodes at the previous time step tn. They are the new fluid nodes of the
simulation at tn+1. These nodes were therefore, for practical purposes, nonexistent at the
previous time step. Then, one of the practical problems with these new fluid nodes
consists in defining the velocities at the previous time step tn, which are required by the
Navier-Stokes equations to compute the time derivatives.

This problem can be solved by considering a hidden motion of the mesh from tn to
tn+1, which can be explained and formulated using the FMALE framework [14].
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In order to illustrate it, let us consider the one-dimensional example shown in
Fig. 5. The dotted lines represent the solid body at tn, which moves to the right, and
depicted with continuous lines at tn+1, see Fig. 5 (original mesh.) At time tn, the fringe
node is node n3 and at time tn+1 we end up with a new free node n4, and a new fringe
node n5. The procedure is described below:

– Prescribe a displacement for the new fringe node n5 such that at tn it falls into the
fluid, and move it incrementally together with nodes n3 and n4. Nodes n1 and n2 are
assumed to be sufficiently far to remain fixed. The resulting new mesh at tn� is
shown in Fig. 5(b).

– The values of the velocities for the moved nodes n3, n4 and n5 are then interpolated
from the solution obtained at time tn. This interpolation is represented by the
vertical arrows between Figs. 5(b) and (a).

– The mesh velocity is then computed from the positions obtained at time tn� to
recover the positions of the nodes on the original mesh tn+1, Figs. 5(b) and (c) for
nodes n3, n4 and n5. The nodal mesh velocity is simply uimsh ¼ ðxnþ 1

i � xn
�

i Þ=Dt.
The mesh velocity is represented by horizontal arrows.

5.3 Time Step ΔT

The strategy for the solid is to determine a time step Δt in such way that for each fringe
node n, the set Nsel(n) 6¼ ; , see Subsect. 5.1. That is, we have to assure that the kriging
interpolation algorithm has enough data in order to impose the velocity of the solid on
the fluid mesh for each fringe node n.

To this end, roughly speaking, we require that a rigid body do not cross more than
two elements at each time step. Therefore, we define the time step of the NE solver as

u5

original mesh:

Γn Γn+1
S S

(a) time tn:
n1 n2 n3 n4 n5 n6

x x x

(b) time tn∗ :
n1 n2 n3

3

n5 n6
x

u4 msh
u

msh
msh

(c) time tn+1:
n1 n2 n3 n4 n5 x 

n6

n1 n2 n3 n6n5n4

n4

Fig. 5. Illustration of the FMALE framework. The dotted lines represent the body surface mesh
at the previous time step tn and the continuous lines represent the body surface mesh at the
current time step tn+1. The red concentric circles denote members of the set of fringe nodes, black
circles members of the set of free nodes, and crosses members of the set of hole nodes. The plots
(a) and (c) represent the fluid mesh in two consecutive time steps. (Color figure online)
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DtNE ¼ 2 min
nf ri2N fri

hfri
ufri
�� ��

 !
;

where hfri is the minimum edge length that connects nfri with the set of nodes Cnod(nfri)
and ufri is the velocity at nfri.

To control the time accuracy of the NS equations, we use the CFL condition and
define

DtNS ¼ a min
efre2Efre

4l
qh2fre

þ 2 ufre
�� ��
hfre

 !�1

;

where a is called the safety factor which, for an unconditionally stable implicit scheme,
could take in principle a high range of values, depending on the physics of the problem.
A typical range is [10, 1000]. One can alternatively prescribe a time step Δtp which
does not rely on the mesh but on the physics of the problem.

Thus, the time step of the simulation is computed as

Dt ¼ min DtNE;DtNSð Þ or Dt ¼ min DtNE;Dtp
� �

:

5.4 The Force and Torque Exerted on the Solid Surface

In order to solve the Newton-Euler equations for the rigid body, we need the force fF
and the torque sF exerted by the fluid on the rigid body. In particular, we use the
residual of the momentum equations in order to determine such forces. Considering
only the fringe nodes, we can find the force as

f F ¼
X

nfri2N fri

bu � Auuu� Aupp
� �������

fri

and the torque as

sF ¼
X

nfri2N fri

bu � Auuu� Aupp
� �������

fri

�rfri

The advantages of calculating the force in such way rather than other alternatives
are detailed in [10].
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6 Mass Conservation

To impose the velocity of a rigid body on the fluid by interpolation is a non-
conservative strategy. As is shown in [15], the transmission of Dirichlet condition
involves the necessity to ensure the conservation of the mass for the rigid body.

Thus, the idea is to obtain new velocities u�fri for the fringe nodes from the values
ufri obtained using a kriging interpolation algorithm by minimizingZ

CS

u�fri � ufri
��� ���2dCS;h

under the constraint Z
CS

u�fri � ndCS;h ¼ 0;

where CS,h is the wet boundary mesh of the rigid body and n is the normal vector. The
restriction is derived in [15] and allows to conserve the mass going through the solid
and therefore that of the whole system.

7 Results

This section is divided into three parts. In the first part, we will tackle a twodimensional
test case of a fluid and rigid solid interacting. Its main purpose is to study mesh
convergence for the approach described in the previous sections. In the second and
third examples, we will solve a set of three-dimensional problems where the solutions
can be analytically determined. The geometry is common to all of them. A spherical
rigid body is immersed within a fluid. The simulation starts with the body at rest. The
velocity of the body increases until the body moves with a constant velocity known as
terminal velocity. Different Reynolds numbers will be considered. In the second part, a
low Reynolds number will be considered. In the third part, moderate Reynolds numbers
will be considered together with various mesh refinements in order to improve the
performance of the results.

7.1 Mesh Convergence of a Manufactured Solution

The manufactured solution technique enables one, among other objectives, to easily
carry out a mesh convergence of an implemented algorithm. Let us consider the
Navier-Stokes operator LNS(u, p) represented by the LHS of Eqs. (1) and (2). Let uman

and pman be some given target velocity and pressure, with a desired degree of
smoothness. The manufactured solution technique consists in solving LNS(u, p) =
LNS(uman, pman) together with u = uman as a Dirichlet boundary condition on the whole
boundary of the computational domain, and p = pman on a unique node (indeed, when
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CN = ;, the pressure is defined up to a constant and thus should be prescribed some-
where.) We consider the following manufactured solution:

uman ¼ ½sinðpx� 0:7Þ sinðpyþ 0:2Þ; cosðpx� 0:7Þ cosðpyþ 0:2Þ� and
pman ¼ sinðxÞ cosðyÞ;

to be sought in the computational domain depicted in Fig. 6. Note that the manufac-
tured velocity field is divergence free.

We study the convergence of the solution as the mesh is refined. In particular, we
compare the L2 convergence of our manufactured solution. The mesh convergence is
obtained using a linear and a quadratic kriging interpolations, as shown in Fig. 7. The
solid velocity is interpolated at each fringe node n so that it is equal to the manufac-
tured velocity at the projection point of n on the body surface. We observe that the
convergence graphs for the quadratic kriging interpolation exhibits a quadratic con-
vergence. It is also clear that the linear interpolation gives a linear mesh convergence.

7.2 Stokes Problem

Consider a spherical rigid body of radius r = 1 and density qs = 2 immersed in fluid
with density qf = 1 and viscosity µ = 10. For low Reynolds numbers,

Re � 1, where the inertia effects are negligible, as in the problem just stated,
Stokes derived a simple equation to obtain the terminal velocity of a sphere:

vs ¼
2 qs � qf
� �

r2g

9l
¼ �0:222;

where g is the modulus of the gravity.

0.3

0.4

0.3

0.3 0.4 0.3

S
Γ

Fig. 6. Problem domain for the manufactured solution.
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The geometry of the fluid domain is a cylinder with height equal to 60 and radius
equal to 30. The initial position of the sphere is at 30 times the body radius from the
sides of the cylinder and at 40 times the body radius from the bottom of the cylinder.
The mesh is unstructured and composed of 400.000 tetrahedral elements. In Fig. 8, we
can see the interior of the mesh, where the red elements represent the sphere inside the
fluid mesh at the beginning of the simulation.

In Fig. 9, the terminal velocity is compared with the analytical solution. Clearly, the
velocity tends to the analytical solution.
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Fig. 7. Mesh convergence of the velocity field for the linear and quadratic kriging
interpolations.

Fig. 8. Initial position of the sphere in the interior of the mesh. (Color figure online)

314 C. Samaniego et al.



7.3 Problems with Moderate Reynolds Numbers

Now, let us consider higher Reynolds numbers to solve the problem stated above. Also,
a mesh refinement is carry out in order to improve the performance of the numerical
results in order to reach the analytic ones. The details of how the analytic solution can
be determined can be found in [16].

In Fig. 10, the difference between the velocities obtained with our approach and the
analytic results becomes shorter and shorter as the mesh is refined. In particular, we use
three different meshes of 400000, 3 million, and 23 million elements.

The solution reached is specially improved for the flow with a Reynolds number of
1647, as shown in Fig. 10 at the right. We start with a difference with respect to the
analytic solution of 39.4% to finally obtain a difference of 13.5%. For the flow with a
Reynolds number of 101 we have an initial difference of 21.6% and a final one of 7.6%.

Fig. 9. Numerical and analytical Stokes terminal velocity for Re = 0.004.

Fig. 10. Numerical and analytical terminal velocities for Re = 101, at the left, and Re = 1647,
at the right, using different meshes considering only the quadratic kriging interpolation.
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8 Conclusions

A non body-fitted approach to deal with the interaction of a fluid and a rigid body has
been presented. It uses kriging as an interpolation method to impose the velocity of the
rigid body on the fluid. A FMALE framework is considered in order to deal with the
new fluid nodes appearing at each time step. Also, mass conservation is imposed by
solving a minimization problem under a mass conservation constraint.

The approach has been tested by using numerical experiments and its accuracy has
been studied. It is capable of closely reproducing the final velocity of the Stokes
problem and other problems with moderate Reynolds numbers. In a general sense, the
approach gives reasonably accurate results.
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Abstract. The computational study of biomolecules has been undermined by
the lack of models that accurately represent the structure of big complexes at the
atomic level. In this work, we report the development of an algorithm to gen-
erate a volumetric mesh of a biomolecule, of any size and shape, based on its
atomic structure. Our mesh generation tool leverages the octree algorithm
properties with parallel high-performance computing techniques to produce a
discretized hexahedral model faster than previous methods. The reported algo-
rithm is memory efficient and generates volumetric meshes suitable to be used
directly in Finite Element Analysis. We tested the algorithm by producing mesh
models of different biomolecule types and complex size, and also performed
numerical simulations for the largest case. The Finite Element results show that
our mesh models reproduce experimental data.

Keywords: Biomolecule � Parallel computing � Bitwise � Mesh � Octree �
FEM � HPC

1 Introduction

A derivation of the central tenet of Molecular Biology states that the structure of a
biomolecule determines its function. Many syndromes and diseases are caused by the
incorrect structuring of a certain biomolecule. Hence, efforts have been made to study
the structure of biomolecules, their physicochemical properties, and the effect of
changes in their structure on their function. In particular, there are many studies based
on computational methods that try to explain the molecular mechanisms governing
cellular processes. Even though there has been progress in our understanding of how
these biological systems work, current molecular all-atom models have come short
when the studied system is of considerable size (>105 atoms).
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Molecular coarse-grain models were introduced to allow the study of larger
complexes (a group of two or more associated biomolecules). Nevertheless, these
models also have upper limits given by the current computational technologies. It is
desirable to come up with a computational model that, keeping an atomic represen-
tation, can describe very large biological systems, e.g., a virus, a cellular organelle (a
specialized subunit within a cell that has a specific function), or even the whole cell.

Volumetric meshes are a potential candidate to overcome such a problem. Not only
do they give an atomic-level description of a large system, but they are also compatible
with numerical methods (e.g. the Finite Element Method or FEM) in order to perform
simulations of a certain biophysical process. However, the generation of a volumetric
mesh of good quality is not an easy task. Several factors have to be taken into account,
namely, shape of the mesh elements, their size distribution, regularity, etc.

In this work, we describe the development of an algorithm designed to discretize
the volume occupied by all the atoms of a given biomolecule or biocomplex. The
discretization process generates an approximation to the original biosystem through
space decomposition combined with parallel and highperformance computing tech-
niques. This approach makes efficient use of memory, and the multi-platform multi-
processing implementation reduces the execution time by several orders of magnitude
in comparison to previous developments. The output is a volumetric mesh suitable for
FEM analysis.

We applied the algorithm to generate a volumetric mesh of representative examples
of all major categories of molecules relevant to biological systems. These categories are
carbohydrates, lipids, nucleic acids, and amino acids. The specific systems chosen for
our study are described in Table 1 and illustrated in Fig. 1. Given its importance in life
as an organic solvent, bulk water in liquid state was also included. In this study, we
have been careful to consider a large diversity of biomolecules regarding their size,
shape, and function.

Table 1. Major categories of biomolecules considered in this study. Two representative systems
were chosen in each case, either a single molecule or a complex, plus water. Number of atoms
and characteristic size are shown.

Category Name Atoms diameter Å

Carbohydrate (A) cellulose 43 12
(B) glycogen 87 16

Lipid (C) phospholipid 50 27
(D) membrane patch 3200 60

Nucleic acid (E) DNA 902 80
(F) tRNA 1652 90

Amino acid (G) transcription factor 3802 110
(H) viral capsid 227040 288

Solvent (I) water 10583 60
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Furthermore, in order to test the compatibility of the mesh generator with FEM, we
carried out numerical simulations of nanoindentation on the viral capsid. There are
experimental results of Atomic Force Microscopy (AFM) where the authors squeeze
the capsid while measuring the applied force and the produced deformation on the
complex structure [Arkhipov2009, Roos2010, Michel2006]. We estimated the Young’s
modulus for the capsid by using the spring constant derived from the experimental
force-indentation profile in the linear regime. We show that our model is able to
reproduce experimental results and is in agreement with previous models.

2 Meshing

The state of the art in meshing techniques-methods can be summarized in three cate-
gories: Advancing Front (ADF), Delaunay Triangulation (DT), and Space Decomposi-
tion (SD). Each meshing technique presents advantages and drawbacks, so it is important
to choose the correct technique in order to produce a mesh compliant for an accurate and
fast FEM analysis. This work is focused on a particular SD method given by an octree
algorithm due to its advantages in managing computational and memory complexity.

2.1 Delaunay Triangulation

This technique tackles the mesh generation problem by performing efficient geometric
operations hence improving computation time. DT has been widely studied [Paul1990,
Pascal2008, Siu2013, Paul1998]. DT methods are highly regarded by researchers and

Fig. 1. Biomolecules considered in this study: (A) cellulose, (B) glycogen, (C) phospholipid,
(D) small section of a biomembrane (64 phospholipids), (E) DNA (22 nt long), (F) tRNA,
(G) transcription factor, (H) icosahedral viral capsid, (H) 1 � 10−19 ml of bulk liquid water. In
all the cases, except for the viral capsid, colors correspond to the element type: Carbon in cyan,
Hydrogen in white, Oxygen in red, and Nitrogen in blue. All biomolecules shown in the same
scale. (Color figure online)
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engineers since numerical methods for solving PDE models of real life problems
require high quality triangulations. DT generates good 2D meshes. However, it pre-
sents a significant drawback in 3D, namely, it may generate elements with null volume
that comply with the Delaunay properties. Some implementations try to solve this
problem by relaxing the Delaunay condition [Paul1990].

DT takes a set of points P and creates a triangulated mesh called the convex hull
[Pascal2008, Siu2013]. This mesh can be used to perform numerical simulations, but if
some elements have a volume close to zero, the stability and accuracy of the numerical
solution is affected. Thus, some modifications may be needed, such as removing col-
lapsed elements and refining the mesh to improve the quality of the mesh. The
method’s main advantages are its high speed and robustness. On the other hand, the
main drawback is that it does not preserve the meshing domain. Other algorithms can
be applied to circumvent this problem but with the cost of losing efficiency and
increasing computation time [Weatherill1992]. Also, it is difficult to parallelize this
technique because the creation of elements requires the information of all the triangles
contained in its circumscribing circle, causing concurrency problems. Nevertheless,
some parallel implementations have been reported [Hardwick1997, Cigoni1993].

2.2 Advancing Front

This approach starts on the boundary and inserts new points inside the domain. These
points are used to create triangles in 2D or tetrahedrons in 3D, but they can also be used
to create quadrilateral or hexahedral elements by slight modifications. A well-known
mesher based on ADF is NETGEN [Schöber1997]. It is customizable in the sense that
the user sets parameters to determine the mesh size and the optimization steps to apply
on the generated mesh. ADF consumes more time than other techniques due to its
complexity. It could be said that this meshing technique generates triangles which are
almost equilateral because of the tests performed before it creates a new element. This
technique is based on local operations and, as a consequence, it is highly parallelizable.

2.3 Space Decomposition

A remarkable feature of the SD methods is the creation of meshes with acceptable
quality in a short time using highly parallelizable methods. Thus, SD is widely used by
researchers that use FEM in their work. Broadly speaking, there are two types of SD
methods that create FEM-suitable meshes. One is the bin method, and the other one is
the octree technique. Both are based on performing bisections over different dimen-
sions depending on a maximum level of refinement determined by the user. Although
these algorithms look the same, the octree technique performs bisections based on the
domain to be meshed, whereas the bin technique divides the bounding box on cells of
the same size over each dimension which causes excessive memory requirements. In
octree, cells are represented as binary numbers, decreasing memory requirements and
allowing to move through the tree by bitwise operations, thus accelerating search
operations in contrast with other techniques. The octree algorithm can be used to easily
generate tetrahedral or hexahedral meshes, unlike other techniques that need to be
modified in either case.
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One of the main drawbacks of SD techniques is the inability to preserve corners,
usually known as sharp features, because the octree is based on quadrilateral elements.
Complex domains cannot be well-fitted with these geometric forms. The problem can
be tackled by performing some modifications on boundary elements to achieve the best
possible approximation to the original domain. The main advantage of this method is
that meshes can be created for most domains due to the spacial adaptability of the
method. Another advantage is the possibility to develop efficient parallel implemen-
tations which lead to the fast generation of high quality meshes. Since all the mesh
elements are equal, there are improvements in the numerical solutions.

Remark. The three techniques perform similar operations. For instance, DT and SD
require a ray casting technique that can be carried out using computer graphic strate-
gies. This could lead to an inefficient algorithm. However, since the octree nodes are
aligned, the ray casting technique can be implemented taking advantage of its structure.
Also, the three meshing techniques need to perform geometric tests in order to create
the best possible triangulation. While SD methods have control over all the objects
contained in the working space, the DT and ADF methods have difficulties controlling
objects inside the domain. Furthermore, the number of geometric tests in SD is reduced
due to its local operation.

3 Octree Mesher

The octree is an SD method which must be used in a delimited space. The overall
efficiency of the algorithm can be increased considerably when the space is defined
correctly. The best option is to work on a normalized domain such as the square
[0, 1] � [0, 1] in 2D, or the cube [0, 1] � [0, 1] � [0, 1] in 3D.

The first step is to scale the object X we wish to mesh to fit into the square or the
cube, whose boundary is the bounding box (see Fig. 2). The next step is to subdivide the
box progressively in order to choose only the smaller boxes (octree cells) that intersect
X, and thus obtain a volume made up of small octree cells that closely approximates X.

The subdivision generates children from a given parent cell (see Fig. 2(b)). Cells to
be bisectioned are selected based on some intersection tests. The traditional octree
method performs intersection tests between cells and triangles.

(a) Refinement level (b) Refinement concepts

Fig. 2. Refinements generalities
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The way to perform the test efficiently is by using computer graphics strategies
which considerably reduce the calculation time. The octree subdivision generates
octree cells with different sizes that are associated to the concept of refinement level. In
Fig. 2(a) there are red numbers indicating the refinement level of each cell. The
bounding box is considered as a zero refinement cell.

The octree can be used either to generate hexahedral or tetrahedral meshes. In order
to create the tetrahedral meshes, it is required to accomplish the constraint 2:1, i.e., for
each cell, all its neighbors in all directions must have a difference of at most one level
of refinement. For example, the green square in Fig. 2(b) shows a cell which fulfills the
constraint. On the other hand, the red cell does not fulfills the constraint because the
right neighbor has two refinements levels below the tested cell. However, in our
implementation, the constraint is not required because all the elements of the generated
hexahedral meshes are of the same size.

The purpose of scaling X to the normalized square or box is to encode the order of
the octree cells in binary numbers. This allows us to move through the complete octree
using bitwise operations, which is faster than traditional arithmetic operations. This is,
in fact, the main HPC feature of octree that reduces computing time, although its
implementation may be challenging. The binary implementation to manage octree cells
is based on a work previously reported [Frisken2002]. In that work, the authors explain
how to move through the octree by binary codding and neighbour cells. In order to
achieve a domain decomposition, the octree must be bisectioned.

Figure 3 shows how to work with the bisections and binary coding using a sim-
plified 1D example. Panel 3(a) shows the root or initial line segment. This line lies in
the domain [0, 1] and has the binary coding shown on top. The first bi-section generates
what is shown in panel 3(b), where two segments have been created and two binary

(a) Bynary root (b)  Binary first bisection

(c) Binary second bisection (d)  Binary  third bisection

Fig. 3. Binary codification on octree
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numbers represent them. Panel 3(c) shows one more partition. Here, there are four
segments and their corresponding binary codes. Finally, adding two more bisections, as
in panel 3(d), six line segments are generated, each one with a binary number asso-
ciated to it (blue numbers). It is easy to convert from binary to decimal by using the line
segment refinement level and binary codding.

The selection of cells belonging to the final mesh is naturally achieved during
subdivision of the octree, keeping the elements that intersect Ω as the final mesh. The
octree cells that become part of the final mesh must fulfill the following features:

– Two distinct elements must not overlap.
– In 2D, an edge is only shared by two adjacent elements. In 3D, a face is only shared

by two adjacent elements.
– The elements must be positively oriented (correct node labeling in FEM).

The final step is to return X to its original scale together with the selected octree
cells.

The time reduction when using the octree mesher is achieved by using parallel
computing in some of the operations, as well as the use of some HPC techniques
(binary codification). Using the parallel scheme, meshes are generated in one computer
by using, concurrently, several cores. However, if the computer has a processor with
more than one core and all the cores share the same RAM, all of them can modify the
same variables at the same time. This must be avoided since it could lead to erroneous
results or low parallel performance. Nevertheless, OpenMP is a paradigm suited for
high-level parallelization in a simple manner with a low number of preprocessor
instructions (shared memory parallel scheme [OpenMP2018]). In this work, our goal is
to parallelize the implementation to achieve high efficiency. Hence, we must take care
of concurrent operations and data synchronizations. Some of the parallel operations we
propose are:

– Octree refinement: Since they are independent, several cells can be refined at the
same time by using as many cores as available. This means that for every refinement
level in the octree, all the cells can be subdivided into eight children without
affecting cells in other levels. Details are described in Algorithm 1.

– Cells nodes setting: This operation adds all the coordinates to the octree cells. This
operation is parallelized due to the independence of the information added on each
cell, it is well controlled through the binary coding used in the cell nodes. See
parallel loop on algorithm 2.

– Intersection tests: The independence of the cells means that various cells can be
tested for intersection with spheres at the same time. The parallel loop is shown on
algorithm 3.
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These parallel operations are used in our octree mesher. The input of the algorithm
is a set of atoms forming a given biomolecule. Each atom is represented by a sphere,
with the coordinates of its center and a type-specific radius. More details of the bio-
molecule meshing process are provided on the next sections.

3.1 Intersection Test for Meshing

In general, biomolecules are represented by clustered sets of spheres, one for each atom
present. Thus, the intersection test of the octree method was modified to reduce the
execution time. The algorithm only processes the spheres contained in the cell that is
being subdivided, so the total number of intersection tests is reduced and, as a con-
sequence, the total meshing time. It might seem that Algorithm 3 has concurrency
problems because of the loop beginning on line 4. However, this does not happen
because each core makes a copy of the Xj object. The data on memory is not modified.
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One more advantage of our proposed mesher for biomolecules is that all the ele-
ments in the resulting mesh have the same shape and size and are FEM- compliant.
This implies that the solution of any structural analysis through numerical methods will
be carried out in an efficient way, saving memory and computing time.

3.2 Biomolecules

The meshing strategy we describe here can process biomolecules of any size and shape,
even non-symmetrical structures, thus constituting an improvement over our previously
reported methodology [Alonzo2018]. An example of the progressive enhancement in
atomic detail achieved by increasing the mesh resolution is shown in Fig. 4 for the
cellulose molecule. Higher resolution gives more detail on the shape of the molecule.
We generated a mesh for all the biomolecules in the data set described earlier. Results
are shown in Fig. 5 and their characteristics are given in Table 2. The mesh resolution
is different for each biomolecule due to their different sizes.

The biggest biomolecule considered here, based on the number of atoms, is a viral
capsid containing more than 200,000 atoms. In this case, the mesher performs the
highest number of intersection tests, which grow for higher mesh resolutions, to

Fig. 4. Cellulose octree mesh generated using different resolutions: (A) 6.0 Å, (B) 3.0 Å,
(C) 1.0 Å, (D) 0.1 Å, (E) 0.03 Å. The colors correspond to the atom type: Carbon in cyan,
Hydrogen in white, and Oxygen in red. (Color figure online)

Fig. 5. Octree mesh representation of biomolecules considered in this study. (A) Cellulose,
(B) glycogen, (C) phospholipid, (D) biomembrane patch (64 phospholipids), (E) DNA (22 nt
long), (F) tRNA, (G) transcription factor, (H) 1 � 10−19 ml of bulk liquid water. The colors
correspond to the atom type: Carbon in cyan, Hydrogen in white, Oxygen in red, and Nitrogen in
blue. Not in the same scale. (Color figure online)
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generate a good representation. Since it is the extreme case in our dataset and there are
FEM-analysis results previously reported using other meshers, in the following sections
we focus on the capsid. We explain some generalities of the viral capsid and the
simulations performed on it. The numerical simulations take the hexahedral mesh
generated by the octree mesher and uses the Finite Element Method to produce a
deformation when applying a force on the capsid. The results are then compared to
experimental measurements.

4 Application of the Octree Mesher to a Viral Capsid

The protein shell encapsulating the genome material of a virus is known as its capsid. Its
fundamental functions are the protection and transport of the viral genome, as well as
helping recognize the host cell. Detailed knowledge about the physical properties that
characterize the viral capsid have proved to be very important in structural biology,
biotechnology, and medicine. On the one hand, the analysis of virus nanoindentation by
AFM has been used as the standard way to study the mechanical response of capsids as
well as to understand their molecular structure. On the other hand, numerical simulations
of the nanoindentation process have allowed the estimation of physical parameters such
as the Young’s modulus. Various descriptions of this type of macromolecular com-
plexes have been proposed at different scales for their study. Given the complexity of the
viral capsid, most of the capsid meshers previously reported use a sphere as an
approximation to an icosahedral capsid. Hence, they do not keep the internal structural
features like tunnels and cavities. However, because the octree mesher does not make
such approximations, the generated mesh is faithful to the true molecular shape.

4.1 Capsid Meshers

Only a few works address the problem of meshing a capsid to be used in numerical
simulations, mainly due to their large size and geometrical complexity. In [Sanner1996],
the authors present a surface meshing algorithm for the molecular complex. This
algorithm was one of the first to avoid the self intersecting problem when the surface

Table 2. Octree mesh features for the biomolecules considered in this study. Mesh resolution
given in Å

Category Name Mesh resolution Mesh elements Time (s)

Carbohydrate (A) cellulose 0.0375 8,862,661 200.92
(B) glycogen 0.0450 9,069,479 220.12

Lipid (C) phospholipid 0.0460 4,672,597 106.06
(D) membrane 0.2250 3,934,749 95.74

Nucleic acid (E) DNA 0.1300 8,790,359 246.40
(F) tRNA 0.1530 4,973,299 122.32

Amino acid (G) transcription factor 0.2100 5,272,603 133.26
(H) viral capsid 5.0000 4,709,364 114.83

Solvent (I) water 0.2400 6,405,468 160.16
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mesh was created. In [Yu2008], the authors introduced a new approach that could
generate the surface and the volumentric mesh of a capsid, tackling for the first time
“feature preservation”. This algorithm generated quality meshes in a considerable
amount of time. In [Cheng2009], the DT strategy was used to create surface meshes with
thousands of elements in minutes. A recent proposal was focused on volumetric mesh
generation, as opposed to surface mesh generation [Alonzo2018]. A volumetric mesh of
the capsid was created using symmetry features, meshing a small geometric unit and
rotating many copies to generate the full capsid. The main computational drawback of
that method is the need to delete repeated overlapping nodes, which implies a cost
increase for the creation of high resolution meshes. In contrast, octree mesh avoids such
drawback by processing the full capsid in one step.

4.2 Nanoindentation

In an AFM experiment, the relation between the magnitude of an applied force and the
capsid’s indentation (biocomplex deformation) can be measured. As a result, a char-
acteristic force-indentation graph is recorded. The slope of the curve in the linear
regime is related to the capsid’s spring constant.

The numerical simulation of an AFM experiment consists in aligning a particular
capsid’s symmetry axis with an applied force load (Fig. 6). Such force is directed over
the top of the mesh, while the bottom is fixed on a base. We used the FEMT open
source code [Vargas2012] to carry out the numerical simulation.

Fig. 6. Capsid nanoindentation simulation. Left: Initial conditions, where the mesh elements in
blue are in direct contact to a base, and mesh elements in yellow are in direct contact with a
probe. Right: A force load is applied on a given capsid’s symmetry axis. The mesh deformation is
quantified by the indentation produced (displacement measured in each mesh element). The color
scale used represents minimum displacement in blue and maximum displacement in red. (Color
figure online)
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4.3 Numerical Simulations of Nanoindentation

Table 3 contains the information of nanoindentation and the force needed to produce it.
The simulations were carried out using the same material properties and meshes of
similar resolution.

The simulations results obtained with our octree mesh are comparable with the
results obtained with the meshes of the CapsidMesh methodology, with the advantage
of having a reduction in mesh generation time of more than 90%.

A summary of the results are shown in Table 3. The first column indicates the
mesher used in the experiment, second column is the biocomplex name, T indicates the
geometrical protein arrangement, d is the biocomplex diameter, w is the capsid width
(outer radius minus inner radius), nanoindentation I (16% of d), disp is the displace-
ment produced after apply a force of 1 nN over 5-fold axis of capsid, Young’s modulus
E used in the simulation, and experimental spring constant kexp [Michel2006]. In the
results the displacement produced by both algorithms is equivalent considering that
FEM simulations naturally generate numerical error.

We carried out numerical simulations of the nanoindentation of the viral capsid in
our dataset using the volumetric mesh generated by the octree space decomposition
method. The quality of the mesh produced by the algorithm reported here is validated
by reproducing the nanoindentation simulations results presented in [Alonzo2018].
Results are shown in Fig. 7. The indentation, which is the maximum deformation
produced on the mesh by the applied force as a function of mesh resolution, shows that
both meshes respond almost identically. This implies that independently of the mesh
generation strategy tested here, the FEM simulation produces the same deformation on
the capsid mesh. This behaviour is the same in all values of mesh resolution. The stress
analysis, measured by the von Misses, shows some differences in intermediate reso-
lution values (2–5 Å), probably due to the shape of the mesh elements and the dif-
ference in the cavity shapes that are naturally present with these topologically faithful
meshing methods. The CapsidMesh algorithm generates FEM elements with radial
symmetry while the octree generates elements aligned to a canonical axis.

Table 3. Nanoindentation of a wild type empty capsid and mechanical properties of Cowpea
chlorotic mottle virus (CCMV), using a mesh resolution of 1 Å. Shown: geometrical protein
arrangement T, diameter d, capsid width w, nanoindentation I, displacement produced on
simulation disp, Young’s modulus used E, and experimental spring constant kexp [Michel2006].

Mesher Capsid
name

T
number

d
Å

w
Å

I
Å

Disp
Å

E
GPa

kexp
N/m

CapsidMesh CCMV 3 288 50 46 3.9951 1.0 0.15
Octree CCMV 3 288 50 46 3.8793 1.0 0.15
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The most contrasting result is the meshing computing time. A significant difference
is obtained between the two algorithms in terms of this measure. The CapsidMesh
processing time tends to increase exponentially when the mesh resolution is increased
(lower values) while the octree execution time increases linearly. The efficient and
parallel implementation of the octree mesher plays an important role in reducing
computing time. For instance, it takes 261 s to generate a mesh with resolution of 1 ˚A,
while CapsidMesh needs 85, 598 s. Hence, octree spends 0.30% of the time that
CapsidMesh requires to generate the mesh of the same biomolecule with the same
resolution. The nanoindentation results were mapped into the capsid’s mesh repre-
sentations to illustrate the location of interesting structural features, shown in Fig. 8.
Displacements, or deformations, are shown in Fig. 8(a) and (b), where the same dis-
placement is produced by both simulations independently of the mesh used. The von
Misses values are represented on Fig. 8(c) and (d). In this case, the maximum value is
slightly different, but they are almost equivalent in the distribution over the viral capsid.

The fact that both meshing algorithms produce meshes with different characteristics
but that behave the same in the FEM numerical simulations is a positive result.
Nonetheless, the octree mesher we present here reduces more than 99% of the meshing
time.

Fig. 7. Capsid meshing and nanoindentation results, comparison to previous method. From top
to bottom: Indentation produced, structural stress analysis, and time spent to produce the mesh, as
a function of mesh resolution.
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5 Conclusion

In this work, we report the development of a computational algorithm to produce
volumetric meshes of biomolecules based on the volume and position of their con-
stituent atoms. Discretization of space is accomplished by the octree method. Paral-
lelization in combination with HPC techniques allow for an efficient use of memory
and fast execution times. Since the mesh elements have an hexahedral geometry, our
algorithm can generate a volumetric mesh of any biomolecule or biocomplex, inde-
pendent of its size, shape, or symmetry.

We built mesh models of representative examples of the four major categories of
biomolecules, spanning a large diversity of biological structures and functions.

An important feature of these meshes is that they are FEM-compliant, i.e., they can
be directly used to perform numerical simulations of a given biophysical process. To
test this, we carried out the simulation of the nanoindentation of a full viral capsid

(a) CapsidMesh Displacements (b) Octree Displacements

(c) CapsidMesh Vonmises (d) Octree Vonmises

Fig. 8. Simulation results
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represented by our mesh, and compared it with a previously reported algorithm. It is
important to mention that viral capsids are the largest biocomplex in our dataset.

Hence, our results show that the octree mesh algorithm can be used to model very
large biocomplexes, even with more than 200,000 atoms, and still keep atomic scale.
When executed in a single-core computer (Intel Core i3-3120 2.5 GHz with archi-
tecture x86 64 and 4 cores available), octree mesh can generate volumetric meshes of
up to 1 � 107 elements. This number increases to 1 � 108 or more when the algorithm
is executed in a multi-core computer (Intel Xeon CPU E5-4627 2.6 GHz with archi-
tecture x86 64 with 40 available cores) or HPC cluster. Furthermore, it is possible to
achieve mesh resolutions of 0.5 Å or higher. The algorithm can be executed in a single
laptop PC or in an HPC having efficient use of the RAM. Compared to previous
methods, the one reported here is orders of magnitude faster, faithfully reproduces the
shape of the biological system, and produces meshes which respond the same as the
previously reported, showing a stable behavior during numerical simulations.
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Abstract. A theoretical model is proposed of the flow of steam and its con-
densation in the steam chamber that forms in an oil reservoir during steam
assisted gravity drainage (SAGD). As usual in SAGD, it is assumed that the
steam is injected through an upper horizontal pipe and liquid water is recovered
through a lower parallel pipe. Numerical computations of the stream function
and temperature are used to show that a realistic solution of the problem exists
only when the injected mass flux of steam has a special value that depends on
other parameters of the problem.

Keywords: Flows through porous media � General theory in fluid dynamics �
Thermal convection

1 Introduction

Nearly two thirds of the world’s current oil reserves are extra-heavy oil (API gravity
less than 10°, density greater than 1000 kg/m3) [1], but the recovery of this uncon-
ventional oil, which typically is at low pressures and temperatures [2], requires that its
viscosity be decreased by increasing its temperature. A successful method that allows
high recovery efficiency is the steam assisted gravity drainage (SAGD) method, which
involves injection of steam into the reservoir through a horizontal pipe and production
of the mobilized oil through a parallel pipe beneath the injection pipe [3]; see sketch in
Fig. 1.

The injected steam displaces the oil that initially saturated the reservoir, leading to
the formation of a steam chamber partially depleted of oil around the injection pipe.
The steam flows into this chamber through an array of orifices in the wall of the
injection pipe, cools down by losing heat to the oil and the solid matrix while moving
away from the pipe, and condenses at the boundary of the steam chamber. The latent
heat that is released in the condensation is used to heat the oil around the chamber. The
viscosity of the oil significantly decreases in a thin layer surrounding the chamber,
which allows gravity to efficiently drain the oil in this layer, together with the con-
densed water, toward the underlying production pipe.
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In a first stage of growth, before the steam chamber reaches the production pipe,
displacement of the cold oil requires a large overpressure. This stage is not considered
here. Once the lower end of the chamber reaches the production pipe, the pressure in
the chamber decreases to about the pressure in the production pipe, which is not very
different from that of the reservoir [4]. The wall of the production pipe has small
orifices designed to slowly recover oil and water while minimizing the inflow of sand
to the pipe.

In this second stage, the spatial pressure variations in the steam chamber are small
compared with the hydrostatic pressure variation in a distance of the order of the height
of the steam chamber, which is the order of the pressure variation involved in the
drainage of the mobilized oil. However, as we shall see, the small spatial pressure
variations determine the flow of steam in the chamber and the distribution of con-
densation flux at its boundary.

Subsequent upward and sidewise growth of the steam chamber is determined by the
rate of drainage of oil in the thin layer around its boundary, which frees space that is
occupied by the steam [5–8].

The process in a real reservoir is complicated by additional factors. On the one
hand, the boundary of the steam chamber need not be macroscopically smooth, because
Saffman’s instability may appear at the interface between steam and oil. On the other
hand, the oil left in the chamber, and part of the oil mobilized near its boundary, may
fall directly across the chamber rather than in the thin layer mentioned above. These
important complexities are disregarded in the simple model introduced in the following
section, which focuses on the steam flow and the steam condensation at the boundary
of a stationary chamber of given size and shape.

Fig. 1. Schematic of the SAGD method where the steam is injected through a horizontal pipe
and the oil is produced through a parallel pipe below the injection pipe. The lower part of the
steam chamber meets the production pipe.
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2 A Model of the Steam Flow

To gain physical insight into the main mechanisms of heat and mass transfer in the
steam chamber we consider the stationary, two-dimensional model problem sketched in
Fig. 2. A chamber of given shape is filled with a homogeneous porous medium of
permeability K. In the polar coordinates of the figure, the shape of the chamber is given
by r = Rc(h) with Rc(–h) = Rc(h). A constant mass flux of steam, / per unit length
normal to the figure, is injected through the perforated wall of a horizontal pipe of
radius small compared to the size of the chamber (which is seen as a steam source at the
origin in Fig. 2). The inlet temperature of the steam is TI, higher than its boiling
temperature Tb at the mean pressure of the chamber. The wall of the chamber is
impervious. To roughly account for the thermal effect of the rest of the oil reservoir (not
included in the model), this wall is kept at a constant temperature TR lower than Tb.

The steam flows out of the injection pipe, moves across the chamber, and con-
denses where its temperature decreases to Tb. The condensed water drains under gravity
in a layer that extends between the condensation front to the wall of the chamber, and
leaves the chamber through the perforated wall of a second horizontal pipe parallel to
the injection pipe, at the lowest point of the chamber. The density qw of the liquid water
is large compared to the density of the steam, so that the effect of gravity on the steam
can be neglected. The thickness d(h) of the liquid layer is taken to be small compared to
Rc(h), so that the steam occupies most of the chamber. An estimation of d is given
below following Eq. (3).

Fig. 2. Schematic of the steam chamber model with the injection and production pipes. The
shape of the cross-section of the chamber is given by Rc(h) and its wall is kept at the constant
temperature TR smaller than the boiling temperature Tb at the steam-liquid interface. The
condensed water drains in the layer of thickness d(h) « Rc(h), shaded in the figure.
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The pressure variations associated to the flow of the steam are proportional to / and
are taken to be small compared to the mean pressure in the chamber, p0. In these
conditions, the equation of state of the steam can be simplified to qT � constant = p0/Rg,
where q and T are the local density and temperature of the steam, and Rg is the steam gas
constant.

The continuity equation, the Darcy’s law and the energy equation for the steam
are [9]

r � ðqvÞ ¼ 0; v ¼ �K
l
rp; qcpv � rT ¼ ker2T ; ð1Þ

where µ and cp are the steam viscosity and specific heat, and ke is the effective
conductivity of the medium, which is due mainly to the solid matrix. The thermal
diffusivity a = ke/qbcp is used in what follows, with qb denoting the steam density at
temperature Tb.

A stream function w(r, h) exists for the stationary two-dimensional flow of steam in
the chamber, such that in polar coordinates qvr = r−1∂w/∂h and qvh = ∂w/∂r. Using the
continuity equation and Darcy’s law above, we obtain the equation
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for the stream function. In what follows, wc(h) will denote the value of the stream
function at the condensation front, with wc(0) = 0 at the uppermost point of the front.
This wc(h) is to be found as part of the solution.

Boundary conditions for this equation and the energy equation in (1) at the con-
densation front can be obtained from balances of mass and energy in the thin liquid
layer that surrounds the steam. First, the mass flux of liquid across a section of this
layer, characterized by a given value of h, is equal to the mass flux of steam condensed
between the uppermost point h = 0 and that section. Using Darcy’s law for the liquid,
of viscosity µw, the local draining velocity in a section of the layer is qwgK sin b/µw,
where b(h) is the angle of the condensation front to the horizontal, and the local mass
flux of liquid across this section of the layer is q2wgKsinbd=lw, where d(h) is the local
thickness of the layer. The mass flux of steam that condenses between the uppermost
point of the chamber boundary, h = 0, and the section considered is wc(h), from the
definition of wc. Therefore the balance of mass in the liquid layer reads

q2wgK
lw

sinbðhÞdðhÞ ¼ wcðhÞ: ð3Þ

Since wc * / , the thickness of the liquid layer is d � lw/=q
2
wgK.

Second, the energy equation for the liquid reduces in first approximation to ∂2T/
∂n2 = 0, where n is the direction normal to the condensation front. The solution of this
equation with T = Tb at the condensation front and T = TR at the wall of the chamber
gives −∂T/∂n= (Tb − TR)/d in the liquid. Using this result, the energy balance across
the condensation front is
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where the first term on the right-hand side is the heat flux reaching the condensation
front by conduction in the steam, and the second term is the heat released by steam
condensation per unit time and unit area of the condensation front. Here L is the latent
heat of condensation, and dwc/ds, with s the arc length along the front, is the local mass
flux of steam condensing at the front.

In what follows, conditions (3) and (4) are applied at r = Rc(h), which coincides in
first approximation with the condensation front because d � Rc.

The problem can be written in dimensionless form scaling distances with the dis-
tance H between the injection and production pipes, the steam temperature with Tb, and
the stream function and wc with keTb/L. Using the same symbols to denote the
dimensionless variables and their dimensional counterparts, which will no longer
appear, we have
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with the boundary conditions

r ¼ � : w ¼ /
h
2p

; T ¼ TI ð6Þ

r ¼ RcðhÞ : T ¼ 1; P
sin b
wc

¼ �@T
@n

����
R�
c

þ dwc

ds
ð7Þ

h ¼ 0 : w ¼ 0;
@T
@h

¼ 0; h ¼ p : w ¼ /
2
;

@T
@h

¼ 0; ð8Þ

where wc(h) = w(Rc(h), h); / = 2wc is the dimensionless mass flux of steam injected

into the chamber, scaled with keTb/L; and dwc=ds ¼ ½R2
c þ R02

c ��1=2dwc=dh and

sin b ¼ ðRc sin h � R0
c cos hÞ ½R2

c þ R02
c ��1=2, with R0

c ¼ dRc=dh. Conditions (6) state
that the steam enters radially the chamber with temperature TI. The first condition (7)
says that the temperature at the condensation front is the boiling temperature of the
liquid (equal to unity in dimensionless variables), while the second condition (7) is the
dimensionless form of the energy balance (4) across the condensation front. Finally,
conditions (8) are conditions of symmetry at the vertical center plane of the chamber.

The problem contains the four dimensionless parameters (in addition to / )

S =
cpTb
L

; P ¼ q2wKgHL
lwkeTb

Tb � TR
Tb

;T1; �; ð9Þ

e � 1 being the radius of the injection pipe scaled with H.
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3 Results

The formulation (5)–(8) is complete, but the two boundary conditions at r = Rc(h) are
atypical in that both involve the temperature. Consistency of these two conditions
determines the stream function at the condensation front, wc(h). However, the solution
of the problem, which must be computed numerically, turns out to be physically
admissible only for a particular value of / that depends on the dimensionless
parameters (9). If the injected flow rate is larger than this value, then a fraction of the
steam reaches the production pipe without condensing inside the chamber. If the
injected flow rate is smaller, then the solution features additional influx of steam
through the production pipe, which is not possible in a real reservoir. The value of /
that separates these undesirable or unrealistic conditions must be found as a function of
the parameters (9).

For the numerical treatment, Eqs. (5) are rewritten in terms of the variables
n = (r − e)/(Rc(h) − e) and h, and discretized using second order finite differences. An
iterative scheme is used to solve the discretized problem which amounts to introducing
an artificial time, adding time derivatives to the left-hand sides of (5) and the second
condition (7) (so that, in particular, / = 2wc(p) depends on time), and marching in this
time until the solution becomes stationary. Numerical solutions have been computed
for Rc(h) = 1 + cos(1.1 h) − cos(1.1 p), which resembles the shape of the steam
chamber observed in some experiments [3, 6, 10].
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Fig. 3. (a) Ten equispaced streamlines between w = 0 and w = / /2. (b) Nine equispaced
isotherms between T = Tb and T = TI. Values of other parameters are S = 0.469, P = 43.6 and
e = 0.1.
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Figure 3 shows some streamlines and isotherms for S = 0.469, P = 43.6, TI = 1.2
and e = 0.1. The value of P is obtained for qw = 1000 kg/m3, µw = 1 mPa s, H = 5 m,
ke = 4.5 W/m K, which are typical values for the Athabasca formation [11], for which
p0 = 15 atm (Tb = 473 K), and TR/Tb = 0.8. This value of TR/Tb amounts to a wall
temperature of 377 K, which is higher than the reservoir temperature reported for this
formation. The difference attempts to account for the fact that the reservoir temperature
is attained in a real reservoir only at distances from the steam chamber large compared
to the thickness of the layer of mobilized oil. The computed dimensionless mass flux of
steam is / = 34.88. The results show how the conditions (7) determine the distribu-
tions of temperature and velocity of the steam, whose streamlines are radial close to the
injection pipe but bend upwards in the rest of the chamber, making the distribution of
condensed flux dwc/ds nonuniform in order to simultaneously satisfy the balances of
mass and energy (3) and (4). The distributions of wc and the thickness d of the liquid
layer (scaled with H) are shown in Fig. 4.

Figure 5 illustrates the dependence of / on the parameters P and TI. These results
can be understood noticing that the heat flux across the liquid layer (the left-hand side of

the second condition (7)) increases when P is increased, be it by increasing P
�
¼

q2wKgHL=lwkeTb or by decreasing TR/Tb. This leads to an increase of dwc/ds on the
right-hand side of this equation, and thus of/ . Similarly, increasing TI increases the heat
flux that reaches the condensation front from the steam (the first term on the right-hand
side of the second condition (7)), which leads to a decrease of dwc/ds and thus of / .
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Fig. 4. Dimensionless stream function at the condensation front, wc(h) (solid), and thickness of
the liquid layer, d(h) (dashed, right-hand side scale), as functions of h for S = 0.469, P = 43.6,
TI = 1.2, TR = 0.8 and e = 0.1.
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4 Conclusions

A simple model of the flow in the steam chamber that forms during SAGD oil recovery
has been proposed that accounts for the motion and cooling of the steam, its con-
densation at the boundary of the chamber, and the drainage of liquid water in a thin
layer that surrounds the steam. The model consists of mass and energy conservation
equations for a steam-saturated porous medium, supplemented with boundary condi-
tions at the steam-liquid interface that express mass and energy balances across the
interface and the layer of draining water. The flow of mobilized oil is not included in
the model, which therefore cannot account for the growth of the steam chamber or
predict the recovery factor. Heat transfer to the oil is modeled by keeping the tem-
perature of a fictitious wall surrounding the chamber at a constant value smaller than
the boiling temperature.

The pressure variations in the steam are small compared to the hydrostatics pressure
variation in the reservoir over a distance of the order of the height of the chamber.
However, these small pressure variations determine the pattern of the steam flow,
whose stream lines are not radial from the injection pipe but bend upward in order for
the local condensation rate at the steam-liquid interface to be consistent with the flux of
water in the draining layer. Numerical solutions have been computed for realistic
conditions. These solutions show that the mass flux of water leaving the chamber
coincides with the mass flux of steam supplied through the injection pipe only for a
special value of the latter that depends on the parameters of the problem.
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