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Preface

This volume contains the proceedings of the 14th International Conference on Critical
Information Infrastructures Security (CRITIS 2019). The conference was held at
Linköping University, Linköping, Sweden, during September 23–25, 2019. It was
organized by the Department of Computer and Information Science with support from
the national Research Centre on Resilient Information and Control Systems (RICS)
financed by the Swedish Civil Contingencies Agency (MSB). The CRITIS 2019
program included five outstanding invited lectures, two from academia, two from
governmental and European agencies, and one from a European Research Center,
providing a wide range of insights for both academics and practitioners as follows:

– “Everything is Awesome! Or is it? Cyber Security Risks in Critical Infrastructure”,
by Prof. Awais Rashid, University of Bristol, UK

– “NIS Directive and the Role of ENISA”, by Dr. Marianthi Theocharidou, ENISA,
Greece

– “Challenges in Quantifying an Adversary’s Cyber Access to Critical Infrastruc-
tures”, by Prof. David Nicol, University of Illinois at Urbana-Champaign, and
Director of the Information Trust Institute, USA

– “National Risk Assessments and EU/JRC Guidelines”, by Dr. Ainara Casajus
Valles, European Joint Research Centre (JRC), Belgium

– “Hybrid Threats Impacts on Crisis Management”, by Mr. Yves Rougier, Head of
Planning and Crisis Management at the Ministry for the Ecological and Inclusive
Transition, France.

The organizers of the conference are grateful for the time and effort allocated by the
keynote speakers and their excellent talks as a contribution to the program.

The conference followed the well-established tradition of soliciting research articles
from a wide range of critical infrastructure domains, covering both theory and
experimental/empirical research, as well as a special theme and topics related to dis-
ruptive technologies and their impact on critical infrastructure protection. The special
theme around which a round table discussion was organized was “Cyber Ranges and
Testbeds”. Four distinguished researchers, Prof. Anne Remke from University of
Twente, The Netherlands, and Münster University, Germany; Dr. Olaf Manuel
Maennel from Center for Digital Forensics and Cyber Security at Tallinn University of
Technology, Estonia; Dr. Shahid Raza from the RISE Research Institute, Sweden; and
Mr. Tommy Gustavsson from Swedish Defence Research Agency (FOI), Sweden,
participated in this discussion session. All in all, participants from 12 countries and
3 continents were present at the conference making a truly international atmosphere.

10 regular papers, selected among 30 submissions to the conference, and 5 short
papers covering preliminary results constituted the content of the technical sessions in
the program. These sessions were organized around some broad themes, e.g. Risk
Management, Vulnerability Assessment, Resilience and Mitigation, as well as more



specialized application domains like Transport and Finance. The selected papers were
subject to a thorough double-blind review by at least three members of the distin-
guished Program Committee. The authors were then given the opportunity to use the
comments by the reviewers to improve their papers. The authors’ revised versions
appear in the proceedings with no further review, grouped under the themes of the
program.

In addition, a special session on Industry and Practical experience reports consisting
of four presentations was organized by two designated chairs. The work of the
mediating session chair Dr. Francesco Flammini, and also Prof. Sokratis K. Katsikas, in
reviewing these works is gratefully acknowledged. A white paper based on the topics
presented was co-authored by all involved presenters and the two session chairs for
presentation in the proceedings.

A conference is a place to meet, exchange ideas, be questioned while presenting,
and get inspired while listening to others. The social events of the conference and
facilities that made the whole participation a unique experience would not have been
possible without generous support and dedicated help from numerous organizations
and individuals. This is an attempt to bring their efforts to the forefront.

Saab AB, the Swedish aerospace and defence company, and the Swedish Grid, the
responsible agency for electrical transmission in Sweden, shared their support for the
conference when the program was a blank page. The 3D imaging company, Vricon,
provided both a venue for the conference reception and an interesting technical pre-
sentation of the company’s success story. Sectra, once a spin-off from the host uni-
versity and now operating in multiple countries, with its communications division
providing services to the EU and NATO, was present and generously supported the
conference.

Last but not least, as a tradition at CRITIS, the Res on Network on Intelligence and
Global Defence, with Professor Santarelli as the initiator, was a generous provider of
prizes for the Young CRITIS Award (YCA) nominees. This year’s YCA was awarded
to Zack Ellerby for the presentation of the paper co-authored by Josie McCulloch,
Melanie Wilson, and Christian Wagner from the University of Nottingham, UK.

In addition to the Technical Program Committee members, there were many other
individuals working behind the scenes. I sincerely thank all the local organization
members, coordinated by the organization chair Dr. Mikael Asplund, for the
fantastic cooperation. Valuable input to the conference traditions was provided by
Prof. Bernhard Hemmerli, Prof. Gregorio D’Agostino, and Dr. Inga Šarūnienė (the
general chair of the last edition of the conference). Without all this support CRITIS
2019 would not have been a successful conference!

November 2019 Simin Nadjm-Tehrani

vi Preface
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Everything Is Awesome! or Is It? Cyber
Security Risks in Critical Infrastructure

Awais Rashid1(B) , Joseph Gardiner1 , Benjamin Green2 ,
and Barnaby Craggs1

1 Bristol Cyber Security Group, University of Bristol, Bristol, UK
{awais.rashid,barney.craggs,joe.gardiner}@bristol.ac.uk

2 Security Lancaster Institute, Lancaster University, Lancaster, UK
b.green2@lancaster.ac.uk

http://www.bristol.ac.uk/engineering/research/cyber-security/

Abstract. Industrial Control Systems (ICS) play an important role in
the monitoring, control and automation of critical infrastructure such as
water, gas, oil and electricity. Recent years have seen a number of high
profile cyber attacks on such infrastructure exemplified by Stuxnet and
the Ukrainian Power Grid attacks. This naturally begs the question: how
should we manage cyber security risks in such infrastructure on which
the day-to-day functioning of societies rely? What are the complexi-
ties of managing security in a landscape shaped by the often competing
demands of a variety of stakeholders, e.g., managers, control engineers,
enterprise IT personnel and field site operators? What are the challenges
posed by the convergence of Internet of Things (IoT) and critical infras-
tructure through the so-called Industrial Internet of Things (IIoT)? In
this paper, we discuss insights from a multi-year programme of research
investigating these issues and the challenges to addressing them.

Keywords: Cyber security · Industrial Control Systems · Critical
infrastructure · Industrial IoT · Cyber risk decisions

1 Introduction

Critical infrastructure systems, e.g., water, power, etc. are increasingly being
connected to other enterprise systems for a variety of reasons. These range from
the need to remotely update and maintain systems, reducing the effort, time and
cost of visiting remote, hard to access facilities through to the desire to gain real-
time business intelligence in order to optimise processes and improve efficiencies.
Consequently, the past assumption that such systems are air-gapped from wider
networks, and the Internet, is increasingly being proven to no longer be valid.
Unintentional connections are also an increasing issue, with poorly configured
controls allowing outside connections to individual control devices. For instance,
a browse though the Shodan search engine of Internet connected devices shows

The author conducted the work while employed by the Bristol Cyber Security Group.

c© Springer Nature Switzerland AG 2020
S. Nadjm-Tehrani (Ed.): CRITIS 2019, LNCS 11777, pp. 3–17, 2020.
https://doi.org/10.1007/978-3-030-37670-3_1
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a large number of programmable logic controllers (PLCs) from various manu-
facturers. As we note above, increasingly, these connections to external systems,
and the Internet, are being introduced intentionally for remote connectivity and
configuration capabilities or other business needs. This results in a number of
risks to critical infrastructures as a consequence of an increased cyber-attack
surface.

As we build more and more complex large, connected environments, the scale
of connectivity and complexity of such enrivonments will only increase further—
resulting in increased scale of attacks and impact. The problem is compounded
by the fact that often critical infrastructures have multiple organisations that
collectively contribute to the environment, e.g., power producers and power dis-
tribution networks are often owned by different organisations not to mention the
large number of organisations that form the supply chain. The infrastructures
remain in operation over a long lifespan and their make-up (devices, software,
communication protocols) changes over time, often resulting in a large number of
legacy and non-legacy systems working in conjunction to deliver critical services
to citizens.

For instance, we are seeing the emergence of multiple products and services
on the market that allow for data from industrial environments to be sent to
the cloud for processing, allowing remote monitoring of processes, under the
banner of Industrial Internet of Things (IIoT) and Industry 4.0. The latest push
is to move onto SCADA-in-the-cloud, where more and more control functions
are moved into the remote cloud environment. This transition results in ICS
equipment becoming Internet-of-Things devices, with indirect connections to IT
networks and the wider Internet—providing a route for attackers to gain access
to these devices through compromise of the cloud environment.

Cyber security risks, therefore, need to be managed in the face of these
new attack vectors and increased attack sophistication whereby highly resourced
adversaries may disrupt critical services to large parts of the population. Man-
aging such risks is, however, non-trivial for three reasons:

– Risk is a socio-technical construct—requiring not only an understanding of
the technical threat landscape but also organisational and human dimensions
of risk and risk decision-making.

– Risks arising from both legacy and non-legacy systems need to be understood
especially those that emerge from the convergence of the two.

– Such understanding needs to be developed through direct engagement with
the stakeholders and experimentation on realistic infrastructures. The former
is often challenging due to the sensitive nature and confidentiality cultures
within critical infrastructure organisations. The latter cannot be achieved
through experimentation on production environments (as this can lead to
disruption to the infrastructure), hence requiring realistic testbeds that enable
modelling and experimentation of non-trival attack scenarios.

In this paper, we discuss insights from a multi-year programme of research
investigating both social and technical dimensions of cyber security risks in criti-
cal infrastructures. We first summarise (Sect. 2) insights from our prior work [4,5]
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to discuss the human and organisational dimensions of cyber risks. We then move
onto the technical aspects of the problem and particularly the risks arising from
convergence of IIoT and ICS environments. We describe the Bristol Cyber Secu-
rity Group (BCSG) testbed (Sect. 3) followed by detailed discussion of an attack
(Sect. 4) against an ICS environment (set up using our testbed) which utilises
a cloud provider. We exploit the connection from the operational network to
the cloud to provide a tunnel through which we can gain access to the control
equipment. Through this access we force the physical process, a water treatment
plant, to enter an unsafe state by disabling a pressure alarm and increasing he
speed of the primary pump.

2 Human and Organisational Dimensions of Cyber Risk

In prior work [5], we analysed a number of high profile attacks against industrial
control systems (including those impacting critical infrastructures) and high-
lighted that perception errors play a key part in attack success. These perception
errors relate to four dimensions (Fig. 1):

System qualities. Operators may have incorrect perceptions of particular qual-
ities of the system, e.g., confidentiality, integrity, availability, resilience, etc.
This may lead them to think that the system can withstand particular faults
or recover gracefully when this may not be the case in reality.

System boundaries. Operators may have incorrect perceptions a system’s iso-
lation (physical or virtual) from other systems. This, in turn, may lead the
operators to assume that lateral movement across systems or from less critical
to mission critical systems is not possible when this may not be the case in
reality.

Observability. Operators may assume that, at a particular point in time, their
observation of system behaviour is accurate and complete.

Controllability. Operators may assume that, even under attack conditions,
they maintain control of the system especially safety-critical components.

However, these perception errors often arise due to latent design conditions [9]
– improper specification of system qualities, borders, observability and control-
lability – during conception, design, implementation or evolution. These latent
design conditions are further exacerbated when the attacker actively tampers
with the observation and control link between the operators and the system.

A number of stakeholder decisions shape security within such a system, and
by consequence, may lead to latent design conditions. Previously, we designed a
game, Decisions & Disruptions1 and analysed the decision-making processes of
three different stakeholder groups: managers, computer science/IT experts and
security experts [4]. The game (see Fig. 2) charges a team of players to defend
a hydro-electric power producer (represented by a Lego R© board) against cyber
attacks. Players invest in various defences over four game rounds. Attacks occur

1 https://www.decisions-disruptions.org.

https://www.decisions-disruptions.org
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Fig. 1. Dimensions of cyber risk perception

during each round and their success depends on the defences in which the players
have invested. However, the players have a limited budget in each round (unspent
budget carries over to the next round) so they must prioritise and choose amongst
the different types of defences. These range from basic defences such as firewalls,
anti-virus and security training to more advanced network monitoring solutions.
Players can also seek to gain intelligence by paying for a threat assessment and
an asset audit. The game is available under a CC-BY-NC license and all the
cards, a Bricklink model the Lego R© and the rule book are all available on the
website.

Fig. 2. An overview of the Decisions & Disruptions game board

Our analysis of twelve teams representing the three stakeholder groups: man-
agers, computer scientists/IT personnel and security experts from academia and
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industry has highlighted a number of interesting patterns. We briefly summarise
these below. Readers are referred to [4] for a detailed discussion:

– Security experts favoured advanced cyber security protection measures, e.g.,
the advanced network monitoring product (effectively a very expensive intru-
sion detection system) and often deprioritised basic protections (e.g., firewalls,
anti-virus and patching) and intelligence gathering (e.g., threat assessment or
asset audits). Their discussions were scenario-driven (e.g., what if . . . ) and
they had high confidence in their decisions – even when these decisions led
them to catastrophic outcomes.

– Computer scientists, by contrast, focused more substantially on intelli-
gence gathering and human factors (e.g., security training) and deprioritised
advanced cyber security protection measures. However, they also deprioritised
data protection – a fundamental requirement for information security. They
used diverse strategies during decision-making but expressed low confidence
in their decisions even those that subsequently successfully deflected attacks.

– Managers, on the other hand, did prioritise data protection along side basic
cyber security protection whilst also favouring advanced cyber security tech-
nologies. However, they paid less attention to human factors. Their decisions
were very much intuition-driven (e.g., I like the firewall) and they too exhib-
ited low confidence in their choices.

The analysis also showed that security experts did not necessarily always
perform the best. There were also a number of good, bad and ugly decision-
making patterns that stakeholders should look out for when making decisions
about cyber security in an organisation. These are detailed in [4].

Having summarised human and organisational aspects of cyber security in
critical infrastructure settings from prior work, in the rest of the paper, we
discuss a concrete scenario emerging from the convergence of tranditional control
systems (so-called operational technology (OT)) and Industrial IoT platforms
and devices and demonstrate how this leads to an increased attack surfance and
successful attacks.

3 Testbed

Before we discuss the details of the attack, we provide a brief overview of the
testbed environment that is under attack. For a more detailed discussion of the
testbed we refer the reader to [6].

3.1 Physical Process

The primary physical process of the BCSG testbed, and the target of the
described attack, is the Gunt CE581 water treatment plant2, as seen in Fig. 3.
2 https://www.gunt.de/en/products/process-engineering/water-treatment/
multistage-water-treatment/water-treatment-plant-1/083.58100/ce581/glct-1:
pa-148:ca-255:pr-57.

https://www.gunt.de/en/products/process-engineering/water-treatment/multistage-water-treatment/water-treatment-plant-1/083.58100/ce581/glct-1:pa-148:ca-255:pr-57
https://www.gunt.de/en/products/process-engineering/water-treatment/multistage-water-treatment/water-treatment-plant-1/083.58100/ce581/glct-1:pa-148:ca-255:pr-57
https://www.gunt.de/en/products/process-engineering/water-treatment/multistage-water-treatment/water-treatment-plant-1/083.58100/ce581/glct-1:pa-148:ca-255:pr-57
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The CE581 system, designed for the training of water treatment engineers, con-
sists of a three-stage filtration, absorption and ion-exchange process. The CE581
physical aspect is largely off–the-shelf, however we had the unit customised with
safety valves to release system pressure when under attack, and added a remov-
able copper pipe between the filtration and absorption stages to allow for the
easy installation and removal of additional sensors.

The CE581 initially utilised a small Eaton PLC for control. By using swap-
pable terminal blocks, we replaced the control equipment with our own control
architecture. This allows us to utilise equipment that more closely represents
real-world scenarios. This architecture is discussed in Sect. 3.2. The original con-
trol equipment can be made operational with minimal effort if required for main-
tenance.

The system has five controllable elements: the pump and 4 electronically
operated valves to control the flow of water though the three stages. The system
also has a number of sensors, including a pressure alarm, differential pressure
across the filtration tanks and temperature sensors.

Normal Operation. Under normal operation, the system operates with the
pump set at 80% speed utilising all three stages of the treatment process. Under
these conditions, the system runs with around 1.55 bar of internal pressure. If
the pump speed is increased past 90%, the system pressure increases above 1.6
bar. If this occurs, the pressure sensor sends an alarm signal to the PLC, and
the logic deactivates the pump. After a few seconds, the pressure will drop below
1.3 bar and the alarm will terminate, allowing the pump to restart. If the pump
speed is not reduced, the system will repeatedly exceed the pressure limit, shut
down and then restart.

3.2 Control Equipment

We now describe the different pieces of control equipment that control the water
treatment process. The control equipment is connected via ethernet to a West-
ermo industrial switch, which provides communication between devices and to
other services.

Programmable Logic Controllers (PLCs). The primary PLC for the water
treatment plant is a modern Siemens S7-1500. This unit controls the electronic
valves and pump speed, as well as receiving inputs from the various sensors on
the plant. A second, much older PLC, a Siemens ET200S, is used to control the
pump on-off state. This mix of older (more vulnerable) and newer devices allows
us to examine the convergence of old and new devices.

Human Machine Interfaces (HMIs). The operator HMI is a wireless
Siemens panel (MobilePanel 277 IWlAN V2). This is connected to the field
site network over WiFi using a Mikrotik access point. The screen can be seen in
Fig. 5a.
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Key:
1 Input (dirty) & output (clean) water tanks
2 Filtration tanks
3 Absorption tanks
4 De-ionisation tanks
5 Wireless HMI
6 Original control panel, replaced by field site board
7 Safety bunds
8 IO cabling to field site board
9 Removable copper pipe for sensor installation

Fig. 3. Water treatment process

Remote Telemetry Unit (RTU). Telemetry is provided through a SCADA-
pack32 from Schneider, which communicates with the ClearSCADA software.

3.3 Networks

An overview of the network architecture is presented in Fig. 6. The network is
divided into the IT and operational (OT) networks. These are, in turn, divided
into multiple subnets, with each assigned its own /24 address space. Along-
side the IT and OT networks there exists an experimental network which has
a primary function of allowing researchers access to the testbed for experimen-
tation and maintenance. For example, all virtual machines have a connection
to the management network to allow for easy RDP access. Subnets are mapped
to VLANs for allowing access by virtual machines. Each individual field site
(physical process and associated control equipment) is assigned its own field site
network.
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Key:
1 & 2 Digital Inputs\Outputs (32 each)
3 & 4 Analogue Inputs\Outputs (16 each)
5 & 6 Secondary PLC\RTU Housing
7 Primary Programmable Logic Controller (PLC)
8 Primary Remote Terminal/Telemetry Unit
9 24VDC Distribution
10 WiFi Access Point
11 L3 Managed Ethernet Switch
12 Firewall
13 240VAC to 24V DC Power Supplies
14 Ethernet Back-haul to Core Network Infrastructure
15 IO Cabling to Physical Process

Fig. 4. Field Site Control Board
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(a) HMI (b) ClearSCADA

Fig. 5. HMI and ClearSCADA screens

Fig. 6. Testbed network diagram

The network is configured with multiple spanning networks to allow for net-
work captures across any of the individual subnets within the network.

3.4 Software

All software is installed within virtual machines on a single server running
VMWare vSphere. Each piece of software is installed within its own virtual
machine, which is, in turn, attached to an appropriate set of VLANs to insert
the machine into the network architecture.

ClearSCADA from Schneider3 is used to display telemetry data to the oper-
ations centre. ClearSCADA communicates with the Scadapack32 RTU over the
Modbus and DNP3 industrial protocols and sits within the OT-Utility network.
A basic example display can be seen in Fig. 5b.

3 https://www.se.com/uk/en/product-range-presentation/61264-clearscada/.

https://www.se.com/uk/en/product-range-presentation/61264-clearscada/
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KEPServerEX from Kepware4 (henceforth referred to as Kepware) is a data
historian which sits inside individual field site networks with direct access to the
control hardware. It can read and write data to these devices, and send it on to
higher level services, including public cloud services. Kepware is installed within
a Windows 7 virtual machine with an installation deployed within each field site
network.

The primary cloud service that we use is Thingworx5 from PTC (who now
also own Kepware), a cloud-based IIoT platform. Through a connection to Kep-
ware, apps can be developed to run on the Thingworx platform with data from
the control devices. Thingworx is deployed within an Ubuntu virtual machine
running Tomcat 8.5, as configured by the supplier. An example Thingworx appli-
cation for the water process can be seen in Fig. 8a.

4 Attack Overview

The physical process under attack is the water treatment plant as seen in Fig. 3,
with the control equipment mounted onto an specially designed board, as seen
in Fig. 4. The goal of the attack is to cause the water treatment process to enter
into an unsafe state.

Fig. 7. Testbed environment for SecCNIoT demonstrator

The overall conceptual architecture for the attack demonstration can be seen
in Fig. 7. Data aggregation from the testbed is performed by the Kepware data
aggregation platform. In the deployment for the attack scenario, Kepware resides
4 https://www.kepware.com/en-us/.
5 https://www.ptc.com/en/products/iiot.

https://www.kepware.com/en-us/
https://www.ptc.com/en/products/iiot
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(a) Thingworx (b) Attack script

Fig. 8. Thingworx and attack script

within a Microsoft Windows 7 VM, located within the OT DMZ network on
the field site for the water treatment process, communicating directly with the
devices on its related control board.

The IIoT cloud platform for the demonstrator is Thingworx, which supports
the development of web-based applications utilising IIoT data. The manufac-
turers of Thingworx (PTC) acquired Kepware in 2016, and since have mar-
keted Kepware and Thingworx as an IIoT solution, with Kepware providing
data inputs to the Thingworx platform.

Thingworx is deployed on top of an Ubuntu virtual machine (supplied pre-
built by PTC) and uses Apache Tomcat 8.5 as its underlying platform. Our
deployment operates Thingworx within a virtual cloud (i.e. inside our closed
testbed environment). A trusted communication link between Kepware and
Thingworx is achieved by way of a default, pre-configured, HTTP connection.

4.1 Anatomy of the Attack on the OT-IIoT Environment

We now discuss the anatomy of the attack we have implemented on this con-
verged OT-IIoT environment as modelled within our testbed. It is an evolution
of our previous work on attacks in ICS environments [7]. The flow of the attack
can be seen in Fig. 9.

(1) Compromise Thingworx. The first step is to compromise the cloud
machine hosting Thingworx. As mentioned, Thingworx was delivered pre-
installed inside an Ubuntu virtual machine running on Tomcat 8.5. Tomcat
is well known for having multiple security vulnerabilities that can be easily
exploited to gain access to the host. Once access to the host is gained, through
a vulnerability in Tomcat or other process, then the attacker loads a copy of
the attack script onto the host. The attack script, as seen in Fig. 8b, is a simple
python script utilising command line tools such as nmap and the Step7 python
libraries.

(2) Terminate Thingworx. On gaining access to the machine, the attacker
first takes Thingworx offline by terminating the Tomcat process. This will mean
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Fig. 9. Attack process. indicates communication over the proxy

Kepware can no longer communicate with the Thingworx server and will display
an error.

(3) Setup HTTP Listener. The attacker now starts an HTTP listener on the
Thingworx host, ready for receiving a connection from within the OT network
in the next step.

(4) Compromise Kepware Host. The attacker now requires an engineer
to open a connection back to the Thingworx host from the Kepware host. As
Kepware is now throwing error messages due to a failed connection to Thingworx,
the engineer is likely to inspect the machine. Prior to the attack, the attacker
would have replaced the Kepware manual, an Adobe PDF held on the Kepware
host, with one which they have modified to contain a malicious payload. Whilst
we take the liberty of doing this manually for the purposes of the demonstration,
processes by which such a file might make it to a server, or an engineer’s trusted
workstation, are many and varied including USB drives, internet download, an
injection into the supply chain (akin to the 2019 malware attack on Asus6) or a
direct hack of the workstation itself.

In trying to fix the communication error, the engineer opens the malicious
PDF file which, whilst appearing to open as normal for the engineer, executes
the attacker’s payload.
6 https://www.symantec.com/blogs/threat-intelligence/asus-supply-chain-attack.

https://www.symantec.com/blogs/threat-intelligence/asus-supply-chain-attack
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(5) Open Reverse HTTP Connection and Set up Proxy. On opening the
malicious PDF, the payload opens a reverse HTTP connection back to the Thing-
worx host, connecting to the listener started in step (3). As Kepware already
communicated with the Thingworx host over HTTP, this connection is trusted
and allowed through any firewalls. The attacker then sets up a proxy connection
through this HTTP link, and pipes all actions from their attack through this
proxy, allowing them access to the control devices accessible from the Kepware
host.

(6) Enumerate Devices. Once access has been gained to the ICS devices, the
first stage is to enumerate these devices. In the first instance nmap can be used
to perform a port scan across the field site network. This should give the attacker
a list of devices, and open ports. From the open ports the attacker can gain some
insight into the manufacturers of each device. For example, devices with port 102
open indicate Step7, which is the primary protocol in use by Siemens devices.

Specific tools can then be used to gain precise information about device
hardware and software. As en example, PLCScan7 can be used to gain details
on older Step7 and modbus devices. For newer devices, there are nmap scripts
as well as vulnerability scanners, e.g., [1,2], available for collecting the same
information. Returned information includes the hardware and firmware versions,
and device name (as set by the operator). Knowing the hardware and firmware
version allows the attacker to find publicly known vulnerabilities in the devices.

At this stage the attacker could use a known exploit to carry out, for example,
a denial-of-service attack. In this scenario we go further to show how an attacker
could have a controlled impact on the physical process.

(7) Recover Device Logic. In order to craft attacks which can manipulate
the process in a specific way, the attacker first needs to gain a copy of the logic
running on the PLCs. This will allow them to know which memory addresses
need to be attacked. For the Siemens ET200S, this is a simple case of directly
reading a function block from the device using the Step7 protocol. This block
will then need to be reverse engineered to recover the logic. For newer Siemens
devices, such as the S7-1500, this no longer works. However, if the attacker has
network access to the device and knows the exact hardware variant, the logic
can be recovered from the device using the Siemens TIAPortal software.

Whilst reverse engineering the logic may prove difficult, especially if the
attacker has no knowledge of the underlying physical process, it is possible to
craft attacks using the recovered logic [8].

(8) Exploit RTU to Blind Control Room. To exploit the RTU, we devel-
oped a zero-day exploit and followed standard disclosure practices for vendor
notification. Details can be found in a Schneider report [3]. Through this exploit,
we load a new configuration to the device in order to change the devices IP
7 https://github.com/meeas/plcscan.

https://github.com/meeas/plcscan
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address. This causes ClearSCADA to lose its connection to the device, meaning
that the control room no longer has a view of the system.

(9) Manipulate Process and Blind HMI. The final step is to directly inter-
act with the PLC to interfere with the physical process, and cause the HMI to
display incorrect information. This is achieved by repeatedly writing to specific
memory addresses within the PLC logic, which overwrites variables used by the
logic and specific tags on the PLC. The targeted elements are the state of the
pressure alarm, and the pump speed. The pump speed is increased to 95% (above
the standard operation of 80%). We also overwrite the variable that is read by
the HMI to display the pump speed. Writing is achieved using the S7 protocol,
with packets sent repeatedly at a high rate, faster than the PLCs cycle time.

This has the effect that the pump speed increases to 90% which causes the
system pressure to exceed the usual safety limit, however the pressure alarm
does not trigger the safety cutoff and the pump continues to run. Meanwhile,
the HMI displays no pressure alarm and continues to indicate a pump speed of
80%.

5 Conclusion

In this paper, we have discussed insights from a multi-year programme of research
studying cyber security risks in critical infrastructures from a socio-technical
perspective—taking into account both technical vulnerabilities and human &
organisational factors. Our work, to date, has shown that effective assessment
and management of such risks requires an understanding of how stakeholders
make security decisions and how latent design conditions manifesting down the
line as a consequence of these decisions impact the cyber security of such infras-
tructure. Our work has also shown that one must consider the complexity arising
from the melting pot that represents the devices and systems that are deployed
within critical infrastructures. Given their long lifespan the infrastructure is a
combination of devices, platforms and protocols from diverse manufacturers. Not
only so, there are a range of legacy and non-legacy devices and systems in oper-
ation in conjunction within each other. The need for business efficiencies and
remote maintenance and updates is leading to the infrastructure becoming more
highly connected to external systems and newer devices and platforms such as
IIoT. This leads an increased attack surface that can be exploited by attackers
to compromise security and hence safety as well as impact critical services to
large swathes of the population. Studying such issues – from a socio-technical
perspective – is a key part of our on-going and future work.
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Abstract. We consider the problem of quantifying the potential for an
adversary to move through the computer/communication network con-
trolling a critical infrastructure. Quantification is needed to describe the
risk to the critical infrastructure of cyber penetration in terms under-
standable to the owners/operators of the critical infrastructure. We iden-
tify several specific challenges, and conclude without having solved the
problem, but having pointed the way towards some possible solutions.

Keywords: Cyber-security · Metrics · Critical infrastructures

1 Introduction

Critical infrastructures such as energy delivery systems, transportation, com-
munications, and manufacturing are all now operated through digital control.
Sensors and actuators attached to a physical system are electronically connected
to controllers, operators, and data management systems. Human operators and
digital controllers react to measurements of the physical system and issue com-
mands to the actuators, which implement actions such as opening or closing a
circuit breaker, starting or stopping a pump, moving a robotic arm, and so on.
The dependence on digital controls makes it conceptually possible for a cyber
adversary to exploit vulnerabilities or otherwise gain control access within the
system to corrupt measurements, issue false commands, keep legitimate com-
mands from reaching actuators, and obscure the state of the physical system
from observation by the operators or controllers.

Assessment of risk to a critical infrastructure is of enormous interest. Own-
ers and operators of the infrastructure need to understand the potential con-
sequences of cyber adversaries interfering with operations. The costs of such
interference needs to be expressed in terms and in units familiar to decision-
makers, such as amount of power lost, lost income due to operational down
time, cost of damaged equipment, even loss of life. Domain expertise is required
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Number DE-OE0000780 and by the Maryland Procurement Office under Contract
No. H98230-14-C-0141. The views and opinions of authors expressed herein do not
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to identify the damage possible under specific scenarios where an adversary gains
access to a set of actuators. This is an important and domain-specific part of risk
assessment. Equally important is analysis that speaks to an adversary’s ability
to traverse the digital network and gain access to those actuators. This analysis
is less dependent on details of the particular infrastructure involved, and is the
focus of this paper.

Formalisms for analyzing network security have been around for at least
twenty years. In 1999 Bruce Schier introduced the notion of attack graph [13,14],
which is a means of describing how the exploits possible to an attacker can
be combined to gain access to protected devices and data. Many papers on
variations of attack graphs have been published. Among many of these there is
a common trend. Analysis of an attack graph often leads to analysis of paths
through a graph, and significant attention is often paid to the path with “least
cost”, usually meaning finding the sequence of exploits which among all possible
sequences is easiest.

We will later speak more to the particulars of graphs and paths, but before
all that note two things. The notion of a path inherently involves a single source
and a single destination. If the graph nodes represent individual devices, then
by itself the idea of a path won’t capture access to a set of destinations (for us,
actuators.) Graph nodes may represent more complex notions such as the set
of all devices compromised to date in which case a path can speak to a set of
compromised devices, but the flip-side is that those graphs are combinatorially
large and correspondingly do not scale for use in modeling real (large) systems.
Second, classical path analysis algorithms view the weight on an edge or node
as fixed, and known. In our context it can be the case that weights enjoy neither
property.

To summarize then, the challenges we face in trying to quantify an adversary’s
cyber-access to critical infrastructure include

– the need to consider some attacks as requiring a set of actuators, rather than
just one, in a scalable data structure,

– the conceptual limitation of “shortest path” analysis in this domain because
of the adversary’s need to take over multiple destinations, and the need to
investigate multiple potential network ingress points for the intruder,

– the underlying assumption with weighted graph path analysis that the weights
are fixed, and known,

– the need to integrate the cyber analysis with cost estimates associated with
the attacked physical system.

In the remainder we describe a graph that captures information about our
problem, and then further discuss these challenge areas.

2 Graph Model

We employ a graph model that focuses on an intruder’s lateral movement. A
node in our graph represents a device. An edge directed from node n1 to n2
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means that n2 has an open networking connection, to which a vulnerable service
is listening, that access control mechanisms (like firewalls) permit n1 to interact
with that service on n2. The inference is that if an intruder has gained a foothold
on n1, then it may be able to gain a foothold on n2 by sending a message
crafted to exploit the associated vulnerability. n1 and n2 may be separated by
one or more firewalls, but if an edge exists is it because an analysis of firewall
configurations determined that is it possible for n1 to craft and send a message
which addresses the vulnerable service on n2, and the firewalls pass that message
through. In fact, the graph we describe can be exported from a commercial tools
which does exactly this analysis of firewalls [2]. Note also that if n2 offers multiple
vulnerabilities to n1 then there will be multiple edges.

In this model an actuator will normally be a node with no outbound edges.
The ingress point for an adversary may be one or more particular Internet-
facing nodes (for consideration of external attackers,) but may also be an interior
node to capture the possibility of a network device being compromised through
unspecified means, e.g., use of an infected USB stick.

We used this construction in [10], where we put weights on edges to reflect
some subjective estimation of the difficulty to an adversary of exploiting the
vulnerability at the endpoint. The point of that paper was to discuss some draw-
backs of shortest path analysis, a topic we engage with again later in this paper.

3 Attacks with Multiple Compromised Actuators

Critical infrastructures are engineered to be tolerant as they can be to foreseeable
natural events. For example, operators of the electric power grid are required
to maintain the system in a state such that no single failure can impede safe
operation of the system. The ability to really harm a physical system comes from
combinations of compromises. For example, imagine the potential impact of a
compromised firmware update for a safety device used widely in an industry.
The malware could be programmed to cause all infected devices to take some
deleterious action in coordination based on date and wallclock time. Imagine an
attack where some actuators are compromised and take actions which can push
the system into an unsafe state, and other devices are compromised to either
withhold visibility into what is going on or provide a false view of what is going
on—precisely one component of Stuxnet’s attack on Iranian centrifuges.

An important requirement then of supporting risk assessment of critical
infrastructures is to consider whether, how, and when an adversary can compro-
mise a given set of actuators, not just individual analyses of access to individual
actuators.

4 Limitations of Shortest Path Analysis

We are not the first to observe that the shortest path metric obscures infor-
mation. In an analysis of a different kind of graph but one where edges encode
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difficulty of exploiting a vulnerability, the authors of [11] observe that the short-
est path metric is insensitive to changes in the graph which do not impact the
shortest path. Later work [4] makes a similar point. Later in this section we will
show by example how insensitive that metric can be. But in [10] we raised other
objections. There we constructed a graph with edge weights related to difficulty
of exploiting the vulnerability, as a function of CVSS score [5,6,12]. We observed
that the difficulty of exploiting a vulnerability can be context dependent. This
arises in at least two ways. When attackers encounter a vulnerability for the first
time they will invest a certain amount of effort into learning how to exploit it,
or find a tool that exploits it. Subsequent encounters with the same vulnerability
may take less time, leveraging the previously expended effort. Alternatively, if
an intruder exploits a vulnerability and is detected, it might be that automated
reactions implement isolation that serve to remove edges, or take other actions
that make it harder for an adversary to reach and exploit a vulnerability. In both
cases what occurs is the possibility that during a path traversal the weights on
edges not yet traversed can be a function of the edges and node that have already
been visited. In [10] we report that under these conditions we’ve proved that the
computational complexity of finding the shortest path is NP-hard.

In Sect. 3 we argued for the importance of considering multiple destinations
to capture attacks that require a set of actuators. The shortest path metric is
not adequate for this. One might compute the cost of the shortest path to each
of the actuators separately, and sum them, but this approach does not account
for the possibility of some of those paths sharing edges. In [9] we note this
problem and point out that the construct of a Minimal Steiner Tree [3] is the
multi-destination analog to shortest path. There exists a multitude of trees with
adversary’s ingress as source, and a set of designated actuators as leaf nodes. A
minimal Steiner Tree is a tree that connects source to each actuator with the
property that the sum of the edge weights in the tree is minimized. However, not
only do most of the problems with the shortest path metric carry over to Steiner
trees, the computational cost of finding the minimum Steiner tree is intractable.

We show here graphically how the shortest path metric can significantly
obscure a more holistic view of the adversary’s ability to gain access to a set of
actuators, and can see how the quantification shown may give more insight into
possible attacker access.

To simplify the discussion (and the graphic) consider paths to a single actu-
ator. If we now interpret the weight on an edge as the (fixed) time required to
exploit the associated vulnerability, the sum of weights on a path give the total
time an attacker uses to reach the actuator, call this the path’s access time. Now
we can imagine the distribution of all path access times. If we choose the edge
weights to be integer value over a somewhat limited range (e.g., 1–100) we can
contain the combinatorial explosion of paths, by grouping paths that have the
same length. Here’s how.

We call a tuple (t, c) an access count, where t is an integer value interpreted
as time, and c is an non-negative integer interpreted as a counter. An access
count vector is a vector of access counts < x1, x2, . . . , xm > with the property
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that no time value of any access count is duplicated, and the access counts are
sorted in increasing order of time components. We assume the graph nodes are
topologically sorted, with the source being the first node in the sequence and the
target actuator being the last. Each node ni has defined for it an access node
vector Vi which records the vector of access times from the source to ni. We can
build up each node’s access vector using a function merge(v1, v2), where v1 and
v2 are both access vectors. merge produces a sorted (by time value) sequence of
access counts where (t, c) is in the sequence if either (t, c) is in exactly one of v1
and v2, or there exists (t, c1) in v1 and (t, c2) in v2, with c = c1 + c2. Likewise,
every access count in v1 and every access count in v2 appear in the merge output,
except for pairs that share a time component, and have their counts summed
in the merge output. Another function is shift(v, s), whose output is the access
vector constructed from v by adding s to the time component of every access
count.

Now if there are edges e1, e2, . . . , ed from predecessors of ni, if s1, s2, . . . , sd
are the edge weights and Ve1 , Ve2 , . . . Ved are the access count vectors of those
predecessors, then we merge the predecessors’ access count vectors after applying
the edge weight shift to add additional delay to the time components:

Vi = merge(merge(merge(...merge(merge(Ve1 + s1, Ve2 + s2), Ve3 + s3), ...).

The graphic we will show derives from a particular (easy to construct in a
program) graph. The graph has N nodes, and a “maximum fanout” value, F . For
n = 0, 1, . . . , N − 1 a data structure describes the possibility of an edge directed
from node n to nodes n + 1, n + 2, ..., n + F , of course ignoring edges which
by this definition have destination node ids larger than N . Every edge has three
attributes, an “existence threshold” which is uniformly sampled from [0, 1], a
positive weight, also randomly sampled, and a Boolean attribute of “permanent”.
With this construction we can compare a number of nested graphs. Given an
edge threshold τ , graph G(τ) starts with the construction above and retains only
edges that either have the permanent attribute, or have an existence threshold
no greater than τ . For any 0 < τ < τ ′, if an edge exists in G(τ) then that edge
necessarily exists in G(τ ′). An implication is that the shortest path (or minimal
Steiner tree) in G(τ ′) is never greater than that metric in G(τ).

Now consider graphs constructed as follows. Take τ1 > τ2 > . . . > τk. Start
with graph G, find the shortest path in G(τ1) and then mark the edges of that
path as being permanent with all other edges not permanent. Under this con-
struction graphs G(τ1), G(τ2), . . . , G(τk) will all have the same shortest path, but
may differ considerably in other graph properties. For each graph we compute
the actuator’s access count vector, and transform it, in much the same way as a
probability function is transformed into a cumulative distribution function. The
ith access count of the transformed vector has the same time component as the
ith access count in the original vector, but its count component is equal to the
sum of the count in the ith component of the original vector and the count of
the (i − 1)st element in the transformed vector. Thus component (t, Z) in the
transformed vector says that Z is the total number of paths with lengths t or
less.
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Fig. 1. Accumulating access count

On any sizeable graph the number of paths explodes. For the purposes of
understanding graph attributes we don’t need all that information. The plot of
Fig. 1 illustrates access counts for only the first 1000 paths in each graph. For this
data we created a graph with N = 200 nodes, with a maximum fanout F = 20.
A graph with “average fanout X” was constructed using an existence threshold
of X/F . By construction (for the purposes of illustration) each curve has the
same least t value, meaning that from the point of view of minimum path length
there is no difference among them. But obviously there are significant differences.
In the dense graphs the shortest 1000 paths have nearly the same path length,
for these perhaps minimal path length is descriptive. For the middling density
graphs—fanouts of 8 and 4 the real intensity of paths does not kick in until some
time later than the minimum path length, and with the average fanout of 4 we
start to see some spreading of path lengths between 25 and 35 before it begins
the steep climb. The curve that stands out most of course is the sparsest graph.
Clearly, aside from the few paths which can connect to the shortest path, the
others have to work through more edges to get to the actuator.

The take-away message from this graphic is that the short-path metric can
mask some significant differences between graphs.

5 Certainty of Knowledge

Path connectivity analysis of the type described so far implicitly assumes that
the existence of edges (for us, meaning the existence of vulnerabilities) is known,
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and that the weights on edges are known. In practice there are difficulties with
both assumptions. In the former case there simply is not much empirical data
on which we can develop weight models. We in [10] and others elsewhere concoct
edge weights based on subjective assessments by domain experts as expressed
in the CVSS scores. We transform a vector of subjectively derived unit-less
metrics into a further subjectively derived description of time or effort required
to exploit the vulnerability. Considerable uncertainty ought to be attached to
that assessment, and yet the analytic vehicles we have do not readily admit
inclusion of that uncertainty.

Better information is available about existence of vulnerabilities. Network
scanners can often identify the software and its version of network services that
are open on a device, and determine whether it has vulnerabilities listed in the
NIST database [1]. Uncertainty arises though if only partial information is avail-
able. A scanner might determine that a port is open on a device (meaning that
some software is accessible) but that the software isn’t identified. Another source
of uncertainty is due to the potential for the presence of as-yet-undiscovered vul-
nerabilities. We are faced then with the challenge of incorporating into our graph
some description of our state of knowledge about the existence of a vulnerability
edge.

We created means of expressing quantified vulnerability certainties in [7] and
[8]. There are two elements of this work with direct bearing on the graph analysis
challenge. Our approach allows one to express the relationship between vulnera-
bility edges. Thus, if the same vulnerability exists in multiple places in the graph
and we ascribe a probability of that vulnerability’s existence, the existence prob-
abilities of those edges are the same, and furthermore, in the analysis are not
treated as being stochastically independent. This has ramifications on estimat-
ing the probability of an attacker being able to access a particular actuator,
ramifications that we work through. A second element is that the model gives us
a means of encoding our degree of certainty about the probability of an edge’s
existence. Based on things like analysis of device and network log data it seems
feasible that we might estimate the probability of a vulnerability existing and
have some basis for the certainty of that estimation (e.g. based on the number of
log records that give evidence about the existence or not of a vulnerability.) The
contribution of [8] beyond [7] is that edge probabilities are not single values from
[0, 1], but are probability distributions on [0, 1], particularly, Beta distributions.

The work in [7] and [8] speak to estimating the probability that an adversary
can reach a given actuator from a given point of ingress. Future work will engage
with the problem of estimating the probability that an adversary can reach all
of the members of a given set of actuators.

6 Physical System Risk Assessment

Consider the example of an owner of a shipping port who wants to understand
the impact on port operations of a cyber-attack that takes over the control of
loading cranes. The impact will be measured in units familiar to the owner: lost
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income due to breached contracts, lost income due to impeded flow of goods
through the port, lost income due to damaged shipping containers, loss of life.
For the purposes of this paper we assume there are two kinds of domain experts
available to support the risk analysis. One kind of expert is able to forecast the
deleterious results possible if a cyber-adversary is able to take control of one or
more system actuators in a set A. This is the expert who might be able to assert,
for example, that there are physical constraints that keep a digital controller from
being able to execute life-threatening actions, and is able to model the impact
on the system of rogue actions that do get through. A second type of subject
domain expert is needed to translate the findings of the first kind of expert into
terms understandable by the owner or other decision makers.

Exploiting the knowledge of these experts, if a set of actuators A in system
graph G can be compromised, we can perhaps estimate a cost C(G,A) of all
modeled attacks which are possible if all actuators in A are compromised. The
problems with quantifying attacker behaviors and costs are expressed in [4],
whose recommendation is to focus on the number (and identity) of vulnerabilities
that must be patched to completely inhibit an adversary’s access to a given asset.
Under this restriction it might still be possible to get a handle on risk assessment.
Given a node n0 in the graph G which is assumed to be an adversary’s point of
ingress, we can compute A(G,n0) as the set of all actuators reachable from n0

within G. Then, given a set V of specific vulnerabilities, we can create G′ from G
by removing every edge corresponding to a vulnerability found in V, and thereby
identify A(G′, n0). We can estimate the reduction of the cost made possible by
removing all vulnerabilities in V as

S(V) =
∑

node n in G

C(G,A(G,n)) − C(G′,A(G′, n)).

One can then compare S(V) with the cost R(V) of removing all the vulnerabil-
ities in V. This places questions of investment on a basis familiar to decision-
makers, the cost of investing the improvement against the gain made by doing
so. While we can frame the question in such terms, it is still the case that there
are many combinations of vulnerabilities one might consider removing. Further-
more, as stated, this formulation does not engage with the very real issue of lack
of knowledge about existence of vulnerabilities.

However, just as the shortest path metric obscures potentially important
graph information related to the adversary’s ability to compromise A or the
effort needed to do so, the approach above gives no credit to security controls that
do not completely remove at least one actuator from access. This assumption
flies in the face of current thinking which says we ought to assume that the
adversary can access the network, and ask then how to impede the adversary’s
progress. Quantifying with higher resolution how application of controls impact
adversary’s access is a direction to consider, but following it necessitates making
the quantitative results dependent on a number of modeling assumptions for
which parameters aren’t accurately known. However, so long as we use the results
to compare analyses rather than to quantitative predict behavior, the approach
is still useful.
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Classical expression of risk is the probability of an event times the expected
consequence of the event. Probability here needs to be handled carefully; while
philosophically there may be the probability of an attacker attempting to breach
a given system by a given time, the factors involved in that cannot be known. If
we approach the question by first conditioning on the presence of the adversary
with a desire to attack, then the probabilities involved can be more technical,
e.g., probability that a device have a particular vulnerability, or a probability
distribution of the time an attack takes to exploit a vulnerability. Within such a
framework we can embed some of our earlier observations about the variability
of an exploit time as a function of whether the vulnerability has already been
exploited, and uncertainty about the existence of exploitable vulnerabilities. A
way to connect cyber analysis with physical system cost analysis is through
estimation of some sort of probabilities. For a given set of actuators A in a graph
G, define H(G,A, n) to be the hitting time, or some time at which the adversary
has compromised all of the actuators in A, starting at ingress node n. Note that
if the hitting time is the first time an adversary has compromised all nodes,
we’re back to the shortest path metric and the danger of important graphical
information being obscured. If Fig. 1 is suggestive, it might make more sense to
define the hitting time to be the time at which, say, the 100th touch on A occurs
for which all actuators are compromised. This random variable will depend on
a number of assumptions about vulnerabilities, their existence probabilities, the
effort required of an attacker to exploit vulnerabilities, the resources available to
an attacker, any automated reactions of the system to detection of an intruder’s
presence, and the attacker’s strategy for avoiding detection and choosing next
vulnerabilities to target. The randomness in the variable derives from stochastic
assumptions about the network and the attacker’s behavior. Still, given that
understanding, an analysis of H(G,A, n) can be useful.

For a given graph G and a given set of assumptions we can use Monte Carlo
simulation [15] to estimate the distribution of H(G,A, n) for all ingress nodes
n. We can consider application of a set of security controls which lead to a new
graph G′, and thus to an estimate of H(G′,A). We can at a sequence of points
in time ti = i ∗ δt for i = 1, 2, . . . , compute the difference of probabilities

Δ(G,G′,A, ti) =
∑

node n in G

(Pr{H(G,A, n) < ti} − Pr{H(G′,A, n) < ti}).

The sequence < Δ(G,G′,A, ti) > for i = 1, 2, . . . gives information about the
effect of applying the controls. Early in the sequence we might expect small
values due to both probabilities being small—not enough time has lapsed for
the adversary to reach the hitting time. Then, for a while, the sequence values
will be close to one in a region where the hitting time under G is likely and the
hitting time under G′ is not. Eventually the hitting time of G′ catches up and
the difference in probabilities is again close to zero because now the probabilities
are both close to one.

While this is not as clean as “invest X to eliminate vulnerabilities in V and
see a reduction of Y in the threatened impact cost, it does give information about
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the cost impact of applying controls, or not. The positioning of the “bulge” in
the vector can influence that decision. If the bulge is absent and the differences
are mostly zero, it means that a larger (or different) set of vulnerabilities to
remove has to be considered. If the bulge exists but is far in the future that
means that set of controls do not especially improve G. If the bulge exists but is
not far in the future, the length of the period of the bulge says something about
the enduring power of the controls. All of this needs to be fleshed out of course,
but the intent of the discussion is to show some direction for considering how to
quantify adversary access in a way that supports risk assessment.

7 Conclusion

One of the key objectives of our work is to lay the groundwork for presenting
to decision-makers information about the risk to critical infrastructures due to
cyber malfeasance in terms that they understand, and to enable them to make
well-informed decisions about investment in cyber security controls. To accom-
plish this we need to be able to integrate analysis of potential attack behavior
with the costs of the impacts that behavior might have on the critical infrastruc-
ture. The point of the CRITIS 2019 keynote address (upon which this paper is
based) was to point out some challenges in doing so. One of the challenges is due
to the need to extend the kind of analysis usually done to this context. We echo
earlier complaints about over-reliance on the metric of a shortest-path and show
by example how that can significantly mask important differences that result
from applying new security controls. We discuss the problem of the underlying
assumption in related analyses that the existence of vulnerabilities and costs
associated with them are fixed and known. Finally, we consider the end goal of
integrating the analysis of attacker potential movements with costs of the poten-
tial impact on a physical critical infrastructure, and point out some directions
for future consideration.
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Abstract. Subjective judgements from experts provide essential infor-
mation when assessing and modelling threats in respect to cyber-physical
systems. For example, the vulnerability of individual system compo-
nents can be described using multiple factors, such as complexity, tech-
nological maturity, and the availability of tools to aid an attack. Such
information is useful for determining attack risk, but much of it is chal-
lenging to acquire automatically and instead must be collected through
expert assessments. However, most experts inherently carry some degree
of uncertainty in their assessments. For example, it is impossible to be
certain precisely how many tools are available to aid an attack. Tradi-
tional methods of capturing subjective judgements through choices such
as high, medium or low do not enable experts to quantify their uncer-
tainty. However, it is important to measure the range of uncertainty sur-
rounding responses in order to appropriately inform system vulnerability
analysis. We use a recently introduced interval-valued response-format to
capture uncertainty in experts’ judgements and employ inferential sta-
tistical approaches to analyse the data. We identify key attributes that
contribute to hop vulnerability in cyber-systems and demonstrate the
value of capturing the uncertainty around these attributes. We find that
this uncertainty is not only predictive of uncertainty in the overall vul-
nerability of a given system component, but also significantly informs
ratings of overall component vulnerability itself. We propose that these
methods and associated insights can be employed in real world situations,
including vulnerability assessments of cyber-physical systems, which are
becoming increasingly complex and integrated into society, making them
particularly susceptible to uncertainty in assessment.

Keywords: Cyber-security · Uncertainty · Interval-values · Intervals

1 Introduction

Cyber-security professionals play a vital role in assessing and predicting vulner-
abilities within cyber-physical systems, which often form part of an organisa-
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tion’s or state’s critical digital infrastructure. As outsider threats become more
prevalent and sophisticated, there is increasing pressure on experts to provide
timely and comprehensive assessments within the context of the rapidly chang-
ing cyber-physical ecosystem. As cyber-systems increase in both ubiquity and
complexity, methods to quantify and handle error in subjective measurements
from experts need to be developed [13]. It has been demonstrated across many
industry sectors that as complexity increases accurate risk assessment decreases
[10]. Enabling the effective reconstruction of overall assessments from component
and attribute ratings would streamline the process of updating overall system
vulnerability assessments, in line with shifts in this ecosystem.

Both objective and subjective measures of risk provide useful information to
aid decision making in vulnerability assessment [4,5]. Several different methods
can be used to assess vulnerability and risk in a cyber-security system, such as
vulnerability scanning tools [18] or the Common Vulnerability Scoring System
(CVSS) [15], which gives qualitative severity ratings of low, medium, and high,
and CVSS Version 3, which extends the ratings to include none and critical [8].
However, when using CVSS, the necessary information to complete the calcu-
lation may be missing. Hubbard and Seiersen [11] argue that assessing risk in
terms of low, medium, and high ratings is highly subjective and open to error.
It is therefore suggested that cyber-security risk should be described quantita-
tively. This would help quantify what areas of risk are perceived as important to
cyber-security professionals and, from that, move towards how those risks might
correspond to the actually enacted attacks and their success or failure.

Assessment of risk or the likelihood of an attack are inherently uncertain [1,2].
Objective measures may carry uncertainty because the measures themselves are
imprecisely defined [2]. Subjective assessments (collected from experts) carry
uncertainty because, for example, the experts are not familiar with the particu-
lar technology, there is inherent uncertainty caused by insufficient detail in the
scenario, or due to individual personality [12,16,20].

Between-expert uncertainty is often modelled implicitly, for example, through
probability distributions [7] or uncertainty measures [5]. These methods model
the between-expert uncertainty, but they do not capture within-expert uncer-
tainty. Choi et al. [4] capture within-expert uncertainty by enabling experts to
express knowledge and uncertainty through terms such as very small, small and
large and using fuzzy sets to represent the uncertainty of these words. However,
this assumes that the experts share the same degree of uncertainty regarding
the meanings of these terms. After capturing uncertainty, it may be modelled
and handled through methods such as Dempster-Shafer evidence theory [6,9] or
fuzzy logic [4,14,19].

We propose explicitly capturing uncertainty in experts’ individual judge-
ments using an interval-valued response format, as previously introduced in [17].
Experts provide ratings along a continuous scale to quantify, for example, the
perceived difficulty of an attack on a component. Using an interval captures both
the experts’ rating (position on the axis) and the degree of uncertainty associated
with the response (width of the interval). Figure 1 shows an example of a narrow
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rating (slightly uncertain) and a wide rating (highly uncertain). In this manner,
uncertainty is captured as an integral aspect of the judgement itself, through
a coherent and intuitive response-format. The novel output of this paper is to
show that an interval-valued response scale can be used to effectively capture
uncertainty in expert judgements, and that this can be used to better predict
both the magnitude and the uncertainty of risk in vulnerability assessments.

0 20 40 60 80 100
very easy very hard

Overall, how difficult would it be for an attacker to do this?

(a)

0 20 40 60 80 100
very easy very hard

Overall, how difficult would it be for an attacker to do this?

(b)

Fig. 1. Illustration of narrow (a) and wide (b) interval-valued responses capturing
different degrees of uncertainty.

In this paper, we assess the importance of a variety of attributes in deter-
mining the overall vulnerability of components being attacked or evaded within
a cyber-system; these include maturity of the technology and the frequency that
a given attack is reported (the full set of attributes are listed in Tables 1 and 2).
We also capture the overall difficulty of attacking or evading each component.
Our core aim is to understand how the component attributes contribute to the
overall difficulty of an attack and, equally importantly, how uncertainty in com-
ponent attributes affects not only the uncertainty in the overall vulnerability of
a component, but also the overall difficulty itself. For example, experts might
perceive an attack as more difficult if there are fewer tools available to aid in
this effort. However, experts might also perceive an attack as more difficult if
they are uncertain about the availability of tools. From this, we can learn what
additional insight is gained by capturing uncertainty through interval-valued
responses. Specifically, we wish to answer

– how is overall vulnerability of a component affected
• by attribute ratings?
• by uncertainty around attribute ratings?

– how is uncertainty around overall vulnerability of a component affected
• by attribute ratings?
• by uncertainty around attribute ratings?
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We find that although cyber-security experts only assessed attributes that were
previously deemed likely to be important to component vulnerability, only some
of these attributes have a significant effect. Similarly, we discover that although
uncertainty around some attributes affects the uncertainty around the compo-
nent as a whole, this is not consistent for all attributes. We also find that the
uncertainty around some attribute ratings makes a significant contribution to
overall vulnerability ratings themselves.

2 Methods

2.1 Data Collection

The data was collected from experts in CESG (Communications-Electronics
Security Group), which was the information security arm of GCHQ (Government
Communication Head Quarters) in the United Kingdom1. A total of 38 cyber-
security experts at CESG assessed a range of components that are commonly
encountered during a cyber-attack. They rated these on both overall difficulty
to either attack or evade, as appropriate, and on several attributes that might
affect this difficulty. Two types of components (also referred to as hops) were
assessed, those that require an attacker to attack the component (referred to as
attack) and those that require the attacker to bypass the component (referred to
as evade). Examples of the hops assessed include bypass gateway content checker
and overcome client lockdown, but any hop may be assessed using this method.

Tables 1 and 2 list the attack and evade attributes, respectively (variable
notations are also provided, which are used in the next section). Attack hops are
defined by seven attributes and evade hops by three attributes. In addition, both
are described by their overall difficulty. Our aim is to understand how the hop
attributes and the uncertainty around these attributes relate to the perceived
overall difficulty of attacking/evading the hop, and to the uncertainty around
this difficulty. Experts were asked to provide interval-valued ratings to enable
them to coherently express the uncertainty associated with their responses; these
ratings were provided on a scale from 0 to 100.

The cyber-security components chosen for this study are designed to be rep-
resentative of a mainstream government system, which would include assets at
Business Impact Level 3 (BIL3) – an intermediate category of impact [3]. CESG
describes such a system as typically including remote site and mobile working,
backed by core services and back-end office integrated systems, such as telemetry
devices and associated systems used by the emergency services. Compromising
assets at BIL3 might have large-scale negative effects, including but not limited
to: disruption to regional power supply, key local transport systems, emergency
or other important local services for up to 24 h, local loss of telecoms, risk to
an individual’s safety, damage to intelligence operations, hindrance to low level
crime detection and prosecution, or financial loss to the UK government or a
leading financial company in the order of millions (GBP) [3].

1 CESG has since been replaced by the NCSC (National Cyber Security Centre).



Exploring How Factors and Uncertainty Affect Judgements of Risk 35

Table 1. Attributes used to describe attack hops, the question used in the study, and
the variable name used in the analysis.

Var Attribute Description

c Complexity How complex is the target component (e.g. in terms of
size of code, number of sub-components)?

t Interaction How much does the target component process/interact
with any data input?

f Frequency How often would you say this type of attack is reported
in the public domain?

a Availability of tool How likely is it that there will be a publicly available
tool that could help with this attack?

d Inherent difficulty How inherently difficult is this type of attack? (i.e. how
technically demanding would it be to do from scratch,
with no tools to help.)

r Maturity How mature is this type of technology?

g Going unnoticed How easy is it to carry this attack out without being
noticed?

o Overall difficulty Overall, how difficult would it be for an attacker to do
this?

Table 2. Attributes used to describe evade hops, the question used in the study, and
the variable name used in the analysis.

Var Attribute Description

c Complexity How complex is the job of providing this kind of defence?

a Availability of information How likely is it that there will be publicly available
information that could help with evading defence?

r Maturity How mature is this type of technology?

o Overall difficulty Overall, how difficult would it be for an attacker to do
this?

2.2 Analysis

We use linear mixed effects modelling (an extension of linear regression) to deter-
mine the contribution of each of the hop attributes, as rated by experts, to overall
hop difficulty. We also assess the contribution of the associated uncertainty in
these ratings, captured through the interval-valued response-format. The mid-
point (m) of the interval-valued response is used as a single-valued numeric
rating of the attribute, and the width (w) of the response is used to represent
the uncertainty around this rating. Note, of course, that higher widths are only
possible towards the centre of the scale. That is, as the midpoint approaches
the edge of the scale, a wide interval cannot exist. Also, note that while experts
provided ratings in the range [0, 100], these data were standardised, through
z-transformation, before entry into the model.
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This approach estimates the contribution of each attribute’s midpoint and
width together upon the same outcome variable, in the form of β weights. These
variables are entered as fixed effects. The inclusion of random intercepts also
allows the model to account for potential between expert and between hop dif-
ferences in baseline ratings. In addition, this technique allows us to examine the
combined effects of attribute rating and uncertainty (e.g. high certainty may have
an opposite effect on overall difficulty when relating to a high or low attribute
rating). We model this through the inclusion of two-way interaction terms (m·w)
pertaining to the midpoint and width of each attribute.

Four separate analyses are reported. These were conducted for the dependent
variables of

– attack hop overall difficulty rating (interval midpoint)
– attack hop overall uncertainty (interval width)
– evade hop overall difficulty rating (interval midpoint)
– evade hop overall uncertainty (interval width)

For each of these analyses, an initial model was created. These included fixed
effects of all hop attribute ratings, all hop attribute widths and all two-way
interactions, along with random intercepts for both expert and hop. Following
this, a stepwise variable reduction process was applied to each model, in order to
remove variables that were found not to significantly contribute to the respective
outcome variable. β weights of the variables retained into the final models were
then interpreted as estimates of the (significant) contribution of each of these
factors to the respective outcome variable.

Table 1 lists the variables used to denote the attributes of attack hops. The
sum of all simple effects for the attack hop attribute midpoints (ratings) is

Az
m = βz

1xcm
i,j + βz

2xtm
i,j + βz

3xfm
i,j + βz

4xam
i,j + βz

5xdm
i,j + βz

6xrm
i,j + βz

7xgm
i,j (1)

where β is the coefficient, xcm
i,j is the value m (midpoint) of attribute c (com-

plexity) for i (a given expert) and j (a given hop), and z reflects the model’s
outcome variable, which may be either m (midpoints) or w (widths) of the overall
difficulty.

The sum of all simple effects for the attack hop attribute widths (uncertainty)
is

Az
w = βz

8xcw
i,j + βz

9xtw
i,j + βz

10x
fw
i,j + βz

11x
aw
i,j + βz

12x
dw
i,j + βz

13x
rw
i,j + βz

14x
gw
i,j (2)

where xcw
i,j is the width w of attribute c (complexity) for i (a given expert) and

j (a given hop).
The sum of the interactions between the midpoints and widths of the attack

hop attributes is

Az
mw =βz

15(x
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i,j · xcw

i,j ) + βz
16(x
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i,j · xtw

i,j) + βz
17(x
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18(x
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i,j · xaw

i,j )

+ βz
19(x

dm
i,j · xdw

i,j ) + βz
20(x

rm
i,j · xrw

i,j ) + βz
21(x

gm
i,j · xgw

i,j ) (3)
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Our initial model formula to explain the overall difficulty rating midpoints
(γAom

i,j ) and widths (γAow
i,j ) of attack hops is then

γAoz
i,j = βz

0 + Az
m + Az

w + Az
mw + μz

i + μz
j + εzi,j (4)

where z reflects the model’s outcome variable, which may be either m (mid-
points) or w (widths), for expert i on hop j; β0 denotes the fixed intercept; μi

and μj denote respective random intercepts for expert and hop; and ε repre-
sents the error. The remaining β terms (within Am, Aw and Amw) denote the
coefficients of the fixed effects of the hop attributes.

We perform likewise calculations for the evade hops (variables listed in
Table 2). The sum of effects for the midpoints of the evade hops is

Ez
m = βz

1xcm
i,j + βz

2xam
i,j + βz

3xrm
i,j , (5)

for the widths is
Ez

w = βz
4xcw

i,j + βz
5xaw

i,j + βz
6xrw

i,j , (6)

and for the interactions is

Ez
mw = βz

7(xcm
i,j · xcw

i,j ) + βz
8(xam

i,j · xaw
i,j ) + βz

9(xrm
i,j · xrw

i,j ) (7)

Our initial model formula to explain the overall difficulty ratings for midpoints
(γEom

i,j ) and widths (γEow
i,j ) of evade hops is then

γEoz
i,j = βz

0 + Ez
m + Ez

w + Ez
mw + μz

i + μz
j + εzi,j . (8)

Each of the initial models, as presented above, was then subjected to a back-
wards stepwise variable elimination procedure. During this, fixed effects were
iteratively assessed and those that did not significantly contribute to the overall
model were removed. Specifically, this process began by selection, from the pool
of all non-significant fixed effects, of the effect with the t-statistic closest to zero.
This variable was then removed, and the resulting model directly compared with
the preceding one, using the Theoretical Likelihood Ratio test. This was imple-
mented through the MATLAB fitlme and compare functions. If the benefit of
retaining the variable in question was calculated to be non-significant, then the
model with the lower Bayesian Information Criterion (BIC) was retained into
the next iteration. This procedure continued until a final model was determined,
within which all fixed effects were statistically significant.

3 Results

3.1 Attack Hops

Table 3 shows all effects retained in the final model with the outcome variable of
overall attack hop difficulty (midpoints), following the stepwise variable reduc-
tion process. These results indicate that a number of factors make a substantial
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contribution. Attacks were rated less difficult if they are frequently reported or
have a large availability of tools. By contrast, attacks were rated as more difficult
if they have a greater inherent difficulty or relate to more mature technologies.
Attacks were also rated as more difficult when technological maturity was uncer-
tain and, perhaps surprisingly, when easier to go unnoticed. The latter might
relate to some underlying factor - for instance, some attacks may be difficult
to conduct, but also difficult to detect. The significant interaction term (m · w)
indicates a combined effect of reported tool availability and uncertainty around
this. This likely reflects that a hop is rated as being more difficult to attack when
experts are certain about availability being low, but less difficult when experts
are certain about availability being high. Unsurprisingly, the inherent difficulty
rating was found to have the most robust effect.

Table 3. Results showing significant effects of hop attribute midpoints (m), widths (w)
and two-way interactions (m · w) on midpoints of overall attack hop difficulty ratings.

Fixed effects estimates β SE t p

Intercept: (0) .012 .066 .175 .861

Frequency m: (xfm
i,j ) −.223 .044 −5.065 <.001

Availability tool m: (xam
i,j ) −.201 .044 −4.574 <.001

Inherent difficulty m: (xdm
i,j ) .357 .030 11.890 <.001

Maturity m: (xrm
i,j ) .126 .030 4.159 <.001

Going unnoticed. m: (xgm
i,j ) .142 .027 5.194 <.001

Maturity w: (xrw
i,j ) .071 .027 2.612 .009

Availability tool m · w: (xam
i,j · xaw

i,j ) .077 .036 2.168 .031

Random effects estimates μ

Expert intercept (i) .183

Hop intercept (j) .204

Residual εi,j .502

N = 532, DF = 524, AIC = 896.7, BIC = 943.6

Table 4 shows all effects retained in the final model with the outcome variable
of uncertainty surrounding overall attack hop difficulty (widths). Even more fac-
tors were retained in this final model. Results indicated that experts were more
certain about the vulnerability of hops on which attacks were reported more fre-
quently – likely due to familiarity. They were also more certain regarding hops
that relate to mature technologies or when tool availability is low. By contrast,
overall uncertainty significantly increased in line with attribute uncertainty for
reported attack frequency, tool availability, inherent difficulty, and ease of going
unnoticed. Two interaction terms were also retained, indicating that the effects
of uncertainty around these attributes on overall uncertainty were significantly
modulated by attribute rating, or vice versa. These can be interpreted together
with main effects, depending upon direction. For example, in the case of ease of



Exploring How Factors and Uncertainty Affect Judgements of Risk 39

going unnoticed, there is a relatively large positive main effect of attribute uncer-
tainty and a smaller, but significant, negative interaction term. This indicates
that overall ratings were most uncertain when going unnoticed was considered
difficult but uncertain. However, overall ratings were most certain when going
unnoticed was considered difficult with certainty. The effect of attribute uncer-
tainty was reduced, though still substantial, around hops rated as easier to go
unnoticed when attacking. For maturity, however, there is a negative main effect
of attribute rating and a negative interaction term, of comparable size. This
indicates that overall uncertainty was greatest when maturity was rated low
but uncertain. Also, while an increase in maturity rating tended to increase the
certainty of overall ratings, this effect was driven by cases in which maturity
was itself uncertain. Of all effects in this analysis, uncertainty surrounding the
inherent difficulty rating was found to be the most robust.

Table 4. Results showing significant effects of hop attribute midpoints (m), widths
(w) and two-way interactions (m ·w) on widths of overall attack hop difficulty ratings.

Fixed effects estimates β SE t p

Intercept: (0) −.031 .036 −.857 .392

Frequency m: (xfm
i,j ) −.116 .045 −2.614 .009

Availability tool m: (xam
i,j ) .131 .045 2.934 .003

Maturity m: (xrm
i,j ) −.093 .031 −3.013 .003

Frequency w: (xfw
i,j ) .141 .035 4.034 <.001

Availability tool w: (xaw
i,j ) .095 .039 2.420 .016

Inherent difficulty w: (xdw
i,j ) .406 .037 10.959 <.001

Going unnoticed w: (xgw
i,j ) .268 .036 7.399 <.001

Maturity m · w: (xrm
i,j · xrw

i,j ) −.122 .035 −3.484 <.001

Going unnoticed m · w: (xgm
i,j · xgw

i,j ) −.080 .035 −2.270 .024

Random effects estimates μ

Expert intercept (i) .127

Hop intercept (j) .000

Residual εi,j .609

N = 532, DF = 522, AIC = 1066.3, BIC = 1121.7

3.2 Evade Hops

Table 5 shows all effects retained in the final model with the outcome variable of
overall evade hop difficulty (midpoints). Four fixed effects were retained. Experts
rated a hop as less difficult to evade when more information is available to
aid with this, but more difficult to evade when they were uncertain about the
availability of such information. Overall evasion difficulty was also higher for hops
relating to more mature technologies. A negative interaction term was evident
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for ratings of hop complexity, with certainty around a more complex hop being
associated with it being more difficult to evade, but certainty around a hop
being less complex associated with it being easier to evade. The availability of
information was found to be have the most robust effect.

Table 5. Results showing significant effects of hop attribute midpoints (m), widths (w)
and two-way interactions (m · w) on midpoints of overall evade hop difficulty ratings.

Fixed effects estimates β SE t p

Intercept: (0) −.023 .133 −.173 .863

Availability information m: (xam
i,j ) −.240 .049 −4.895 <.001

Maturity m: (xrm
i,j ) .177 .051 3.459 <.001

Availability information w: (xaw
i,j ) .142 .049 2.878 .004

Complexity m · w: (xcm
i,j · xcw

i,j ) −.105 .053 −1.993 .047

Random effects estimates μ

Expert intercept (i) .457

Hop intercept (j) .340

Residual εi,j .772

N = 418, DF = 413, AIC = 1081.8, BIC = 1114.0

Table 6. Results showing significant effects of hop attribute midpoints (m), widths
(w) and two-way interactions (m · w) on widths of overall evade hop difficulty ratings.

Fixed effects estimates β SE t p

Intercept: (0) −.000 .058 −.000 >.999

Complexity w: (xcw
i,j ) .241 .046 5.200 <.001

Availability information w: (xaw
i,j ) .440 .045 9.683 <.001

Maturity w: (xrw
i,j ) .134 .045 2.982 .003

Random effects estimates μ

Expert intercept (i) .070

Hop intercept (j) .159

Residual εi,j .643

N = 418, DF = 414, AIC = 863.0, BIC = 891.2

Table 6 shows all effects retained in the final model with the outcome variable
of uncertainty surrounding overall evade hop difficulty (widths). These results
show that experts were more uncertain in their overall hop rating when they
were more uncertain about each of the three attributes of a given hop: complex-
ity, information availability, or maturity. However, no significant main effects
of attribute rating position, nor any interaction terms were found. Uncertainty
surrounding information availability was found to have the most robust effect.
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4 Conclusions

We analyse ratings provided by cyber-security experts that pertain to a range of
potentially important component (hop) attributes, previously identified as com-
monly occurring within attack vectors of mainstream government cyber-systems.
Importantly, these ratings were obtained through interval-valued responses,
which enable experts to indicate both their rating and the uncertainty asso-
ciated with this rating in a single, integrated response.

Our analyses provide a ‘proof of concept’ for interval-valued data capture
applied to the field of cyber-security. We identify key factors that contribute
to both component vulnerability and uncertainty, depending on whether a hop
requires compromising or only bypassing. For example, the availability of infor-
mation has the largest impact on the overall difficulty of evading a component,
while uncertainty around the inherent difficulty of an attack has the largest
impact on its overall uncertainty.

Uncertainty in experts’ attribute ratings is found to be valuable in determin-
ing not only overall uncertainty, but also overall hop vulnerability. In a number
of specific cases, this information explained variance over and above the discrete
midpoints of attribute ratings. For instance, when predicting the overall diffi-
culty of attack hops, uncertainty around the maturity of technology of a given
hop was associated with a significant increase in difficulty rating for that hop.
In other cases, we found that in order to best explain overall difficulty ratings it
was necessary to consider an interaction effect, between the position and width
of responses. Sometimes, the combination of both factors provided a better pre-
dictor than either did alone. It was the novel use of an interval-valued response
format that made it possible to coherently capture this uncertainty, alongside
traditional ratings.

This study provides initial empirical evidence for the potential added-value
offered by capturing interval-valued responses to model expert uncertainty. This
is demonstrated in the case of modelling vulnerabilities within cyber-systems
comprising multiple components, each with varying attributes, as is characteris-
tic of cyber-physical systems. The benefit of using interval-valued responses was
found using a comparatively low-complexity linear modelling approach. While
such an approach is unsuited to capturing varying effects of responses along
the response scale (for instance, it cannot account for a tendency for responses
to saturate towards the extremities), its simplicity facilitates interpretation of
the results. In future work, we will investigate the use of generalised additive
models, within which the relationships between independent and dependent vari-
ables may be non-linear. Additionally, we are pursuing an ongoing programme of
research to demonstrate the efficacy of interval-valued responses, both in terms
of capturing uncertainty and improving predictive power, with reference to real-
world ground-truth.
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Abstract. Nowadays, critical infrastructures operate a large number of
highly interdependent, cyber-physical systems. Thus, incidents can have
far-reaching cascading effects throughout the entire infrastructure, which
need to be identified and estimated to realize a proper risk management.
In this paper, we present a formal model to describe the propagation of
a threat through the various physical and cyber assets within a critical
infrastructure and the cascading effects this has on the entire infras-
tructure. We further show, how this model can be implemented into
a prototypical tool, which allows to efficiently simulate the cascading
effects of a given incident on the entire network of the infrastructure’s
cyber-physical assets. The functionalities of the tool are demonstrated
using a small demo set-up of a maritime port infrastructure. In this set-
up, four incident scenarios both from the physical and cyber domain are
simulated and the results are discussed.

Keywords: Threat propagation · Cascading effects · Simulation
framework · Risk estimation

1 Introduction

Due to the ongoing digitalization in the industrial sector, the interconnections
and interdependencies among the physical and cyber systems within today’s crit-
ical infrastructures (CIs) have increased drastically. A large number of the sys-
tems required for the delivery of the CI’s service are connected to, controlled by
or operated by cyber systems for reasons of efficiency and convenience. Hence, a
clear distinction between physical systems and cyber systems, or rather between
the Operation Technology (OT) network and the Information and Communi-
cation Technology (ICT) network is no longer possible. It has been shown in
the past years, that these extensive interconnections give malicious parties and
cyber criminals the opportunity to hack and compromise crucial systems with-
out big technological or financial effort. Moreover, the impairment of such a
c© Springer Nature Switzerland AG 2020
S. Nadjm-Tehrani (Ed.): CRITIS 2019, LNCS 11777, pp. 43–56, 2020.
https://doi.org/10.1007/978-3-030-37670-3_4

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-37670-3_4&domain=pdf
http://orcid.org/0000-0003-4446-9081
http://orcid.org/0000-0002-6911-5610
http://orcid.org/0000-0003-2881-4519
http://orcid.org/0000-0002-9001-0696
http://orcid.org/0000-0003-2821-2489
https://doi.org/10.1007/978-3-030-37670-3_4


44 S. Schauer et al.

system has wide-spreading effects within the CI itself but also for other CIs
and the society as a whole due to these interconnections and interdependencies.
For example, the Ukrainian power provider has been hacked twice in 2015 and
2016 [7,8]. The main entry point for the hackers was manipulated Word docu-
ments [8] and as a result, large areas of the country have been without power for
several hours. In 2017, the WannaCry and (Not-)Petya malware have infected
millions of systems in various sectors, e.g., in hospitals [2] or in maritime port
infrastructures [25], with an impact of over 300 million dollars for the logistics
company Moeller-Maersk alone [6]. In this case, one of the starting points for
the infection was a malicious update of an accounting software in the Ukraine
[6]. These are just a few examples which show, how easily a compromised or
malfunctioning system can have large cascading effects on the connected infras-
tructure. In this paper, we present a prototypical tool, which allows to identify
and estimate the potential cascading effects an incident at some system within
an organization can have on the overall infrastructure. The tool is part of a larger
system, which implements the concept of a Hybrid Situational Awareness (HSA)
[29] and builds upon a stochastic process modelling the dependencies among the
various systems within a CI. The main advantage of this approach (and thus also
of the tool presented here) is that no difference is made between the physical
and the cyber domain, i.e., between the ICT and the OT network. Therefore,
the tool is able to indicate the effects of a physical incident on the cyber domain
and vice versa. The stochastic process used in the approach models each system
within the CI as a probabilistic Mealy automaton [15]. In this way, the different
operational states as well as the non-deterministic nature of the spreading of an
attack can be modelled. The tool as well as the mathematical approach have
been developed as part of the H2020 project SAURON with a focus on critical
port infrastructures; however, both can be applied analogously on any other type
of CIs.

2 Related Work

Among the first models of cascading effects was the Cross Impact Analysis
(CIA) [9] that allows describing how dependencies between events affect future
events. An extension is the Cross Impact Analysis and Interpretative Structural
Model (CIA-ISM) [1] which applies in emergency management to analyze the
effects between critical events and to obtain a view on future consequences. These
models can be seen as predecessors of contemporary stochastic models.

Cascading effects are of particular interest in the context of security of CIs as
first introduced by [18] due to their high importance for society [17,21]. Cascad-
ing effects can occur both in a network of interconnected CIs [14,22] and inside
a complex CI that contains several subsystems as, for example, in power systems
[10]. A general overview and a detailed comparison of different methods is given
in [22]. Due to recent incidents already mentioned in the Introduction, research
also focuses on targeted attacks on CIs, e.g., on power systems [3,13].

Cascading effects in interconnected networks (sometimes called “network of
networks”) have been investigated based on Bayesian networks to model and
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analyze dependencies [4] as well as physical models such as percolation [5,16]
to evaluate the propagation of failures or on topological properties and network
analysis [23]. In our work presented here, we apply a model that extends the
existing percolation approach by taking into account the dynamics inside a sin-
gle component [15]. Generally, cascading effects are not exactly predictable due
to the many factors that come into play which makes exact models infeasible.
Further, consequences of incidents are often influenced by human actions (in
particular for targeted attacks such as malware attacks), which further increases
the uncertainty. Based on this insight, a large number of stochastic models has
been developed.

Classical Markov models hinge on a high complexity of the state space and
ask for specification of many transitions probabilities. One way to handle the
complexity of Markov models is to use an abstract state space whose states
only contain information relevant for the system dynamics [28]. The approach is
extended by the Interdependent Markov Chain (IDMC) model [27] that allows
describing cascading failures in interdependent infrastructures. Therein, each
system is described by a discrete-time Markov chain and the chains are coupled
to capture the interdependencies between them.

Markov chains with a memory are used in [33] to describe situations where
the transition probabilities do not only depend on the current state but also
on the past ones. A conditional Markov transition model has been applied
to describe cascading failures in electric power grids [32] and the transition
probabilities are derived from a stochastic for flow redistribution. Moreover,
time-dependent Markov chains have been used to model system behaviour and
account for dynamic aspects of attack strategies to quantify risks to data assets
[31]. These phenomena are also captured by our model since the (probabilistic)
automata describing a component can be seen as a representation of Markov
chains and transitions may be time-dependent. However, our model explicitly
allows for reactions to input signals, which is not possible for Markov chain
models that update their states at fixed time intervals. Another probabilistic
approach to model cascading effects in CIs is application of branching processes
that are typically used to describe growth of a population. The applicability of
branching processes on modeling cascading effects is investigated in [26].

A necessary input to all spreading models is a complete identification of
dependencies. This is a challenge on its own as many dependencies are not visi-
ble at first sight. Interconnections between infrastructures are investigated with
a probabilistic model in [19] and empirical findings are presented in [20]. An
overview on existing modeling approaches and open research questions concern-
ing CI interdependencies in urban areas is given in [11]. A method to identify
and describe service failure interdependencies is introduced in [30].

3 Threat Propagation Model

The model we are using to describe the propagation of a threat through the
various assets within a CI and the cascading effects it has on this infrastructure
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applies concepts from graph theory, automaton theory and stochastic processes.
It is part of a larger project, i.e., the SAURON framework [29], which provides
comprehensive situational awareness for the physical and the cyber parts of a
critical port infrastructure to its operators. Therefore, the SAURON framework
integrates a Physical Situational Awareness (PSA), a Cyber Situational Aware-
ness (CSA) and a Hybrid Situational Awareness (HSA) system. Whereas the
PSA and the CSA are more or less standard components which are building
upon existing tools and frameworks tailored to the requirements of port infras-
tructures, the HSA is developed from scratch integrating the threat propagation
model and represents the main innovation in the project. In detail, the HSA
works on events detected and alarms triggered by both the PSA and the CSA
upon incidents happening in the respective domains. In this way, the HSA con-
nects the information coming from the PSA and the CSA and brings together
the two usually separated domains.

The establishment of such a hybrid view on an infrastructure’s asset architec-
ture is achieved by using two main modules, i.e., the Event Correlation Engine
(ECE) and the Threat Propagation Engine (TPE). As the name already indi-
cates, the ECE focuses exclusively on events, i.e., general occurrences, detected
by the PSA and the CSA with the main goal to identify inconsistencies among
those events. The TPE deals with alarms, i.e., critical incidents, and is respon-
sible for the identification of the potential cascading effects of such incidents.
To achieve that, the TPE builds upon a graph representation of all the assets,
physical and cyber, given in the infrastructure. The assets are represented by
the nodes of this graph, whereas each node can be in one of several operational
states (cf. Sect. 4.1 for further details). The edges in this graph represent the
different dependencies between the various assets.

As already mentioned above, the TPE processes the alarms triggered by the
PSA or the CSA. An alarm usually involves one specific asset and, depending
on the type of incident, changes the operational state of this asset. This repre-
sents a reduction of the service or the capacity of this asset due to the incident
happening. Based to the connections among the asset in the graph, i.e., the
dependencies, the state change of one asset might also affect the operational
state of all the subsequent assets depending on it and so forth. In this way, the
cascading effects of the incident, which triggered the alarm, on the entire infras-
tructure are described by the TPE. As a result, the TPE delivers two lists: one
list containing the most critical assets affected by the alarm and a second list
describing the assets that will be affected immediately in the next step.

4 Model Implementation

4.1 Formal Definition

The formal description of the threat propagation model is essentially a network
of coupled probabilistic Mealy automata (following [15]): at a high level, con-
sider a set V of assets forming nodes of a graph G = (V,E), where a directed
edge u → v ∈ E models a dependency of asset v on asset u (e.g., u may be
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a supplier for v). Each node v ∈ V undergoes an evolution over time, switch-
ing between different states of operation, ranging from “fully operational” until
“outage”. The transition from one state to another is triggered by notifications
(messages) exchanged between assets, and is in general probabilistic. That is,
if asset u experiences troubles and changes its state from “fully operational”
to “partly affected”, it notifies its dependent asset (in our example node v if
there is an edge u → v) about this change. The dependent asset v, in turn, may
not deterministically react upon this, but may change its state probabilistically
based on this information. If v undergoes its own state transition (caused by the
change of u before), it acts in the same way as u and notifies its descendants (in
the asset network G) about its new status, which lets them react likewise.

Probabilistic Mealy automata are a natural description of this intuition, since
they process and emit symbols, which are the messages received from other
automata. The simulation model thus has two levels (cf. also Fig. 1): (i) the
outer model, which is a humble directed graph G = (V,E), and (ii) a set of
inner models, one for each v ∈ V , which are Mealy automata over a common
set S describing the states of operation. Each Mealy automaton v describes the
transition from state s1 ∈ S to state s2 ∈ S by the triplet 〈incoming message m,
outgoing notification m′, probability p〉, with the semantics that upon receiving
the message m from a parent node/asset of v in G, with probability p, there
will be a change into state s2, upon which another notification m′ is published
to other assets that depend on this node (in G). With probability 1 − p, the
automaton v will remain in its state (possibly also notifying other assets about
this fact, if the transition from s1 to s1 is defined accordingly).

Fig. 1. Schematic illustration of the inner and out model.

Further, an element of time herein can added, if we replace the probability
p by some time-dependent value p(t), and let the automata undergo transitions
without external forces (this is the behavior of a Markov chain, and as such
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different to the Mealy automaton model; hence distinguishes the model from a
Markov chain in this aspect). We do not explore this possibility further here and
leave it for future work.

4.2 Reference Implementation

The model described in Sect. 4.1, has been implemented as a Node.js mod-
ule using the TypeScript language and is callable through a HTTP-based
interface1. In addition, a browser-based Single Page Application has been devel-
oped to enable users drawing and connecting their own physical or cyber assets.
This includes relevant information about each asset such as probabilistic state
transitions or which types of alarms affect it. In the current version of the tool,
this information needs to be filled in by the user; in particular, the probabilities
for all state transitions are chosen based on the experience and knowledge of the
infrastructure’s experts. It is planned in the future to support the user with these
inputs, e.g., by using a small sample set for the probabilities of state transitions,
to reduce the effort required for setting up the model. Aside from simulations,
all other processing is done in-browser, meaning that it is not reliant on network
connectivity.

After a user has modeled his own environment and assets, the underlying
implementation allows triggering any of the defined alarms on any asset that
responds to it. While the modelling aspects are handled by the web application,
any actual calculations related to simulations are offloaded to the HTTP-based
application programming interface (API). If the user triggers such an alarm, a
configurable amount of simulations are run on the server side, an ordered set of
changes will be returned, and the web application aggregates it into distributions.
Information valuable to determine appropriate courses of actions can be gleaned
from this, including which assets are likely to be affected next or what is the
worst possible outcome if no mitigating measures are undertaken.

The web application does not rely on the user drawing their environment
within the application. Instead, such environments can be imported from and
exported to disk using a human-readable, JSON-based text file. The object
schema contained within these network files is strongly based on the visualization
library vis.js and requires only a set of nodes composed of unique identifiers and
Mealy automaton transition quintuples, and a set of directed edges composed
of unique identifiers as well as which two nodes are connected. The operational
state of each asset is expressed as an integer of the domain {1, 2, 3}.

Once a series of simulations for a given scenario has been calculated, the API
responds with an ordered set of changes that occurred for each simulation. This
also includes a verification, i.e., which transitions have been triggered by which
event. As multiple simulations are run, different outcomes are generated and
aggregated for further evaluation by human operators. Simulations can either
be run until they no longer trigger any transitions within the Mealy automata,
or until a predefined logical time has been reached. The minimum number of

1 Online available at https://atlas.ait.ac.at/sauron.

https://atlas.ait.ac.at/sauron
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iterations for the simulation required to obtain a statistically significant result
can be determined in (at least) two ways: first, conditional on the evolution
being only degenerative, i.e., without recovery or repairs, we have all statuses
evolve monotonous and bounded, so the status of each CI will necessarily lead
to convergence. Consequently, we can stop as soon as the change to the overall
status falls below some (small) threshold. The same holds if we treat the simu-
lation outputs as samples from a time series. On these, we may apply a palette
of convergence diagnostics known from the field of Markov chains (e.g., [24]).
Alternatively, if we want to conduct statistical tests based on simulation results,
we can consider each simulation output as one sample from an experiment, and
ask for the number of such samples required for statistical significance. Software
for statistical power analysis (e.g., G*Power [12]) can do this.

The main output of the application is twofold: the “State Distributions”
aggregate each asset’s final state distribution across all simulations and the
“Worst and Average Outcomes” provides an overview on which assets are at
risk after a certain amount of time in a worst case and an average scenario.
This information can be directly used for incident handling, i.e., to evaluate the
potential consequences when a specific alarm is triggered and show them to the
security operator using the tool.

To test the performance of the simulation core functionality, we tracked the
processing time for different model configurations (see Table 1) where each test
consists of 1000 simulation runs and the initial event was randomly chosen.
The smallest model needed half a second to simulate whereas the biggest one
needed approximately 3 min and 20 s. This can further be enhanced since the
performance is currently limited to Node.js single threaded language JavaScript
but can be improved by using worker threads.

Table 1. This table shows the performance of the simulation core for different model
sizes.

Test-Nr Nodes Edges Symbols Transitions Simulation-time

1 100 200 1 2–3 509 ms

2 500 1200 1 2–3 5254 ms

3 1000 3000 1 2–3 23191 ms

4 1000 3000 5 10–15 32825 ms

5 1000 10000 5 10–15 199592 ms

5 Scenario Description

To showcase the application, we created an example scenario of a simplified port
infrastructure with four physical areas: two office buildings with four rooms each,
a truck gate that monitors incoming and outgoing traffic and an area where liq-
uid natural gas (LNG) is stored (see Fig. 2). The rooms of the office buildings
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again contain different ICT assets such as workstations and servers; more impor-
tant rooms (i.e., B1-4, B2-3 and B2-4) are secured by access control systems.
The LNG area and the truck gate have surveillance cameras and access controls
installed. All cameras and access controls are connected via the OT network;
similarly, all workstations are connected in the ICT network. Further, there are
three physical servers located in the infrastructure: one of them is responsible
for database management, another one provides the customer relationship man-
agement (CRM) services and the access control (ACC) and the third runs the
services for surveillance (SUR) and freight management (FRM). The connec-
tions between these assets were set according to their physical and/or cyber
based dependencies to each other. Hence, the three servers are physically con-
nected to both the ICT and the OT network, since they provide databases and
services for the working stations and access to OT devices like cameras and
access controls.

Fig. 2. Schematic set-up of the port infrastructure in our scenario

To model cascading effects, transitions need to be defined for each threat
at the corresponding assets. For our scenario, we consider a physical threat,
i.e., a fire, and a cyber threat, i.e., a system gets hacked and compromised.
In case of a fire, only physical assets have transitions to react to the alert;
cyber based assets do not actively react on the input “fire” and thus are not
directly affected. However, they can still be affected by the threat because of
their dependencies to physical assets. A fire usually reduces the operational
state of a physical asset to “outage”, i.e., the asset shuts down or is destroyed.
To model this effect, the physical assets transform the input fire to the output
“offline” or “destroyed” which is then sent to all dependent assets. In a similar
way, the cyber threat of hacking a system can also affect physical assets: a room
can become “compromised” if the access control system is hacked, it does not
provide sufficient protection any more.

6 Results and Discussion

For our first showcase, we simulate two fires happening in different buildings,
i.e., in room B1-1 (cf. Figure 3) and B2-1 (cf. Figure 4) and compare the outcome
of 1000 simulation runs each. The grey-scale in the figures represent the average
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state of the CI’s assets (white = state “1” to dark grey = state “3”). In Scenario 1,
a fire starts in room B1-1. Figure 3 shows the average state of each asset over all
simulation runs. The fire caused an outage of all workstations and the server in
building B1. Two applications and services run on this server: CRM and ACC.
Since the ACC service and application is now offline, all the access controls
(triangles) to sensitive areas are affected and don’t operate any more. As a
result, the LNG area, the truck gate as well as two rooms in building B2 can be
accessed without any authorization required.

Fig. 3. Average case result of Scenario 1 (fire in room B1-1).

In Fig. 4, the fire starts in room B2-1 but does not affect all adjacent rooms
equally. The room B2-3, which contains the database server, is only affected
partially because it is more resistant to fire (modelled with a transition proba-
bility of only 20%) and is damaged (i.e., changes to state “3”) in only 44% of
the simulations. As a result, the database server in room B2-3 is less affected
than the application server of the adjacent room B2-4. Due to the damage of
the application server, the SUR and FRM services are shut down, too. Hence,
although the cameras and access controls are still intact, security operators are
no longer able to access the video stream. Therefore, the LNG area and the truck
gate are partially affected and not considered secure any more.

When comparing both scenarios, we see that due to the fire resistance of room
B2-3, fewer assets are in the most severe state “3” and more are only partially
affected (i.e., in state “2”) in Scenario 2. This indicates that using fire resistant
material will lower the overall risk for the CI. However, when computing the
average operational state of the entire CI (i.e., the arithmetic mean over the
states of all assets), we can see that the difference is not significant (1.77 for
Scenario 1 and 1.64 for Scenario 2). Nevertheless, when looking at the worst case
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(which is not depicted here due to space limitations), the average operational
state for the entire CI is much worse compared to Scenario 1, i.e., 2.02 for
Scenario 2 versus 1.86 for Scenario 1. That is, the CI is expected to be partly
affected but likely remain running (“fully operational” = 1 < 1.86 < 2 = “partly
affected”) in Scenario 1, as opposed to be probably affected if not endangered
to be out of order (“partly affected” = 2 < 2.02 < 3 = “outage”).

Fig. 4. Average case result of Scenario 2 (fire in room B2-1).

In our second showcase, we assume that the camera “Cam F” at the truck
gate is hacked by a malicious party and we again compare two scenarios with
1000 simulation runs: Scenario 3, where there is no special security layer in the
OT network, and Scenario 4, where cyber security measures are implemented
to protect the OT network. Due to these security measures, we assume that
the chance for the OT network to be compromised when one of the devices in
the network gets hacked is only 30%, whereas without this security layer, the
OT network is always compromised. In Scenario 3, the compromised camera
“Cam F” caused many other devices in the OT and ICT network to be compro-
mised (cf. Figure 5), which has a crucial effect on the surveillance of the LNG
area and the truck gate (in our showcase, compromised assets are in state “2”,
since they are still functional but might send or display false information). For
this case, the average operational state for the entire CI is 1.47, i.e., more likely
fully functional with some (smaller) chance of being partly affected (1.47 is closer
to state 1 than to state 2).

When looking at Scenario 4, the devices connected to the OT network are
not as easily compromised, leaving them in a much better operational state.
Accordingly, also the average operational state for the entire CI is better, i.e.,
1.16. The advantage of implementing security measures on the network level are
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Fig. 5. Average case result of Scenario 3 (insecure OT network).

even more visible, when we observed the likelihood of individual assets to change
their operational state directly after “Cam F” has been compromised (i.e., after
the initial step of the simulation). Table 2 shows the top five assets, which are
most likely to change their operational state within the next three simulation
steps. From this table, we can see that the likelihood of the top two assets (“OT
Network” and “LNG Area”) is reduced drastically. Hence, the results from the
simulation can also be used to evaluate the implementation of new security
measures or mitigation actions at different assets in the CI.

Table 2. This table shows the top five most likely assets to be affected within the next
three simulation steps after “Cam F” has been compromised (with a 85% probability).

Insecure OT network Secured OT network

Asset name State Likelihood Asset name State Likelihood

OT-Network 2 86.20% Truck-Gate 2 59.80%

LNG-Area 3 85.50% OT-Network 2 26.70%

Truck-Gate 3 78.90% LNG-Area 3 26.30%

IT-Network 2 76.70% Truck-Gate 3 25.00%

Camera-B 2 74.0% IT-Network 2 23.80%

7 Conclusion

In this paper, we presented a tool which allows simulating the propagation of
a threat though a CI’s asset network and estimating the cascading effects of
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that threat. This is achieved by using a formal model building on graph the-
ory, automaton theory and stochastic processes. The main benefit of the app-
roach compared to other methodologies in the literature (cf. Section 2) is that
it combines assets from the physical and the cyber domain, integrates their
interdependecies and thus provides a holistic (or hybrid) view on the cascad-
ing effects. Hence, the results can improve the CI operator’s risk analysis and
risk management processes. We demonstrated the functionality in four scenarios,
describing the effects of physical and cyber threats on a simplified maritime port
infrastructure. Based on these scenarios, it is easy to see that the model can be
quickly adapted to integrate new security measures and estimate their effects
for different incidents. However, one major drawback of the approach is that the
transition probabilities need to be specified for each dependency (i.e., each node
in the graph). For large networks, this can be a laborious task which involves
expert opinions. Thus, a next steps is to integrate a methodology to formalize
this process, making it more efficient and less time-consuming.

Acknowledgement. This work was supported by the European Commission’s
Project SAURON (Scalable multidimensional situation awareness solution for protect-
ing European ports) under the HORIZON 2020 Framework (Grant No. 740477).
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Abstract. Assessing critical infrastructure vulnerabilities is paramount
to arrange efficient plans for their protection. Critical infrastructures are
network-based systems hence, they are composed of nodes and edges. The
literature shows that node criticality, which is the focus of this paper,
can be addressed from different metric-based perspectives (e.g., degree,
maximal flow, shortest path). However, each metric provides a specific
insight while neglecting others. This paper attempts to overcome this pit-
fall through a methodology based on ranking aggregation. Specifically, we
consider several numerical topological descriptors of the nodes’ impor-
tance (e.g., degree, betweenness, closeness, etc.) and we convert such
descriptors into ratio matrices; then, we extend the Analytic Hierarchy
Process problem to the case of multiple ratio matrices and we resort to a
Logarithmic Least Squares formulation to identify an aggregated metric
that represents a good tradeoff among the different topological descrip-
tors. The procedure is validated considering the Central London Tube
network as a case study.
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1 Introduction

Critical infrastructures are prone to disasters, both man-made and natural (e.g.,
see [1–3] in the case of railway infrastructures). Given the potential consequences
of such disasters, it is mandatory to quantify and identify subsystems that are
particularly critical, in that their disruption may cause severe consequences on
the remaining subsystems. In this view, identifying such vulnerabilities is essen-
tial for deciding how to invest resources in order for instance to protect vulnerable
subsystems. This is particularly relevant for critical infrastructure networks (e.g.,
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power networks, railway networks, etc.), where the importance/criticality of a
subsystem may not depend just on the physical characteristics of such subsys-
tems, but also on the complex web of connections and relations that intertwine
such composing elements [4,5]. Assessing critical infrastructure vulnerabilities
is paramount to arrange efficient plans for their protection. Critical infrastruc-
tures are network-based systems hence, they are composed of nodes and edges.
The literature shows that node criticality, which is the focus of this paper,
can be addressed from different metric-based perspectives (e.g., degree, max-
imal flow, shortest path) [6–10]. However, each metric provides a specific insight
while neglecting others. This paper attempts to overcome this pitfall through a
methodology based on ranking aggregation. Specifically, in this paper we develop
a methodology to aggregate topological descriptors based on the Analytic Hier-
archy Process (AHP) [11]: first, we convert the numerical topological descriptors
into ratio matrices and then we extend the Logarithmic Least Squares (LLS)
AHP methodology [12–16] in order to find a least-squares optimal ranking that
is a compromise among the considered ones. It should be noted that the prob-
lem of aggregating rankings has raised some interest in previous research: in [17]
Kendall and Hausdorff distances are used to compare rankings and a median-
based approach is used to identify an overall ranking; in [18] interval ordinal
rankings are considered; in [19] (and references therein) the bucket order prob-
lem is considered, i.e., finding an agreement based on several ranking matrices
with ordinal information. Notice that, in [6], the authors quantify the correlation
of centrality measures with risk levels in Dependency Risk Graphs and provide
an heuristic algorithm to recursively select a subset of nodes based on the cen-
trality measure with the highest correlation. In this paper we approach such a
problem from a different perspective starting from the topological structure of
the infrastructure and looking for those nodes that “optimize” a set of metrics
which are not limited to the centrality ones. In this way, the aggregated ranking
hereby proposed has a number of benefits: (i) being the result of a least-squares
minimization problem, it represents the optimal tradeoff among the considered
metrics; (ii) it provides a numerical characterization of the criticality of each
node; (iii) it is not computationally expensive, as it consists in solving a system
of n linear equations with n unknowns, where n is the number of nodes in the
network. The remainder of this paper is organized as follows: after some nota-
tion, which concludes this section, we present our aggregation methodology in
Sect. 2; then, in Sect. 3 we validate the methodology with respect to a case study,
namely, the Central London Tube network; finally, we provide some conclusive
remarks and future work directions in Sect. 4.

1.1 Notation

We denote vectors via boldface letters, while matrices are shown with uppercase
letters. We use Aij to address the (i, j)-th entry of a matrix A and xi for the
i-th entry of a vector x. Moreover, we write 1n and 0n to denote a vector with
n components, all equal to one and zero, respectively; similarly, we use 1n×m

and 0n×m to denote n × m matrices all equal to one and zero, respectively. We
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denote by In the n × n identity matrix. We express by exp(·) and ln(·) the
component-wise exponentiation or logarithm of a vector or matrix.

2 Aggregating Heterogeneous Rankings

In this section, we describe the methodology adopted to calculate an aggregated
ranking that is representative of several rankings over the same set of alterna-
tives.

2.1 The Approach in a Nutshell

Generally, different ranking criteria capture peculiar elements in terms of node
criticality. Hence, any one of them provides a useful point of view to better
understand the role and the relevance of each node. Consequently, selecting one
ranking criterion while discarding another, may lead to misleading prioritizations
in the protection strategies. To overcome such a limit we propose to aggregate
the different ranking criteria into a single “super-ranking”, i.e., an aggregated
ranking that potentially collects all the different aspects of traditional metrics.
In this view, our main idea is to convert the numerical rankings into square
matrices containing the ratios of the importance of pairs of alternatives, and
then combine them in a least square sense via the Logarithmic Least Squares
Analytic Hierarchy Process (LLS-AHP) methodology [12–16], in order to obtain
an aggregated ranking that is a good trade-off among the available ones. This
approach has the advantage to allow a fair comparison among the criteria, in
that the rankings are compared in terms of ratios of utilities and not in terms
of actual utilities, which may have very different scales. Moreover, the least
squares approach provides clear information on the degree of conflict among the
rankings, in that the smaller the value of the objective function of the least
squares problem is, the more data are in accordance, and vice versa.

2.2 Formal Definition of the Method

Let us consider a situation where we are given m cardinal (i.e., numerical) rank-
ings r(1), . . . , r(m) over the set of n nodes in a given graph. In particular, each
ranking r(i) is an n × 1 vector having positive entries, and r

(i)
j represents the

numerical value or utility associated to the j-th node according to the i-th rank-
ing. In order to obtain an aggregated ranking that is representative for the given
m rankings, our approach is composed of two logical steps: (1) converting the
rankings into ratio matrices and (2) calculating the overall ranking. During the
first step, we convert each ranking r(i) into an n × n matrix W (i) such that the
(u, v)-th entry W

(i)
uv is in the form W

(i)
uv = r

(i)
u /r

(i)
v . In other words, W (i)

uv mod-
els the relative utility or importance of the u-th alternative over the j-th one
according to the i-th ranking. As a second step, we aim at finding the ranking
vector w∗ that solves the following problem.
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Problem 1. Find w∗ ∈ R
n that solves

arg min
w∈Rn

f(w) =
m∑

i=1

n∑

u=1

n∑

v=1

(
ln(W (i)

uv ) − log(wu) + log(wv)
)2

subject to
{
wu > 0, ∀u ∈ {1, . . . , n}.

(1)

The above problem aims at finding the vector w∗ such that the logarithm of the
ratio of its components is the least squares compromise among the logarithms
of the corresponding ratios W

(i)
uv . In other words, Problem 1 aims at finding the

weight wu, to be assigned to each node, such that the ratios wu/wv minimize the
deviation from respect to the ratios W

(i)
uv for the m considered criteria. In order

to solve this problem, which is in general non-convex and may have non-unique
solution, we aim at finding a vector y∗ such that w∗ = exp(y∗), where exp(·) is
the component-wise exponential; in other words, we aim at solving the following
unconstrained problem.

Problem 2. Find y∗ ∈ R
n that solves

arg min
y∈Rn

g(y) =
m∑

i=1

n∑

u=1

n∑

v=1

(
ln(W (i)

uv ) − yu + yv

)2

. (2)

The above problem is easily solved in a closed form. Specifically, being an
unconstrained convex problem, the minimum is attained at y∗ such that, for
all u ∈ {1, . . . , n}, it holds ∂g(y)

∂yu
|y=y∗ = 0. By some algebra, it can be shown

that the optimal y∗ satisfies

m(n In − 1n1T
n )y∗ =

m∑

i=1

log(W (i))1n,

where log(W (i)) is the n×n matrix collecting the logarithm of the corresponding
entries of W (i) (note that we assumed the rankings have positive entries hence
the logarithm is always finite). Note further that matrix n In − 1n1T

n is the
Laplacian matrix of a complete graph and is singular [20]; hence, in order to find
y∗, one may need to resort to a pseudoinverse, i.e., by setting

y∗ =
1
m

(
n In − 1n1T

n

)† m∑

i=1

log(W (i))1n,

where
(
n In − 1n1T

n

)† denotes the left pseudoinverse of n In − 1n1T
n . An alter-

native approach is to solve in an approximated way via the differential equation

ẏ(t) = m(1n1T
n − n In)y(t) +

m∑

i=1

log(W (i))1n

which is known to asymptotically converges to a vector that satisfies the above
singular system of equations [21].



Aggregating Centrality Rankings 61

3 Case Study

Fig. 1. Central London tube map.

In this section, we consider as an example the Central London Tube network
(Fig. 1). Specifically, we represent each station by a node (we consider 50 sta-
tions) and we model by directed edges (178 in total) the connections among
neighboring stations; in particular, we associate to each edge a weight that cor-
responds to the average travel time (in seconds) between its endpoints. In other
words, we consider a graph that is bidirectional (i.e., there is an edge from i
to j whenever there is an edge from j to i) and asymmetric (i.e., the weight
associated to the edge from i to j is different from the weight of the edge from
j to i.) Fig. 2 reports the resulting asymmetric graph, where edges’ color cor-
responds to the average travel time, according to the provided heatmap; notice
that the association between the numerical identifier for each station and the
corresponding name can be found in Table 1. With respect to the aforemen-
tioned graph, we consider some of the most popular centrality measures in the
literature. Specifically, we consider (see [22] and references therein for details):

– In-degree: sum of the weights of the edges incoming at each node;
– Out-degree: sum of the weights of the edges outgoing at each node;
– Betweenness: measures how often a node belongs to the shortest paths

between any pair of nodes. If the graph is weighted then path lengths
depend on the weights. Specifically the betweenness is defined as bu =∑

s,t�=u N
(u)
st /Nst, where N (u)

st is the amount of minimum paths between nodes
s and t passing via node u and Nst is the total number of minimum paths
between nodes s and t.
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Fig. 2. Central London tube map as a bidirectional asymmetric weighted graph,
where weights corresponds to the average travel time (in seconds) between neighboring
stations.

– Pagerank: it is a measure of importance of the nodes that results from a
random walk on the network. Specifically, the random walk is performed with
probabilities that depend on the edges’ weights. If at some point a node has
no outgoing edges, a new random node is chosen. The pagerank measure is
the average time spent at each node during the walk.

– Hubs & Authorities: such metrics are defined together in a recursive way.
The ’hubs-score’ of a node is the sum of the ’authorities-score’ of its neigh-
bors, and vice-versa. Such values can be regarded as the left (hubs) and right
(authorities) singular vectors that correspond to the largest singular value of
the adjacency matrix of the graph.

– Closeness: this metric is based on the inverse sum of the distances from a
node to all other nodes in the graph. Specifically, the closeness is defined as
cu = Au/(Cu(n − 1)), where Au is the number of reachable nodes from node
u (not counting u), n is the number of nodes in the graph, and Cu is the sum
of the distances from node u to all reachable nodes (if the node is isolated
then cu = 0).
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– Eigenvector Centrality: this metric uses the eigenvector corresponding to
the largest eigenvalue of the graph adjacency matrix. The scores are normal-
ized such that the sum of all values is equal to 1.

Overall, we obtain m = 8 (numerical) ranking vectors r(i). In Table 1, we report
the numerical data for each topological descriptor and for the proposed aggre-
gated metric, while in Table 2 we report the ranking of the stations based, again,
on the topological descriptors and on the proposed aggregated metric. In order
to provide an immediate understanding of the above data, we show in Fig. 3
the criticality of each node in the network based on the different metrics via a
red-blue heat-map, i.e., the more the color of the nodes is red the more the value
of the corresponding metric is closer to the maximum value. According to the
figure, the different topological indicators identify very different nodes as the
most important, and that the proposed aggregated metric represents, indeed, a
compromise among the original metrics.

Fig. 3. Visual representation of the nodes’ criticality according to the different topo-
logical descriptors and to the proposed aggregated measure. (Color figure online)
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Fig. 4. Kendall’s correlation between the ranking obtained based on the proposed
aggregated metric and the rankings obtained according to the considered topological
descriptors, considering all stations (Fig. 4a) and considering only the 20 most impor-
tant stations according to the aggregated metric (Fig. 4b).
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Table 1. Nodes featured in the case study with the numerical values of the considered
topological descriptors and of the proposed aggregated centrality.

Id Name In-degree Out-degree Betweeness Pagerank Hubs Authorities Closeness Eigenvector Aggregated

1 Angel 461 502 73.33 0.021 0.018 0.004 0.004 0.003 0.013
2 Baker Street 880 872 455.6 0.037 0.023 0.026 0.005 0.037 0.042
3 BankMonument 1089 1003 468.3 0.046 0.035 0.225 0.005 0.010 0.052
4 Barbican 260 252 54 0.013 0.003 0.020 0.004 0.002 0.009
5 Bayswater 342 310 66.16 0.018 0.001 0.001 0.003 0.001 0.006
6 Blackfriars 262 289 39.5 0.016 0.003 0.004 0.004 0.003 0.008
7 Bond Street 595 618 566.21 0.025 0.033 0.040 0.006 0.064 0.044
8 Cannon Street 186 190 79.16 0.012 0.033 0.006 0.004 0.003 0.011
9 Chancery Lane 239 237 87.86 0.013 0.003 0.016 0.005 0.007 0.012
10 Charing Cross 342 357 88.73 0.016 0.017 0.014 0.005 0.042 0.021
11 Covent Garden 230 217 22.73 0.012 0.003 0.003 0.005 0.019 0.009
12 Edgware Road 529 467 196.83 0.025 0.008 0.011 0.005 0.015 0.020
13 Embankment 500 501 236.90 0.022 0.030 0.063 0.005 0.032 0.035
14 Euston 264 267 120.56 0.013 0.006 0.005 0.005 0.011 0.013
15 Euston Square 290 305 140.90 0.014 0.007 0.004 0.005 0.005 0.018
16 Farringdon 418 434 73.33 0.019 0.013 0.003 0.004 0.003 0.012
17 Gloucester Road 317 351 90.66 0.016 0.001 0.001 0.003 0.002 0.007
18 Goodge Street 235 239 7.13 0.012 0.004 0.006 0.005 0.023 0.009
19 Great Portland Street 328 348 162.00 0.015 0.009 0.010 0.005 0.011 0.017
20 Green Park 1024 1037 819.89 0.039 0.071 0.052 0.007 0.090 0.069
21 High Street Kensington 381 348 51.33 0.019 0.000 0.001 0.003 0.001 0.004
22 Holborn 525 533 244.52 0.025 0.006 0.006 0.005 0.023 0.021
23 Hyde Park Corner 283 285 158.83 0.013 0.014 0.023 0.005 0.026 0.021
24 St Pancras 1027 980 322.40 0.042 0.005 0.020 0.005 0.008 0.027
25 Knightsbridge 360 333 89.50 0.016 0.006 0.005 0.004 0.009 0.013
26 Lancaster Gate 297 357 141.16 0.017 0.002 0.002 0.004 0.005 0.010
27 Leicester Square 409 407 101.64 0.019 0.010 0.013 0.005 0.050 0.021
28 London Bridge 155 153 0.00 0.009 0.051 0.010 0.004 0.003 0.000
29 Mansion House 245 220 26.66 0.015 0.002 0.006 0.004 0.002 0.007
30 Marble Arch 294 262 213.16 0.014 0.006 0.007 0.005 0.019 0.016
31 Marylebone 220 225 0.00 0.012 0.006 0.006 0.004 0.014 0.000
32 Moorgate 446 473 178.33 0.022 0.073 0.013 0.004 0.004 0.022
33 Notting Hill Gate 433 452 87.00 0.024 0.001 0.000 0.003 0.001 0.006
34 Old Street 432 380 54.00 0.019 0.004 0.028 0.004 0.002 0.012
35 Oxford Circus 968 899 529.20 0.037 0.039 0.056 0.006 0.093 0.058
36 Paddington 371 398 127.50 0.021 0.004 0.003 0.004 0.004 0.011
37 Piccadilly Circus 572 572 128.55 0.024 0.031 0.034 0.006 0.074 0.035
38 Queensway 282 253 76.16 0.015 0.000 0.001 0.004 0.002 0.005
39 Regents Park 340 350 58.72 0.015 0.022 0.019 0.005 0.035 0.021
40 Russell Square 322 327 80.00 0.015 0.007 0.003 0.005 0.008 0.012
41 Sloane Square 373 380 124.50 0.016 0.011 0.008 0.004 0.010 0.016
42 South Kensington 551 583 158.66 0.024 0.004 0.006 0.004 0.005 0.015
43 St James Park 294 283 51.66 0.013 0.025 0.015 0.005 0.021 0.018
44 St Pauls 315 314 75.00 0.017 0.057 0.011 0.004 0.005 0.017
45 Temple 274 283 104.83 0.015 0.014 0.008 0.004 0.009 0.015
46 Tottenham Court Road 471 491 245.21 0.022 0.013 0.011 0.006 0.052 0.026
47 Victoria 501 512 219.16 0.022 0.020 0.033 0.005 0.032 0.030
48 Warren Street 392 411 186.70 0.018 0.016 0.013 0.005 0.034 0.024
49 Waterloo 695 770 359.63 0.029 0.192 0.043 0.005 0.023 0.049
50 Westminster 620 609 508.06 0.025 0.039 0.086 0.006 0.044 0.047
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In order to validate the above intuition, we calculate the Kendall’s correla-
tion coefficient1 between the ranking obtained based on the proposed aggregated
metric and the rankings obtained according to the considered topological descrip-
tors, as shown in Fig. 4; specifically, we show in Fig. 4a the correlation over the
entire set of nodes, while Figs. 4b displays the correlations obtained considering
the 20 most important nodes according to the aggregated metric. As shown by
the figures, it can be noted that the correlations obtained over the whole set of
nodes are all less than 0.1 in magnitude, while limiting to a subset of the 20
most important nodes the correlations with most metrics further reduce, except
for the eigenvector centrality, which reaches a correlation of 0.2. Overall, the
above results suggest that the proposed index, by aggregating different metrics,
assigns a criticality to the nodes that can not be exhaustively explained by any
of the original metrics. In fact, by looking at Fig. 3, it can be noted that the
most influential nodes according to the proposed aggregated metric are indeed
represented by the union of the most influent nodes according to all the different
topological descriptors (although we observe that the high importance assigned
to some peripheral nodes based on the closeness, in-degree and out-degree crite-
ria is reduced in the aggregated metric.

4 Conclusions and Future Work

In this paper we provide a novel methodology to aggregate heterogeneous crit-
icality indices for critical infrastructure networks in order to obtain an overall
aggregated ranking that represents a good trade-off among the different metrics.
Such an index can be the basis for implementing protection strategies that are
not driven by a single factor but consider at the same time multiple facets of node
criticality. The main idea is to convert the metrics in ratio matrices and then
compute an aggregated metric by means of a generalization of the Logarithmic
Least Squares Analytic Hierarchy Process technique to the case of multiple ratio
matrices. The experimental results show that the proposed approach assigns

1 Given two pairs of values (ai, bi) and (aj , bj), we say they are concordant if both
ai > aj and bi > bj or if both ai < aj and bi < bj ; similarly the pairs are discordant
if ai > aj and bi < bj or if ai < aj and bi > bj . If ai = aj or bi = bj the pairs
are neither concordant nor discordant. Given two vectors a ∈ R

n and b ∈ R
n, the

Kendall’s correlation index [23] τ is defined as

τ =
C − P

n(n − 1)/2
,

where C and P are the set of concordant and discordant pairs (ai, bi) and (aj , bj),
respectively. When b is a permutation of the components of a, the Kendall’s tau can
be interpreted as a measure of the degree of shuffling of b with respect to a, between
minus one and one. In this sense τ = 1 implies a = b, while τ = −1 represents the
fact b is in reverse order with respect to a. The closer is τ to (minus) one, therefore,
the more the two rankings are (anti-) correlated, while the closer is τ to zero the
more the two rankings are independent.
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large relevance to the most influential nodes according to the single indices; yet,
the resulting criticality cannot be exhaustively explained by any of the origi-
nal metrics thus requiring further investigation. Future work will follow three
main directions: (i) we will consider different graphs over the same set of nodes
(e.g., structural graph, flow graph,. etc.) in order to take into account, at the
same time, both structural and dynamical characteristics of the network; (ii) we
will extend the framework by implementing a multi-criteria decision procedure
to weight differently the different topological descriptors, in order to obtain a
synthetic metric that reflects the preferences of stakeholders or decision-makers;
(iii) we will inspect the possibility to prioritize ordinal information over cardi-
nal information, extending the framework in [24] to the case of multiple ratio
matrices.

Acknowledgements. This work was supported by INAIL via the European Safera
project “Integrated Management of Safety and Security Synergies in Seveso Plants”
(4STER).
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Abstract. Recent advances in data analytics prompt dynamic
data-driven vulnerability assessments whereby data contained from
vulnerability-alert repositories as well as from Cyber-physical System
(CPS) layer networks and standardised enumerations. Yet, current vul-
nerability assessment processes are mostly conducted manually. However,
the huge volume of scanned data requires substantial information process-
ing and analytical reasoning, which could not be satisfied considering the
imprecision of manual vulnerability analysis. In this paper, we propose to
employ a cross-linked and correlated database to collect, extract, filter and
visualise vulnerability data across multiple existing repositories, whereby
CPS vulnerability information is inferred. Based on our locally-updated
database, we provide an in-depth case study on gathered CPS vulnerabil-
ity data, to explore the trends of CPS vulnerability. In doing so, we aim to
support a higher level of automation in vulnerability awareness and back
risk-analysis exercises in critical infrastructures (CIs) protection.

Keywords: Cyber-physical system security · Vulnerability analysis ·
Correlated database management · SCADA

1 Introduction

Assessing vulnerabilities supports analytics-based decision-making processes to
protect cyber-physical systems (CPSs) such as those prevalent in Critical Infras-
tructures (CIs), in order to focus on specific risks with varying degrees of impact-
severity. The notion of risk remains elusive, as evidenced by the increasing inves-
tigations on CI security operations centres (SOCs) where analysts employ var-
ious detection, assessment, and defence mechanisms to monitor security events
[1]. Normally, SOCs involve multiple automated security tools such as network
vulnerability scanners and CVSS1 calculator, combined with analysis of data

1 https://www.first.org/cvss/specification-document.
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contained and produced by CPS operations as well as alerts retrieved from vul-
nerability repositories such as Common Vulnerability Exposure (CVE)2. The
security operators need further to forecast the match between these vulnerabil-
ities and the state of intricate CIs layer networks, while prioritising patching
investments using an accurate and a streamlined vulnerability-scoring mecha-
nism [10]. This process is illustrated in Part (a) of Fig. 1, which shows the central
role of security operators in SOCs and their need for support to keep pace with
dynamically evolving vulnerability-alert repositories.

Fig. 1. Vulnerability analysis trends for cyber-physical system.

2 https://cve.mitre.org/.

https://cve.mitre.org/
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However, CPS vulnerability analysis faces two challenging issues:
(a) Subjective and Human-Centred Process: Existing vulnerability analysis

approaches like CVSS calculator [3] require subjective and manual input, based
on qualitative judgments of vulnerability properties such as exploitability, scope
and impacts. Relying on individual experts’ knowledge could introduce recurrent
costs, subjective evaluations and contradicting outcomes. Nevertheless, security
operators of CI also need to obey limited budget restrictions, and consider the
limited computing resources of CPSs networks.

(b) Static Vulnerability Analysis Lifecycle: Static analysis poses a limitation
in security management of safety-critical systems such as CPSs, as malicious
attempts may use new exploits that occur between successive analysis milestones
[4]. On the contrary, dynamic vulnerability analysis allows mitigations to occur
within the time interval that span the discovery and disclosure of vulnerabilities,
and giving time for vulnerability patches to be available and deployed before the
release time of exploits.

In our research, we propose to support a dynamic vulnerability-analysis app-
roach, as shown in Part (b) of Fig. 1. The proposed streamlined approach employs
cross-linked database management techniques to analyse data retrieved from
multiple vulnerability-alert repositories with emphasis on CPS network compo-
nents. This data analysis can be further combined with correlation techniques to
produce both component-level and system-level vulnerability instances. Subse-
quently, retrieved vulnerability instances feed a rule-based scoring system using
common industrial scoring standards such as CVSS, to derive a vulnerability-
severity score automatically. We suggest to substitute offline, costly, error-prone
and subjective vulnerability analysis processes with an automatic, accurate and
data-evidenced approach, to improve situation awareness and to support security
decision-making mechanisms. Based on this novel method, we did an in-depth
case study of CPS vulnerability, to provide insights of the trends in CPS vulner-
abilities in the context of CIs protection.

2 Related Works

Security assessment automation in CPS systems is evidenced by the plethora of
definitions on Cyber-Threat Intelligence (CTI) in the literature, with an objec-
tive to overcome some notorious flaws in manual processes [9]. A recent trend in
CPS vulnerability analysis uses computational intelligence approaches, such as
graph-based and text-driven mining techniques.

Advances in formal semantics and data visualisation models have been widely
used in graph-based applications for CPS security [2,5]. Tree structures, directed
graphs and logic diagrams fall into this category. Tree-structured analysis and
graph-based methods differ in the semantic of nodes and edges. But many of
the previous studies mainly focus on certain vulnerabilities exploited by specific
threat types, such as DoS [6]. However, risk analysis of a complex CPS may
involve various vulnerabilities across highly-interdependent components of CPS.
Current security-related data is mostly text-based, and appear in three types,
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namely unstructured, semi-structured and structured data. However, graph-
based approaches are not suitable to deal with text-based data.

On the other hand, other techniques have been studied and reported to sup-
port text-data driven information processing. Tools like cve-search3 (referring to
a Web interface and an API to CVE repository) and Open Vulnerability and
Assessment Language (OVAL) are some of the efforts investigated to identify
and manage CPS vulnerabilities effectively in a vendor-independent manner,
while enabling a certain level of automation. Whereas, it is also desirable to
define vulnerability indexes to help with a better categorisation and analysis of
vulnerabilities, as well as to automate the analysis process by translating nat-
ural language statements found in vulnerability reports into machine-readable
formats, as a supplement to automatically generate prevalent topics in vulner-
ability disclosure [10,12]. A more relevant work employs information-retrieval
techniques to facilitate keyword identification, such as malware detection fea-
tures from researcher papers [7]. However, these models focus on attack-steps and
corresponding prerequisites in vulnerabilities instead of the vulnerable nature of
the system.

Our method provides near real-time risk-monitoring through an information-
fusion approach with multiple input vulnerability-repositories to provide up-
to-date information, to extract relevant data for vulnerability analysis. This
approach contrasts with traditional rigid management portfolios, which may
tolerate security gaps and exploits occurrence beyond disclosure limits.

3 CPS Vulnerability

Typically, a CPS includes a cyber, a control and a physical process layer. The
control layer features a network of operational technology (OT) components
to coordinate and synchronise operations. The control centre provided by cyber
layer incorporates an informational technology (IT) network of workstations and
servers, including application and data-store servers. Therefore, each CPS asset
confines data from software and physical components, while each component
generates data from a list of vulnerability instances.

Considering the power grid as an example, it is a typical CPS empowered by
a Supervisory Control and Data Acquisition (SCADA) control and monitoring
system to efficiently optimise power generation, transmission and distribution
processes [8]. The physical process consists in this case of a power-flow regulated
by junction-busbars and power-generation sources. The control layer includes a
network of microprocessor-controlled physical objects, such as remote terminal
unit devices (RTUs) and programmable logic controllers (PLCs), which interface
with physical process sensors. Master Terminal Unit (MTU) is another SCADA
control-layer element that concentrates data gathered from RTUs. Thus, the
control layer relays measurements from sensors that interact with field devices
such as power-transmission lines and transformers, to remote control centres.

3 https://www.circl.lu/services/cve-search/.

https://www.circl.lu/services/cve-search/
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Control centre applications process these measurements to support operational
power-flow decisions to balance the supplied and demanded power flows.

Systems and softwares that are adopted in the digitalised power industry
are interconnected. Meanwhile, more vulnerabilities have emerged due to the
interconnections among systems. Considering the nature of CPS, we define a
component to be either an application software (e.g. a PLC firmware program),
a hardware (e.g. a PLC), a network (e.g. a network based on Modbus protocol),
or an operating system (e.g. a Linux-based server). A software is embedded in a
hardware, and is physically influenced by the hardware, for instance electricity
supply. Different vulnerabilities might contribute to threats that bring differ-
ent levels of impact, through different levels of losses in confidentiality, integrity
and availability (CIA) triad. For example, an outdated software might contain
flaws in source code. Such flaws might result in bypass threats materialised by
code-injection attack. A hardware is vulnerable by having no physical-access
protection, which might be used by an attacker to gain information (e.g. files
store in the hardware) through unauthorised USB access, for example. A net-
work protocol without encryption is vulnerable, which might result in threats like
information (e.g. data-flows) leakage or man-in-the-middle (MITM). Attackers
could trigger a privilege escalation or network reconnaissance attacks by mak-
ing use of such protocol vulnerability. An operating system (OS) may expose to
denial of service (DoS) threats due to resource management errors, which could
be exploited by buffer overflow attacks. Most attacks happen in software or net-
work environment. Whereas, a successful attack may also impact the hardware
where exploited software is embedded.

4 Cross-linked and Correlated Vulnerability-Database

Wepropose correlated databasemanagement techniques in vulnerability-data pro-
cessing to discover CPS vulnerabilities and their attributes, to derive a multi-level
vulnerability analysis from both component-perspective and asset-perspective,
and to visualise the connection between vulnerability, threat and attack. Our
research agenda mainly includes three steps, as further analysed below.

4.1 Step1: Vulnerability Database Preparation

We apply information fusion algorithms to extract attributes of vulnerabili-
ties from multiple repositories into one local database, including vulnerability-
instance repositories and security-related standard enumerations. According to
the Coordinated Vulnerability Disclosure (CVD) guide [11], vulnerability report
documents or vulnerability records could be found typically with some formal
identifier, e.g. CVE ID. A published vulnerability report has zero or more associ-
ated vendor records, preliminary analysis of reported vulnerability severity using
CVSS, and some other pertinent metadata. Using CVE ID as index, we build
a database of vulnerability reports containing the base reports from CVE, as
well as the cross-references from multiple repositories leading to corresponding
manufacturer websites and standardised enumerations.
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4.2 Step2: Cyber-Physical System Asset Database Preparation

CPS asset information are extracted from multiple repositories using information
retrieval algorithms, including manufacturing websites and system configuration-
related enumeration like CPE and Common Configuration Enumeration (CCE)4.
CVE and NVD have been recognised as valuable resources for large-scale secu-
rity analysis. Some other available security-related data could be gathered from
online forums such as ExploitDB5 and SecurityFocus6. To guide cybersecurity
analysis process, a number of open standards are advocated to enumerate system
configuration, weakness categorisation and attack categorisation. These stan-
dards include product dictionary Common Platform Enumeration (CPE)7; weak-
ness taxonomy from Common Weakness Enumeration (CWE)8; attack patterns
from Common Attack Pattern Enumeration and Classification (CAPEC)9. Each
of these standards have its own syntax and semantics.

4.3 Step3: Correlation Between Asset-Data and Vulnerability-Data

Knowledge-based reasoning approaches are applied to automatically abstract
vulnerability attributes for concept-modelling and information-correlation. Fea-
tures of different vulnerabilities are abstracted and updated with up-to-date vul-
nerability repositories, and then clustered into vulnerability instances which are
stored in a Standardised Vulnerability Database. Meanwhile, component features
including component properties, component versions, etc., are also abstracted to
be stored in Asset Database. Information from the two databases are queried
and correlated, to generate an Asset-based Vulnerability Database.

5 Evaluation and Discussion

In this section, we use our proposed vulnerability-search technique to gain
insights about threat landscape in CPS environments via an experimental study
conducted using relevant Python APIs.

5.1 Case Study Setup

Following the steps introduced in the previous section, we start by setting-up
a vulnerability database that is inherently synchronised with multiple on-line
vulnerability-reports repositories. Our database is built on top of cve-search
Python API10, which brings together CVE and enhancing NVD repositories

4 https://cce.mitre.org/.
5 https://www.exploit-db.com/.
6 https://www.securityfocus.com/.
7 https://cpe.mitre.org/.
8 https://cwe.mitre.org/index.html.
9 https://capec.mitre.org/.

10 https://github.com/cve-search/cve-search.

https://cce.mitre.org/
https://www.exploit-db.com/
https://www.securityfocus.com/
https://cpe.mitre.org/
https://cwe.mitre.org/index.html
https://capec.mitre.org/
https://github.com/cve-search/cve-search
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into a local MongoDB system that can handle large unstructured data. When
the local MongoDB engine starts running, it is kept synchronised on hourly basis
with feeds from repositories data, as shown in Fig. 2.

Fig. 2. Security reports from synchronised cross-linked vulnerability-databases

Subsequently, we retrieve CPS-relevant vulnerability instances, that we fur-
ther cross-reference against a variety of sources including industry-standard CPE
used to reveal operating systems, hardware and software information. Other
cyber-security sources may also be enclosed in the data fusion process, namely
CWE which expand the information-set about the vulnerability regardless the
affected product instance, and CAPEC, which provides a dictionary of known
attack patterns used by adversaries to exploit the discovered vulnerabilities.

The testing data set we used as a case study are retrieved till the 7th of July,
2019. The CVE database checked on 7th of July 2019 contained 123 687 entries,
CPE contained 261 112 entries, CWE entries included 719 elements from CWE,
and CAPEC included 463 elements.

We tested our correlated and cross-linked database method with four CPS
asset types, namely RTU, MTU, PLC and HMI/SCADA. The four asset types
are selected as they are core assets in Critical Infrastructures (CIs) CPS control
systems. Next, we report the results obtained from querying our correlated local
database to extract CPS assets vulnerability trend, as well as the analysis results
about threat types that could exploit these CPS assets.
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5.2 Case Study Results

We use our local vulnerability-databases that are kept synchronised on hourly-
basis to generate security reports, which reveal CPS vulnerability trends across
correlated feeds from third-party sources.

(a) CPS Vulnerabilities: We first look at CPS assets’ vulnerability instances.
Total vulnerability instances amount of each CPS are mapped to the years from
2000 till 2019, considering that CVE discloses vulnerabilities since 1999 till now,
as shown in Fig. 3. Compared to MTU and RTU, more vulnerabilities of PLC
and HMI/SCADA have been disclosed, especially in the past 6 years.

Fig. 3. CPS vulnerability totals trend

Then we look at the severity level of CPS assets’ vulnerabilities. Part
(a) of Fig. 4 shows vulnerability-instance bar charts and average CVSS-
score line, where the reported vulnerability instances related to RTU, MTU,
PLC, HMI/SCADA are 22, 28, 78, and 138 instances respectively. Although
HMI/SCADA reveal the largest amount of vulnerability reports, their aver-
age severity-score is not the highest. This is contrasted against the average
CVSS base-scores of reported vulnerability instances in RTU, MTU, PLC,
HMI/SCADA, which are 8.15, 6.26, 6.60, and 6.87 respectively. The average
vulnerability score for overall CPS is 6.97 (approximately 7.0), which refers to
“High” severity11. According to the documentation of CVSS v2.0, we mapped
each CVSS base-score of vulnerability instances to the qualitative severity rating
scale, and concluded that most of these vulnerability instances are evaluated as
Medium or High severity, as illustrated in Part (b) of Fig. 4.

11 https://www.first.org/cvss/v2/guide.

https://www.first.org/cvss/v2/guide
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Fig. 4. Vulnerability reports and CVSS score for CPS assets

(b) Threat Types and Vulnerability Categories: We correlated CVE-ID
against the threat categorisation provided in www.cvedetails.com to retrieve
the threat types that a vulnerability instance may be exposed to. Note that
a vulnerability could be exposed to more than one threat types. Three threat
types, namely Execute Code, Denial of Service, and Overflow, appear to be the
most typical ones that might materialise into attacks targeting CPS assets, as
shown in Fig. 5.

Fig. 5. Threat types targeting CPS assets

Subsequently, we show the results of crosschecking CVE-ID against the weak-
ness categorisation provided in CWE to obtain a list of weakness types. How-
ever, there are multiple ways of weakness categorisation in CWE, and different
CWE-IDs might refer to the same vulnerability type. Therefore, we gather all

http://www.cvedetails.com
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the related weakness descriptions, and extract common topics from gathered
data. As a result, we get six topics to represent the most common weakness
types of CPS, including Input Validation weakness, Authentication weakness,
Access Control weakness, Resource Management weakness, Code Quality weak-
ness, and Data Exposure weakness. Vulnerability categories of reported instances
are shown in Fig. 6. It could be seen that the weakness type Access Control
appears with highest frequency in CPS assets.

Fig. 6. Vulnerability categories for CPS assets

C) Vulnerable CPS Asset Components and Affected Vendors: From
asset configurations, we retrieve their component information for each reported
vulnerability. An example is the reported vulnerability CVE-2013-2810 12

in RTU-vulnerability, from which we obtain six CPE metadata records,
such as “cpe:2.3:o:emerson:dl-8000-remote-terminal-unit-firmware:2.30” and
“cpe:2.3:h:emerson:dl-8000-remote-terminal-unit”. By default, a vulnerable
software or operating system makes the embedding asset also vulnerable. Based
on CPE naming specification, we further acquire detailed information of vulner-
able components, such as component type (where “h” refers to hardware device,
“o” refers to operating system, “a” refers to software application), vendor, com-
ponent name, component version, etc. We calculate the amount of vulnerable
components in two ways. One way is to sum-up only the component instances
but ignore the different versions. The other way is to take into consideration
the different versions and view them as different vulnerabilities. Adopting both
ways leads to some interesting results, referring to asset-level vulnerabilities, as
shown in Fig. 7. Although application software and operating systems are the
main source of vulnerability, there might be larger number of hardware devices
embedding those vulnerable components.

12 https://cve.mitre.org/cgi-bin/cvename.cgi?name=CVE-2013-2810.

https://cve.mitre.org/cgi-bin/cvename.cgi?name=CVE-2013-2810
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Fig. 7. Number of vulnerability components in CPS Assets

We further retrieve the vendor information for each reported vulnerability,
and ranked the vendors based on the total amounts of affected products. The
most distinct vendors are listed here. RTU vendors Schneider Electric SE and
Yokogawa Electric Corporation have 14 and 8 affected products separately. MTU
vendors Cisco Systems Inc. and F5 Networks Inc. have 29 and 17 affected prod-
ucts separately. PLC vendors Schneider Electric SE and Siemens AG have 138
and 32 affected products separately. HMI/SCADA vendors Schneider Electric
SE and General Electric Company have 23 and 14 affected products separately.

6 Conclusion

In this paper, we motivated the need for, and the promises driven by corre-
lated database management approaches to deal with semi-structured vulnerabil-
ity data and also to address trends in vulnerability-analysis. We introduced a
method to cross-check and correlate multiple vulnerability repositories through a
step-by-step analysis. We built our local vulnerability database that is inherently
synchronised with heterogenous security-related repositories and we employed
information fusion techniques to extract relevant information. In doing so, we
applied computational intelligence techniques to support classification of vul-
nerability categories and related threat types. We presented some results of the
proposed approach as a case study that investigates vulnerability trends at both
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CPS asset-level and component-level. The results we achieved could be obtained
through manual processes, but it is more time-consuming and less accurate. By
applying our methods, we managed to (a) offer a dynamic CPS-focused vul-
nerability analysis from several online repositories to assist operators evaluating
up-to-date CPS vulnerability trends in order to reduce existing security man-
agement gaps, (b) narrow further the risk-window induced by discovered vul-
nerabilities, and (c) increase the level of automation in vulnerability analysis. In
future works, we plan combine other computational intelligence techniques, to
improve vulnerability evaluation at various levels of CPS architecture.
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Abstract. Consequences of climate change, like more frequent extreme weather
events, are major challenges for urban areas. With diverse approaches for adapta-
tion strategy development available to cities, comparability with respect to risks,
vulnerabilities, and adaptation options is limited. The lack of standardized meth-
ods and approaches to prioritize and select appropriate adaptation options restricts
the exchange of best practices between cities.

This paper presents the application of a vulnerability analysis for the city of
Bratislava, Slovakia. It describes how the approach was employed to analyze the
effects extreme precipitation has on the road network and reports on how different
stakeholders were involved in the process, how relevant data was employed for the
assessment, and which results were produced. Based on this process description,
typical problems, resulting method adaptations, and lessons learned are described.

Keywords: Risk analysis · Vulnerability assessment · Climate change · Critical
infrastructure protection · Climate change adaptation

1 Introduction

Climate models project robust differences in regional climate characteristics between
the present-day state and global warming scenarios with average temperature increases
of 1.5 °C and 1.5 °C to 2 °C. These differences include significant increases in mean
temperature in most land and ocean regions (high confidence), hot extremes in most
inhabited regions (high confidence), heavy precipitation in several regions (medium
confidence), and the probability of drought and precipitation deficits in some regions
(medium confidence). [1] Urban population centers and their critical infrastructure com-
ponents are increasingly vulnerable to extreme events related to these changing cli-
mate characteristics [2], especially fluvial and pluvial flooding, flash floods caused by
heavy precipitation, temperature extremes, as well as thunderstorms and other heavy
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storms [3]. This is also true for the City of Bratislava, capital of Slovakia and home
of approx. 430,000 residents, that already suffers from a temperature increase of 2 °C
since 1951 and an increase of total annual precipitation amounts. The storms that hit
the city today bring as much as 10% more precipitation compared to average records
from the previous century. Heatwaves and droughts have been appearing with increased
frequency and severity in the last three decades [4].

With an even higher degree of extreme weather events to be expected, Bratislava
decided to take part in the EU-H2020 project “RESIN – Climate Resilient Cities and
Infrastructures” [5]. RESIN was a research project investigating climate resilience in
European cities. Through co-creation and knowledge brokerage between city decision-
makers and researchers, the project developed tools to support decision-makers in design-
ing and implementing climate adaptation strategies for their local contexts. Specifi-
cally, Bratislava decided to apply “IVAVIA – Impact and Vulnerability Analysis of Vital
Infrastructures and Built-up Areas”, a standardized process for the assessment of cli-
mate change-related risks and vulnerabilities in cities and urban environments that was
developed as part of RESIN.

This paper describes the process and key findings of the Bratislava city case. The
IVAVIA process was applied over the course of 18 months, contributing key elements
to the “Climate Change Impact Atlas of Bratislava” [4].

The paper continues with introducing the background of risk-based vulnerability
analysis and a brief description of the IVAVIA process (Sect. 2). It then presents an
in-depth description of the application of IVAVIA to assess the risk pluvial flooding,
a major threat for the City of Bratislava, poses to its road infrastructure (Sect. 3), and
concludes with a short summary of the lessons learned and an outlook on further research
steps (Sect. 4).

2 Background

2.1 State of the Art: Impact and Vulnerability Analysis

Several methods and tools for risk analysis exist, with the “Words into Action Guidelines
for National Disaster Risk Assessment” from the United Nations Office for Disaster
Risk Reduction giving a comprehensive overview for the most frequently employed
approaches [6].

On behalf of the German Federal Ministry for Economic Cooperation and Devel-
opment, Deutsche Gesellschaft für Internationale Zusammenarbeit (GIZ), together with
Adelphi and EURAC, developed the Vulnerability Sourcebook [7] in 2014, based on the
Fourth Assessment Report of the IPCC. In 2017, the same authors provided a Risk Sup-
plement [8] to the Vulnerability Sourcebook, based on the changes promoted in the Fifth
Assessment Report [9] to provide guidance for indicator-based vulnerability and risk
assessments. In this method, the usually massive amount of information and data about
hazards, exposure, vulnerability, and other risk components is simplified by aggregating
it to index scores (i.e. a number out of a full score), which are subsequently combined
(e.g. using weighted arithmetic/geometric mean) to present risk levels as a single score.

In contrast, the German Federal Office of Civil Protection and Disaster Assistance
(BBK) employs a multi-criteria impact and likelihood analysis based on risk matrices,
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an instrument also promoted as an ISO standard [10]. In this approach, impacts and
probabilities of hazard scenarios are estimated (e.g. based on historical data or simulation
models) and classified by defining threshold values for the different impact/probability
classes, i.e. in which value range do potential impacts/probabilities have to lie to be
classified in a certain way. Typically, risk matrices have four to seven impact classes and
a similar number of probability classes. For any combination of impact and probability,
a risk level or class (BBK: very high, high, intermediate, low) is determined. Both
determining the thresholds and assigning risk levels requires political decisions that have
to be taken with extreme care: It requires deciding when a certain number of fatalities
is regarded as ‘moderate’ or ‘significant’ and which risk level requires which type of
reaction, or, more simply put, which risk level is acceptable and which is not.

If no (or not enough) information or means for carrying out an indicator-based multi-
criteria analysis is available, expert elicitation approaches might be employed. Here,
individuals with a good understanding of the various components of disaster risk compo-
nents of the area under study conduct a qualitative analysis using their expert judgements.
The “Risk Systemicity Questionnaire” developed during the “Smart Mature Resilience
project – SMR” [11] and the “UNISDRDisaster Resilience Scorecard for Cities” [12] are
recently developed expert elicitation approaches. Both employ spreadsheet- and/or web-
based questionnaires to elicit knowledge from experts and combine the gathered infor-
mation into comprehensive overviews, e.g. by assigning scores to predefined answers
and visualizing them using spider charts.

Other research projects investigated climate change-oriented resilience in European
cities too: The project “Reconciling Adaptation, Mitigation and Sustainable Develop-
ment for Cities – RAMSES” [13] developed methods and tools to quantify the impacts
of climate change and the costs and benefits of adaptation measures to cities, while
the project “Smart Mature Resilience – SMR” [14] aimed at developing a resilience
management guideline to support city decision-makers in developing and implementing
resilience measures.

The RESIN project developed practical and applicable methods and tools to support
decision-makers in designing and implementing adaptation and mitigation strategies for
their local contexts and in a participatory way. One of these methods is the risk-based
vulnerability assessment methodology IVAVIA, which combines the indicator-based
method from the original Vulnerability Sourcebook with the multi-criteria impact and
likelihood analysis by the BBK.

2.2 IVAVIA: A Process for Impact and Vulnerability Analysis of Vital
Infrastructures and Built-Up Areas

The IVAVIA process consists of seven modules in three stages: the qualitative stage, the
quantitative stage, and the presentation of the outcome. Each module consists of three
to six individual steps.

The modules and steps are described in detail in the IVAVIA Guideline document
[15], with the more technical details of the process and reference information being cov-
ered by the IVAVIA Guideline Appendix. A more detailed explanation of the method-
ology with brief descriptions of example applications in Bilbao, Spain and Greater
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Manchester, UK can also be found in [16]. Here, only the key elements of IVAVIA will
be introduced briefly.

The central element of the qualitative stage of IVAVIA are impact chains. They
are cause-effect models describing the elements that contribute to the consequences a
given hazard has on an exposed object (see Fig. 1). Each element of an impact chain
is to be described in a qualitative way by specifying attributes1. Usually, impact chains
are developed during collaborative workshops with domain experts. As a result, impact
chains are not exhaustive, but describe the common understanding of these experts.

Fig. 1. Impact chain for the hazard-exposure combination “pluvial flooding on road infrastruc-
ture” in the city of Bratislava. Hazards and drivers in blue, exposed object in grey, coping capac-
ity in green-blue, sensitivity in green, and impacts in orange. Rectangles: attributes; Hexagons:
indicators. (Color figure online)

For each attribute defined in an impact chain, measurable indicators need to be iden-
tified and associated data needs to be gathered. To ease the indicator selection process,
established directories of standard indicators should be employed, for example, the annex
of the Vulnerability Sourcebook ([7], pp. 14–17) or the annex of the Covenant ofMayors
for Climate and Energy Reporting Guidelines ([17], pp. 61–67).

Communicating a multitude of complex, multi-dimensional indicators in a compre-
hensive way can be extremely complicated. Therefore, the calculated indicator values
are normalized (e.g. via min-max normalization [18]), weighted, and aggregated (e.g.
using weighted arithmetic mean [18]) to composite scores for different risk components.

Subsequently, risks are estimated. If sufficient historical data about impacts and
occurrences of hazards for the definition of damage functions is available, these are used

1 Attributes are inherent characteristics of the objects under analysis, such as sensitivity and coping
capacity; they are the basis for determining indicators.
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to estimate potential consequences, which are then classified using discrete, ordinal
classes (e.g. “insignificant”, “minor”, or “disastrous” for impacts and “very unlikely”,
“likely”, and “very likely” for probabilities). The resulting impacts and probability pairs,
i.e. the risk scores, are then assigned to discrete, ordinal risk classes using a risk matrix.

If not sufficient historical data about past consequences and occurrences of hazards
to derive damage functions is available, an alternative approach is to employ the avail-
able data to define aggregated hazard and exposure indicators as described in the Risk
Supplement of the Vulnerability Sourcebook [8]. For example, data about flood depth
and velocity can be combined to a single hazard indicator, while data about population
density in flood-prone areas and exposed build-up area can be combined to an exposure
indicator. These can then be combined with the composite risk components calculated
to a single risk score.

3 Analyzing Risks and Vulnerabilities Regarding Climate Change
for Bratislava

3.1 Situation in Bratislava

The City of Bratislava, capital of Slovakia, lies in the southern part of the country, which
has suffered from a temperature increase of 1 °C since 1988. Higher temperatures in
warmer seasons have led to increased evapotranspiration, which results in occasional
but heavy rainfall. However, southern Slovakia has suffered an almost 20% decrease in
total annual precipitation and serious drought have been occurring almost every year
since the 1990s [19]. A more complex analysis on intensity and length of warm and cool
weather spells in the period 1951–2017 shows a continuous increase of above-normal
temperature warm spells while below-normal cold temperature spells are continually
decreasing [20].

Bratislava’s sectoral master plan on management of sewage water and rainwater
sewage systems dates back to 2008 and is not suited anymore for the amount of urban
development that occurred in the past 10 years, which resulted in an increase of imper-
meable land-cover. As a result, underpasses and whole street segments are often flooded
after substantial rainfall, resulting in blockages and traffic jams.

To tackle these and other climate change-related issues, Bratislava committed itself
to the Mayors Adapt initiative in 2014 and in the same year completed the EU Cities
Adapt program with a climate change adaptation strategy. In 2017 an action plan to
implement adaptation measures was developed. However, both the adaptation strategy
and the action plan are based on a qualitative vulnerability assessment. Therefore, a new
quantitative assessment applicable for spatial planning and permission procedures for
development projects needed to be conducted.

3.2 Applying IVAVIA in the City of Bratislava

Following the IVAVIA process as described above, the assessment started with the iden-
tification of the most pressing climatic hazards for the city, i.e. heatwaves, droughts, and
pluvial flooding, followed by a kick-off meeting with stakeholders from several depart-
ments of the municipality as well as external experts including health and environmental
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authorities, the Slovak Hydrometeorological institute, and other organizations operating
in the area of health, sewage water management, and drinking water provision. The goals
of this meeting were to introduce the participants to the methodology and design initial
impact chains.

The initial workshop yielded three impact chains covering the effects of heatwaves
and pluvial flooding on health and quality of life as well as droughts on green infrastruc-
ture. These were later on supplemented by two additional impact chains covering the
effects of pluvial flooding on buildings and road infrastructure (see Fig. 1). During the
initial workshop, the participants were not given explicit guidance on potential attributes,
resulting in the identification and definition of more than 90 different potential attributes
across all impact chains, mostly based on experience and knowledge of the participating
stakeholders.

Therefore, the identified attributes underwent a thorough review to filter out unsuit-
able and duplicated attributes, re-categorize attributes to correct for misunderstandings
(e.g. participants identified “low implementation of building-level adaptation measures
for reducing the impacts of rainfall” as a sensitivity attribute), and reducing the number
of attributes to a more manageable amount in order to facilitate result validation. Fol-
lowing this process, initial indicators for each attribute where defined and required data
identified.

The subsequent months focused on data acquisition: For each indicator the avail-
able data, its spatial and temporal resolution, its data format, and the necessary licensing
agreements were identified. This included data from the Slovak Statistical Office on bor-
ough level, published annually in the statistical yearbook, as well as data by the National
Healthcare Information Centre of the SlovakRepublic and the SlovakHydrometeorolog-
ical institute. In addition, Bratislava City and local research partner Comenius University
in Bratislava processed their own data sources as well as open source data (e.g. from
OpenStreetMap [21]) to calculate indicator maps. For example, a digital elevation model
of Bratislava was used to identify existing and potential drainage basins and their outlets
using hydrological and terrain modelling tools. This drainage basin model was then used
to identify critical terrain depressions by vectorising the raster output and identifying
the lowest sections of the drainage basins with depths up to 1 m. This information was
subsequently used to calculate different indicators, e.g. “density of terrain depressions
per borough” or “length of infrastructure exposed to terrain depressions”. This method
has also been used in [22], p. 73f. Figure 2 shows part of the combined drainage basin
and terrain depression model with identified critical sections of transport infrastructure
and high-density terrain depression zones.

Other calculated indicators include pressure on the sewage system from the amount of
surrounding impermeable area and estimated amount ofwater coming from impermeable
areas into the combined sewage system, groundwater level depth, pressure on the sewage
system based on population density in every borough and drinking water consumption
in households, availability of different types of implemented adaptation measures, and
share of (semi-)permeable areas.
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Fig. 2. Elevation model with analysis of drainage basins and terrain depressions, showing also
zones of high density of terrain depressions (in yellow) – used for creating exposure indicators.
Source: [4]. (Color figure online)

Single indicators were normalized using min-max normalization and combined
to composite indicators for sensitivity, coping capacity, exposure, and hazard using
weighted arithmetic mean. Initially, an expert judgment approach was to be employed
for selecting indicator weights, reflecting the perceived importance of indicators. How-
ever, this process was judged as too subjective by the participants and subsequently,
weights were chosen based on the results of a correlation analysis, allocating lower
weights for indicators that were correlated to correct for statistical effects.

The resulting composite indicators were visualized as choropleth maps (see Figs. 3
and 4) and validated by experts. Afterwards, the composite sensitivity and coping capac-
ity indicators where combined to a vulnerability indicator (see Fig. 5, left), which in turn
was combined together with the exposure and hazard indicator (see Fig. 4) to a final risk
indicator (see Fig. 5, right). These results were in turn validated by local experts based
on historic occurrences of flooding events.

3.3 Results

The assessment approach employed in Bratislava differs from the process description
in Sect. 2 in that risk are not estimated based on a multi-criteria impact and likelihood
analysis but using an indicator-based approach as described in [8]. This is due to the
limited amount of historical records about hazard occurrences and related impacts, which



90 D. Lückerath et al.

prohibits the definition of robust damage functions and the estimation of likelihoods.
However, a non-probabilistic assessment for the present situation can be conducted with
the indicator-based approach. In the future these results can easily be expanded to a
probabilistic assessment.

The results of the assessment show for all impact chains that the city center located
in the “Stare Mesto” (Old town) borough and the adjacent boroughs such as the more
urbanized “Ružinov” and “Petržalka” usually yield the highest scores for vulnerability
and risk (see Fig. 5). Themore peripheral city boroughs have a rather rural character, with
the majority of their area covered by permeable land-use or the Danube river running
on their territory. These kinds of land use effectively mitigate the negative impacts of
pluvial flooding, which is reflected in the assessment. The only exemption in this regard
is the peripheral “Čunovo” borough. Although infrastructure density is relatively low
here, the infrastructure that is located here is often affected by terrain depressions.

Fig. 3. Choropleth maps, left: Sensitivity of road infrastructure to torrential rain; right: Coping
capacity of road infrastructure to torrential rain. Source: [4].

With regard to themorphology of the city area, several boroughs are strongly affected
by the vicinity of the Male Karpaty (Small Carpathians) mountain range in the north and
northwest. Although the vicinity of the mountains is an asset in mitigation of extreme
heat, the terrain also creates natural drainage basins which accumulate precipitation and
channel it into the lower and more urbanized sections of the boroughs at the foothills.
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The results of the vulnerability assessment were compiled into an Atlas that has been
created with the aim to provide useful information for city administration practitioners at
all levels, local research institutions, as well as practitioners from private sector (such as
architects, landscape architects, and development companies) and be also a supporting
tool to decision-makers and policy makers across all scales – borough, city, regional, as
well as government level. Besides more than 90 choropleth maps (displaying borough
level assessments), there are finer thematic maps showing possible combinations of
different indicators, which can be used as stand-alone tools in spatial planning and
evaluation of investment projects.

Fig. 4. Choropleth maps, left: Exposure of road infrastructure to torrential rain; right: Hazard
indicator for torrential rain. Source: [4].

The city will include the visual outputs into its open map portal after a public
consultation process and a formal acceptance of the Atlas by a resolution of the City
Parliament.
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Fig. 5. Choropleth maps, left: Vulnerability of road infrastructure; right: Risk of torrential rain
on road infrastructure. Source: [4].

4 Conclusion and Lessons Learned

This paper presented a case study on a climate change impact and vulnerability analysis
for the City of Bratislava, Slovakia. It shared some background on the state of the art
for impact and vulnerability assessment and gave a brief introduction to the applied
methodology. The paper described the initial situation in Bratislava at the outset of the
process and detailed the application of the assessment methodology exemplarily for the
effects of extreme rainfall on the road infrastructure in Bratislava.

While the initial goal of conducting an indicator-based vulnerability assessment
followed by a multi-criteria impact and likelihood analysis could not be met due to
lack in historical records, it was possible to conduct a non-probabilistic indicator-based
assessment that reflects the present conditions in Bratislava. After further validation of
the results by public consultation processes, a probabilistic assessment covering different
climate change scenarios is planned, availability of sufficient historical records provided.
This assessment should also employ a higher (i.e. sub-borough) resolution to enable
detailed planning of adaptation options. This iterative refinement approach is in line
with how impact and vulnerability analyses for climate change should be understood:
as a continuous process with regular, frequent updates and adjustments accommodating
new developments and newly available data.
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In addition, applying the methodology in Bratislava showed the need for a
European – or even globally – unified reference indicator set for impact and vulner-
ability analysis in urban areas with standardized temporal/spatial resolution and scope
as well as standardized data structures to enable comparability between different urban
areas and facilitate development of better supporting tools. The availability of reliable,
sufficiently extensive data sources is a serious problem that limits the applicability of
probabilistic assessment methodologies (see also BBK [22], p. 94, right box).

Nonetheless, non-probabilistic assessments are highly valuable for a multitude of
stakeholders in urban areas. Developing cause-effect models with experts from different
municipal departments facilitates joint understanding and better communication of com-
plex climate change-related issues. Discussing these issues across different departments
and stakeholder groups can also pave the way for other processes that enable a better
assessment in the future. For example, as a result of applying IVAVIA in Bratislava,
the Office of the Chief City Architect was invited to join a working group developing a
GIS portal for Bratislava that can be employed for further refinement of the assessment
results.

The results presented in the Atlas will be an important tool for identifying where
to implement adaptation measures listed in the action plan for climate change, e.g. sus-
tainable drainage systems, bio swales, green retention trenches and infiltration basins,
rain gardens, or increased permeable paving. On a city-wide level, more initiative needs
to be taken in terms of strategic land-use planning by incorporating the results of the
assessment into the new master plan. While the city can do this in public spaces, private
property owners also need to be incentivized to take action. For example, the city pro-
vides municipal grants of up to 1,000 e to encourage the implementation of adaptation
measures in households, such as upgrading buildings with sustainable drainage systems
or other nature-based approaches for rain water retention.
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Abstract. ICT-enabled smart grid devices, potentially introduce new cyber vul-
nerabilities that weaken the resilience of the electric grid. Using real and simulated
PV inverters, this work demonstrates how cyber-attacks on IEC 61850 communi-
cations to field devices can force an unstable state, causing voltage oscillations or
overvoltage situations in a distribution grid. An automated resilience mechanism
is therefore presented, combining intrusion detection and decentralised resilient
controllers, which is demonstrated to assure stable operation of an energy system
by counteracting cyber-attacks targeting embedded PV inverters.

Keywords: Cyber security · Smart grids · Resilient control · Intrusion response

1 Introduction

Thiswork investigates a novel protection schemeagainst cyber-attacks, basedondomain-
specific modelling of the physical features of an electrical distribution system where
embedded PV inverters are dynamically controlled tomanage power and voltage outputs.
Many cyber-physical infrastructures use the well-established Supervisory Control and
Data Acquisition (SCADA) paradigm, with a central control instance and numerous
logical connections to field devices. This work focuses on power grid infrastructure,
which is a typical example for that paradigm. With the introduction of participants such
as renewable energy generators, new connections to participants are being deployed, and
an emerging concern is the rapid increase in field devices that require communications.
At the very least, this is required for remote monitoring, but it is also highly desirable
to support parameter configuration to enable a range of grid management applications.
However, integrating such capabilities increases the cyber-attack surface, presenting a
risk that controls may be tampered with, resulting in instabilities.
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In this work, a use-case is considered where photovoltaic (PV) inverters are remotely
controlled via IT network connections to a central distribution system operator (DSO)
system. The controller in this case aims to facilitate improved voltage management for
distribution lines that have a high proportion of distributed embedded generation. The
components of the control loop are thus distributed across subsystems, interlinked via
SCADA communications. The specific problem investigated is to enable this control
system to detect a cyber-attack, and automatically react to mitigate physical effects in
the electrical grid. For this scenario, a resilient controller (RC) is developed that pro-
tects the field devices from malicious parameter changes. In parallel, a domain specific
SCADA intrusion detection system is developed that uses deep packet inspection to
detect manipulated device communications. A realistic physical laboratory demonstra-
tion environment is used to show how a novel combination of these two approaches can
be integrated to ensure system stability during a set of cyberattack scenarios. The main
research contributions of this work are as follows:

• Resilient control theory is deployed in a real environment, supporting decisionmaking
for real-time response.

• An active intrusion response mechanism integrates with physical system controls in
real-time, going beyond previous passive SCADA IDS approaches.

• Validation in a realistic testbed, comprising hardware linked to a simulated grid
environment, interconnected via IT.

2 Related Work and Motivation

Previous work investigating cyber-attacks in cyber-physical systems often models or
demonstrates physical effects caused by deliberate interference in the cyber domain.
However, research gaps remain regarding: (1) detailed system implementations demon-
strating specific cyber-attacks executed to cause direct physical effects; (2) attack
mitigation methods to respond to cyber-attacks.

Regarding the first gap, the literature typically addresses the problem from a system
modelling perspective [1]. In doing so, it is possible to reveal detail about the impact on
electrical parameters across a grid model, such as the IEEE n bus system models [2].
However, such studies primarily reveal effects and constraints pertaining to grid stability,
with the issue of cyber security being a motivation, rather than part of the experiments. A
fewpapers take this further by investigating attacks via software/hardware co-simulation.
E.g., Hahn [3] introduces a testbed to explore vulnerabilities and physical effects, show-
ing how voltages, flows, and generation could be adversely affected by simple DoS
attacks. Such studies remain focused on problem identification.

Regarding the second gap, proposed solutions typically focus solely on cyber or
physical aspects. One approach is to reduce the problem of intrusion detection to an
“anomaly detection” problem [4]. This often happens in isolation from the cyber domain,
and the practicalities of real-time deployment are not generally considered. A weakness
is that whereas alerts can be generated, it is difficult to map alerts to consequences in



Intrusion Resilience for PV Inverters 99

the physical domain. The question arises, how to translate alerts into mitigation actions
in the physical domain? To address these issues, this paper investigates a combination
of two main components: resilient control and intrusion detection.

Resilient control has gained a lot of interest in recent years. Research on the topic
is conducted in different areas, such as control theory, power systems, and security.
Resilient control systems can achieve an acceptable level of operational performance
and state awareness in the presence of random, malicious, or unexpected disturbances
[5]. Urbina et al. [6] define a common taxonomy for the different areas in the field
of resilient control. This discussion will focus on power systems. On the substation
level, Isozaki et al. [7] show how an adversary can manipulate a centralised tap changer
control in the substation to cause voltage violations or to reduce the output power of PVs.
Furthermore, they present a detection algorithm, which increases the resilience of the
system by improving the operational performance during an attack. At a lower level of
the power grid, Teixeira et al. [8] show how a microgrid with a quadratic voltage droop
control for PVs can be attacked but no mitigation methods are proposed. The resilient
control strategies introduced in this paper are active on the PV level, but in contrast to [8]
the commonly used piecewise linear voltage droop control is considered. Furthermore,
PVs are protected against attack on the droop law setpoints.

From a cyber-security viewpoint, Genge et al. [9] whitelist allowed traffic and detect
prohibited connections based on general information such as IP address, port number and
protocol. However, such traditional techniques cannot interpret application layer data
to provide information about physical system states. Yang et al. [10] introduce model
based detection methods for IEC61850. Caselli et al. [11] adopt discrete-time Markov
chains to detect anomalies, and Yoo et al. [12] use one-class support vector machines
to learn normal behaviours. However, most research focuses on how to detect attacks,
with less attention on how to apply the results to provide mitigation. Recent work has
emerged investigating intrusion response systems (IRS) whereby automated actions are
applied to mitigate detected attacks. Literature on IRS focuses mainly on traditional
IT [13], while IRS in cyber-physical use-cases are broadly unaddressed. He et al. [14]
demonstrated that an automated IRS could significantly improve the reliability of cyber-
physical systems. Qi et al. [15] investigate distributed energy installations that operate
smart inverters and propose mechanisms to automatically respond to cyber-attacks, but
the proposal is not supported by an implementation. Li et al. [16] propose algorithms for
identifying optimal solutions against cyber-attacks, but mainly focus on how to make a
decision (as a response) for cyber-attack(s).

3 Selection of the Smart Grid Scenario

Three broad types of control loop are present in today’s digitalised distribution system:

1. Local loops with sensor, controller and actuator in close proximity. E.g., maximum
power control of an inverter, or substation voltage control with on-load tap changer.
Such loops are common and operate autogenously. Changes must be made on-site.
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2. Local control loops with interfaces for remote configuration and monitoring. E.g.,
communication interfaces to distribution-level generators above a certain power
rating. The number of control loops in this category will increase in the coming
years.

3. Remote control loops, with dedicated sensor-controller/controller-actuator telecom-
munications. Due to their time-critical nature these are usually avoided.

The second category is chosen for further study in this work, as it is expected to be the
most widely applied concept in future and is widely representative. The scenario that is
now developed focuses on residential inverters. To avoid grid congestion, distributed
energy resources such as PV and battery systems are required to provide so-called
ancillary services to the power system. In a distribution grid scenario, the most relevant
ancillary service is voltage control, with the aim to maintain line voltages within the
technical specifications EN50160. For example, the use of PV inverters to provide a
voltage control service is realised using droop control, with the voltage at the connection
point used as input and a droop law changing the unit’s reactive power as shown in Fig. 1,
based on the voltage at the feeding point (see also EN50438:2013).

The configuration of the droop law is typically done on installation of the unit.
However, it is proposed that the four supporting points of the droop law shown in Fig. 1
are updateable remotely using an IP-based communication network. In this scenario
a controller is placed in a secondary substation, which supports communication using
the IEC 61850 protocol. The controller uses measurements from the low voltage grid
to gain the voltage level and variations. It is able to adjust the voltage level using an
on-site MV/LV on-load tap changer transformer. However, its relevant functionality in
this context is that it also updates the settings for reactive power control for the PV
inverters. It does this on a regular basis by transmitting aQ(U) function, via IEC 61850,
consisting of four support vectors (see Fig. 1). This function defines the control gain
of the proportional reactive power controller implemented in the inverters. Malicious
changes in this gain can result in significant voltage limit violations or oscillations.

Reactive Power Q

U

Unom
Qmax

Qmin

Voltage

Medium Voltage

Secondary 
Substation
Controller

Inverter

Load

Low voltage distribution network

Fig. 1. Low voltage grid scenario and Q(U) of PV inverters to support the local line voltage.
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4 Automated Intrusion Resilience

A unified mechanism is now proposed for automated intrusion resilience. The proposed
approach assumes that intrusions are possible, thus shifts the emphasis towards resilience
of the underlying control loops and system behaviour. Note that the emphasis is on
protecting the physical operation of the grid compared to traditional IRS approaches
that focus on mitigation in the cyber domain [13]. Therefore, Sect. 4.1 identifies the
physical properties and models of the investigated scenario that can be used to verify
that a new droop law yields a stable grid operation and to mitigate effects of malicious
changes. Section 4.2 describes a custom intrusion detection approach to interact with
resilient control components and how each component interoperates.

4.1 Resilience Control

A resilient controller (RC) is proposed to increase the robustness, safety, and security
of local controllers with remote action interfaces. Hence, each PV inverter has a local
resilient control module, which checks the commands. Although the module increases
the inverter’s resilience towards attacks and faults, it also limits the remote controllability.
Therefore, the module must be designed so the control centre can achieve its control
requirement and simultaneously reduce potential damage.

Fig. 2. Intersection between droop and power system law. (Color figure online)

The PV has an anti-islanding system [17] that obtains a Thévenin equivalent of the
grid from the PV’s local perspective. The Thévenin equivalent consists of a constant
voltage source Vth and total grid impedance Zth = Rth + j Xth (see upper right corner
of Fig. 2). The model of [18] for the PV inverter is adopted and it is assumed that the
voltage at the Point of Common Coupling V0 < θ is close to the Thévenin voltage Vth � 0,
i.e. V0 ≈ Vth, sin θ ≈ θ and cos θ ≈ 1.

Hence, it is verified that the droop law received from the control centre yields a steady
state voltage, which is inside the allowed voltage range. Moreover, it is also verified that
the new droop law is stabilising, i.e. it does not induce oscillations of the reactive power.
This leads to two resilient control rules:
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Rule 1 (Voltage Prediction with the Thévenin Equivalent): With the Thévenin
equivalent the relationship between the reactive power Q0 injected in the grid and the
PV voltage V0 of the PV under the active power injection P0 is expressed as

Q0 ≈ 1

Xth
(V0 − Vth)V0 − Rth

Xth
P0

This power system law is used to predict the steady state voltage V0, called V pred
0

by finding the intersection with the new remotely commanded droop law (see Fig. 2).
After finding V pred

0 a range check is performed to see if the new droop law yields an

acceptable steady state voltage: Vmin ≤ V pred
0 ≤ Vmax. If not, the new droop law is

disregarded. Note, for applying this rule it is assumed that the droop law yields stable
dynamics, which is checked by the following rule.

Rule 2 (Stability of the Droop Law): If the gain k of the droop law (slope of the orange
line in Fig. 2) exceeds a certain critical gain kcrit the droop law destabilises the grid.
Unstable here means that the reactive power starts to oscillate between the maximum
and minimum reactive power possible. This might damage the PV inverter over a longer
period of time. To avoid instability the gain of the new droop law is compared with the
critical gain and if k > kcrit the droop law is rejected.

The crux is to find kcrit . Here two methods are presented to obtain estimates of the
critical gain. The first method uses the Thévenin equivalent and is a conservative version
of the circle criterion [19]. The critical gain is obtained as

kcrit = Vth Xth

R2
th + X2

th

and it has the advantage of being locally available, i.e. theThévenin equivalent is obtained
at the PV level without any other information. This critical gain is a heuristic value
because the dynamics of all other PVs are disregarded by using the steady-state Thévenin
equivalent of the grid and a conservative version of the circle criterion.

The second method uses the multivariate circle criterion [19]. Here, the Thévenin
equivalent is not used, but the grid as a whole. After linearizing the grid equations of
the reactive power and voltage, the multivariate circle criterion is used to obtain an
estimate of the critical gain for all PVs. The advantage is that an estimate with a more
solid theoretical foundation is obtained, but it is not possible to obtain the estimate in a
completely decentralised fashion, since some knowledge of the whole grid is required.
In the experiments in Sect. 5, the first method to estimate the critical gain is used.

4.2 Intrusion Detection and Resilience

The proposed IDS is custom-designed for IEC61850 based SCADA communications,
and consists of two layers: local intrusion detection and global intrusion detection. Local
units are placed at strategic points to monitor network traffic as shown in Fig. 3. These
units apply whitelist, signature detection, and stateful analysis approaches. This is moti-
vated due to the common use of legacy devices, unencrypted communications, and
unauthenticated devices typically found in power systems in real-world.
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Whitelist defines authorised connections and allowedoperations, so anyunauthorised
connection or operation can be detected. Signature detection is used to detect known
cyber-attacks at an individual packet level. Stateful analysis investigates traffic over
the time by inspecting flows rather than packet-by-packet analysis. As an IEC 61850
interpreter is implemented in our IDS, the IDS can inspect application data and store
the status information. The IDS will alert if a violation has been detected. Local units
provide alerts and the status information to the global centre. The global centre provides
high-level intrusion detection based on alerts and reports collected across all units. The
global centre can identify inconsistencies by applying stateful analysis and anomaly
detection on the global view of the network. The global centre can identify:

(1) Man-in-the-middle attacks (MITM): packets are diverted to a wrong destination,
(2) Manipulation: inconsistency or data change in a packet at a point of the network,
(3) Injection: packet identified that is not at the closest local unit of the originator,
(4) Drop: if any packet has failed to arrive at the closest local unit of the destination.

The global centre also provides additional information such as original data that are
manipulated, what devices are under attack, status of interested devices, etc. Intrusion
resilience is enabled by integrating intrusion detection and resilient control, which inter-
act to share information as shown in Fig. 3. The RCs are placed alongside devices to
verify commands and are responsible for device protection. IDS alerts allow RCs to
define and enact fine-grained policies against attacks and failures.

Fig. 3. Intrusion detection and resilience

Table 1 summarises examples of IDS alerts and RC actions. The IDS will alert an
attack to relevant RCs. If possible, original data will be provided and RCs can determine
whether to adopt the original data or not. By exchanging information between RCs and
IDSs, the IDSs can keep track of the RCs’ evaluation of the droop laws and alert suspi-
cious setpoints at an early stage. These interactions can be defined as rules depending on
systems. The connection between the global centre and RCs enables reaction to attacks
in the distribution grid to maintain voltage stability.
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Table 1. IDS alerts and RC actions.

Attacks IDS (Alert to RC) RC (Action)

Illegal
connection

Connection Timestamp, IP/Port Reject commands and
disconnect the connection (if
possible)

Commands Timestamp, IP/Port,
Commands

Reject commands

Disconnection Timestamp, IP/Port Apply normal rules

Man-in-the
Middle
(MITM)

Start Timestamp, IP/Port/MAC Disconnect the connection (if
possible) and apply strict rules

Manipulation Timestamp, IP/Port/MAC,
Original Commands

Reject manipulated commands
and take the original
commands

Injection Timestamp, IP/Port/MAC,
Injected Commands

Reject injected commands

Drop Timestamp, IP/Port/MAC,
Dropped Commands

Take the dropped commands

Stop Timestamp, IP/Port/MAC Apply normal rules

5 Testbed and Experiments

The testbed used to develop and validate the presented approach consists of a coupled
simulation of a power distribution and communication grid infrastructure, linked to
laboratory and field equipment [20]. This comprises three systems, shown in Fig. 4: a
distribution grid simulation, a physical PV inverter, and a communication network.

Fig. 4. Communication and power network setup used in the experiment.
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DIgSILENT PowerFactory is used to simulate a rural distribution grid consisting of
one medium to low voltage transformer, 13 households and 4 PV inverter systems. The
PV systems are connected to the Smart Low Voltage Grid Controller (SLVGC) [21],
which measures the remote voltage levels and creates reactive power setpoints in the
form of Q(U) characteristics for the PV inverters. The distribution grid is simulated
with typical household loads and typical PV generation of a sunny spring weekday. To
assess the IDS and RC, a real battery inverter is integrated to the coupled simulation. The
resulting Power-Hardware-in-the-Loop (PHIL) setup uses a three phase Spitzenberger
& Spies power amplifier (G in Fig. 4), representing the grid connection point, controlled
by voltage values from one of the simulated nodes. Two impedances (line impedance
240 m�, 480 µH and load impedance 70.5 �) connect the 2.5 kVA battery inverter to
the power amplifier. This PHIL set-up is driven by the real-time PowerFactory simu-
lation and also integrates the inverter into the communication system by its SunSpec
communication interface. CORE and AIT Lablink are used to emulate the ICT network
and the communication between power grid simulator and the real-world inverter. Under
normal operation, the inverters feed (surplus) PV power to the distribution grid. In case
the voltage at the feeding point rises over a certain point as specified in the droop law,
reactive power is consumed to counteract the voltage rise. This experiment represents a
distribution grid use-case with low load and strong PV generation. Like real low voltage
distribution grids, the testbed is dimensioned so the default droop law voltages do not
rise more than 3% over a nominal value of 230 V.

5.1 Voltage Oscillation Attack

Experiments showed that a voltage oscillation attack can be triggered by an intruder by
changing setpoints of the Q(U) characteristic sent from the SLVGC. The Q(U) curve
of an inverter (Fig. 5A) describes its voltage support behaviour. It tells the inverter the
deviation of the phase angle between voltage and current – in this case proportional to
the current node voltage. Depending on the impedance of the PV’s connection point, the
voltage can be influenced by changing this phase angle and the reactive power.
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Fig. 5. Typical (A) and attacked Q(U) characteristics (B, C). The high gain in (B) causes
oscillations, the inverted curve (C) results in amplification of voltage variations.
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An attacker could aim to increase the characteristic gain of the inverter (B in Fig. 5),
to cause local oscillation of the inverter around voltage V0. To achieve this in the testbed,
an MITM attack is executed with a custom written code that can intercept and modify
IEC 61850 messages to modify the gain settings. The effects of the reactive power
oscillation and the grid voltage oscillation are depicted in Fig. 6. By implementing a RC
locally at each PV, the oscillation attack can be prevented. Before applying the received
Q(U) droop law, it will be checked with Rule 1 and 2 of the RC (see Sect. 4.1). In case
of the oscillation attack, the gain of the droop law approaches infinity and therefore it
will trigger Rule 2, which checks the stability of the new droop law. When the Rule 2
is triggered the new droop law is rejected and the PV stays with its current droop law.
Hence, the attack is automatically mitigated and no oscillations will occur (see dotted
lines in Fig. 6). As the stability of a new droop law is judged based on local knowledge,
less extreme gain settings which still result in oscillations can also be detected.

Fig. 6. Laboratory measured effects of the oscillating attack to the PHIL-connected inverter.

5.2 Over-Voltage Attack

The second attack scenario is caused by an MITM attacker who modifies the setpoints
of the Q(U) characteristic transmitted by the SLVGC controller. The attacked curve
is depicted as (C) in Fig. 5. By inverting the reactive power curve in the inverters, a
knowledgeable attacker could force any attacked inverters to revert their reactive power
flow. This naturally leads to an omission of the voltage support and a further increase
of an already high voltage. With knowledge of this system behaviour, an attacker could
provoke such a situation in times of high PV infeed and thus lead the local voltage
levels to exceed the voltage limits (e.g. EN 50160). This would cause the inverters to
disconnect from the grid immediately. Figure 7 shows the measured effects of this attack
in the laboratory PHIL experiment. At time 0 – when the attack happens – the already
high grid voltage rises even further because of the inverse reactive power characteristic.
The physical inverter as well as the simulated inverters are attacked and contribute to
the voltage rise with a time shift of around two seconds due to interface delays. It can
also be seen how the observed physical inverter reduces its reactive power support as
the voltage rises. After reaching a level of 253 V, the physical inverter disconnects (or
rather ramps down) after 1.2 s for safety reasons. This results in a sudden drop in voltage,
which afterwards increases again due to the other attacked inverters.
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Fig. 7. Laboratory measured effects of the MITM attack to the PHIL-connected inverter. The
attack happens at time 0.

The over-voltage attack has two critical consequences: it results in high grid voltages
and a sudden loss of PV power. If many units are attacked, this can even have a strong
impact on frequency stability. Depending on individual controller implementations of
the PV units, it would also be possible to provoke large-scale active power oscillations.
Using the interactions described in Table 1 (MITM “Manipulation”) the IDS detects the
manipulated data in the network and provides alerts to the RC at the real-world inverter
(Fig. 4, bottom right). Upon receipt of alert information, the RC will use stricter rules.
In this experiment that means it will no longer accept new commands received through
the network as long as the MITM attack is active. Here, the combination and interaction
of IDS and RC preserves the grid operability and performance even though the attack
was successful due to vulnerabilities in the cyber domain. Figure 7 shows two different
runs of the scenario. The solid lines show the previously described instabilities that
occur when the attack is allowed to succeed. The dotted lines show continued normal
operation, whereby the RC determines that it will ignore newly received setpoints based
on alert information from the IDS.

6 Conclusion

Many new services are expected to emerge as the digitalization of energy infrastructure
continues. It is essential that new services can be integrated without risking the resilient
operation of the power system due to cyber vulnerabilities. As a result, there is a signif-
icant challenge to understand how cyber vulnerabilities might be used to compromise
resilience, and to develop solutions to ensure stable operation when integrated IT sys-
tems are attacked. In this work, an intrusion resilience mechanism has been proposed
towards enabling an automated response to cyber-attacks against a realistic distribution
grid use-case. The use-case focuses on maintaining voltage stability in a distribution
system that uses local control loops for remote configuration and monitoring to support
local voltage control. The presented approach has been developed in a testbed com-
prising a distribution grid simulation, a communications network, and physical power
system equipment. As shown in Sect. 5, the testbed is highly realistic and combines
IP-based real-world communication configurations with a mixed real-world and simu-
lated power distribution setup. Contributions are made beyond studies such as [3] which
focus on understanding the potential physical implications of advanced targeted attacks,
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without investigating mitigation. Contributions are also made compared to IRS solu-
tions such as [13], aimed only at classic IT infrastructure. Finally, a practical solution
is realized beyond the comprehensive, yet theoretical, investigations in cyber response
and resilience technologies for smart grids presented by [14] and [15].
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Abstract. Adisruption in one critical infrastructure can quickly lead to cascading
effects in several other ones.Much research has been done to analyze dependencies
between different critical infrastructures, but little is known about how to mitigate
escalation and cascading effects across several critical infrastructures, i.e. how
to develop collective critical infrastructure resilience. This research presents the
results of 15 simulation-games where groups of 6 to 8 field experts from different
sectors were challenged to collaboratively manage a disruption in the payment
system that quickly affected food distribution, fuel distribution, transport, health
care et cetera. Teams discussed possible strategies, which next were implemented
in a computer simulation. Teams could influence the sequence of events on 4
decision points during a 10 day scenario, and play the same scenario several
times to test alternative solutions. Each simulation-game session lasted a full
day. Data analysis involved the recorded team discussions as well as computer
simulation logs of the implemented decisions and their impacts. The results show
how escalation and the severity of cascading effects largely depends on the quality
of the early crisis response and not so much on the initial disruption. Also, it is
shownhowcross sectorial collaboration is required.Responseswhere groups focus
too much on cascading effects in one area lead too poor overall performance for
society at large. Groups tend to overbalance their mitigating strategies initially,
until they arrive at a more balanced strategy that covers challenges in several
different critical infrastructures from an integral perspective.

Keywords: Critical infrastructures · Resilience · Gaming-simulation ·
Cross-sectorial collaboration

1 Introduction

Resilience of interdependent infrastructures increasingly depends on collaborative
responses from actors with diverse backgrounds that may not be familiar with cas-
cade effects into areas beyond and outside the own organisation or sector. Our ongoing
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research project aims to create insight in how critical infrastructure disruptions that
create cascading effects in several other critical infrastructures can be collaboratively
mitigated. The context of our study is disruptions in the payment system. A severe dis-
ruption of the payment system may cause that citizens experience problems to acquire
food, fuel or medicine. In addition, transport companies may also be dependent on the
payment system to get hold of fuel. When these immediate issues are not addressed
or when the measures are not properly communicated, uncertainty may grow in soci-
ety, which may create further escalation such as hoarding or an increased risk of safety
and security problems. As the exact interplay between these cascading events is both
uncertain and dynamic, affected actors such as food stores, petrol stations, pharmacies,
transport companies, security companies, government and media may have a hard time
to develop a well-aligned response.

A simulation-game has been developed to gain a deeper understanding of how cas-
cading effects of a payment solution develop; to explore what mitigating actions can
be identified as well as to learn how these mitigating actions interrelate and impact the
escalation of the disruptions scenario as a whole. A particular challenge for societal
actors is that their response might worsen escalation.

In earlier publications of our study, the focus has been on the development of the
scenario (i.e. which cascading effects might occur) [1], what important design choices
were identified when developing the simulation-game [2] and how they have been han-
dled [3, 4]. This publication is the first paper where output of the simulation-games is
presented regarding what kind of mitigating actions have been identified and how their
combined impact influences the escalation scenario.

Innovative collaborative responses have been identified in the playing sessions
that might be valuable in a real disruption. Challenges in the cross-sectorial response
involve arranging availability of payment options, securing good flows, performing crisis
communication and maintaining safety and security.

The outline of the paper is as follows. After presenting related research on cas-
cading effects across different critical infrastructures and studying critical infrastructure
resiliencewith simulation games (Sect. 2), our research design is presented (Sect. 3). The
4th section contains the research results. Finally a discussion (Sect. 5) and conclusion
(Sect. 6) complete the paper.

2 Background

2.1 Cascading Effects of Critical Infrastructure Disruptions

Societies rely on well-functioning critical infrastructures such as Energy, Informa-
tion and Communication Technology, Water Supply, Food and Agriculture, Healthcare,
Financial Systems, Transportation Systems, Public Order and Safety, Chemical Indus-
try, Nuclear Industry, Commerce, Critical Manufacturing, and so on [5]. When one or
more critical infrastructures break down or provide only limited service, large numbers
of citizens, companies or government agencies can be severely affected [6, 7]. Break-
downs can be caused by internal factors (human or technical failure), external factors
(nature catastrophes, terror attacks) or by failures of other infrastructures as there are
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many dependencies between critical infrastructures [7]. Energy and Information Tech-
nology or Telecommunications are well-known event-originating infrastructures that
generate cascading effects in many other infrastructures, as has been shown in differ-
ent types of analyses [7, 8]. In times of increasing digitalisation and an ever increasing
development towards a digitally interconnected society, security experts argue for more
awareness for digital vulnerabilities, more attention for cyber security and a need to
educate professionals and citizens on these matters [9].

Resilience of interdependent infrastructures increasingly depends on collaborative
responses from actors with diverse backgrounds that may not be familiar with cascade
effects into areas beyond and outside their own organisation or sector [10]. In [6] and
[7] it is argued that there is limited empirical evidence of cascading effects across many
infrastructures, which makes it hard to foresee which interactions may occur across
sectors. Risk analysis, business continuity management and crisis management training
are often performed within the context of a single organisation or sector and are seldom
addressing the holistic analysis of multiple infrastructures [7].

More research is needed to understand collective resilience in the context of crit-
ical infrastructure management. In this study, a contribution is made by focusing on
one application area, i.e. how payment disruptions impact other critical infrastructures.
Despite the long term efforts of public and private actors in the financial sector in Swe-
den to identify, analyse and understand risks and to develop routines for preventing and
mitigating serious disruptions in the payment system in Sweden, there is still a lack of
insight into how the proposed action plans exactly need to be executed and hownumerous
other actors in society (e.g. citizens, food stores, gas stations, voluntary organizations,
governmental agencies and so on) will act in case of a temporary or complete breakdown
of the payment system [1].

2.2 Exploring Collective Critical Infrastructure Resilience in Simulation-Games

Gaming-simulation is defined as a specific form of simulation. Simulation in general
aims at designing a model of a system in a complex problem area in other to be able to
experiment with the model. Deeper insight in the behavior of the system is created by
evaluating various operating strategies against each other in one ore multiple scenarios.
Gaming-simulation differs from other forms of simulation in that it incorporates roles
to be played by participants and game administrators, implying that people and their
(goal-directed) interactions become part of the simulation [11]. Gaming-simulation is
especially relevant when the “how and why” of the interaction processes between the
participants are of interest and when these interactions cannot easily be incorporated
in computer simulation models. In addition, it creates a deeper learning opportunity,
as simulation-game participants literally are active participants in the simulation, rather
than passive observers of a computer simulation.

In our case, the reason to choose for simulation-gaming is to combine the benefits of
role-playing (open system analysis) and computer simulation (closed system analysis).
A role-playing game (without the computer simulation) would not be able to address the
uncertain, complex and dynamic interaction between mitigating actions and escalations
of cascading effects. On the other hand, a computer simulation (without active partic-
ipation of societal actors) would require a comprehensive insight in all actions, effects
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and their interrelations, whereas a gaming-simulation can incorporate the creativity and
knowledgeability of the playing experts who can come up with innovative out of the box
solutions to mitigate the situations occurring in the computer simulation model.

There exist several examples where simulation-gaming has been applied to study
dependencies between critical infrastructures or the management of critical infrastruc-
tures [12–14] indicating that this is a viable strategy to study critical infrastructure
dynamics and resilience. As discussed in [2] our simulation-game design differs consid-
erably from these other approaches and can thus create new insights on how to study the
mitigation of cascading effects of critical infrastructure disruptions that escalate across
multiple critical infrastructures.

3 Research Design

3.1 Research Method

Our research design is based on an inductive research strategy and a qualitative research
method. A clear theory on how the many involved actors collaboratively could manage
disruptions that create cascading effects acrossmultiple critical infrastructures is lacking.
As such, there is a need for theory building rather than theory testing, which leads us to an
inductive research strategy [15]. From an interpretative perspective, we are interested in
exploring themany different interpretations of actors involved regardingwhat challenges
disruptions can pose and how they could be handled collaboratively across the affected
infrastructures. A simulation-game can be a safe environment where participating actors
can experiment with different action alternatives, and demonstrate the core values they
hold through their choice and motivation of resilience strategies.

3.2 The Payment Disruption Simulation-Game

The purpose of the game is to learn about consequences and cascading effects a payment
disruption and to explore the pros and cons of different sets of mitigating actions. Game-
play involves a group of 6 to 8 representatives from different societal sectors. They play
as a team and have universal control over all actors in a fictive society. The objective for
the team playing is to mitigate the consequences of a 10-day payment disruption in the
best possible way.

The fictive society modeled in the computer simulation represents a typical Swedish
region with a large city, some smaller cities and villages on the countryside and is created
with Anylogic modeling software. The society contains 77 food stores, 59 petrol stations
and 440.000 citizens. The team aims to influence performance on about 35 resilience
indicators. Players can come up with any imaginable action that will be implemented
instantly (open system design). The first version of the game included 15 different action
alternatives. As each playing team has generated new ways to address the scenario,
currently about 60 different action alternatives are included. When players suggest an
action that is not implemented in the computer simulation, the behavior or impact of
that actions is mimicked instantly by influencing computer simulation model variables
during runtime.
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The scenario starts onDay 1with the event that card payment disappears as a payment
option. The expectation is that the disruption only will take some hours. On Day 2 it is
revealed that the disruption cannot be fixed easily and will last several days (not clear
howmany). The team goes through the scenario and can influence the sequence of events
during 4 decision points (day 1, 2, 4 and 6). At each decision point the playing team
gets feedback on the situation and the effect of their previous actions. Next they discuss
for 20–30 min and implement new actions. The team plays the scenario twice and can
as such fine-tune their set of actions or test a completely new approach in the second
playing session.

A more detailed discussion of the game design is presented in [3] and [4].

3.3 Data Collection and Data Analysis

The game has been played on15 occasions. Groups playing the game consisted of 4 to 8
professionals representingvarious sectors of society.Data has beengatheredby recording
the discussions of the players while playing, by logging their implemented actions (and
the effects of their actions in the computers simulation), by 2 observers taking notes, by
questionnaires the players filled in, and by recording the oral debriefing.

Data analysis consisted of a qualitative analysis, where themes appeared based on
relevance, rather than on frequency.As the scenario in each game sessions is dynamic, i.e.
totally depending on the actions that the groupwho plays chooses, not all challenges have
appeared in all game sessions, or they have appeared at different moments. A challenge
that only appeared in one game session, but generated very interesting reasoning, can
be equally valuable as sequences of events and accompanied reasoning that have been
repeated in multiple sessions.

4 Results of the 15 Simulation-Game Sessions

This chapter summarizes the main challenges that the participating groups have been
struggling with. Teams pondered about what sets of actions could be effective to
arrange for alternative payment alternatives (Sect. 4.1), to perform crisis communication
(Sect. 4.2), to secure goods flows (Sect. 4.3) and towarrant safety and security (Sect. 4.4).
The final subsection of the results chapter elaborates on tackling the interdependencies
between these four areas of attention (Sect. 4.5).

Whereas these four areas of attention were consciously incorporated in the game
design, following a thorough scenario validation based on expert opinions from around
37 workshop participants and 6 interviewees combined with 33 analyzed reports [1],
this game design consisted primarily of ‘effects of the initial disruption’ and ‘cascading
effects when not addressing the initial disruption’. During playing the 15 simulation-
game sessions mitigating actions (and their envisioned impact) where generated by the
players. They could not choose from a list of available actions, but started suggesting
actions given the situation they encountered in the fictive society. As a result, all actions
discussed below (and their combined application) are output of the gaming simulation
sessions played.
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4.1 Challenges with Regard to Arranging Alternative Payment Alternatives

As the scenario starts with the breakdown of card payment transactions, a first point
of attention for participants is logically to open up for alternative payment options in
different types of shops. When the scenario develops, the participants argue and reason
about how to realize this practically and learn (from each other and from the simulation
outputs) about limits and drawbacks of different payment options. For instance, too
heavily relying on cash payments might create a quick emptying of ATMs, even when
withdrawal amounts are limited or when the capacity of collecting and distributing cash
is increased. As card payments take about 90% of the payment flow in Sweden today,
cash collection and distribution can be increased to a certain extent, but not fully cover
the lost capacity of card payments. Moreover, a heavy use of cash in society creates
security challenges like potential robberies (see Sect. 4.4) as large amounts of cash
are concentrated at stores or at civilians. A heavy use of mobile payment solutions are
initially a promising solution, although they are not available for all people in society.
Again, capacity is a problem, and too heavy relying in this option results in a technical
breakdown due to overload of the services somewhere in the chain of service providers
involved. Next, the final major payment option, paying by invoice, raises after a while
the question how to handle liquidity problems at stores and the question who will take
the credit risk if not all claims are met. Game participants ponder whether the credit risk
can be taken by individual shops, by factoring companies or by central government.

A recurring theme in the discussions is that not all payment options are viable for all
shops/companies and all citizens. Participants argue that it will be hard for companies
that not already have certain payment options installed to install them when crisis hits.
First it can be hard to make arrangements with banks or other financial institutions to
launch new services when everybody is contacting them, and next it can be hard to create
workable routines on the fly. Civilians are faced with similar challenges, not all of them
can collect cash before ATMs are empty, not all of them have mobile payment services
and not all of them are eligible to buy goods by invoice.

Even those shops, who have alternative payment options ‘lying on the shelf’ that can
be activated rather instantly, are faced with unfamiliar routines that may cause delays
at pay desks, irritation amongst customers facing waiting times or denied transactions.
This will create a heavier burden on shop employees the longer the disruption lasts.

A final theme that appears in different forms are all kind of juridical issues. While
coping with the payment disruption scenario companies, banks and local government
representatives give numerous examples of small and more severe legislative issues that
will be ignored by themselves of their customers in order to be able to sell as usual.
For instance, more capacity is needed to transport and handle cash and staff might be
involved that is not really accredited to handle cash. Mobile payments may be accepted
on private accounts rather than the company account if the company does not have an
existing account. The latter means that the transaction is not registered according to
the cash register law. Although these are hypothetical behaviors, professionals playing
the game are quite convinced that such behaviors will arise on a small or larger scale.
They argue that clarity from governmental institutions is required considering which
deviations will be tolerated.
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4.2 Challenges with Regard to Performing Crisis Communication

In close connection to arranging alternative payment options, almost all groups argue
from the start and throughout the scenario that intensive communication is required. This
can involve recommendations to postpone less urgent consumption, information about
what payment alternatives are available at different points of sale, or other information
about either desired behavior or taken measures. Implementing communicative actions
in the game leads to changes in behavior of civilians and consumers in the fictive society
that is simulated. Different communicative actions have different impacts on multiple
variables (arrivals, hoarding, stealing) & and the communication may be more or less
effective. Finally communication might have a certain short time impact and a rather
different long term impact. For instance, when informing about the disruption early on
this will decrease arrivals of consumers initially, but lead to a rather big increase on the
3rd or 4th day when certain groups start to run out of products they need.

Participants debate rather intensely about the duality of communication. On one hand
it can mitigate escalation of the disruption (if people trust public agencies and private
companies and follow their instructions). On the other hand the same communication
might make things worse: rather than calming down the system, it might evoke panic
and/or hoarding if the public interprets that bigger threats are around the corner and that
they need to get hold of things before a total breakdown of the consumption system
occurs.

A complicating factor is that many points of sale may reason in different ways
and might go out with contradicting recommendations. When society at large does
not manage to coordinate communications, instructions might be perceived as chaotic,
leading to lower trust andmore panic.Anotherwayout suggested by participating players
is to actually argue for diversity as a resilient strategy, i.e. emphasizing in communication
that a rich diversity of solutions is the best strategy (rather than one major alternative
which becomes the next Achilles heel).

4.3 Challenges with Regard to Securing Goods Flows

Depending on the type of payment options that will be activated and the type of commu-
nication that will be used to promote certain consumer behavior, different points of sale
can be confronted with different types of problems. One potential consequence may be
a dramatic drop in sales with short term economic consequences and also a risk to have
to throw away perishable products that are not sold. On the other hand, shops can also
be confronted with a dramatic increase in visits, queuing, stealing and hoarding when
the degree of panic and chaos increases in society. Increased visits and hoarding will not
result in completely empty shops, but rather empty shelfs for certain types of products,
whereas other types of products are not sold at all. Dramatic fluctuations in demand are
challenging for today’s ‘just in time- logistics’ that heavily relies on predictable patterns
to be able to deliver goods with minimal resources and a slimmed fleet. Irregularities in
demand and supply are not only dependent on available payment options and the effects
of communication, but also on how the challenges of fuel supply are mastered. Other
points of sale can have fantastic solutions in place, but deliveries or consumption might
be affected when either customers, or transport companies that supply goods. or both,
cannot pay for fuel.
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4.4 Challenges with Regard to Safety and Security

When the disruption lasts longer and longer, more and more customers get disappointed,
lose faith and get annoyed. As a result, issues like hoarding, threatening behavior towards
shop employees and shop lifting may become more and more common. Teams discuss
how addressing such issues of safety and security can be managed in different ways.
One way is to keep up a positive atmosphere, by offering free coffee or treats. Another
way is to increase the presence of employees and guards. Especially when teams start
discussing introducing limits to hoarding (i.e. a maximum amount of certain groceries
or fuel per customer) they realize that extra personnel is needed to actually be able
to enforce such limits. As discussed earlier, a higher circulation of cash requires also
measures to limit the chances of robberies.

4.5 Relations Between the Earlier Discussed Sets of Challenges

From the preceding discussions it is evident that there are many interactions between
introducing alternative payment options, impact on goods flows, necessity of commu-
nication and managing safety/security. When more payment options break down, or
when more goods are out of stock (due to hoarding or delivery problems), people get
less attentive and less responsive to official communication instructions, and safety and
security challenges become larger. The other way around when communication or secu-
rity measures fail early on, and are interpreted as a sign of government and commerce
losing control, consumers might overload one payment option, worsen the logistics of
goods distribution by hoarding some products and not buying others, and might create
hostile situations in shopping areas. As many actors already are involved in each of the
four discussed areas of attention, coordination challenges become immense when even
interdependencies across those four areas need to be addressed.

5 Discussion

Whereas the current analysis is based on a qualitative analysis of the performed game
sessions thus far, and does not yet incorporate an analysis of the quantitative performance
of different teams in the computer simulation model, some interesting observations have
been recurrently discussed in the simulation-game evaluations when participating teams
and game facilitators reflect on the lessons learned.What is judged as good performance,
bad performance, interesting or challenging in the game session experiences is based on
common understanding of players and game facilitators.

5.1 The Need for a Cross-Sectorial Coordination at Multiple Levels

Our game sessions confirm the well-known insight that a coordinated cross-sectorial
response is needed, because a disruption of one critical infrastructure quickly may affect
other critical infrastructures, and because mitigating actions of one actor/sector may
influence the sequences of events in other sectors. This sounds self-evident, but from the
reasoning in the game sessions, some challenges come forward on a more detailed level.
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First, game participants acknowledge that they on a general level know that dependen-
cies exist between their sector and other sectors, but while playing have become more
and more aware how tight and critical these dependencies are when disruptions start to
reproduce. The trickiest challenge which arises from this first insight is how to accom-
plish cross-sectorial collaboration in practice. How canmany sectors that not necessarily
communicate in a big forum on a day to day basis, suddenly gather and tackle strate-
gic and operational assignments on a local, regional, national and international level?
Clearly, it is unrealistic to think that all kind of workgroups first need to sit together
before any action can be undertaken. That would lead to an all too passive response (see
also Sect. 5.2). Instead, actors in any sector and at any level in society need to be able
to instantly act independently – and simultaneously start to coordinate bilateral and in
larger work groups. When acting instantaneously individually, actors need to be aware
of their role in the larger system, and what presumable responses are of other actors
and sectors, i.e. collaboratively creating a well-integrated response based on individual
holistic understanding. The same holistic understanding is needed to initiate relevant
bilateral contacts and cross-sectorial work groups. Note that the kind of actions and
the kind of cross sectorial collaboration can differ from disruption to disruption which
implies that this cannot be a fixed organization, but needs to be a flexible organism. A
final challenge observed frequently is that actors initially may be passive as they have the
expectation that “there must be some national actor that will fix this major disruption”.
Our game design was prepared for this phenomenon. As the players were responsible
for all actors in society they had to name which actor needed to do what, or argue for
that not any actor should act. Still, it appeared that many actors have large expectations
on resources outside their organization and learn (after others have answered that their
resources are limited) that they need to act themselves rather than waiting for others
coming to solve their problems.

5.2 The Need for a Fast and Determined Response, But Not Too Fast

A typical course of events during a game session is that the playing group in the first
game round has a relatively passive response (and are surprised by some unexpected
cascading effects they did not addressed), whether they in the next round often move
many of their actions to an earlier point in time to timely address issues that will happen
later. Some groups overcompensate and end up with a response that is too fierce and too
early, which then becomes counterproductive. Instead of being interpreted as a fast and
adequate crisis response, the public in the fictive society sees the early forceful actions
as a sign that societal actors are panicking and have lost control. Rather than listening to
governmental instructions to limit consumption, the ‘too early’ response evokes a bank
run and hoarding of food, fuel and medicine.

In evaluative discussions, players emphasize that communication becomes a chal-
lenging balancing act. What actually is too early, too slow, too passive or too forceful
is largely situation dependent. Recommendations for practitioners cannot be summa-
rized as “act as follows on day 2 at 15.15 …”, but rather on a more general level like
“be aware that a crisis response can be activated too late and too early and monitor
therefore thoroughly signals that would indicate a too early or too slow response”.
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5.3 The Need for a Different Type of Exercises Illuminating System Dynamics

Many participants in the simulation-games were surprised or even initially reluctant to
the fact that they would not play “themselves” or “their own organization”. Several of
them readdressed this in the evaluative debriefing discussions. It is quite common in
the simulation gaming field to let professionals change perspectives. The pedagogical
idea of letting them play their adversary is to get a deeper understanding of the larger
system, i.e. subordinates and managers could learn how their respective jobs are not as
easy as may be assumed by an outsider. In negotiation games, for instance considering
rural planning of a limited geographical areas where many stakeholders want to achieve
their goals, switching stakeholder roles (i.e. let the industry play the nature protection
role and vice versa) can result in either innovative win-win solutions or less extreme
standpoints. The common idea is to arrive at amore holistic understanding of the problem
at hand and the role and position of yourself in it. The fact that crisis management
professionals in our games were insisting so much on playing their own role – rather
than adopting a holistic perspective, might indicate that their training culture is rather
conservative. Consequently, it would be recommendable to initiate a discussion amongst
practitioners whether a larger variety of training forms with different goals are needed.
Given the challenges of critical infrastructure resilience – more education forms aiming
at understanding overall system dynamics are needed.

In a similar way, participants repeatedly commented that they desired to be put
under more time pressure: “It is a crisis training, but I did not feel that way; we should
be put under more pressure and receive more demanding time constraints”. Again, the
game design team observed that they consciously have created a game design where
participants have plenty of time to discuss. The aim of the game is too collaboratively
explore consequences and potential mitigating actions in depth. A risk of putting the
participants under time pressure is that they start guessing – rather that carefully arguing
for their choices. The learning gains of the game are in the collaborative discussions (why
does this happen?), rather than in game figures (if we do action A, variable q goes down
and r goes up). For after all, in the next disruption action A might cause variable q to go
up and r to go down, and the challenge is to understand why this happens rather than just
remembering what happens. The assumption that you need to be put under pressure to be
able to learn about crisis management, might indicate a rather narrow learning culture.
Apart from learning to act under stress, many other qualities can be developed which
are relevant for crisis management professionals. For critical infrastructure resilience,
understanding complex system dynamics is such a necessary quality!

6 Conclusion

More research is needed on how to manage disruptions that are reproduced across
many other infrastructures. Much current (equally relevant) research focuses on under-
standing dependencies between existing infrastructures, and on how disruptions spread.
The important next question is how mitigating actions influence cascading effects
of an ongoing disruption, and to what extent these actions evoke new disruptions.
Simulation-games are onemethod that incorporates both quantitative decisionmodelling
as well as qualitative analysis of experts discussing what actions to implement and why.
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Results from our 15 game sessions have both generated overall insights consideringwhat
needs to be addressed in a crisis response mitigating a disruption in the payment system,
and concrete examples on possible strategies. One challenge in such a crisis response
is the amount of actors that need to coordinate their actions, and how they quickly can
adapt their response strategies to one and another. As that will be hard to realize on
the fly, individual actors need to build up holistic system dynamic understanding of
all infrastructure systems on beforehand. The latter requires new education and train-
ing forms that illuminate holistic system understanding rather than training individual
competencies.
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Abstract. The availability of high-quality benchmark datasets is an
important prerequisite for research and education in the cyber security
domain. Datasets from realistic systems offer a platform for researchers
to develop and test novel models and algorithms. Such datasets also
offer students opportunities for active and project-centric learning.
In this paper, we describe six publicly available datasets from the
domain of Industrial Control Systems (ICS). Five of these datasets are
obtained through experiments conducted in the context of operational
ICS while the sixth is obtained from a widely used simulation tool,
namely EPANET, for large scale water distribution networks. This paper
presents two studies on the use of the datasets. The first study uses the
dataset from a live water treatment plant. This study leads to a novel
and explainable anomaly detection method based upon Timed Automata
and Bayesian Networks. The study conducted in the context of education
made use of the water distribution network dataset in a graduate course
on cyber data analytics. Through an assignment, students explored the
effectiveness of various methods for anomaly detection. Research out-
comes and the success of the course indicate an appreciation in the
research community and positive learning experience in education.

Keywords: Cyber security · Research and education · Cyber-physical
systems · Industrial Control Systems · Cyber Data Analytics ·
Anomaly detection

1 Introduction

A broad section of cyber security experts from the government, industry and the
academia tend to agree that cybercrime has long evolved from an emerging threat
to one that is urgent and critical. This is reflected in the estimates of economic
losses due to cybercrime. Two estimates of the global annual cost of cybercrime
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by Symantec [29] and McAfee [16] in 2017 range from $172B to $600B, respec-
tively. In another study [2], set up as a scientific framework for computing the
economic cost of cybercrime, the estimated cost was $225B in 2012.

Cyber threats have now infiltrated the domain of cyber-physical systems
(CPS) [11,33]. Such systems consist of an Industrial Control System (ICS) that
monitors and controls the behavior of the underlying physical process in a CPS
through interactions with a network of sensors and actuators. The focus of this
work is on distributed ICS found specifically in critical infrastructure such as
electrical power grids, water treatment and distribution systems, and transporta-
tion systems.

Most countries have responded to the increasing cyber threats by establishing
a National Cyber Security Strategy (NCSS). We refer to [18] for a comparison
between 19 NCSSs. Typically, such strategies include strengthening the resilience
of the Critical Information Infrastructure, the development of a vibrant cyber
security ecosystem comprising a skilled workforce, technologically-advanced com-
panies, and strong research collaborations. As cyber threats are borderless, such
strategies also include efforts to forge strong international partnerships at a con-
tinental or even global level (see for instance [5,7,8]) An important pillar of a
cyber security strategy is the ramping up of efforts on research and education.
For instance, Singapore’s National Research Foundation launched a $130 mil-
lion, 5-year programme in 2014, with the aim to develop R&D expertise and
capabilities in cyber security [25].

In recent years cyber security solutions have started to deploy big data analyt-
ics to correlate security events across multiple data sources, providing, amongst
others, early detection of suspicious activities. According to a recent survey [3],
90% of those working in cyber security are certain that in a few years Cyber
Data Analytics will play a critical role in their field.

Methods employed in the field of Cyber Data Analytics are predominantly
based on Machine Learning (ML). Significant amounts of data is needed to train
the ML models. While one could generate such data synthetically through sim-
ulations, data generated from operational plants is likely to offer more realistic
scenarios and challenges to algorithms for training ML models. However, con-
cerned about the safety and privacy of their plants and customers, plant owners
are often reluctant to share their data. Though a number of CPS testbeds have
been created, e.g., [10,20], the majority of these contain simulated and emulated
components. In addition, according to [1], none of the available testbeds openly
share data for research and education.

To support research and education in the design of secure CPS, iTrust, a Cen-
tre for Research in Cyber Security [13], which belogs to the Singapore University
of Technology and Design (SUTD), designed and built three testbeds, that are
functional replicas of their larger counterparts. These testbeds are Secure Water
Treatment (SWaT), Water Distribution (WADI), and Electric Power Intelligent
Control (EPIC). Although the testbeds are scaled down replicas, they contain
the essential elements of fully operational critical infrastructure that support
cities. The data generated at these testbeds is available [14] for use in research
and education.
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A recent survey summarized several public datasets from the ICS domain,
that can be used for cyber security research [4]. Morris describes datasets with
data collected from power systems, gas pipelines, water storage systems and
energy management systems [24]. The majority of the Morris datasets [21–23],
along with others such as [6,15], contain only network traffic data. The most
related data is contained in the Morris-1 dataset [27]; it has been used to apply
machine learning to anomaly detection at the power system’s process level. We
have not found any evidence that the datasets described above, have been down-
loaded at a large scale, been applied in research competitions or have been used
for educational purposes, as is the case for the iTrust datasets.

The aim of this paper is to showcase how the availability of data from live
ICS, as well as from realistic simulations, contributes to research and education
in the field of cyber security. Towards this end we describe how the dataset from
SWaT, a live water treatment plant, has been used to construct an innovative
anomaly detection method. In addition we show how simulated data from an
international competition around a fictional C-Town water distribution system,
has been used effectively in cyber security education.

Contributions: (a) A summary of the impact of six publicly available datasets
from operational ICS in both research and education. (b) A case study to under-
stand the impact of using data from ICS for constructing a machine learning
model for anomaly detection. (c) A case study to understand the impact of
using data from ICS on the learning outcomes in a cyber data analytics class.

Organization: The remainder of this work is organized as follows. Realistic
datasets available for education and research are described in Sect. 2. Two
datasets, namely the SWaT and the BATADAL datasets, are described in detail
in this section. A case study about the use of ICS datasets for research is shown
in Sect. 3. Section 4 illuminates our datasets’ education value by showcasing the
use of the BATADAL dataset in a cyber data analytics course taught at Delft
University of Technology. Our conclusions are reported in Sect. 5.

2 Description of Datasets

2.1 Overview

The testbeds hosted at iTrust are used for research, experimentation and train-
ing, aimed at the design of secure critical infrastructure. As a contribution to
the on-going effort to improve the security of legacy and new critical infrastruc-
ture, iTrust generates a large amount of data from the testbeds. The data so
generated is made available to researchers across the world1. In this section we
briefly discuss the six datasets that are currently made available by iTrust, and
which can be downloaded upon request. Of these, two datasets, namely SWaT
[19] (Secure Water Treatment) and BATADAL (BATtle of Attack Detection
Algorithms) [31], were used to showcase the use of real-life data for research and
education in cyber security.
1 https://itrust.sutd.edu.sg/research/dataset/.

https://itrust.sutd.edu.sg/research/dataset/
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Secure Water Treatment (SWaT) Dataset. The data collected from the
testbed consists of 11 days of continuous operation. Seven days’ worth of data was
collected under normal operation while 4 days’ worth of data was collected while
the testbed was under attack. During the data collection, all network traffic,
sensor and actuator data were stored in the historian.

S317 Dataset. An event named SUTD Security Showdown (S3) has been orga-
nized consecutively for two years since 2016. S3 has enabled researchers and prac-
titioners to assess the effectiveness of methods and products aimed at detecting
cyber attacks launched in real-time on SWaT. During S3, independent attack
teams design and launch attacks on SWaT while defence teams protect the plant
passively and raise alarms upon attack detection, but are refrained from block-
ing the attacks. Attack teams are scored according to how successful they are in
performing attacks based on specific intents while the defence teams are scored
based on the effectiveness of their methods to detect the attacks.

WADI Dataset. Similar to the SWaT dataset, the data collected from the
Water Distribution testbed consists of 16 days of continuous operation, of which
14 days’ worth of data was collected under normal operation and 2 days with
attack scenarios. During data collection, all network traffic, sensor and actuator
data were collected.

EPIC Dataset. The data collected from the EPIC testbed consists of 8 sce-
narios under normal operation, where for each scenario, the facility is running
for about 30 min. Sensor and actuator data were collected and recorded in an
Excel spreadsheet, while network traffic was saved in “pcap” files.

Blaq 0 Dataset. Blaq 0 Hackathon was first organized in January 2018 for
SUTD undergraduate students. Independent attack teams design and launch
attacks on the EPIC testbed. Attack teams were scored according to how suc-
cessful they were in performing attacks based on specific intents.

BATADAL Dataset. This dataset is not based on real-life data though is
considered realistic as it was constructed using the de facto standard simulation
tool for water distribution system modeling, namely the open source software
package EPANET [28]. This dataset was constructed for the BATtle of Attack
Detection Algorithms (BATADAL), a competition to objectively compare the
performance of algorithms for the detection of cyber attacks on water distribu-
tion systems [31].

The datasets became available in 2016. As of August 30, 2019, a total of 450
download requests were received and processed. The requests originated from
52 countries, 88% of the requests originated from universities and research insti-
tutes. The remaining 12% came from industry. Given the distribution in Table 1,
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SWaT dataset is the most requested. Note that some requests were for down-
loading multiple datasets and hence the sum of entries in the downloads column
in Table 1 is more than 450.

Table 1. Downloads of iTrust datasets

Dataset Number of downloads

SWaT 412

S317 165

WADI 178

EPIC 147

Blaq 0 81

BATADAL 95

2.2 SWaT Testbed and the Dataset

SWaT is a scaled down water treatment plant with a small footprint that pro-
duces 5 gallons/minute of doubly filtered water. The SWaT dataset was collected
over 11 days of continuous operation. The first 7 days of data was collected under
normal operation (without any attacks) while the remaining 4 days of data were
collected with 36 designed attack scenarios. All network traffic and physical
data (sensor and actuator) were collected. We focus on the detection of attacks
through the analysis of physical data, hence the network traffic data is ignored.
The physical data was recorded from 22/12/2015 4:00:00 PM to 2/1/2016 2:59:59
PM. The dataset contains a total of 53 columns: 1 for timestamp, 1 for label
(“Attack” and “Normal”), and the remaining 51 are numeric values showing
recorded data from 51 sensors and actuators. The sensors and actuators were
sampled every second. The description of all 36 attack scenarios can be found
on the iTrust website2.

2.3 BATADAL Event and the Dataset

Recently Taormina et al. [30] have enhanced EPANET with a Matlab® toolbox,
which enables the user to design cyber-physical attacks (CPAs) and then assess
their impact on the hydraulic behavior of water distribution systems. This tool-
box is dubbed epanetCPA. Using data generated with epanetCPA, Taormina
et al. [31] organized the BATtle of Attack Detection ALgorithms (BATADAL).
BATADAL makes use of the fictional C-Town water distribution network, first
introduced for the Battle of the Water Calibration Networks by Ostfeld et al.
[26]. C-Town is based on a real-world medium-sized network which contains 388
nodes, 429 pipes, 7 tanks, 11 pumps, and one actionable valve. The BATADAL

2 https://itrust.sutd.edu.sg/dataset/.

https://itrust.sutd.edu.sg/dataset/
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dataset consists of three subsets. The first set contains six months of data, whose
characteristics (no attacks) can be used to study the normal system operations
and is labeled accordingly. The second set consists of three months of data. This
dataset contains three attacks, leading to anomalous low levels in one tank, high
levels in another tank and overflow in the same tank. In this set, all data are
also labeled. The third set consists of only unlabeled data, while the system was
running both under normal operations and during attack.

3 Case Study: Using SWaT Data to Construct a Machine
Learning Model for Anomaly Detection

One of the drawbacks of general machine learning approaches is that the usage
of high-dimensional data leads to opaque models. In this section, we discuss
TABOR [17], a novel machine learning model for detecting cyber intrusions of
ICS. TABOR is explainable due to its graphical nature, which is based upon
the use of Timed Automata (TA) and Bayesian Networks (BNs). The TA is
learned as a model of regular behavior of sensor signals, such as fluctuations
of water levels in tanks. The BN is learned to discover dependencies between
sensors and actuators. As a result, the model is easily readable and verifiable for
experts and system operators. Any detection results are tractable and localizable
to abnormal nodes in the model. The workflow of TABOR is as follows:

1. Sub-processes of the entire ICS are modeled. Sets of sensors and actuators in
the ICS are partitioned into groups according to their locally governing PLCs
for the sake of dimension and complexity reduction.

2. Signals from the sensors and actuators are symbolically represented. By doing
so, on one hand, the large amount of continuous data is further compressed; on
the other hand, meaningful symbols lay the foundation of learning insightful
state machine models.

3. The states in the TA are associated with other actuator’s states by causality
inference using the BN. For example, the status (open or closed) of pumps
are associated with the changes of the water level.

4. In the detection phase, irregular patterns and dependencies that do not adhere
to the learned model from normal behavior, are considered anomalies.

Figure 1 shows the TA learned from the water level sensor LIT101 in the sub-
process P1. In the SWaT system, the function of P1 is just raw water supply and
storage - pumping raw water into the tank and pumping the water out to the next
sub-process. In Fig. 1 we can observe some repeating regular behaviors such as the
state transition path S0−S1−S2−S4−S7−S1 with the events: 3 (SU, water level
Slowly goes Up)−4 (QU, water level Quickly goes Up)−2 (SC, water level Stays
Constant)−1 (QD, water level Quickly goes Down)−3 (SU, water level Slowly goes
Up) are discovered by the model. This typical loop is essentially a complete descrip-
tion of how the raw water flows into the empty tank until it is full and then flows out
of the tank onto the next sub-process. The timed information is used for construct-
ing branches with timed-varied behaviors, but with the same symbolical represen-
tation. For instance, due to the different control strategies, the water level may stay
for a short or long time at its highest level.
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S0

S

[0, 600] 3, 0.06, #5

S1

[2461, 2640] 3, 0.51, #45 S3

[601, 2460] 3, 0.44, #39

[0, 2640] 3, 0.05, #4

S2

[0, 2640] 4, 0.95, #82

[0, 2640] 3, 0.07, #5

S5

[0, 2640] 4, 0.93, #66

S9

[0, 2640] 1, 0.12, #10

S4

[0, 2640] 2, 0.88, #72

S10

[0, 2640] 4, 1.0, #10 [0, 2640] 2, 0.07, #5

S7

[0, 2640] 1, 0.93, #67

S6

[0, 2640] 2, 1.0, #66

[0, 2640] 3, 1.0, #77 [0, 2640] 2, 0.03, #2S8

[0, 2640] 1, 0.97, #64

[0, 2640] 2, 0.08, #5

[0, 2640] 3, 0.92, #59

[0, 2640] 1, 1.0, #10

Fig. 1. Timed automaton learned from LIT101. S is the sink state, which is introduced
due to fact that some sequences in the training data have very low frequencies of
occurrence.

Figure 2 shows the learned BN representing the causalities among the sensors
and actuators in P1. In the figure, dependencies are represented by arrows. The
conditional probability distribution shows the probability distribution of a node
given its parents.

In the testing phase, the new incoming data are represented by discrete events
and then they are executed in the TA and BN models. Any abnormal events i.e.,
invalid transition/state in the TA and zero probability in the BN, are reported
as anomalies. The explanation and localization of such detection results are
achieved by identifying the nodes, where the anomalies occur. The explanation
can be verified by the scenarios description of the SWaT dataset, where the
ground-truth (starting/ending time of attacks and names of sensors/actuators
under attacks) of every attack scenario is discussed in detail.

Thanks to the public availability of the SWaT dataset, it is possible to directly
compare the detection performance and training/testing runtime with two pub-
lished papers, whose detection methods are based upon deep neural networks [9]
and SVM [12], in which exactly the same dataset was used. The results demon-
strate that TABOR outperforms the other two methods in terms of effectiveness
and efficiency.

4 Case Study: Using BATADAL Data in a Cyber Data
Analytic Course

Since 2016 Delft University of Technology is offering a cyber data analytics course
as part of the Data Science & Technology Track for the master’s degree in
Computer Science. The course provides a theoretical and practical background
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Fig. 2. Bayesian network learned from P1. The first column and the second row of
the table about LIT101 indicates that given both MV101 and P101 are closed, the
probability that water level quickly decreases (QD) is 0. Note that the actuators’ states:
open and closed, are denoted as 2 and 1, respectively.

for applying data analytics in the field of cyber security. In 2018, about 150
students registered for the course, which contained an assignment based on the
BATADAL dataset. As part of the assignment, the students were asked to apply
a machine learning method to detect cyber attacks on the water distribution
system.

This section describes the assignments based on the BATADAL dataset and
the outcomes based on submissions by the students. A total of 51 student groups
took the BATADAL assignment. The results from the groups were scored in the
same way as in the BATADAL competition. The score is the average of the time
to detect an attack and the detection accuracy [31]. The Time-To-Detection
(TTD) is the time needed by the algorithm to recognize a threat and is defined
as the difference between the time td at which the attack is detected and the
time t0 at which the attack started:

TTD = td − t0. (1)

Score STTD is defined as follows to evaluate the performance of the detection
algorithm for several attacks,

STTD = 1 − 1
m

m∑

i

TTDi

Δti
, (2)

where TTDi is the TTD score in i−th attack, Δti is the duration of i−th
attack scenario and m is the total number of attack scenarios. Note that for
the BATADAL competition m = 7.



130 Q. Lin et al.

The detection accuracy SCM is defined as the mean of true positive rate
(TPR) and true negative rate (TNR):

SCM =
TPR + TNR

2
. (3)

Finally, the overall score is computed as the average STTD and SCM :

S =
STTD + SCM

2
. (4)

Surprisingly, one group of students achieved a competitively high score, namely
S = 0.924. This group used a combination of results from a discrete Markov
model and PCA (Principal Component Analysis). This implies that the student
group would be placed fourth among the experienced participants in the original
BATADAL competition [31], see Table 2.

Table 2. BATADAL competition ranking

Place Team Attacks detected Score (S)

1 Housh and Ohar 7 0.970

2 Abokifa et al. 7 0.949

3 Giacomoni et al. 7 0.927

4 Student group 7 0.924

5 Brentan et al. 7 0.894

6 Chandy et al. 7 0.802

7 Pasha et al. 7 0.773

8 Aghashahi et al. 7 0.534

A survey was conducted to assess how the students valued the use of the
BATADAL dataset in their assignment. The students were asked to answer five
questions related to the use of the real-life data. Because the number of respon-
dents was low (21 students) we have refrained from using a Likert five-point scale.
Instead, the respondents simply answered either “yes” or “no” to the questions.
They were also allowed to give comments on their answers.

The following five questions were addressed to the students:

Q1: It is important that during the course we use real-life data.
Q2: The use of real-life data increases my understanding of the models we
learn in the course.
Q3: I have used real-life data from the cyber domain before.
Q4: I would like to apply the models we learn in the course to more real-life
data.
Q5: Machine learning techniques are promising to solve real-life cyber security
problems.
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A vast majority of the students (86%) agree with the importance of using
real-life data (Q1). One student commented: “because in practice we will also
use real-life data.” Opinions were mixed for Q2 (57%–43%), which polls whether
using real-life data increases understanding of the ML models taught in the class.
One student feels there is no correlation while another finds real-life data more
interesting and hence pushes to study harder. A majority of the students (76%)
had not used real-life data from the cyber domain prior to coming to this course
(Q3). One student comments that this is a really nice addition to the cyber secu-
rity track. A majority of the students (76%) would like to apply the taught ML
models to more real-life data (Q4). One student deems this important because
“techniques are categorized based on their efficiency for certain datasets.” Lastly,
a majority of the students (95%) find ML techniques promising to solve real-
life cyber security problems. The results in this section indicate how the use of
real-life data augments education in cyber security.

5 Summary and Conclusions

Data analytics and machine learning classes have sprung up across the research
community and many universities. Researchers and instructors in their classes
often make earnest attempts to obtain realistic datasets to conduct research and
to teach the students. Unfortunately, there are few known ICS datasets available
for use. iTrust makes available several such datasets, two of which were used in
this work. The objective of the study reported here was to understand how the
use of realistic datasets from live and simulated ICS enhance the research and
student learning.

An analysis of the results from the two offerings answer some, though not
all, questions a researcher or an instructor may pose. First, based on the fruitful
research outcome using a live dataset such as SWaT, researchers appreciated a
practical platform to develop and test their algorithms. The competition among
variate machine learning techniques boosts the flourish of advanced intrusion
systems protecting critical CPSs. Second, based on the responses from the survey,
we can claim that students appreciated the use of realistic data from an ICS, the
simulated BATADAL dataset. However, we do not have any statistical evidence
that supports, or does not support, a claim that the use of live data enhances
learning of data analytic techniques used in this study. However, we believe that
the use of data from an operational plant, SWaT in this study, enhances student
motivation and hence learning. Details of SWaT plant are public [14] and thus
the students can discuss the pros and cons of using machine learning techniques
in detecting process anomalies in a physical context. Such discussions also add
to student’s knowledge of how ICS operates and the inherent vulnerabilities that
could be exploited leading to process anomalies.

Given the above conclusions, we believe that this work is a step towards a
more detailed study that would focus on a better understanding of the impact of
using live ICS data on research and student learning. Such a study would require
both live ICS data as well as synthetic data. A significant amount of synthetic
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data is already available in the public domain, e.g. the “Electrical Grid Stability
Simulated Data” from UC Irvine [32]. Such data can be used, along with live
datasets available from iTrust, to conduct a deeper study with research and
educational objectives similar to those in the study reported here.
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Abstract. We propose the secure procedure for the automated railway
update and maintenance. The proposed procedure is derived from the
Uptane update framework. Testing and validation phase, additional man-
ual approval procedure and update progress control are integrated into
the Uptane framework in order to conform to the railway safety require-
ments and norms. The possible metadata and repository customization
is proposed and specific railway update attacks are discussed.

Keywords: The Update Framework · Railway transportation system ·
Resilient security · Uptane framework · Secure repository · Secure
update

1 Introduction

Railway transportation security relies on correct, safe and secure maintenance.
That’s why configuration management is the critical aspect of railway secu-
rity. Configuration management and update are important processes in railway
transportation as they assure the correct and uninterrupted functioning of the
signaling devices. This process is part of any standard railway system [1,2] but as
the role of complex digital components grows, the manual maintenance of thou-
sands of trackside digital devices becomes more and more difficult and costly.
The automobile industry has already developed robust and secure procedures
for such automatic update and maintenance [5,6], validated in the industrial
environment. Railway industry has not yet undergone such transformation but
with all the complexity of infrastructure and number of devices to maintain, an
automatic solution is inevitably in demand. The paper is focused on the secu-
rity of the automation of trackside device update, which can deliver significant
benefits for the railway industry. Additionally, the railway applications should
conform to safety requirements [3,4], i.e. SIL3 safety constraints are highly rec-
ommended for the server part and communication board on a device [3] and
SIL4 constraints for the signalling board on a device [4].

In order to conform to these safety requirements, we adapt the update model
from the automobile transport industry where the automated over-the-air (OTA)
updates are a commonly accepted standard. The security of ground vehicle
updates lies on the efficient implementation of TUF (The Update Framework) [7].
TUF is a framework that supports the compromise-resilient security of software
c© Springer Nature Switzerland AG 2020
S. Nadjm-Tehrani (Ed.): CRITIS 2019, LNCS 11777, pp. 137–148, 2020.
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updates. An adaptation of TUF, Uptane is a de facto standard for automobile
updates: in July 2018 the IEEE/ISTO Federation began formally standardizing
Uptane under a non-profit consortium called the Uptane Alliance [8]. Uptane
is currently is part of Airbiquity [6], the leading automatic update and orches-
tration platform for more than 40 million ground vehicles. Airbiquity deploys
updates for such companies as Ford, Renault, Bosch, Toyota among others. In
this paper, we customize the Uptane procedures i.e. the update workflow and
metadata verification process to the specifics of the railway industry. We demon-
strate how these adaptations protect from the specific attacks on the trackside
device updates.

Our main contribution is adaptation of TUF/Uptane key principles for the
railway updates. The specifics of the railway system require several enhance-
ments such as:

1. Unique target.json files for each trackside device in order to avoid the instal-
lation of the wrong software.

2. Keeping track of successful updates in order to manage the uni-cast update
process.

3. Full verification on each device i.e. verifying target metadata on each device
against the target metadata approved by the installation manager.

2 The Railway Update Workflow

We shall consider the generic railway update workflow in order to demonstrate
the specifics and complexity of the train and trackside update process1. The rail-
way company should support the development of its products at the 3 life-cycle
stages: generic, specific and installation. Unlike Uptane model, frequently, the
chain of component suppliers is completely within the control of the company.
In other words, OEM has greater responsibility on the software and firmware
code as well as configuration files which demands stricter security requirements.
The railway company should assure the integrity and authenticity of all compo-
nents developed by all subcontractors on all levels and all sites whereas in the
automobile industry the components might originate from the chain of indepen-
dent suppliers and a single signature of a manufacturer is enough to verify the
authenticity. The update framework should support the security and safety of
each component, baseline and the whole update package.

2.1 Level 1: Generic Product/Subsystem Design

A generic trackside subsystem is composed of several components, each of
them being composed of several LRU (line-replaceable unit). Each LRU compo-
nent binary may include software, a configuration or data preparation file and
1 The industrial partner of our research is an important stakeholder in railway trans-

portation. We can not specify the details of update process due to project specifics.
We outline the generic norms and procedures, based on railway specification docu-
ments such as [3,4] and discussion with our partners.
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firmware and can be used in multiple projects. The generic design tests can
be delivered along with the product in order to support its testing and vali-
dation [3]. All generic products/tools are maintained by independent developer
teams located on multiple sites and coordinated by the design team. The design
team is in charge of the integration and validation of generic products. It delivers
a baseline of all components to the customer. The generic baselines can be stored
in the generic repository of railway environment. Further, they can be used by
the project design.

2.2 Level 2: Project Design

The project design team is responsible for a dedicated location on the rail (i.e.:
a station or a city) specified by the corresponding configuration. In order to
initiate a project, one generic baseline can be chosen in order to maintain the
compatibility of the component versions. It can be upgraded later. The generic
repository can keep track of the baselines in use or permit the customers to
manage it. Additionally, it is sometimes necessary to design specific products or
features. In this case, the specific developer group is in charge of design, tests
and validation of project specific products. A specific product can be tested and
stored in a dedicated repository or together with the generic ones depending on
the complexity of the project. The project binaries can be stored on the project
repository of railway environments in order to be downloaded by the independent
installation teams.

2.3 Level 3: Project Installation and Maintenance

Once the update is ready for the installation, railway safety protocols [3,4]
require CB (Control Board) to be organized including the customer authori-
ties in order to initiate the download of the new version on the target devices.
The new version once approved needs to be securely transferred to all devices
and be validated by all of them. As railway safety protocols [4] require additional
installation tests and validations for the new version, it should first be tested
during the limited time slots. Once the tests and safety activities are finished
successfully, a second CB has to be organized in order to definitively switch to a
new version. The project installation teams coordinated by an installation team
manager are in charge of installation, validation and delivery of the installation
on the device.

2.4 Security Procedures in Railway Update

The architecture of the railway update framework is based on a hierarchy of
community repositories and requires security guarantees at each level. The com-
munity repositories have suffered the series of devastating attacks in the last 2
decades [9] and developed robust and transparent security mechanisms based on
secure package managers and metadata support [10]. On the contrary, to our
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knowledge, no railway company provides robust secure channels between its dis-
tributed repositories. The security on the update is based on TLS/SSL, which
was shown to be unreliable for community repositories with multiple developer
teams in [10,11]. Strictly speaking, currently, there is no security guarantee on
the contents of update in the railway infrastructure. An adversary with knowl-
edge of processes and protocols can easily execute a damaging attack i.e. install
malicious software or provide outdated or incorrectly formulated update pack-
age. This can put the railway at the risk of critical incidents. The secure update
framework should be adapted to the specific security requirements of each level.
In this paper, we focus on the security of update delivery at the installation
level. Currently, the thousands of devices are updated manually which requires
a lot of time, effort, money and does not provide enough security guarantees,
being dependent on the human factor.

3 TUF and Uptane Background

The Update Framework (TUF) [7] is a security framework designed to protect the
software repositories, such as Microsoft Windows Update, Ubuntu, the Python
Package Index (PyPI), RubyGems, or Docker Hub, from attacks on update func-
tions. The core of TUF security is based on signed metadata related to files or
images kept on the repository. Attacks can be detected and prevented when the
metadata is verified before the software installation. TUF does not prevent a
compromise but limits its impact when it happens. TUF is designed around 4
key principles:

1. Separation of duties, i.e. different metadata files are signed by the repository
administrators using 4 basic roles: the root, timestamp, snapshot, and targets.

2. Threshold number of signatures. The metadata file must be signed using a
minimum threshold t out of n keys.

3. Key revocation by signing new metadata or by setting up an expiration date.
4. Using offline keys physically disconnected from the Internet.

Uptane is the first software update framework for automobiles that addresses a
comprehensive threat model [5]. It enhanced the security principles of TUF [7]
by adding several principles in order to increase the resilience to automobile
attacks:

1. using additional storage to recover from attacks;
2. broadcasting metadata to prevent incorrect version distribution;
3. using a vehicle version manifest, or data file signed by every ECU about what

it has installed, to detect compatibility attacks;
4. using a time server to limit the denial of the latest updates.

4 Attacks on a Railway Update System

We consider the intruder or insider with capabilities to intercept/modify network
messages, compromise device or update server components and pretend to be a
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device and ask for update. On the high-level the attacker in the railway update
context has same generic goals as described in [5].

1. Read update: steal the contents of an update;
2. Deny update: Prevent the updates to reach the trackside equipment;
3. Misuse update: Make a device install an outdated or badly packaged update;
4. Malicious update: Modify the update in a malicious way so that the valid

device functionality is affected causing it to fail or behave incorrectly;

4.1 Generic Security Attacks

The railway update is vulnerable to almost all the generic update attacks. We
reproduce the list of generic attacks mentioned in [5]:

1. Read updates: the man-in-the middle attack permits the adversary to get
access to update contents, even if it is protected with a signature.

2. Deny updates: adversary can block the update in one of the following sce-
narios
(a) Drop-request attack: the network traffic can be blocked for some track-

side devices so that they cannot receive the update. The human factor
excludes the drop-request attack on the generic and project design level
i.e. this attack is possible between installation team and device.

(b) Slow-retrieval attack: causes the update to be received so slowly that
a vulnerability can be exploited meantime. This attack can happen on all
levels.

(c) Freeze attack: does not permit to receive actual update. This attack is
possible between the on-site installation team server and device.

(d) Partial bundle installation attack: the latest update is not installed
by all device components.

3. Misuse updates: an adversary can make an update harmful for a device in
one of the following scenarios
(a) Rollback attack: Device installs outdated update. The known vulnera-

bilities are still present on the device.
(b) Endless data attack: Sending an indefinite amount of data to a device.
(c) Mixed-bundles attack: Causes device to install incompatible compo-

nent versions.
(d) Mix-and-match attack: Attacker is able to release a random mix of

software versions by compromising repository keys.
4. Malicious updates: adversary substitutes the contents of update forcing

the device install a malware.

Apart from these we discovered specific attacks on trackside equipment that do
not exist in the automobile update.
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4.2 Specific Attacks

We derive the classes of specific attacks analyzing the implementation of the
safety requirements [4] to the railway update process. We didn’t apply formal
vulnerability analysis which can be the subject of another paper. We suppose
that the attacker can target any of 3 specific railway procedures:

1. Distribution of update to multiple devices. The update is not dis-
tributed for each single device independently but in a synchronized manner
for the entire network segment (or one trackside line of the project) which
may contain hundreds or thousands of control devices to be upgraded. All of
them have to receive the validated update within a short time slot. In other
words, an attacker can perform a malicious action to a single device in the
update network which should be prevented with minimal consequences.

2. Testing phase. The new version undergoes a series of tests before being
approved for a commercial use, so there is a time delay between the update
installation and actual switch to the new version.

3. CB approval confirmation. If the installation team was compromised and
has got access to a non-approved version from the project repository, it can
make devices install the non-legitimate version bypassing the installation
team manager.

We may formulate the specific railway attacks:

1. Device mismatch: The update is correct, but is distributed to a wrong
device in the network. This can lead to an installation of the incompatible
software on a device, incorrect functioning of the signal device and errors
in train positioning and interlocking. This attack is not covered by Uptane
functionality, as Uptane is focused on the mismatch attacks on the device
components or on the version mismatch of the update for the whole system or
network. This attack is easier to execute if the metadata file is not composed
specifically for each device i.e. the components to be installed on a trackside
device are selected from the complete metadata file received by the device for
the whole network in the project. In order to protect from a mismatch attack,
the verification procedure on a device has to correspond to the specifics of
this metadata format.

2. Test phase attacks: the tests start before all devices confirm the update
installation or the new version is compromised during the testing phase. If the
tests start before the devices confirm the installation of the fresh version, this
could lead to incompatibility errors and failure of the testing phase which
would make the whole update inefficient i.e. the attacker is able to deny
the update. If the version is compromised during the testing phase it could
lead to the successful end of the testing phase and installation of erroneous
version. Uptane does not consider this phase at all as it does not exist in the
automobile context.

3. CB approval absence: The device switches to the updated version before
the CB approval due to a compromised installation team server. If the version
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is not approved by CB it can’t be used by the devices as in this case the major
responsibility on the failure is on the manufacturer of the update. This phase
does not exist for automobiles, so Uptane framework does not protect against
it.

To conclude, we have identified that all major attacks on the automobile update
are also possible in the trackside update process. However, there are some spe-
cific aspects of train updates that cannot be protected without adaptation of
the generic update TUF/Uptane framework. The first security requirement is a
strong compromise-resilience i.e. it would be infeasible for an attacker to achieve
the attack goal even for a single device as the failure of a single device can be
critical for the train interlocking resolution. The second requirement is secure
recovery: the system should to be able to recover from attacks in the most secure
way possible. Physical attacks, remote exploits and random failures are out of
the scope of the system.

5 Uptane Application for Train Updates

The update framework can be applied on all 3 levels of the railway update
process: generic, project design and installation. In this paper, we focus on the
application of TUF/Uptane at the on-site installation level, including metadata
verification and specifics. It is considered, that the update package has already
arrived at the installation server verified and signed by the project director.
This section is our contribution to the railway update process. We propose the
procedures and metadata verification based on the attack and context analysis.
Other Uptane adaptations can be proposed later.

5.1 Customizing Uptane Design at the Installation Level

In this section, we present a straightforward application of Uptane to the installa-
tion process. We propose the scenario, when the devices pull an update from the
installation or team manager (TM) repository which corresponds to the image
repository in Uptane framework, where the team manager signs the canonical
image metadata [5]. Team manager on his/her behalf should verify and sign the
binaries from the project repository, get CB approval and upload the images and
freshly generated metadata (with his/her signature as a root) to the repository.
Sometimes, in order to simplify the task, TM could directly sign the root meta-
data for the approved update or just add his/her signature on top of root.json file
from project repository. Specifying the secure link between the project repository
and TM repository is a subject of another paper. Ultimately, the devices trust
the signature of the TM root, not the project director’s one as CB is the final
decision instance represented by TM root of trust. It is important that there is
no link between the project repository of the design phase and installation phase
other than CB-approved repository. This process is not specified in the Uptane
framework so additional security procedures are necessary to protect it.
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After that, installation team (IT) servers pull the specific approved images
from this secure repository, sign and encrypt them and forward to the trackside.
The installation team coordinates and orchestrates the updates of all devices on
a specific line. The devices pull the update as directed by the IT server. The
IT repository corresponds to the director repository in the Uptane framework,
which is responsible for selecting and encrypting the customized set of images for
the specific device. Obviously, the IT repository should maintain the inventory
database in order to make a decision on the version and baseline to be installed
and a set of device keys in its network zone. The IT repository might contain
encrypted images of an update if additional security is required. In the railway
framework, the multiple independent director (IT) repositories correspond to a
single image (TM) repository.

When a device would contact the IT repository, it would identify itself with
the ID, serial number and signature. Given the device ID the IT director should
consult the inventory database, perform dependency resolution for the required
images and sign the unique metadata or instructions on the names, sizes and
hashes of the images to be downloaded and installed by the device. This guar-
antees immunity to man-in-the-middle device mismatch attacks.

In the full verification scenario of Uptane [5], each device is required to down-
load one set of metadata from the IT server and another, generic one, from the
TM repository. The first set should be specifically customized for this device
and the latter is required in order to verify the specific set against the meta-
data approved by CB and signed by the team manager. This Uptane procedure
requires customization as TM metadata contains the signed instructions for all
images to be installed in the network. Each device should verify only specific
information on hashes, names and sizes for several files from this generic meta-
data. In the Uptane framework such verification is optional, but we propose to
make it obligatory for the railway update in order to achieve greater compromise
resilience and avoid non-approved version installation. The following Fig. 1 illus-
trates the proposed application of the Uptane process in the railway context.
All components and procedures of Uptane are applicable in this scenario. Addi-
tional safety requirements to SIL4 boards on the trackside will require additional
safety checks to be performed after Uptane metadata verification. The update

Fig. 1. Update high-level diagram.
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of a single device in such scenario will not be an independent procedure but a
part of network update. In order to control the network update, it is suggested
to maintain an update progress database as a temporary file or a part of the
inventory database. This database would contain the confirmation of successfully
validated and installed updates for each trackside device. Once all devices will
confirm the successful installation of a fresh version the testing phase may start.
The procedure is not specified in Uptane, so this customization is obligatory
in order to comply with railway security requirements. The Uptane repositories
and roles in the railway framework can function as proposed on the following
Fig. 2. We may conclude that the principal adaptations of the Uptane framework
at this level are:

Fig. 2. On-site repositories and roles.

1. Separate target.json files for each trackside device in IT (director) repository
in order to protect from the device mismatch and device freeze attacks.

2. Target metadata in the TM and IT repository are not identical and its ver-
ification includes only comparison of device component file names, sizes and
hashes. This allows to manage multiple director repositories corresponding to
common shared image repository (TM).

3. In order to proceed to testing phase, the IT repository needs to keep track
of successful updates of all devices. The update progress database allows to
control the start time of the testing phase and manage the update failures.

4. Full verification on each device is required as this it assures the identity of
the installed version and CB approved one. This allows to support the strong
compromise-resilience and minimize the risk to install a non-approved update
version.

5.2 Roles and Keys

The proposed IT repository roles and keys are presented in the Fig. 3. Each IT
server would be an Uptane director repository with 4 basic TUF roles so that
each single device can verify the authenticity and timeliness of update:
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Fig. 3. Installation team repository roles.

– root : recommended minimum 8 keys with 5 keys valid signature threshold [8].
– timestamp and snapshot : one single key per role.
– targets: if possible, set up a separate target key for each type of device to

reduce the possibility of device mismatch attack.

When the TM receives project metadata signed by the project director, he/she
should verify it and download the binary images. After that, he/she must call
the CB and ask to approve the version. Once the approval is received he/she
will put a signature on top of the signed root metadata file or formulate new
root metadata, add download links to target metadata and re-sign it, and gen-
erate fresh timestamp and snapshot metadata. He/she will forward it to each IT
repository. The roles and keys on the TM repository are identical to those on
Uptane image repository [5,8].

6 Security Considerations

Essentially, the TM and IT repositories function similarly to Uptane
image/director repositories. Similarly, the informal security considerations [5]
hold for the railway update as the same distribution of roles and responsibilities
and key validity threshold support compromise resilience. The security analysis

Table 1. Specific attacks and measures.

Attack type Measures and adaptations

Device mismatch: Uniquely tailored targets metadata

Temporary inventory database

Targets key corresponding to the specific device type

CB approval absence: Full verification for each device

Image repository metadata signed by TM

Direct upload URL in the targets metadata

Test phase attack: Temporary inventory database

TM as a link between OT and CB

Final version verification after the testing phase
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of the railway framework in generic part is identical to the Uptane framework
security analysis [5].

The proposed adaptations allow to address specific trackside attacks (see
Sect. 4.2), as TUF and Uptane do not have tools for such scenarios (Table 1).

It can be concluded, that the proposed enhancements: testing phase pro-
tection, full verification of CB-approved version, device-specific metadata and
update progress control database provide the stronger compromise-resilience and
a solution to balancing between safety and security requirements for the track-
side update as none of these specific attacks is considered in TUF and Uptane.

Regarding the formal approach evaluation, to our knowledge, the protocol
security proof, similar to [13] does not exist for this framework, though it is
a state-of-the-art standard in the automobile industry and community repos-
itory updates. The intuitive security analysis [5,7,11] has clear foundation on
compromise-resilience, based on the number of keys and targets a well defined
class of attacks. In future work, it should be feasible to design a formal model of
secure update similar to [13] and prove its consistency for a railway framework.

7 Conclusion

The paper proposes an adaptation of TUF and Uptane for securing railway
updates. We studied the generic update process in the railway environment in
collaboration with an industry partner and identified generic and specific attacks
on the trackside infrastructure in order to address the security and safety require-
ments. We studied the Uptane/TUF secure update system as the industrially
validated solution in order to design the customization.

We propose the design of repositories, roles and metadata management
adapted to the railway update process. As the railway update is more demanding
compared to that of automobiles the additional security measures are taken into
consideration such as testing phase, full verification and update progress control.
Uptane is currently being validated in the testbed of the Digitrans demonstra-
tor. Uptane update framework is expected to be implemented on a simulated
section of trackside. Some devices will be virtual, and some will be implemented
on Raspberry PI computers. The interface of Uptane should be adapted for the
needs of signaling devices according to the recommendations given above. Each
signaling object should be represented by COM board and one or two SIL4
boards.

Currently, TUF and Uptane are state-of-art mechanisms used by multiple
automobile companies and the corresponding standard is in the approval process
by IEEE to be adopted as secure update for ground vehicles [8]. It is used by IoT
update frameworks as well, such as ASSURED [12]. Though it introduces new
risks such as the key theft or compromise, the framework security guarantees
allow to recover with minimal damage after such incidents. In our future work,
we plan to adapt it to all levels of the railway update process i.e. for securing
generic and project repositories as well as developer groups contributing binaries
to the trackside components.
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Abstract. Payments critical infrastructure is subject to rapid technological
change. Increasingly sophisticated threatsmust be addressed to ensure the banking
and financial system security and integrity. Several high-profile cyber-incidents
have recently shaken the global financial community and stimulated renewed
efforts to reinforce and bolster its security framework. Two different cross bor-
der payments management approaches have emerged over the years: the SWIFT
financial messaging standard and the innovative peer-to-peer transaction model
based on the blockchain technology. Debates about which one will prevail as the
best practice are currently a very popular topic. Security, and more specifically
resiliency to evolving cyber threats, will likely be the main point of concern. Both
the SWIFT and the blockchain models present potential exposure to such vul-
nerabilities. Ultimately, the discussion boils down to an assessment of whether
a decentralized, distributed system like the blockchain better meets the integrity
requirements of a modern payments infrastructure and is more suitable to mitigate
the root cause of cyber incidents, which is human error.

Keywords: Swift · Blockchain · Distributed ledger · Payments · Banking ·
Cybersecurity · Cyberattacks · Financial services · Networks · ICT · Digital
transactions · Peer-to-peer systems

1 Introduction

The payments landscape is changing rapidly. Customer demands are up, in terms of 24/7
availability, real time settling and enhanced cost efficiency. A constant stream of tech-
nology innovations is bringing interesting new tools to the payments sector and driving
change in market dynamics, regulation and industry initiatives. Banks, financial institu-
tions, fintech companies are required to do more and faster for less, while maintaining
compliance, operational excellence and, most of all, security.

Such an evolving scenario is characterized both by opportunity and threat: the biggest
challenge is improving the payments infrastructure resiliency to evolving cyber threats,
thus ensuring transaction safety and integrity and financial data security. Evidence shows
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that in the last few years attackers are increasingly building advanced capabilities to
target core banking systems, particularly around payment messaging and transaction
authorization. Cybersecurity is therefore becoming the primary concern in the financial
sphere for the years to come.

In this paper, we will draw a brief rundown of the digital cross-border payments
historical evolution, then we will analyze the current situation in terms of leading tech-
nologies and recent cyber incidents that have affected the payment system. Finally, we
will compare the two preeminent models (the SWIFT and the blockchain) from a cyber
resiliency perspective.

2 Evolution of Cross Border Digital Payments

2.1 SWIFT History and Functioning

In 1973, 239 banks from 15 countries got together to solve a common problem: how to
communicate about cross-border payments. The banks formed a cooperative utility, the
Society forWorldwide InterbankFinancial Telecommunication (SWIFT), headquartered
in Belgium [1]. Before SWIFT came into existence, international interbank telecom-
munication was handled through Telex-Messages. They were not very secure and not
automated. Telex Networks were developed from the 1930 s onwards and they have been
on the decline since the 1980s [2]. SWIFT was founded with the vision of creating a
global financial messaging service, and a common language for international financial
messaging. Today SWIFT connects more than 11,000 banking and securities organiza-
tions, market infrastructures and corporate customers in more than 200 countries. The
system provides about 1.8 billion messages per year [1, 3].

All payments involving a seller and a buyer who do not have their respective accounts
in the same bank, trigger secondary “street side” transactions, such as clearing and
settlement. SWIFT plays the intermediary for transactions in which banks are involved
(business-to-bank and bank-to-bank). While national payment systems often rely on a
clearing system where banks clear their account after a certain time period at one central
location – i.e. the clearing-house - cross border payments are largely managed through
correspondent banks, amethod facilitated by SWIFT. SWIFTmessages are programmed
in a language know as FIN. It is heavily influenced by the Telex messages it replaced.
A very simple SWIFT message could look like this:

:20:MT101 - Test
:28D:00001/00001

:30:040403
:21:Start B - Seq
:32B:EUR1
:23E:CMTO

:50G:/Account Number
BANKDEM0XXX

:59A:/Account Number
BANKDEM0XXX

:71A:SHA
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The SWIFT translation system combines several components: its own information
transmission network, software that makes it possible to connect to the network and an
algorithm for assigning each participant a unique SWIFTcode. It is the SWIFTbank code
that makes it possible to accurately determine the sender/payee and make the transfer
within the shortest possible time. The risk of error in this case is minimal, because
the SWIFT code is unique for each participant in the system and contains complete
information about it. The SWIFT system aims to help organizations and individuals
transferring money to each other in any required currency, regardless of borders between
countries and other obstacles [4].

2.2 Blockchain History and Its Applications in the Payment Infrastructure

In 2009, an anonymous authorwhocalled himself SatoshiNakamotopublished the article
“Bitcoin: A Peer-to-Peer Electronic Cash System”, thus giving birth to the distributed
ledger technology (also known as “Blockchain”) [5].

Blockchain technology is an integrated multi-field infrastructure construction, con-
taining elements of cryptography, computer science and game theory. A peer-to-peer net-
work that uses a distributed consensus algorithm to solve traditional distributed database
synchronizing problem. Blockchain key elements are decentralization, transparency and
immutability [5]. One of its main applications is funds transferring achieved by using
an encrypted technique without relying on a central bank or other trusted third par-
ties. In other words, blockchain is a cryptographically secure system of messaging and
recording in a shared database that makes it possible to transact value from point A to
point B without the intervention of a third party (see Fig. 1). What’s more, having a
single blockchain database to which all users have access not only eliminates the need
for a central authority, but also eliminates the need for maintaining multiple individual
databases [6].

Fig. 1. Graphic elaboration of a digital transaction run on a blockchain network (McKinsey &
Company - Blockchain Technology in the Insurance Sector, 2017)



152 L. Franchina and G. Carlomagno

It is important to stress that blockchain comes in many different types: the main
distinction is between a public and a private blockchain. A public blockchain is a
permission-less peer-to-peer network. Anyone can join the network, meaning that they
can read, write, code, or operate within. On the other hand, a private blockchain is a
permissioned network. Permissioned networks place restrictions on who is allowed to
participate in the network and in what transactions. Private blockchains partially rein-
troduce the intermediary that the very concept of a distributed ledger had eliminated [7]
This distinction will come in handy later in the paper when we specifically discuss about
security challenges related to the blockchain implementation.

Many banks and financial institution have been studying distributed ledger technol-
ogy attributes and launching blockchain-related projects. Ripple, a California company
created in 2012 promising to make payments faster, cheaper and more secure, teamed
up with Banco Santander in April 2018 to launch a service based on its blockchain mes-
saging technology that allows the Spanish bank’s customers in the UK, Spain, Poland
and Brazil to send money in many currencies around the world. Santander is only one of
more than 100financial institutions that have registeredwithRipple to use its blockchain-
based messaging system, known as XCurrent [8]. Other noteworthy blockchain-related
projects are the ones involving The Enterprise Ethereum Alliance [9], whose members
include the likes of Credit Suisse Group AG and JPMorgan Chase & Co., who also said
to be planning to include the mathematical operation known as “Zero Knowledge Proof”
[10] in Quorum, its own private distributed ledger [11].

3 Vulnerabilities of the Existing Financial Infrastructure

Banks and financial institutions have always been prime targets for attackers, who are
increasingly taking advantage of technological enablers (connectivity, complexity) and
are developing new tools and techniques to conduct their malicious activity. In the past
decade, the capability and motivation of threats to the financial sector have transformed
from small-scale opportunistic crimes to efforts to compromise entire networks and
payment systems.

In 2011 and 2012, hackers staged distributed denial-of-service (DDOS) attacks
against U.S. banks to disrupt banking services. Although these attacks were basic and
caused minimal long-term damage, they were a preview of the cyber-incidents wave that
was about to come [12]. Since then, a wide variety of sophisticated cyber-attacks, often
characterized by the deployment ofmalware on payment systems to create a smokescreen
for the fraudulent activity and gain access to user credentials, took place repeatedly in
many parts of the world, causing concern in the financial sector [13].

3.1 Recent Attacks on SWIFT Systems

There have been at least six high-profile attacks on SWIFT systems in recent years
(amongmanyother lower-profile attacks), someofwhich resulting in significant financial
loss. The number of successful attacks against these systems shows how SWIFT security
architecture needs improvements and customers must do more to protect their local
infrastructures.
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Sonali Bank (2013). Attackers were able to infect the bank’s internal systemswith key-
logger software that was used to harvest user credentials. These credentials were then
used to laterally move through the bank’s network in order to gain access to the bank’s
internal SWIFT systems, where $250,000 worth of transactions were made [14].

Banco del Austroz (January 2015). Attackers stole the credentials of a bank employee
and used these credentials to access the employee’s Outlook email account. Using this
access, the attackers located, cancelled and rejected SWIFT transfer requests, altered
their details, and reissued them, resulting in $12,000,000 worth of legitimate transfer
requests being sent [15].

Tien Phong Bank (December 2015). Attackers usedmalware that specifically targeted
the Foxit PDF reader, which was known to be used by the bank employees when viewing
SWIFT statements. Attackers were able to install a malicious version of the Foxit PDF
reader on employee workstations, which altered statements (when opened) in order to
hide evidence of any malicious activity. This malware was found to be installed on
infrastructure provided by a third-party vendor. Employees at the Tien Phong Bank
identified suspicious SWIFT messages and rapidly contacted all parties involved. This
prevented the transfer requests from being completed and the attempt to steal $1,130,000
was halted [16].

The Bank of Bangladesh (February 2016). Investigations found that the attack had
been patiently executed over the period of almost a full year. Attackers gained access
to the bank’s internal systems in order to monitor employee activity. Using this initial
foothold, attackers were able to move laterally across the bank’s internal network in
search of SWIFT-connected systems. Once access to SWIFT systems was obtained, the
attackersmonitored employee behavior, stole user credentials, and deployed specifically-
designed malware named evtdiag.exe, an executable file designed to hide the attackers’
activity by changing the logs on a SWIFT database. The malware targeted the SWIFT
Alliance Access application, bypassed its security controls, and removed evidence in
order to cover the tracks of their fraudulent transfers [17]. A total of 35 SWIFT transac-
tions worth $951,000,000 were made. However, only $81,000,000 of this was success-
fully exfiltrated from the Bangladesh Bank’s account at the Fed Reserve in New York.
The transfers were made towards Philippine casinos bank accounts between February 4
and February 5, 2016 [18].

The Far Eastern International Bank (October 2017). Attackers used malware to
gain access to and move through the bank’s internal network in order to infiltrate SWIFT
systems. Attackers then compromised employee credentials and used this information
to authenticate to the SWIFT Alliance Messaging Hub and issue a total of $60,100,000
worth of fraudulent transactions. Although it was initially understood that $500,000
was lost, the Financial Supervisory Commission (FSC) reported that the final amount
lost by Far Eastern Bank was $160,000. Following an investigation, it was found that
the bank’s security posture was not in line with the requirements outlined by Taiwan’s
banking law [19].
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The NIC Asia Bank (October 2017). Attackers specifically targeted the bank dur-
ing the Hindu festival Tihar, one of Nepal’s largest holidays. According to reports,
$4,400,000 of fraudulent SWIFT transactions were issued during the heist. However,
NIC identified the suspicious activity and informedNepal Rastra Bank (which is Nepal’s
central bank), resulting in the recovery of all but $580,000 of the $4,400,000 [20].

The main common factor amidst these incidents is the deployment of some type of
malware onto a bank’s internal systems. We can also see that attackers frequently pair
this with the compromise of user credentials. Overall, it can be concluded that none of the
attacks directly compromised theSWIFTnetwork itself, and that theywere frequently the
result of flaws in the security controls within the local targeted bank’s IT environments.
Another common element is the presence of some type of user error. This should come
as no surprise, as showed by the 2014 IBM’s Cyber Security Intelligence Index, which
reported that 95% of all cyber incidents recognize “human error” as a contributing factor
[21]. In fact, regardless of how resilient and strong a system is, human error can nullify
any security framework and architecture.

3.2 SWIFT New Security Architecture and Blockchain Experimentation

Previously mentioned cases of data breaches and hacks involving banks linked to the
SWIFT network have renewed the debate around SWIFT security and cyber resiliency.

As a countermeasure to the current cyber-threat landscape, SWIFT recently intro-
duced the Customer Security Program (CSP) to support SWIFT customers in securing
their local SWIFT infrastructure. This program requires that all customers implement
a set of mandatory and advisory security controls outlined within SWIFT’s Customer
Security Controls Framework (CSCF) [22]. The main focus of CSP is to isolate all
SWIFT systems into a secure zone. Without this type of security, attackers would have
the opportunity to access SWIFT systems from a variety of entry points across the gen-
eral enterprise network. With the implementation of all controls within CSCF, the attack
surface of the SWIFT infrastructure is considerably reduced, removing a wide range of
attack paths that could previously be exploited. However, CSP remains a compliance
challenge, and as such it cannot be relied upon alone to mitigate and prevent the com-
promise of these complex payment systems. Within the CSP document itself, it is stated
that CSP should not be considered an exhaustive approach to security and it does not
replace a well-structured security and risk framework.

In April 2016, SWIFT and global consulting services company Accenture released
a joint report that looked at the use of distributed ledger technologies (DLT) in finan-
cial services. Specifically, the paper acknowledged some strengths of the blockchain
like efficient information propagation, traceability, simplified reconciliation and high
resiliency [23]. In March 2017, SWIFT revealed that they had finished the Proof of
Concept phase of its own distributed ledger prototype. According to SWIFT’s R&D
head Damien Vanderveken, blockchain’s implementation would require a significant
infrastructure overhaul for banks that had already invested in centralized solutions. “A
substantial number of banks would have to drastically modernize their systems before
they could turn to a blockchain-based system for their cross-border payments” he said.
Reportedly, the testing involved the creation of 528 sub-ledgers for 28 participating
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banks to avoid confidential information being revealed to rivals. All of the SWIFT
members, thousands of banks, would require 100,000 sub-ledgers to be established,
which is technically and economically burdensome, inefficient and presentsmaintenance
issues [24].

4 Blockchain and Cybersecurity

It is common sense that blockchain can help fortify the cyber security landscape. The
potential of a strong, decentralized security proposition which represents an alternative
to fully or partially-centralized systems that contain single access points of vulnerability
is worth to be assessed and explored.

4.1 Security Benefits of Decentralization

With respect to the specific field of finance and payments, there are reasons to believe
that blockchain features and applications can help deal with the type of malicious tactics
implemented in the aforementioned attacks.

DDoS Risk Mitigation and Operational Resilience. We live in an age where DDoS
attacks will only grow over time. Considering a rising number of unsecured IoT devices
are connected to one another, the potential for DDoS attacks to creep in and overpower an
organization is very real. With the number of IoT devices in operation expected to climb
from around 8.4 billion in 2017 to 20.4 billion by 2020, according to Gartner research
[25], the ease of launching massive DDoS attacks will increase and no existing system
can address this problem unless it is truly distributed. That’s where the blockchain solidly
comes in handy.When it comes to aDDoSattack, the blockchain has protections to ensure
transactions can continue even if several nodes go offline. Multiple blockchain nodes
across many different institutions must be attacked to overwhelm the full infrastructure.
If several nodes are offline, nodes under attack can be made redundant while the others
continue working as usual, protecting the operational continuity of the whole system.
The protocol recovers as nodes are brought back online and are re-synched to ensure
that consistency and integrity is preserved [26]. Several blockchain startups have even
claimed that they are able to protect against DDoS attacks by allowing users in a network
to rent out their extra bandwidth to support networks who are being overloaded with
traffic as a result of an attack [27].

Improved Data Validation and Hacks Prevention. Millionnew formsofmalware are
created every year [28]. They are often difficult to spot and come as a software download
or a phony application update. Settings such as automatic updates can inadvertently
include malware. The blockchain has the capacity to assign unique hashes to down-
loads and updates. This allows users to compare the hash on their would-be download
with the developer’s hash to significantly reduce the chances of infecting their systems
with fraudulent, well-disguised malwares [29]. Furthermore, experts are relying upon
blockchain technology to recognize invalid or potentially corrupt commands and inputs.
Data that is filtered through a decentralized network tends to be more trustworthy, as the
multi-node security lends itself to greater verification and tamper prevention. The use
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of advanced cryptographic techniques makes it more probable that data is coming from
correct sources and that nothing is intercepted in the interim [30].

Evolved Identity Authentication. The username-password login framework is rapidly
growing obsolete, as clearly shown by the ever-increasing numbers of compromised
user credentials [31]. As it currently stands, usernames and passwords for a given site or
application are stored in central databases that are vulnerable to the typical single-point-
of-failure hacking hazard. A superior method of digital access management is definitely
needed. One of the main features of the blockchain is that it doesn’t require passwords
because it relies on either biometric data or private keys and multi-step authentication
to verify the identity of a user. This kind of identity and access management process
makes it more difficult for hackers to enter the network and leave undetected, preventing
them the possibility to hide their tracks or erase records of their unwarranted access.
Combining the decentralized architecture of the blockchain and the biometrics on the
mobile device, this multi-signature/multi-factor authentication model is a more secure
mean of granting access to a network, assigning digital identities not only to users but
also to each device registered on the network. Only a combination of the authenticated
user and device can provide an entry to the data [32].

4.2 Security Issues of Decentralized Systems

In spite of all the points made above, someone could argue that Bitcoin and cryptocurren-
cies have been the ultimate hacker honey pot for many years now, with many renowned
cases of cyber-theft connected to them [33]. It is very important to highlight that this
argument is inconsistent with this paper’s topic of discussion, as it only relates to the
operational usability of cryptocurrencies exchanges, private wallets security and secure
storage of cryptographic keys. It has nothing to do with the blockchain technology core
network integrity and security. Actually, “Bitcoin Core” – the Bitcoin’s open-source
blockchain software underpinning - to date has successfully withstood cyber-attacks for
many years [34]. Having cleared that up, there is no doubt that decentralized systems
like blockchain are not per se immune to any issue regarding cyber security.

Consensus Mechanisms Alteration. The blockchain is updated via the consensus pro-
tocol that ensures a common, unambiguous ordering of transactions and blocks and
guarantees the integrity and consistency of the blockchain across geographically dis-
tributed nodes. Since the consensus model maintains the sanctity of data recorded on
the blockchain, it is important to ensure that it functions correctly in normal as well
as adversarial conditions. In other words, a blockchain based system is as secure and
robust as its consensus model [35]. Especially in a permission-less setup, the number
of nodes is expected to be large, and these nodes are anonymous and untrusted since
any node is allowed to join the network. Consensus mechanisms for such a setup need
to account for maliciousness: particularly Sybil attacks, which can allow a single user
to generate several online identities to influence and manipulate the consensus process.
Dominance can also be achieved by other means, as consensus round outcomes can be
manipulated by a single or group of entities that is able to control the majority of the hash
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rate. In such a scenario, the attacker would have enough mining power to intentionally
exclude, reverse or modify the ordering of transactions [36]. However, the key problem a
hacker would need to solve to create a 51% attack is acquiring the majority of the power
that supports that specific blockchain. This process becomes increasingly unlikely as
the dimension on the blockchain network grows. The bigger the network, the stronger
the protection against attacks and data corruption. With the rising price of Bitcoin as
a currency, numerous new miners entered the system aiming to compete for the block
rewards (currently set as 12.5 BTC per block) [37]. Such a competitive scenario is one
of the reasons why Bitcoin is perceived as being highly secure. At least this is what
conventional wisdom currently asserts: the mining protocol is incentive-compatible and
secure against colluding minority groups, as it incentivizes miners to follow the protocol
as prescribed (they have no incentive to invest large amounts of resources if it is not for
acting honestly and striving to receive the block reward). Nonetheless, recent scientific
paper shows that even a 25% share can incentivize selfish miners to join the set of col-
luding nodes, presenting an attack with which colluding miners’ revenue is larger than
their fair share and thus challenging the widespread 51% notion [38].

4.3 Operational Challenges for Blockchain in Payment Infrastructures

It needs to be understood that the undeniably great cyber resiliency potential of the
distributed ledger technology is not automatically applicable to the very complex and
articulated modern payment infrastructures.

As previously discussed, not all blockchain networks are equal, and a particular
network’s robustness largely depends upon its diversity and number of nodes and its
hash rate. We have seen that the maximum degree of security is provided by public,
sizable and globally distributed blockchains like the Bitcoin’s one, whose number of
full nodes validating its transactions is close to 60,000 - according to prominent Bitcoin
Core developer Luke Dashjr [39]. However, implementation of such distributed public
networks must be evaluated on a large scale. If blockchain technology could be deployed
on a large scale for payments, it would improve the level of security significantly, but it
is evident that a fully open and public blockchain infrastructure is, at the current state
of the art, not entirely applicable to the field of interbank cross border payments. Main
reasons for this are issues related with redundancy, scalability and data sharing, which
ultimately lead to inevitable inefficiencies that could make blockchain overall inferior to
alternatives, including existing systems. Current claims that public ledger platforms can
conduct financial transactions more efficiently ignore the inefficiencies associated with
the huge computational power that is needed to maintain a widely distributed ledger
(one study found that the electricity wasted in Bitcoin mining is comparable to the
average electricity consumption of Ireland [40]). In addition, the feasibility of using a
public blockchain employing a Proof-of-Work consensus for a high volume of payment
transactions still remains a big question mark, as demonstrated by the low amount of
transactions per second supported by Bitcoin if compared to the VISA or MasterCard
numbers [41]. Finally, blockchain experimentation conducted by the SWIFT organi-
zation showed how incompatible is confidential data privacy protection with a public
ledger implementation: real-banking and financial institutions praxis would require the
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establishment of thousands of private small sub-ledgers [24], which is technically and
economically burdensome because of operational and maintenance issues and, most of
all, partially nullify the security benefits of large distributed ledgers.

5 Conclusion

In the present-day cyber-threat landscape, attacks on SWIFT systems have been the focus
of advanced persistent threats. Specifically-designed malwares and advanced tactics are
used to achieve the goal of performing fraudulent financial transactions. As with most
compromises, the root cause of vulnerabilitywill frequently remain humanerror,whether
this error bemade by administrators in a configuration file, developers in their application
code, or employees being deceived into opening a malicious email attachment. In this
respect, blockchain solutions have the potential to help mitigating this fundamental
flaw in security (i.e. human error), due to their inherent trustless, automated operational
structure. Blockchain is decentralized by nature, which means there is no single point of
penetration for hackers to invade, no centralizedweak points to exploit as the information
never passes through a single server. It also offers improved capacity to recognize invalid
or potentially corrupt commands and inputs, and enhanced data validation and identity
authentication. In other words, with blockchain systems in place of legacy ones the
window of opportunity and the attack surface for hackers are significantly reduced,
whereas room for human error impact is kept as minimal as possible.

However, one thing is assessing and recognizing security benefits of this new tech-
nology, another thing is implementing its features in the extremely complex modern
payment infrastructure. SWIFT has been so successful and widely adopted over the
years because it offered a standardized solution completely tailored to the technical
and operational demands of existing financial institutions. It should not be taken for
granted that this will be the case with blockchain. Recent SWIFT’s own distributed
ledger experimentation demonstrates that there is interest around this new emerging
technology’s potential, yet its implementation presents quite a few areas of criticality.
This includes, firstly, the trade off between the level of resiliency, integrity that a fully
open, public, sizable chain like Bitcoin (which should be assumed as a central point of
reference security-wise) ensures and the actual impossibility to adapt anything remotely
resembling it to the existing cross-border digital payment management system. One
of the reasons why being the fact that banks can’t allow confidential information being
revealed to rivals. This creates the need to implement a number of private ledgers, whose
network size and inherent consensus mechanism does not necessarily grant the type of
security and operational resiliency that characterizes a public chain.

It is for all these reasons that a step in the direction of a necessary reconciliation
between blockchain systems and banks systems interoperability needs to bemade before
being able to exploit the great cybersecurity potential of the new decentralized paradigm.
Furthermore, technology improvements on the scalability and energy consumption sides
must occur before blockchain can be considered ready to be efficiently used. It is highly
likely that, rather than completely replacing all major financial processes, the blockchain
model will instead take its place beside and integrate with existing systems.
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Abstract. Cyber incident crisis management protocols often overlook
the importance of crisis communication. This paper reviews the crisis
communication literature to define explicit communication strategies for
each stage of a cyber incident. We applied the proposed model to ana-
lyze the Norsk Hydro case: a Norwegian aluminum and renewable energy
company halted operations due to a ransomware attack. By combining
traditional communication outlets and social media, the company kept
high transparency of their recovery operation, with frequent (i.e., agile)
updates about the cyber incident. The positive presence of Norsk Hydro
on social media allowed them to manage reputation throughout the pro-
cess. Employees’ creativity and loyalty were crucial in the recovery pro-
cess, and it was promptly publicized globally. This empowered other
employees at other branches to act creatively and inspired the commu-
nity. We conclude the study by suggesting the agility, transparency, and
positive reinforcement were the success factor of this crisis communica-
tion operation.

Keywords: Cyber incident response · Crisis communication ·
Information sharing · Communication agility · Transparency · Positive
reinforcement

1 Introduction

Cyber-attacks continue to pose risks to critical infrastructure. Due to the increas-
ing connectivity, digital and non-digital assets are both vulnerable to threats via
Information Communication Technologies [16]. Unlike natural hazards, a cyber
incident is caused by the malicious intent of an attacker. Attackers can take advan-
tage of the responding organization’s visibility and counteract to the defense.

An example is the Protonmail DDoS (Distributed denial-of-service) attack
in 2018 [11]. The initial DDoS attack for the End-to-end encrypted email service
provider ProtonMail caused service outage of several minutes. The small hacker
group Apophis Squad targeted ProtonMail at random while testing a beta ver-
sion of a DDoS booter service. Although it was not their intention to persistently
attack ProtonMail, but decided to conduct a more massive attack after Proton-
Mail’s CTO, Bart Butler, responded to one of their tweets addressing the group
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provocatively [3]. Especially during the cyber incident, the communicator should
be aware of the risk of provocation, which leads them to be cautious and be hes-
itant to communicate to the public.

This study aims at understanding the advantage of active crisis communica-
tion operation to the public during a cyber incident. Although the theoretical
work on modern crisis communication is extensive, it lacks in reflecting the chal-
lenges and benefit from the empirical case studies, particularly in the field of
cyber crisis management. We addressed this problem by developing the cyber
crisis communication strategy model from the literature review highlighting the
shortcomings. Then, we conducted an empirical study of a Norwegian aluminum
company’s case to analyze the benefit of employing a coordinated communication
operation.

2 Cyber Incident Crisis Communication Strategy Model

Crisis communication during the cyber incident should be concurrent with inci-
dent response activities. Figure 1 shows the crisis communication strategy model
based on the literature review. In the field of crisis management study, Coombs
grouped the crisis communication stages to pre-crisis, crisis-event, and post-crisis
[4] as the macro-level framework. Kulikova et al. studied the challenges organi-
zation face in cyber incident information disclosure [10]. Steelman [12], Coombs
[4], Weiner [17] worked on the best practices of crisis communication.

The research work of Veil [15] is dedicated to determining the advantage and
disadvantage of social media use during the crisis. Their findings are incorporated
into the Fig. 1, as the cyber incident crisis management activities.

Fig. 1. Cyber incident crisis communication strategy and best practices of social media
use in three phases.
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From the literature review, we found that previous literature is missing case
studies specifically to understand the benefit of utilizing social media in the
cyber incident crisis communication. Here, we review a recent cyber incident case
and the victim organization’s use of social media from the crisis communication
perspective.

3 Case Study: Norsk Hydro

The company underwent the production stoppage due to a ransomware attack
on the 19th of March 2019. In the following paragraphs, we reconstruct the
incident timeline as described on media outlets and the official update by Norsk
Hydro (top panel of Fig. 2). As of April 30th 2019, the overall impact on the
first quarter of 2019 is NOK 400–450 million (Euro: 45 million; US Dollars: 51
million) [2].

In this section, we describe the crisis communication timeline reconstructed
from the social media channels of Norsk Hydro (bottom panel of Fig. 2). On
March 19th, the official website of the Norsk Hydro becomes inaccessible. Imme-
diately, the company reports the incident through Twitter and Facebook and
establishes the latter as the main channel of communication (i.e., ‘Updates
regarding the situation will be posted on Facebook’). In the following 24 h, the
Twitter and Facebook accounts of Norsk Hydro posted 7 and 6 updates about
the incident, respectively. On March 20th, the company organizes the first press
release and Q&A, open to the public via the webcast service webtv.hegnar.no,
to provide updates about the cyber incident, and publicizes the event via Twit-
ter and Facebook. On March 21st, the official website is recovered, and a new
webpage is explicitly created to report about the cyber-incident, and provide the
contacts of the public relations personnel.

In the first two weeks after the incident, the company kept a transparent
behavior, providing updates on the website and social media (post count on
Twitter: 13, Facebook: 8) regarding the operation status. At this stage, the
company used the re-tweet function of Twitter to acknowledge the good behav-
ior and creativity of the employees. In early April, the count of social media
posts totaled 11 for Twitter and 3 for Facebook. The first Youtube video [8]
highlighting the operational personnel’s effort was released on April 2nd. On
April 9th, the company releases on the official website an article titled ‘Employ-
ees find creative solutions in response to cyber-attack’ [1], and publicizes it on
social media. In late April, the count of social media posts decreased to 7 for
Twitter and 3 for Facebook, and a second Youtube video [9] was released on
April 16th. Finally, on April 30th a preliminary report [2] is published on the
official website, while the official report for Q1 2019 is delayed to June 5th, due
to the cyber attack impacting the availability of several systems and data. Con-
sistently with the transparent behavior of the company, the report contains the
estimated financial and operational loss.

http://webtv.hegnar.no
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Fig. 2. Timeline of the Norsk Hydro incident [2] (top panel, modified by the author)
and the reconstructed highlights of the organizations crisis communication (bottom
panel).

4 Lessons Learned

The Norsk hydro case highlighted the benefit of incorporating social media as the
medium of crisis communication. During the incident response, the organization
continued to show its agility, transparency, and acts of positive reinforcement.

Agility. When the website became unreachable, the organization was quick
to determine the alternative platform for communication (facebook and twit-
ter). During the event, multiple platforms were used, including social media and
web services. The organization seemed to have a good understanding of each
platform; the audience, type of interactions, and its shortcomings. The respond-
ing organization has to incorporate the agile process management during the
demanding cyber incident response. Agile organizations allow the sharing of
information on different levels and between different disciplines, which increases
situational awareness and effectiveness [14].

Transparency. Periodic updates on operational status and short documentary
videos featuring operators showed honesty and openness. Cornelissen defined
transparency as “the state where the image or reputation of an organization
held by stakeholder groups is similar to the actual and projected identity of an
organization [5]”. Transparency creates, maintains, or repairing trust between
the organization and stakeholders.
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Positive Reinforcement. In the area of psychology and organizational behav-
ior, numerous research has addressed ways to enhance motivation by creating
success-focused environments. Interestingly, Norsk Hydro used social media to
communicate with the employees. The organization acknowledged the contri-
butions of the employees by retweeting them and created articles and videos
highlighting the operators and responders as heroes. Sveen et al. have studied
this mechanism in the security incident reporting system in an organization.
The result indicates that the increased number of reporting indicates high infor-
mation security awareness among the system users, and the increase in user
motivation causes an increase in the reporting rate, and vice versa [13].

5 Conclusion

In this paper, we studied the Norsk Hydro case from the perspective of crisis
communication. From our analysis, we find that risk communication is not only
about apologizing or meeting a reporting duty. Instead, it is crucial to promote
good behavior of employees by acknowledging their effort. Moreover, by keeping
a transparent communication, lessons learned during the recovery operations can
be shared with the community.

In the past, information regarding cyber security incidents was shared inter-
nally or with close allies. It is because protecting private information is commonly
considered as a critical aspect of cyber incident management. Here, we advocate
that companies should be more open about sharing information. Haas et al. [7]
suggest that Information Sharing and Analysis Organization (ISAO)s create an
atmosphere of transparency and inclusion while emphasizing that information
sharing, similar to social networking activity, is a group activity and requires
active and frequent involvement. In the Norsk Hydro case, in the two weeks
following the incident, the company provided updates about the cyber incident
with a frequency of at least one post per day, either on Twitter or Facebook.

Undoubtedly, it is still a challenge to ensure the right balance of disclosing
and protecting information to defeat an immediate attack and to prepare for
long-term security [6]. For this reason, companies should design protocols about
what can be shared and what cannot.

The Norsk Hydro demonstrated that agility, transparency, and positive rein-
forcement are essential principles to promote the good behavior of employees,
facilitate cooperation with the relevant authorities and managing reputation.
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Abstract. In recent years, the Smart Grid has increasingly integrated
cutting-edge technologies that generate several benefits for all the stake-
holders involved, such as a more accurate billing system and enhanced
Demand Response procedures. However, this modernization also brings
with it diverse cyber security and privacy issues, which sets the neces-
sity for developing a security platform specifically tailored to this sce-
nario. In this paper, we present SealedGRID, which proposes a flexi-
ble architecture that provides security services at all levels by imple-
menting Trusted Execution Environments on their devices, together with
advanced authentication and authorization mechanisms, as well as pri-
vacy preserving techniques. These technologies are presented in depth
and a final security analysis is conducted, which highlights the contribu-
tions of this project.

Keywords: Smart grid · Interoperability · Trust · Scalability

1 Introduction

The rapid evolution of Information and Communications Technologies (ICT)
has fostered the evolution of traditional power grids to the Smart Grid (SG).
It supports a two-way information exchange between customers and the Utility
companies that enables a sustainable energy management and flexible tariffs
that result in lower bills. EU regulations require member nations to ensure that
80% of residential households will be fitted with Smart Meters (SM) by 2020.
However, the power grid will be also exposed to security threats inherited from
the ICT sector, while privacy issues and new vulnerabilities related to the specific
characteristics of the SG infrastructure will emerge. In this context, this paper
highlights the main contributions of the SealedGRID project for the protection
of the SG against these and other sophisticated attacks, providing a scalable,
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highly trusted, and interoperable SG security platform. It is applicable to modern
industrial networks as well as traditional control infrastructures like SCADA and
telemetering systems, abiding the existing standardization work.

The architecture of this solution complies with the following requirements:

– Scalability: concerning the protection of utilities, which are vulnerable target
due to the centralization of the grid

– Trust: SG nodes will be accessible by customers creating a fertile field for
malicious users that may intercept personal information or alter energy mea-
surements and costs;

– Interoperability: multiple heterogeneous technologies with multiple net-
work operators and other stakeholders are involved.

In the next paragraphs, we present an overview of state-of-the-art technolo-
gies used in SealedGRID. Beginning with key management, some schemes in
the SG are based on shared secret keys, which in turn hinder scalability. Other
schemes utilize ID-based cryptography [1], whose main issue is that Private Key
Generator should always be online and available, being a single point of failure.

There have also been efforts to integrate trusted computing on the SG,
mainly with the use of the Trusted Platform Modules (TPM) [2] and the Trusted
Execution Environments (TEE) [3]. In this project, we prioritize the use of TEEs,
since TPMs usually imply higher costs, they do not offer protection against run-
time attacks, they are not suitable for embedded devices and do not provide
runtime attestation of executable programs; which can be met on the TEE and
are required by the SealedGRID concept.

Regarding privacy, a lot of research has been done to prevent data disclosure
by means of cryptography, using homomorphic encryption, traditional encryp-
tion, and masking. Based on standardization organizations in [4], the efficiency
and privacy requirements of a privacy preserving mechanism for the SG can be
met using masking. Solutions like [5] lack protection against non-repudiation
and adaptability to node joining or leaving.

Authentication is also an important issue by the industry, leading to stan-
dards like DNP3 Authentication [6] and IEC 62351-5 [7]. In [8], a device-to-device
authentication framework based on a two-layer approach is presented, where SMs
are authenticated globally by a PKI and locally by channel signatures. In [9],
an authenticated aggregation protocol is presented based on asymmetric keys,
which preserves the authenticity of exchanged messages.

The design of secure authorization and interoperability mechanisms is also
complex task [10], since the inter-connection between systems that are not
originally envisioned to interoperate may present unanticipated problems. In
[11], authors propose a dynamic authorization-based architecture based on Role
Based Access Control, Policy Enforcement Points (PEPs) and Policy Decision
Points (PDPs) to collect data streams from multiple sources connected to the
Advanced Metering Infrastructure. Lastly, [12] presents a solution based on the
use of PEPs and PDPs to interconnect large distributions with different vendor
technologies.
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The rest of the paper is organized as follows: Sect. 2 presents the different
technologies used in SealedGRID, whereas Sect. 3 describes how they are inte-
grated by the different components of its architecture. Section 4 analyzes how
SealedGRID solutions address certain operational and security requirements,
concludes the paper and adds the future work.

2 SealedGRID Technologies

In this section we briefly present the applied technologies in the proposed Sealed-
GRID architecture which are the following: (a) Federated Login [13]; (b) SOMA
[14]; (c) MASKER [15]; (d) TEE [16] and (e) Context Awareness Manager [17].

The SealedGRID deploys Federated Login achieving interoperability and
ensuring communication among its components. Then, it utilizes OpenID Con-
nect and OAuth2.0. However, we will not analyze these technologies, since they
preexist the SealedGRID and are borrowed from the field of online services, [13].

SOMA [14] is a certificate-based authentication infrastructure that creates
a secure authentication system for mesh networks without a TTP. It creates
an efficient, self-organized and scalable authentication infrastructure based on
a PGP-like architecture. The nodes independently decide with whom to inter-
act, since the SOMA is built on a Peer-to-Peer (P2P) and Web-of-Trust (Wot)
infrastructure. This way, SOMA does not use a Credential Authority (CA) and
avoids delegation of trust to a TTP. Moreover, SOMA demands the existence of
TEE for its secure execution and storage of the generated certificates.

MASKER [15] provides a privacy-preserving aggregation solution that
responds to the following issues: (a) it assists the privacy and security of energy
consumer and (b) facilitates DR. The SMs share cryptographically generated
pseudo-random values with the Utility. These act as masks and obfuscate the
real SMs consumption readings; an intermediate Aggregator provides the Utility
with an aggregated consumption by several SMs. The Utility subtracts the used
masks from the received sum, resulting the real combined consumption. Only, the
SM has access to its real energy consumption value. All sensitive computations
are protected by a TEE, which stores data and executes crucial operations.

As mentioned above, SealedGRID uses a TEE to protect its components
from being manipulated and achieve these goals: (a) to protect device private
keys and its sensitive data through secure storage; (b) to endorse remote attes-
tation, and (c) to secure critical procedures like key management. Particularly,
SOMA is executed within the TEE, where its certificates are stored. Further-
more, MASKER utilizes the TEE to provide confidentiality and authenticity to
the executed code and stored data, and to prove the trustworthiness of Sealed-
GRID nodes, components and modules. Finally, the Federated Login demands
trustworthiness among the participating devices/nodes, which is ensured by the
remote attestation mechanism.

It is necessary to implement an Access Control Management Service to con-
trol the information within the grid. However, it is also crucial to pair this
control with the continuous assessment of the network in terms of security, as
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to permit or deny the use of certain services in case of risk. This is enabled by
context-awareness mechanisms, which retrieve data about the production
chain in real time (e.g., network events, alarms, raw traffic). Here we leverage
Opinion Dynamics [17], a multi-agent collaborative algorithm capable of detect-
ing attacks during their entire lifecycle, from a holistic perspective. It is designed
as a framework to analyze information from external sources (e.g., IDS) together
with Machine Learning techniques in a distributed way.

3 SealedGRID Components

In this section, we analyze the SealedGRID architecture focusing the SG differ-
ent components: SMs, Aggregators, Utility, as well as the different technologies
that each component encompasses (see Fig. 1). Moreover, the fundamental SG
operations are briefly elaborated, depicting how the set of requirements discussed
in the previous sections are met.

Fig. 1. Architectural components and integrated modules for SealedGRID

The SealedGRID SM communicates with other components without extra
authentication using the Federated Login module. Also, it deploys the SOMA
module, which includes: (a) the SOMA client to request to join in a domain and
become part of the SOMA network, and (b) the SOMA authenticator used by an
already authenticated SM in a SOMA network to handle a new join request; its
certificate is issued by the domain’s CA and stored within the TEE. Moreover,
it generates the energy consumption readings and constructs the related packet
within the MASKER where the TEE is involved. After its construction, it is
forwarded to a SealedGRID Aggregator. Also, it receives periodical reports with
billing updates through the MASKER. Finally, it plays the role of a PIP and
PEP. The PIP determines the severity degree of the area, which can be requested
by the PDP placed in the intermediate nodes of that domain. The PEP’s role is
utilized to access data or request the control of another SealedGRID SM from
the same or different domains.

The SealedGRID Aggregator authenticates and authorizes new devices
in a domain (using SOMA) and aggregates individual readings without being
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able to infer private information from these messages (using MASKER). As
explained before, the security of these operations is ensured by the TEE. As for
the authorization, it plays the role of the PEP, since it is responsible for policy
enforcement in its domain, according to the policy defined by the Utility. There-
fore, it is also considered as an intermediate level PDP, taking access control
decisions in a local level.

The SealedGRID Utility is responsible to maintain DR and to calculate
the billing by computing the total consumption of customers at the end of the
billing period (for which MASKER is leveraged). Moreover, it is liable for issuing
the system’s policy, integrating the Federated Login module to provide seam-
less communication between SealedGRID components from different domains.
Finally, a Utility plays the role of the PDP role to issue the system access control
policy. However, it is also considered as an individual PEP, since it should ensure
the enforcement of the security policy in its domain.

4 Discussion and Future Work

This section briefly outlines the fundamental operational and security require-
ments (i.e., service, infrastructure, and customers) that SealedGRID satisfies.

Service Requirements: Energy distribution services, require availability and
accuracy in DR. SealedGRID utilizes the SOMA module to ensure availability,
which creates a mesh network for providing authentication and trust manage-
ment, avoiding single points of failure. Moreover, it employs the MASKER mod-
ule to inform the Utility about the aggregated energy consumption in real-time,
limiting the imposed overheads to the Utility.

Infrastructure Requirements: The SG infrastructure requires a scalable net-
work as the number of customers’ varies, while its components should interoper-
ate and communicate to each other for seamless energy distribution. To ensure
it, system’s monitoring is required for detection of abnormal operation. More-
over, the issuance and enforcement of a system policy guarantees the appropri-
ate system operation. The SOMA module provides scalability regardless of the
number of involved components and the frequency of components join and leave.
The Federated Login module grants unstoppable communication to the partici-
pated components without repetitive identification/auhtentication. In addition,
Context Awareness Manager module monitors the system behavior based on
information from real time events. Finally, SealedGRID sets the role of PDP in
the Utilities to issue the system policy and the PEP’s role in Aggregators for
enforcing it in their domain, to ensure that system operations run smoothly and
the participated components follow the policy.

Customer’s Requirements: The SG customers require an authentication pro-
cedure to access multiple energy distribution systems with a single instance of
identification. Moreover, they demand confidentiality to their personally identi-
fiable information and stable energy supply without energy cutoffs. SealedGRID
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uses the SOMA module to authenticate new SMs and the Federated Login mod-
ule to provide single-sign-on to access energy distribution systems by employ-
ing only one identification/authentication step within the whole SealedGRID
domain. Finally, it implements the MASKER module which not only protects
customers’ personal data utilizing a TEE, but also enables the DR functionality
for persistent and steady power supply.

Altogether, we achieve a federated, dynamic and secure SG architecture
where the access control to critical resources, trust and privacy are considered.
As future work, we intent to implement the proposed architecture in order to
show the feasibility of the security components for practical use cases based on
federated, complex and heterogeneous Smart Grid environments.
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Abstract. This paper proposes a Dynamic Risk Assessment (DRA)methodology
applicable to the so-called High Impact Low Probability (HILP) security risks
which, by their very nature, are difficult to identify or occur only infrequently.DRA
is based on the processing ofWeak Signals (WSs) to protect critical infrastructures
and soft targets against HILP security risks before theymaterialise. DRA allows to
rankWSs according to the reliability and credibility of the sources and to correlate
them to obtain threat precursors. Experimental results have shown that DRA is
effective and helps suppressing irrelevant alerts.
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1 Introduction

This paper proposes a methodology to dynamically assess High Impact Low Probabil-
ity (HILP) security risks which, by their very nature, are either difficult to identify or
occur only infrequently [1]: in this category fall, for example, terrorism, extremism,
and lone wolf actions. The dynamic assessment of risks is an essential element of any
decision support tool aimed at improving the situational awareness while protecting crit-
ical infrastructures and/or soft targets against HILP security risks. Related probabilistic
approaches (e.g. [2–4]) have two major drawbacks: typically present a high number of
false positives and, to characterise the problem, require substantial statistical evidence
that is not available for HILP security risks that manifest themselves as “black swans”.
The proposed Dynamic Risk Assessment (DRA) approach tries to overcome these draw-
backs, by processing Weak Signals1 (WSs) [5] collected from heterogeneous sources

1 A WS can be defined as “A seemingly random or disconnected piece of information that at first
appears to be background noise but can be recognized as part of a significant pattern by viewing
it through a different frame or connecting it with other pieces of information” [14].
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taking inspiration from Intrusion Detection Systems [6]. WSs, once detected and corre-
lated with other WSs, can generate precursor alerts of threats related to HILP security
risks to be deeper and further investigated. The paper is organised as follows: Sect. 2
discusses theDRA approach, Sect. 3 proposes an application of DRA to amass gathering
event, and finally Sect. 4 presents conclusions and future work.

2 The Proposed DRA Approach

The proposedDRAapproach bases its reasoning on the processing ofWSs, theminimum
managed quantum of information. Starting from a static risk assessment, the DRA logic
can be summarised in the following steps:

1. Continuously collect the WSs potentially representing precursors of threats;
2. Analyse each collected WSs and verify if, alone or correlated/grouped with other

existing WSs, can represent a more significant precursor of a threat;
3. Present the potential detected precursor to a security operator for evaluation;
4. Re-assess the risks for the considered target accordingly.

Each WS, detected by a given source, contains the following minimal information:

• A unique ID that has embedded the reference to the source of the WS;
• The absolute time t in which it has been collected;
• The geolocation (x, y) - if available;
• A snapshot ofwhat has been detected using a pre-defined semantic to help the operator
to confirm, discard (false or nuisance alarms) or amend the detection.

Each detected WS is characterised by a Significance (S) value that is a combination
of:

• The Reliability (R) of the source that characterises the ability of a source to give a
true information in a particular context of use;

• TheCredibility (C) of the information generated by the source, that introduces amea-
sure of the degree of confirmation: the more an item of information is confirmed, the
higher its credibility and, conversely, the more an item of information is contradicted
by others, the less credible it becomes [7].

The Significance of the considered WS detected by the source m ranges in the [0, 1]
interval and is computed as follows:

S(WSID) = (α · Rm + β · Cm)/NF (1)

where:

• Cm and Rm are integer in [0, 5] (where 1 is very low and 5 is very high);
• The Normalising Factor NF keeps S(WSID) in [0, 1];
• α and β are correcting factors to tune the role of each factor in the product.
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If the proposed methodology is applied to an event (e.g. a concert in a stadium) it is
possible to add a further element that consider the Time Distance (TDt) of the WS from
the event date: the closer the detection of the WS to the event date the bigger the TDt.
S(WSID) then becomes:

S(WSID) = (α · Rm + β · Cm + γ · TDt)/NF (2)

Once received, it is necessary to process WSs to evaluate if they can become, alone
or together with otherWSs, a significant precursor of a threat related to a specific HILP
security risk. To this end three structures of Precursors are introduced:

• Suspicious Sign (SS), represents a single WS that has either sufficient significance
to become a SS or is related to a high-risk threat. In both cases, S(SS) = S(WS);

• WSs coming from the intelligence services, i.e. Intelligence Alerts (IA), can be
considered a special Suspicious Event with maximum Significance S(IA) = 1;

• Suspicious Pattern (SP), two or more WSs can create a SP if they have sufficient
significance and are linked together according to one of the criteria described below.

The Precursors can be generated combining already collected WSs, SSs, IAs or SPs
using either the experts’ knowledge to define the rules for groupingWSs or data analytics
applied to WSs [8–10] as follows:

• Group: a set of precursors without time and geographic constraints independently of
the time sequence in which they are detected;

• Sequence: a set of precursors that need to be received in the correct sequence;
• Area: a set of precursors within the same area and in a given time interval;
• Distance from Hot Spots: a set of precursors in a given time interval all at a distance
from Hot Spots (e.g. embassies, police offices, etc.) shorter than a given threshold;

• Simultaneous Group: the grouping is generated using the strategy of “simultaneous
events”, i.e. three or more WSs detected within a short period of time;

• Data Analytics: the grouping of precursors is generated using data analytics
approaches for example through the generation of new rules on the basis of data col-
lected in the past. A possible approach is described in [11], where Suspicious Activity
Reports (SAR) collected by 911 emergency operators are analysed to identify and
prioritise cases of interest from the large volume of SARs;

• Operators Group: generated by the operator according to his/her experience.

Precursors’ Significance value is computed using the Significance values of all the
WSs connected to it. The approach to combine Significance values for an SP with two
WSs contributing to it, with significance S1 and S2 respectively, is derived fromCertainty
Factors [12] theory using the following formula

S1 and 2 = S1 + (1− S1) · S2 (3)

Having more than two WSs contributing to the same SP, it is possible to iteratively
apply the same formula.
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Precursors, when triggered by WSs, can be then classified as either Non-Critical
or Critical, i.e. elements that constitute an immediate threat for a given risk. Critical
Precursors shall be triggered and brought immediately to the attention of a security
operator that should take the necessary mitigation actions.

Using the above methodology, the Risk Level can be re-assessed using escalation
approaches [13]. An example, when dealing with a mass gathering event, based on an
IF-THEN-ELSE approach is given in the following:

• IF (Time Distance is Big) AND (no Critical precursors are triggered) THEN (the Risk
Level is Very Low);

• IF (Time Distance is Big) AND (some Non-Critical Precursors are triggered) THEN
(the Risk Level is Low);

• IF (Time Distance is Big) AND (at least one Critical Precursor is triggered) AND
(Crowd Density is Low) THEN (the Risk Level is Medium);

• IF (Time Distance is Small) AND (at least one Critical Precursor is triggered) AND
(Crowd Density is Low) THEN the Risk Level is High;

• IF (Time Distance is Small) AND (at least one Critical Precursor is triggered) AND
(Crowd Density is High) THEN the Risk Level is Very High.

Clearly, exact and complete IF-THEN rules and related thresholds need to be
defined according to laws, protocols and best practices including also socio-political
and environmental conditions.

3 The DRA Application to a Mass Gathering Event: An Example

3.1 The DRA Practical Implementation

DRA methodology has been applied to a scenario representing a mass gathering event
managed by a Law Enforcement Agency (LEA). The sources of WSs are:

• Normal citizens calling 112 emergency services;
• Stewards recruited to manage the event;
• Human-CentredComputer Vision (HCCV) tools able to semi-automatically recognise
car plates, identify vehicles and suspicious behaviours of vehicles and individuals;

• Intelligence services.

The sequence of WS detection, SP generation and DRA is described in Fig. 1:

1. On the basis of the received WS, the corresponding values of sensor’s credibility
and reliability and the time distance from the event are identified.

2. The Significance is then computed using the formulas in Sect. 2 (with α, β and γ set
to 1 for the sake of simplicity) and normalised to get values in the [0; 1] range.
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Time Signal/Pattern Sensor Description Reliability R TD Significance Norm. Significance Risk Level
T01 WS01 Citizen Suspicious Vehicle 4 1 8 0,06
T02
T03 WS02 HCCV Suspicious Behaviour 3 1 6 0,05
T04 WS03 Citizen Suspicious Vehicle 4 1 8 0,06
T05 SP01 DRA Rule Suspicious Vehicle 0,17
T06
T07 1
T08 IA01 Intelligence Possible terrorist attack 5 2 50 0,40 3
T09 WS04 HCCV Red truck 5 2 40 0,32
T10 IA02 Intelligence Stolen yellow van 5 2 50 0,40
T11 WS05 HCCV Suspicious plate detected 5 2 50 0,40
T12 SP02 DRA Rule Suspicious Vehicle 0,64
T13 IA03 Intelligence Terrorist presence 5 3 75 0,60
T14
T15 WS06 HCCV Brown truck 5 3 60 0,48
T16 WS07 HCCV Red van 5 3 60 0,48
T17 WS08 HCCV Suspicious plate detected 5 3 75 0,60
T18 WS09 HCCV Blue car 5 3 60 0,48
T19 WS10 HCCV Suspicious plate detected 5 3 75 0,60
T20 WS11 Steward Suspicious person 5 3 75 0,60
T21 WS12 HCCV Suspicious plate detected 5 3 75 0,60
T22 SP03 DRA Rule Suspicious Vehicle 0,94
T23
T24 WS13 Steward Suspicious person 5 3 75 0,60
T25 SP04 DRA Rule Probing security 0,84 4
T26 WS14 HCCV Quite dense crowd 4 5 80 0,64
T27 WS15 HCCV Yellow van 5 5 100 0,80
T28 SP05 DRA Rule Ramming vehicle 0,93 5
T29

WS01 &WS02 &WS03

Reaction due to SP05

SP01 deleted after operator's check
Patrol sent to check

Reaction due to IA03

Reaction due to SP03

SP02 &WS15

WS11 &WS 13

WS08 &WS10 &WS12

IA02 &WS05

Fig. 1. DRA applied to a mass gathering event

Through the application of theDRA rules the Precursors are created and, if necessary,
Risk Level is modified.

3.2 A Possible Architectural Approach for DRA Implementation

DRA has been implemented in the framework of the H2020 LETSCROWD project2 in a
Web-serverGIS-based architecture receivingWSs fromCCTV-based crowd density esti-
mators,Web-crawling and semantic intelligence on social media, crowd behaviour mod-
elling and humans-as-sensors. SPs above a selected Significance threshold are brought
to the attention of an operator to allow a risk-aware decision-making process.

3.3 First Experimental Results

First experimental results have confirmed the validity and effectiveness of the approach,
as confirmed by the involved LEAs and that DRA helps distinguishing irrelevant alerts,
thereby reporting only significant threats to operators. The proposed DRA approach
is going to be further validated on real scenarios (mass gathering events) from Law
Enforcement Agencies (LEAs). The main problem of the DRA application lies in the
identification of sources of WSs apart from human-as-a-sensors and (semantic) intelli-
gence: most of the CCTV-based tools are either not sufficiently reliable or facing serious
privacy issues.

2 https://www.letscrowd.eu.

https://www.letscrowd.eu
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4 Conclusions

The proposed DRA methodology has the following advantages over more traditional
approaches: it searches for out-of-the-ordinary behaviours, reduces the number of false
alarms, does not require large statistical samples and is sufficiently simple to run in real-
time. Further research should confirm the first promising experimental results focusing
on identifying suitable WSs sources, characterising them in terms of reliability and
credibility and evaluating the feedback from LEAs’ operators.

Acknowledgements. This paper is based on the work carried out in the LETSCROWD project
that has received funding from the European Union’s Horizon 2020 research and innovation
programme under Grant Agreement number 740466.
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Abstract. Actuator security indices are developed for risk assessment
purposes. Particularly, these indices can tell a system operator which of
the actuators in a critical infrastructure network are the most vulnerable
to cyber-attacks. Once the operator has this information, he/she can
focus the security budget to protect these actuators. In this short paper,
we first revisit one existing definition of an actuator security index, and
then discuss possible directions for future research.

Keywords: Risk assessment · Cyber-attacks · Cyber-physical systems

1 Introduction

Actuators are one of the crucial components in controlling critical infrastructure
networks. For example, generators in a power grid enable us to use electricity,
and pumps in a water distribution network ensure that we have a stable supply
of drinkable water. Due to their importance, one should ensure that actuators
are secured. Namely, the problem of security of critical infrastructure networks
is well recognized [1], and attacks against these networks have already been
documented [2,5]. Hence, one should be able to characterize if the actuators are
vulnerable, and if they are, build an effective defence strategy to protect them.

A possible way to characterize the security level of network components is
by using security indices. The first security index was introduced to characterize
the vulnerability of sensors monitoring a power network [7]. This sensor security
index was further analyzed in [4,10], where it was discussed how to calculate
it efficiently. Motivated by the research on sensor security indices, the work [6]
proposed a security index that can be used to characterize vulnerability of actu-
ators in a network. In this short paper, we first revisit the actuator security
index from [6] in some detail, and illustrate with an example how the index can
be used to characterize vulnerability of actuators. We then outline some open
problems suitable for future work.

2 Actuator Security Index δ

In this section, we start off by listing the notations, then introduce the model
setup, define an actuator security index, and finally conclude by illustrating on
an example how to use the index for risk assessment purposes.
c© Springer Nature Switzerland AG 2020
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Notations

R, Z, Z+ and Z≥0 denote the set of real numbers, integers, positive integers,
and non-negative integers, respectively. IN indicates an identity matrix of size
N . |X | indicates cardinality of a set X . Given two matrices A and B, let A � B
denote the entrywise product. [A]ij denotes the element corresponding to the ith

row and jth column of matrix A.

Model Setup

We first model dynamics of a critical infrastructure network. We use the linear
time-invariant model

x(k + 1) = Wx(k) + Baa(k),
y(k) = Cx(k) + Daa(k),

(1)

where: k ∈ Z≥0 is a time step; x(k) ∈ R
nx is the vector of physical states of

the network (such as pressures, temperatures, or power flows); y(k) ∈ R
ny is the

vector containing measurements collected from the process; a(k) ∈ R
nu+ny is the

attack vector. The first nu elements of a model attacks against the actuators,
while the last ny model attacks against the sensors. Hence, the matrices Ba and
Da have the form Ba = [B 0nx×ny

], Da = [0ny×nu
Iny

], where B ∈ R
nx×nu is

assumed to have a full column rank. Note that the matrix W models interaction
in between the system states and that the matrix C maps the system states to
the sensor measurements.

Let I = {1, . . . , nu + ny} be the set of sensors and actuators, and Ia ⊆ I
be the set of sensors and actuators controlled by the attacker. The attacker can
arbitrarily select the values of the elements of a with the indices from Ia. The
elements of a that correspond to non-attacked components I \ Ia are always
equal to zero. Additionally, the attacker possesses full model knowledge, that
is, knows the matrices W,B,C. Finally, we assume that the attacker wants to:
(i) Attack one of the actuators; (ii) Remain undetected by the operator. To
model the second goal, we need a suitable definition of undetectability. In this
work, we use the definition of perfect undetectability [13].

Definition 1. Let x(0) = 0. The attack a �= 0 is perfectly undetectable if y = 0.

In simple words, the measurements under the attack appear to be the same as
in the steady state x(0) = 0, that is, y = 0. For this reason, perfectly undetectable
attacks are potentially very dangerous.

Problem Formulation

We now introduce an actuator security index δ from [8]. By δ(i), we denote
the security index of an actuator i ∈ I. We define this index to be equal to
the minimum number of sensors and actuators that need to be compromised to
enable the attacker to conduct a perfectly undetectable attack. Additionally, we
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Tank 2
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Level
Sensor

Tank 4Tank 3

Tank 1

S

S

S

↑ ↑Pump 1 Pump 2

Fig. 1. Quadruple tank process.

impose the constraint that actuator i has to be used in the attack. In this way,
we capture a goal or intent by the attacker.

Note that actuators that have small values of δ are considered to be more
vulnerable compared to those with high values. Hence, one can use the security
index in a risk assessment as a likelihood score of an actuator being attacked [11].
From the defender’s perspective, the worst case that can happen is to have
δ(i) = 1. In this case, an attacker can attack i while remaining perfectly unde-
tectable without compromising any other component.

Let ||a||0 = | ∪k∈Z≥0 supp(a(k))|, where supp(a(k)) = {i ∈ I : a(i)(k) �= 0}.
The problem of calculating security index δ(i) for an actuator i can then be
defined in the following way.

Problem 1. Calculating δ

δ(i) := minimize
a

||a||0
subject to x(k + 1) = Wx(k) + Baa(k),

0 = Cx(k) + Daa(k),
x(0) = 0,

a(i) �= 0.

Here, we have as the objective to find the minimum number of sensors and
actuators to conduct a perfectly undetectable attack. The first two constraints
are introduced to ensure that the physical dynamics is according to the model
we introduced. The second and the third constraint ensure that the attack signal
a is perfectly undetectable. The last constraint implies that actuator i for which
we are calculating the security index is actively used in the attack. We now
introduce an example to clarify the index.

Example

Consider a quadruple tank process shown in Fig. 1. The plant states x1–x4 are
the levels in four tanks. There are two actuators in the system: Pump 1 (P1)
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and Pump 2 (P2). From [12], we know that this process can be modeled by

x(k + 1) =

⎡
⎢⎢⎣

0.975 0 0.0042 0
0 0.977 0 0.0044
0 0 0.958 0
0 0 0 0.956

⎤
⎥⎥⎦x(k) +

⎡
⎢⎢⎣

0.05155 0.0016 0 0 0
0.0019 0.0447 0 0 0

0 0.0737 0 0 0
0.0850 0 0 0 0

⎤
⎥⎥⎦ a(k),

y(k) =

⎡
⎣

0 1 0 0
0 0 1 0
0 0 1 0

⎤
⎦ x(k) +

⎡
⎣

0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

⎤
⎦ a(k).

By manipulating P1, the attacker influences levels in Tank 1, Tank 2, and Tank 4.
Since the level in Tank 2 is measured, the attacker needs to attack the corre-
sponding sensor to stay perfectly undetectable. The levels in Tank 1 and Tank 4
are not measured, so the attacker does not need to attack additional compo-
nents. Hence, the attacker needs to attack only P1 and the sensor measuring
level in Tank 2, so the security index for this actuator is δ(P1) = 2.

Attacking P2 is more complex. Namely, this pump influences the levels in
Tank 1, Tank 2, and Tank 3. Since the level in Tank 2 is measured by one, and
the level in Tank 3 by two sensors, the attacker needs to attack three sensor to
ensure perfect undetectability. Thus, the attacker needs to attack P2 and three
sensors, so the security index for this pump is δ(P2) = 4.

We now move to the next section, where we outline possible extensions of
the work on security indices.

3 Actuator Indices Independent of System Parameters

Critical infrastructure networks are complex systems that can change configu-
ration over time. Take for example power grids. There, micro-grids can detach
from the grid to form separate grid [9] or power lines may be turned of due to
maintenance or due to damage [3]. Hence, the matrices W , Ba, C, and Da can
change over time. Note that changing the coefficients in the system matrices
might result in a change in the value of δ(i). To overcome this limitation, one
could take recourse to structured systems theory. More specifically, the objective
in such a setting would be to obtain a lower bound on δ(i) that is impervious to
variations in system parameters. In some sense, if this lower bound is sufficiently
high, then one can be certain that the system is secure for almost all realizations.
In the rest of this section, we will focus on introducing this idea.

Problem Statement

Let W (resp. Ba, C, Da) denote structured matrices that obey the pattern of
imposed zeros of W (resp. Ba, C, Da). That is, fixed zeros in W (resp. Ba, C,
Da) would be denoted by zeros in W (resp. Ba, C, Da), while positions that are
not fixed to zero in W (resp. Ba, C, Da) would be represented by a parame-
ter in W (resp. Ba, C, Da). Note that all such parameters are free parameters
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(i.e., real-valued parameters that can be chosen arbitrarily). The interpretation
is as follows: the fixed zero positions denote interactions that are prohibited,
while parameters represent the intensity of existing interactions. With respect
to the Example depicted in Fig. 1, W and Ba are given by

W =

⎡
⎢⎢⎣

w11 0 w13 0
0 w22 0 w24

0 0 w33 0
0 0 0 w44

⎤
⎥⎥⎦ , Ba =

⎡
⎢⎢⎣

ba11 ba12 0 0 0
ba21 ba22 0 0 0
0 ba32 0 0 0

ba41 0 0 0 0

⎤
⎥⎥⎦ .

The matrices C and Da can be written analogously.
Each numerical choice of free parameters yields a realization {W,Ba, C,Da}.

Let {W,Ba, C,Da} denote the family of all linear time-invariant (LTI) systems
{W,Ba, C,Da} having dynamics as given in (1). The main objective is to provide
a bound on δ(i), say γ (where γ ∈ Z>0) such that for almost all1 realizations
{W,Ba, C,Da} ∈ {W,Ba, C,Da}, δ(i) ≥ γ. A secondary objective is to seek
strategies so as to increase γ. The rationale being the following: the higher the
value of γ, the more secure actuator i is, since δ(i) becomes larger.

Note that addressing our main objective essentially translates to solving
Problem 1 for almost all realizations {W,Ba, C,Da} ∈ {W,Ba, C,Da}, as
opposed to a specific realization. However, this might be a rather cumbersome
route towards achieving our goals, since for large-scale networks Problem 1 is NP-
hard (see, Theorem 1 in [6]). This motivates us to seek alternative approaches.

Alternative Approach: Graph Theory

Structured system (1) can be described by a graph as explained in the following.
Let X = {x1, x2, . . . , xnx

}, Y = {y1, y2, . . . , yny
}, and A = {a1, a2, . . . , anu+ny

}
denote the set of state vertices, actuator vertices, output vertices, and attack
vertices, respectively. We define by: EW = {(xj , xi) | Wij �= 0} the edges in
between the state nodes; EBa

= {(aj , xi) | Baij
�= 0} the edges in between the

attack and state nodes; EC = {(xj , yi) | Cij �= 0} the edges in between the states
and measurements; EDa

= {(aj , yi) | Daij
�= 0} the edges in between the attack

and measurement nodes. The graph associated with the system (1) can then be
defined as G = (V, E), where V = X ∪ A ∪ Y and E = EW ∪ EBa

∪ EC ∪ EDa
.

Our approach towards addressing the aforementioned problem can be crys-
tallized as follows. Given that we have knowledge of the underlying graph G and
also of the set of attacked actuators and sensors I: (i) Find graph-theoretic con-
ditions which ensure that, for actuator i, for almost all choices of edge weights
in G, δ(i) ≥ γ; (ii) If possible, modify the graph G (for instance, by adding or
deleting suitable edges) such that γ is increased.

1 There might exist realizations {W 1, B1
a, C1, D1

a} ∈ {W, Ba, C, Da}, for which δ(i) <
γ. However, all such realizations would lie on a set of Lebesgue measure zero in the
space of free parameters in W, Ba, C and Da. Hence, instead of ensuring that for
every realization δ(i) ≥ γ, we seek to ensure for almost all realizations, δ(i) ≥ γ.
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4 Conclusions

This work revisited the security index that can be used to measure vulnerabil-
ity of actuators in a network, and illustrated in an example how this index can
be used for risk assessment purposes. We then outlined possible directions for
future research. Namely, since critical infrastructure networks are changing over
time, and the security indices are fragile in terms of system variations, we plan
to define novel security indices that are not fragile with respect to the aforemen-
tioned changes. Particularly, structured system theory seems to be a promising
approach to analyze and efficiently calculate novel types of security indices.

Acknowledgments. This work was supported by the Swedish Civil Contingencies
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Abstract. We present ongoing work in evaluating the performance of
PID-controllers under DoS attacks. The experiments are conducted in a
recently developed virtual testbed, which is openly available. An impor-
tant observation is that also benign physical processes may exhibit poten-
tially dangerous oscillations under DoS attacks unless care is taken in
the control implementation. An event-based PID-controller with adap-
tive gain shows promising performance under DoS attack.

Keywords: Cyber-physical attack · PID-control · DoS attacks

1 Introduction

Cyberattacks on Industrial Control Systems (ICS) and other cyber-physical crit-
ical infrastructures is a growing concern in society [1]. Often these infrastruc-
tures have lagging cyber-defenses and successful cyberattacks may have dev-
astating physical consequences. As complement to traditional IT-security solu-
tions in these infrastructures, researchers have worked on security solutions tai-
lored towards the cyber-physical nature of these systems. See [8], and references
therein. In this vein, we will in this short paper present ongoing work in a virtual
testbed for evaluation of cyberattacks and defenses in continuously controlled
physical infrastructures.

The testbed has been developed in C# with the purpose of evaluating cyber-
physical impact of attacks and defences in controlled critical infrastructures. The
testbed uses five main software modules: (1) Control Center, (2) Controller,
(3) Plant, (4) Anomaly Detector, and (5) Channel. Two instantiations of the
Channel module are the Supervisory control network and the Field communi-
cations network) in Fig. 1. Due to the modular framework and use of UDP/IP-
networking, the testbed is simple to deploy on standard computer architectures.
The virtual testbed software can be downloaded from GitHub [7].

A contribution of this paper is to highlight the importance of the imple-
mentation of low-level controllers with respect to cyberattacks. We focus the
tests on DoS attacks [4] in the field communications network, see Fig. 1 (right),
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Fig. 1. Block diagrams illustrating the modules of the testbed, data-injection attacks
in all channels (left), and DoS attacks on the sensor channel (right, see Sect. 3).

and propose a novel event-based PID-controller. Event-based control is not new,
see [2,6], for example, but our design uses an adaptive gain (suppress factor)
that explains its improved performance under DoS attacks.

2 Three PID-Controllers

The testbed Control module currently supports three PID-controller implemen-
tations: PID-, PIDplus-, and PIDsuppress-control. The testbed has been used for
evaluating these controllers in various attack scenarios, see Sect. 3. In particular,
the PIDsuppress-controller shows promising results under DoS attacks.

The ideal PID-controller [3] in continuous time is given by

u(t) = KP e(t) + KI

∫ t

0

e(τ) dτ + KD
de(t)
dt

, (1)

where e(t) = r(t) − y(t) is the control error, r(t) the setpoint, and y(t) is the
measured process variable at time t. The parameters KP , KI , and KD are the
proportional, integral, and derivative gains, respectively. In the testbed, the sig-
nals and controllers are sampled with period Δtk := tk − tk−1, where k is sample
number, and ek denotes the sample e(tk), for instance.

Time-Triggered PID-Control. In the time-triggered PID-controller, the inte-
gral term is discretized with uniform sampling intervals Δtk = Δt, yielding∑k

i=1 eiΔt. Backward finite-difference approximation is used to approximate the
derivative, de/dt|tk ≈ (ek − ek−1)/Δt. The sampled controller takes the form

uk = KP ek + KI

k∑
i=1

eiΔt + KD
ek − ek−1

Δt
, (2)
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and the controller (2) is executed at time instants tk = kΔt. If a measurement
does not arrive at time tk, because of DoS attacks, for instance, the last received
measurement is used instead.

Event-Triggered PIDplus-Control. The PIDplus-controller [6] was intro-
duced to better handle packet drops and time-varying sampling periods Δtk
in networked control systems. The PIDplus-controller acts (almost) as a nor-
mal PID-controller when there is no packet loss. The proportional, integral, and
derivative terms are event based and only updated upon the arrival of a new
packet ek = rk − yk. The integral term is computed recursively using a filter
state Fk,

Fk = Fk−1 + (U − Fk−1)(1 − exp(−Δtk/Tres)). (3)

Here U is the last confirmed actuator setting, and Tres is a tuning parameter for
the integral action, which can be set as Tres = KP /KI . The derivative term is
given by Dk = KD(ek − ek−1)/Δtk, and the proportional term is Pk = Kpek.
This yields the controller uk = Pk + Fk + Dk.

An advantage with (3) is that after a long communication outage (Δtk large),
Fk ≈ U , which avoids potentially dangerous wind-up phenomenon and harmful
control commands. For comparison, in (2) the integral will increase at rate eiΔt
per sample under packet drops.

Event-Triggered PIDsuppress-Control. The PIDsuppress-controller is a
new event-based PID-implementation [7], which adapts both the proportional
and integral gains depending on sampling period Δtk. This is achieved using the
suppress-factor γk ∈ (0, 1]. The control at time k is

uk = KP γkek + KI

k∑
i=1

γieiΔti + KD
ek − ek−1

Δtk
. (4)

The suppress factor γk changes the control characteristics depending on the com-
munication quality (the sampling period). The derivative term does not include
γk since it is already small for large Δtk. The factor γk is updated using Algo-
rithm1. The tuning parameter Tsupp is an order of magnitude larger than the
nominal Δtk, and β ∈ (0, 1] is a low-pass filter constant. In case sampling time
increases, Algorithm 1 makes γk small immediately. Conversely, γk is only slowly
increased to ensure a sustained small suppress factor if packets arrive in bursts.

Algorithm 1. Suppress factor γk

1: function γk(γk−1, β, Δtk, Tsupp)
2: γ̂k ← exp(−Δtk/Tsupp)
3: if γ̂k ≤ γk−1 then return γ̂k

4: else return (1 − β)γk−1 + βγ̂k
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To better understand the role of γk, please note that a sampling period Δtk
approximately introduces a time delay Δtk/2 in the loop gain transfer func-
tion L (assuming zero-order hold sampling). To avoid an unstable or oscillatory
feedback system for large Δtk, one should decrease the system bandwidth (to
increase the phase margin). The bandwidth is approximately given by the cross-
over frequency ωc, satisfying |L(iωc)| = 1. Around the nominal cross-over fre-
quency ωc,nom, we have |L(iω)| ≈ (ωc,nom/ω)α, α ≈ 1.5, for well-tuned systems.
If we include the suppress factor γk ≤ 1, we obtain an updated ωc = ωc,nomγ

1/α
k ,

which implies a decreased bandwidth in response to large Δtk and reduced risk
for instability.

3 Testbed Evaluation of DoS Attack

In the following testbed experiments, the plant is a simulated nonlinear cascade
of fluid tanks. The measurement y is a fluid level, and the input u controls the
fluid inflow by means of a pump. The exact model is available in [7]. The perfor-
mance of the three control algorithms, PID-, PIDplus-, and PIDsuppress-control,
are compared by conducting experiments where the communication between the
plant and controller is subject to packet-drop/DoS attacks, see Fig. 1 (right).
The DoS attack model and three experiments are described next.

DoS Attack Model. A realistic DoS attack model should include long peri-
ods of communication outage. For this, we use a simple two-state Markov chain,
namely the Gilbert-Elliott model [5]. The channel state Xk at sample k is depen-
dent on the previous state Xk−1 according the state transition probabilities
P p

d = P (Xk = pass|Xk−1 = drop), and P d
p = P (Xn = drop|Xk−1 = pass). A

topic for future work is to implement more realistic DoS attack models in the
testbed, such as the ones listed in [4].

Change in Setpoint. The first experiment is conducted along the following
procedure: (1) The setpoint r is changed from 0 to 6 (at Time ≈ 2 s). (2) A DoS
attack starts, with the channel state transition probabilities set to P p

d = 0.9 and
P d

p = 0.1 (at Time ≈ 5 s). (3) r is changed from 6 to 12 (at Time ≈ 6 s). Figure 2
shows the step responses. The results show that the three controllers exhibit
similar nominal performance when there is no DoS attack (Time∈ [2, 5] s). This
is not the case when packet-drop starts (Time ∈ [5, 15] s). The time-triggered
PID-controller exhibits very undesirable non-decaying oscillations in this phase,
potentially causing physical damage. In contrast, in the PIDplus-controller the
oscillations are more damped. In the PIDsuppress-controller, the oscillations
are almost removed, indicating that this is a promising implementation under
both nominal and attack conditions. The explanation is that the PIDsuppress-
controller automatically decreases the bandwidth, making the step response
slightly slower during attack, and thus significantly decreases the oscillations.
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Table 1. Average time spent in the pass and drop channel states before switching.

Drop-out setting [%] 100–0 20–80 15–85 10–90 7–93 5–95

Average pass time [sec] – 0.25 0.24 0.22 0.22 0.21

Average drop time [sec] – 1.00 1.34 2.00 2.86 4.00
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Fig. 2. (A) Time-triggered PID-control. (B) PIDplus-control. (C) PIDsuppress-control.
The DoS attack starts at 5 s and causes various degree of oscillations following a setpoint
change.
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Fig. 3. Average settling time using time-triggered PID-, PIDplus-, and PIDsuppress-
control with varying packet drop-out.

Varying DoS Attack Intensity. Step-response trials as in Sect. 3 are also
conducted with varying attack intensity. For each drop-out setting, five trials
are conducted. The results are summarized in Fig. 3 where average step-response
settling time under attack is plotted against the drop-out setting (the state
transition probabilities P p

d and P d
p in %). The average time spent in each channel

state before switching, is reported in Table 1.
The time-triggered PID-controller did not manage to settle the system in

any trial with the 7–93 and 5–95 drop-out. It is also seen that the PIDsuppress
ensures faster settling time than PIDplus and time-triggered PID-control for all
drop-out settings.

Influence of Measurement Noise. An experiment in steady state (no set-
point change) but in the presence of measurement noise is also conducted.
Figure 4 shows a case where noise of standard deviation 0.2 is applied to the
measured process value. The DoS attack starts at 6.5 s and the 5–95 drop-out
setting is used.
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Fig. 4. (A) Time-triggered PID-control. (B) PIDplus-control. (C) PIDsuppress-control.
The DoS attack starts at 6.5 s and causes various degree of oscillations, as triggered by
natural measurement noise.

As before, the three controllers exhibit similar performance when there is no
DoS attack (Time ∈ [1, 6.5] s). When the attack is active (Time ∈ [6.5, 18] s), the
time-triggered PID and PIDplus-controller both exhibit non-diminishing oscil-
lations, which is not the case for PIDsuppress. The occurrence of oscillations is
because the received measurement varies quickly around the correct value due
to noise and gets randomly “stuck” above, or below, the setpoint under attack,
and the controller reacts accordingly. In the PIDsuppress case, the bandwidth is
decreased to the extent that this noise is filtered out. The cost is a slower control
system, as already illustrated in the first experiment.

4 Conclusions

We compared the performance of three different PID-controllers under DoS
attack using experiments in a recently developed virtual testbed [7]. An event-
based implementation (PIDsuppress) with adaptive gain outperformed the other
implementations under attack. An important observation is that even a benign
physical process (fluid tanks), exhibits potentially dangerous oscillations under
DoS attack unless care is taken in the implementation of these low-level
controllers.

For future work, the proposed implementations could be evaluated under
more realistic DoS attack models [4]. Also more advanced attacks, such as data-
injection attacks, Fig. 1 (left), could be similarly evaluated in the virtual test
bed.
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Abstract. The security of critical infrastructures is of paramount
importance nowadays due to the growing complexity of components and
applications. This paper collects the contributions to the industry dis-
semination session within the 14th International Conference on Critical
Information Infrastructures Security (CRITIS 2019). As such, it pro-
vides an overview of recent practical experience reports in the field of
critical infrastructure protection (CIP), involving major industry play-
ers. The set of cases reported in this paper includes the usage of serious
gaming for training infrastructure operators, integrated safety and secu-
rity management in the chemical/process industry, risks related to the
cyber-economy for energy suppliers, smart troubleshooting in the Inter-
net of Things (IoT), as well as intrusion detection in power distribution
Supervisory Control And Data Acquisition (SCADA). The session has
been organized to stimulate an open scientific discussion about industry
challenges, open issues and future opportunities in CIP research.
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1 Introduction

Critical infrastructures must fulfil dependability requirements that impose the
use of rigorous techniques during procurement, development, commissioning and
training/preparedness, as well as in regulatory audits of the operational systems.

In this CRITIS special session we have solicited short presentations from an
industrial perspective addressing any aspect of such processes and of the super-
vision of critical operations. Reports of actual cases were welcome including suc-
cess stories or failure/emergency management operations with the aim of sharing
lessons learnt. Contributions to this session were welcome by academics working
on research projects with industrial partners who have driven experimental eval-
uations of research outcomes and prototypes with the help of real-world data,
or have validated hypotheses by performing surveys and interviews.

For this special session, we finally accepted five contributions involving four
universities together with six different companies and research centers. Each of
the following sections will address a specific contribution for the special session.

More specifically, the rest of this paper is organized as follows: Sect. 2 provides
an experience report on the usage of serious gaming for training infrastructure
operators; Sect. 3 describes an experience of integrated safety and security man-
agement in the chemical and process industry; Sect. 4 addresses risks related to
the cyber-economy for energy suppliers; Sect. 5 addresses an experience report
related to intrusions in power distribution SCADA systems; Sect. 6 describes
a novel industry concept known as smart troubleshooting with interesting IoT
applications; and, finally, Sect. 7 draws conclusions.

2 Using Serious Gaming to Train Operators of Critical
Infrastructure

This section presents the development of a serious game component used to
train operators of critical infrastructure. It describes the basic operation of the
game and how an iterative development process ensured that the pedagogical
objectives were met. Lessons learned while developing and testing the game are
also presented.

2.1 Introduction

When a new course to train operators of critical infrastructure to use security
controls was developed at the Swedish Defence Research Agency (FOI), a serious
gaming component was integrated into the course schedule. The purpose was to
create a story-living experience, as described by Perla and McGrady [1], which
enhances the learning process by allowing the course participants to work with
the knowledge gained during the lectures and the laboratory sessions. In the
game, the participants have to protect an IT environment of a fictitious company.

Here, the term serious gaming is used to describe a game in which education
is the primary goal, rather than entertainment, as defined by Michaels and Chen
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in 2006 [2]. The decision to develop the game was made during the overall design
of the training course. The game runs as short sessions throughout the course
where each session focuses on the security controls presented in the foregoing
lectures and labs.

During the development, a board game form factor was used which allowed
the design team to focus on the game play rather than on technical solutions. An
iterative development process was used with four test runs involving two groups
of FOI personnel and two groups consisting of the intended target groups of
the training course. After each test run, feedback was collected upon which the
design team made relevant adjustments prior to the next test.

2.2 The Narrated Scenarios and the Game Play

During the game, the participants are divided into teams of three or four. To
create a relevant narrative as described by Perla and McGrady [1], each team
constitutes a group of consultants hired by a fictitious company operating a
critical infrastructure. The board of executives of the company recently identified
that their business falls under the EU directive on the security of network and
information systems (NIS Directive) [3]. The task of the team is to ensure that
the level of protection of the IT environment meets the requirements of the
legislation. Each company has different needs of availability and confidentiality,
which means that the groups need to prioritize different security controls.

During each session, the participants must choose a set of security controls to
implement in order to handle vulnerabilities and to protect their systems. They
can alter the overall design of the IT environment by changing the structure of
the network as well as by moving critical systems. The participants also have to
manage a series of vulnerabilities. The actions are performed and tracked on a
game board having icons that represent the systems. The security controls are
represented by playing cards of which only a limited set can be used in each
session. Even though the game is not a competition against the other teams, a
monetary measurement is used to motivate the teams as described by Sullivan
et al. in 2018 [4]. At the end of each session, one or more incidents are played
against the IT environments, and if the severity of the incidents surpasses the
level of protection, the company will lose some of its revenue.

2.3 Lessons Learned

The feedback from the four test groups confirms that the use of serious gaming is
a relevant way to train operators of critical infrastructure on cyber security. This
conclusion is also supported by observations made by the design team during the
tests, where the game engaged all of the course participants. The board game
form factor supported vivid discussions within the teams.

During the first three test runs, the narrative was observed to be too weak to
be engaging. This issue was solved by adding the NIS directive and the consultant
perspective to the narrated scenarios. Another observation was that the initial
amount of information early in the first two sessions was too large for the teams
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to manage. This was solved partly by simplifying the game play and partly by
distributing the information more evenly between the sessions.

Future development will add better support for calculating the security levels
of the IT environments and to visualize the performance of each team. The tests
indicate that the security controls and the cyber incidents are relevant, but
further effort is needed to ensure that the game remains relevant.

3 SAFeRA 4STER: Integrated Management of Safety
and Security Synergies in Seveso Plants

The Chemical and Process Industry, due to the use of hazardous materials and
to the role it plays in the economy, is vastly deemed to be a vital sector and thus
considered as a Critical Infrastructure. In order to reduce the risk of failures and
minimize the consequences of possible events, the European community created
and implemented safety policies and standards such as the Seveso Directives
[5,6]. However, security measures fall outside the scope of the previous version
of such regulations and only in the Seveso III Directive they have been partially
included. As highlighted in the SAFeRA 2018 call for proposals [7], the security
of Seveso sites has become a matter of increasing concern due to growing threats
stemming from terrorism, internal malevolence and cyberspace.

3.1 Objective

The objective of the 4STER project [8] is to suggest solutions for managing
safety and security in a coordinated manner, as well as to examine how the
threats stemming from digitalization are understood and identified. The fol-
lowing three Research hypotheses are defined: (1) Despite tensions, significant
synergies between safety and security management exist; (2) Security-related
scenarios concerning intentional acts are not adequately considered in documen-
tation following up the Seveso Directive; (3) Many companies in the European
process industry lack adequate cyber security awareness. The project will ana-
lyze how safety and security can be combined in an integrated approach for
securing plants; it will investigate how cyber-physical threats are perceived; and
it will suggest methodologies for identifying the indicators of imminent major
accidents.

3.2 Relevance and Impact

The project will have three main contributions: (1) drawing an integrated safety
and security management framework for Seveso sites; (2) providing deeper
insights into attitudes, awareness and preparedness of European process indus-
tries in relation to cyber-physical security threats, which are not adequately dealt
in Seveso Directives and safety reports; (3) Producing guidelines for the early
identification of accident scenarios with intentional causes that allows an easier
integration of the safety reports with security-related scenarios. These results
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will serve for significantly improving safety and security in the 12.000 Seveso III
sites of the European Union (http://ec.europa.eu/environment/seveso/). More-
over, regulators, senior managers, safety/ security experts, shop-floor workers in
companies, and policy makers benefits from the results, which will be dissemi-
nated via seminars, blogs and events by the SAFERA platform.

4 Recent Trends in Cyber Economy and Their Impact
on Operational Technology

The experience report included in this section addresses the recent trends in
cyber economy, summarized under the term “digital transformation”, from the
perspective of an energy supplier. An overview of changes, impacts and some
ideas on how to survive in a multicloud universe are given.

The typical functioning of an energy supplier requires the production, trans-
port, supply, trading and sales of energy. These five main parts of one company
need to work together but they have widely different characteristics. Energy
production, transport and supply are typical parts of the critical infrastructure.
For energy transport and supply a grid is needed; the business of an energy
distributor is more decentralized. The business of energy trading and sales is
depending on data and information technology (IT). While trading operating at
stock markets is regulated like banking business, energy sales has a distributed
character. Sales agents, partners and being close to their customers dominate
this business.

In the last few years some fundamental changes hit the energy suppliers: the
liberalization of the energy market. They had to take out the energy transport
section due to unbundling reasons. The end of nuclear power usage in Germany
took out another stabilization factor. The grow of renewable energies spread our
business all over the country. Energy production on the consumer side added
more distributed micro-scenarios.

Low market prices for energy forces us to look for new business opportu-
nities. In this segment they meet web companies and start-ups as aggressive
competitors.

Due to the changes in the energy market and the impacts of the digital
transformation1 we are urged to move into a future digital market. This urge did
not occur solely in our IT department but in any part of our company. Looking
for a digital solution in the age of omnipresent easy-to-rent cloud services any
part of our company will find something suitable. As outcome our landscape is
covered with a lot of cloud solutions. Since most parts of our business cannot be
done in isolation - things are interconnected and need to exchange data - we get
into a complex interlinked meshed situation, a grid of data and control, spanning

1 The term is quite modern in economy, widely used in business and especially in
consulting. A number of diverse definitions exist in the literature [9], but a widely
accepted one is still to be found.

http://ec.europa.eu/environment/seveso/
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through a public shared medium called “internet”2. Further, this expansion of
the existence of our company over the internet and clouds is not only virtual.
The internet of things (IoT) is offering even more opportunities. Just get some
interoperable IT-gadgets, implement the solution, adapt operational technology
(OT) and manage your identities and relations. The IoT, smart devices and any
kind of smart technology act as a bridge between the virtual internet and the
physical world, thus enlarging the IT network. Many of these new business ideas
start as a small proof of concept and there is not enough time to or maybe
not the will to waste time in things like enhanced security, administration or
compliance. Having real start-ups as competitors a short time to market often
dominates the action. At least we cannot slow down to a speed we were used to
since the electrification took place3.

To have a meaningful example for digital transformation at an energy sup-
plier we will take a closer look at the maintenance of wind power stations. Wind
farms are under permanent physical stress, so they need maintenance on a reg-
ular base. In the past we did the necessary registration of the inventory, checks
and maintenance work locally. Operational information technology and office
information technology where clearly separated. Today remote checks and con-
trol of power plants is common. External and internal staff is using a mixture
of office IT and OT to do their job. Manufacturers of OT equipment modern-
ize their technologies and adapt or enable IT network protocols to be used as
transport layers in OT environments. Office IT technologies get partly mixed
into operational IT. Tomorrow we will use IoT-devices in each wind station to
measure and check the OT. We will collect a lot of data in real time and send it
via internet to big data analytic services in the cloud. Leveraging artificial intel-
ligence techniques on this data and on the results will allow improved predictive
maintenance better then before. Our maintenance staff will be automatically
managed by a Cloud-IT-System which controls and supports the work forces
via smart gadgets via internet. Operational IT, office IT and cloud IT will be
interlinked and mixed.

The Digital Transformation shifts our well known conflict situation “IT ver-
sus OT” into a three-party-problem: “OT versus on premise IT versus cloud
IT”. While the gaps between the technologies are closing, the differences regard-
ing the understanding of risks, the handling of failures and consequences and
the understanding that staff have of their job are still there. We are addressing
these with cross-functional work groups, overall architectural approaches and a
group wide program for a cultural shift which is strongly enforced by the top
management.

2 Anything which uses internet as transport layer can be considered as somehow shared
and public. Even if a VPN is used, it will still have the public internet as a base
layer.

3 For example, it took from 1922 up to 1925 to build the Schwarzenbach Dam.
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5 Intrusion Attempt on the Power Distribution Grid

Digitalization transforms energy companies to IT constellations within the
energy sector. The increased level of system-to-system connectivity enables
automation and increases efficiency. New business models are being developed
that use the inter-connectivity between such systems. Technologies like virtual
local area networks, virtualization and cloud platforms are increasingly utilized
to reduce hardware, administrative and maintenance costs. This technology
change introduces new dependencies into SCADA systems. As availability of
these systems is often critical, such dependencies add new risks. SCADA sys-
tems now share both computing and network resources with less critical systems.
This experience report addresses a real world intrusion attempt utilizing depen-
dencies that in this case would not have been detected without the visibility
provided by network monitoring.

5.1 Digitalization

Digitalization means IT-systems, network domains and connected things (IoT)
are being connected with each other and thus enabling exchange of data between
these entities. The driving forces for this digital transformation are an increased
level of automation, improved efficiency and the enabling of new digital services.
Out of this transformation new business models are being developed. Traditional
energy companies will in the future become IT-cooperation’s within the energy
sector. Digital systems with different purposes and requirements, like information
technology (IT) and operational technology (OT) systems are interconnected.
Applications and services that solve a broad range of different tasks share the
same computing resources, but also in some cases the same network assets. The
security implication of resource sharing is that less trusted applications, services
and networks may share the same computing or network resources. This fact may
be used to attack critical systems like SCADA networks for power distribution.

Great efforts are being made at many organizations to reduce the burden
related to administration of the ever increasing complexity of IT systems. This
has introduced virtualization and cloud platforms, which now is common in many
origination’s IT environments. A typical IT environment today is a hybrid, con-
sisting of a mix of on-site and outsourced IT infrastructures. Sharing resources
reduces costs for administration and maintenance. As soon as there is a poten-
tial for cost savings or increased profits, a transformation to a new technology
cannot be stopped.

5.2 Sharing Resources

The security implications due to the evolution of IT infrastructures into hybrid
systems has not been fully addressed in real world systems. Sharing resources
in such systems applies to both servers and network appliances. As an example,
core functions in our society like our broadband infrastructures share is some
cases network assets with SCADA systems for power distribution. The reason for



204 G. Assenza et al.

sharing network resources is simple - It’s all about cost savings. If we can use the
same network switches for a geographically distributed SCADA system with for
example a broad-band management network, there is a possibility for significant
cost savings. However, shared resources like network assets may increase the
attack surface. In the case presented here, sharing network resources increased
the attack surface for a SCADA system that is used for power distribution.

5.3 An Intrusion Attempt

Proactive security and the ability to detect threats related to shared infras-
tructure resources as early as possible is essential. The earlier a threat can be
detected, the less risk for serious and costly incidents.

In this experience report, we describe a real-world intrusion attempt and
demonstrate the importance of visibility into shared network resources. By mon-
itoring both SCADA and broad-band management network traffic segments in a
shared network switch, the attack could be mitigated before it became a direct
threat to the SCADA power distribution network.

6 Smart-Troubleshooting in the Connected Society

Today’s digital world and evolving technology have improved the quality of our
lives but they have also come with a number of new threats. In the society of
smart cities and Industry 4.0, where many cyber-physical devices connect and
exchange data through the Internet of Things, the need for addressing informa-
tion security and solving system failures becomes inevitable. System failures can
occur because of hardware failures, software bugs or interoperability issues. In
cooperation with Sigma Technology AB4 (Sweden), we introduced the industry-
originated concept of “smart troubleshooting”, that is the set of activities and
tools needed to gather failure information generated by heterogeneous connected
devices, analyze them, and match them with troubleshooting instructions and
software fixes.

6.1 Introduction and Objective

Most of the components in modern computer systems are based on intercon-
nected devices which are manufactured by different vendors. Though many fail-
ures within an individual component may be taken care of by their respec-
tive manufacturers; it is likely that any other failure between different compo-
nents in modern computer systems, such as a simple connectivity problem will
not be supported by the manufacturers, as it is generally not covered under
the warranty. Therefore, due to interoperability issues, it will not be possi-
ble to troubleshoot all system failures based on single product information.

4 https://www.sigmatechnology.se/news/sigmas-notes-disruptive-innovations-in-the-
world-around-us/.

https://www.sigmatechnology.se/news/sigmas-notes-disruptive-innovations-in-the-world-around-us/
https://www.sigmatechnology.se/news/sigmas-notes-disruptive-innovations-in-the-world-around-us/
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Instead, a large amount of information sources should be explored to build knowl-
edge about failure modes, causes (intentional and unintentional), consequences,
as well as how to diagnose them and finally repair the system. Also, if performed
manually, such a process can be highly time consuming and error-prone.

All the above discussion leads us to believe that diagnosing and troubleshoot-
ing failures in an IoT system will be a huge problem in the near future which may
not be covered by any manufacturer, unless all the entities within the system
are manufactured by the same company. In [10] we look through and analyze
previous works in the field of diagnosing and troubleshooting IoT systems. Other
related concepts such as error prevention also were looked at. Furthermore, we
take a step ahead and look for ways through which the IoT system, in case of
a failure, can automatically diagnose itself and possibly, also compute a viable
antidote which can be applied to the system to fix the problem in real time. This
phenomenon of predicting and preventing a fault, or automatically diagnosing
and repairing the system in case of an error, and simultaneously learning so that
the same error does not occur twice, is termed Smart Troubleshooting. Smart
troubleshooting can be categorized into four primary phases, namely:

– Prevention
– Detection & Diagnosis
– Recovery
– Evolution.

As can be intuitively inferred, these phases are sequential and recurrent in a
connected cyber-physical system. Prevention, as the name suggests, is the ability
of a system to prevent a fault before it happens. However, if the fault is somehow
activated resulting in an error, the virtue of the system to detect the same and
diagnose it so that an appropriate fix can be applied is termed as Detection
and Diagnosis. Further, the process of applying the fix is dubbed as Recovery.
Moreover, the system should also be able to learn so that the same error could
be prevented from happening again. We call this process “Evolution”.

Based on the discussion and motivation above, we can formulate our research
question as How can we promptly recognize anomalies in heterogeneous con-
nected devices (including Embedded Systems, Cyber-Physical Systems and the
Internet of Things), and (semi)automatically apply appropriate troubleshooting
solutions based on available information, in order to restore correct system oper-
ation, reduce the time-to-repair and the probability of maintenance mistakes?

6.2 Challenges and Opportunities

It is evident that the problem of smart troubleshooting - although relatively
easy to specify - is highly challenging due to its multifaceted and cross-discipline
nature, entailing aspects of artificial intelligence, formal modeling and data ana-
lytics, in order to support online identification of failure patterns, mine trou-
bleshooting information based on a combination of natural language and machine
readable sources, match appropriate solutions to recognized failures, apply those
solutions through structured workflow management models and procedures.
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This project shows that while there are numerous approaches to tackle issues
like Error Prevention, Detection and Diagnosis, Recovery and Evolution for spe-
cific domains in IoT, there is no concrete solution or framework for Smart Trou-
bleshooting that can handle all these issues at once, plausibly in the form of a
feedback loop [11]. Moreover, as different components in an IoT system fabricate
their own event logs, comprehending event logs with diverse formats is an ambi-
tious problem to solve. Even in case of log format standardization, the events
and states recorded could differ in each device.

Digital twins is an important concept that can play a pivotal role in trou-
bleshooting IoT systems in the future. It is essentially a virtual representation, or
a virtual doppelganger, as termed by IBM, of a cyber-physical asset. It enables
the interaction of the application with devices in a consistent manner by provid-
ing an appropriate abstraction layer. Digital twins are conceptualized to follow
the life-cycle of a device and its associated data. It can also be used to simu-
late system operation in a specific scenario without actually running the system,
in order to anticipate any faults-errors-failures that might occur over time. The
simulations can also be “fast-forwarded” to foresee the effects of updates, repairs,
preventive maintenance, and even future threats. Apart from avoiding a failure
in an IoT system, using digital twins can also help predict the future, increase
the accuracy and reduce costs. Despite those initiatives, digital twins for IoT can
still be considered as a “concept”, and future efforts will be needed to make IoT
digital twins a reality. Therefore, we believe IoT digital twins can be a promising
research area which is destined to generate key technologies which can effectively
support smart troubleshooting.

7 Conclusion

This paper has provided a brief summary of practical experience reports pre-
sented at the industry dissemination session of the 14th International Conference
on Critical Information Infrastructures Security (CRITIS 2019). Such a session
is very important to stimulate discussion about real-world industry needs and
how recent research developments can be leveraged in order to tackle current
industry challenges in the CIIP area. We believe the diversity of applications
included in this session is also essential to foster comparison and facilitate both
knowledge and technology transfer across multiple security-critical domains [12].
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