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International Conference on Research and Practical
Issues of Enterprise Information Systems

13th IFIP WG 8.9 Working Conference,
CONFENIS 2019

December 16–17, 2019,
University of Economics, Prague, Czech Republic

Preface

The 13th edition of the IFIP WG 8.9 Working Conference (CONFENIS 2019), was
held during December 16–17, 2019, at the University of Economics in Prague, Czech
Republic.

This year’s CONFENIS brought together academic researchers, practitioners, as
well as eminent representatives from industry, academia, and public administration to
present and discuss the most recent ideas and findings facilitating the exchange of ideas
and developments in the various aspects of Enterprise Information Systems (EIS).

CONFENIS 2019 was mainly focused on aspects of EIS and Industry 4.0, Technical
Architecture and Applications for EIS, Theory and Methods, Collaborative Networks,
Project Management and Security and Privacy issues. After a rigorous peer-review
process, a total of 13 papers were accepted. We believe that the findings presented in
the selected papers of this proceedings will trigger further EIS research and
applications.

We would like to thank all authors for their valuable contributions as well as the
Program Committee members for their reviewing work. At the same time, we would
like to acknowledge the great support by the CONFENIS 2019 organization team; in
particular Antonin Pavlicek and Katrin Detter for the timely support, organization, and
the many contributions that made this edition of the conference proceedings possible.

Finally, we hope that CONFENIS 2019 served as a platform for both academia and
industry to discuss the various, current issues concerning EIS, and that this event will
further trigger innovative approaches in the many different EIS areas.

December 2019 Maria Raffai
A Min Tjoa
Petr Doucek
Josef Basl

Antonin Pavlicek
Katrin Detter
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EIS and Industry 4.0



Analysis of Selected ERP 4.0 Features
and Proposal of an ERP 4.0 Maturity Model

Josef Basl(&) and Marketa Novakova

Prague University of Economics, W. Churchill Sq. 4, Prague, Czech Republic
{basl,novm29}@vse.cz

Abstract. The paper deals with new trends in ERP enterprise information
systems that are related to the general trends of Industry 4.0. These trends are
covered under the topic of ERP 4.0 in this paper. They are analysed based on a
literature review. Selected ERP 4.0 trends are analysed from the point of view of
their penetration into the offers of ERP suppliers and the expectations of users in
companies. Finally, the main trends identified in ERP 4.0 are reflected in own
ERP 4.0 maturity model.

Keywords: Enterprise resource planning � ERP 4.0 � Industry 4.0 � Maturity
model � AI � Internet of things � IoT � IS/ICT innovation � Digital innovation

1 Introduction

Industry 4.0, with all its attributes, has become a constant concern of suppliers and
users of related components and solutions in recent years. However, Industry 4.0 also
remains the subject of many research articles. Their focus is gradually changing as
knowledge and experience in this area is developed and refined and there is an asso-
ciated need for further research. In connection with Industry 4.0, not only the focus of
research topics is changing, but also the focus of interest of individual authors is
changing.

One of the co-authors of this paper is an example of such internal evolution. His
publishing activity has gradually reflected interest from general perspectives on
Industry 4.0 awareness to business readiness and business ICT vendor readiness in
recent years. This article logically results in a focus on ERP 4.0 and its maturity model.

Specifically, these articles were:

(a) Analysis of the preparedness of enterprises in industry 4.0, both in the Czech
Republic and in comparison with Poland - in 2015/2016 [1, 2]

(b) Analysis of the preparedness of companies and their business IS for trends 4.0 in
2015/2016 [3].

(c) Analysis of ERP application vendor Industry 4.0 readiness in 2015/2017 [4].
In addition to the state of preparedness of enterprises and their business IS for
Industry 4.0, the author of the article subsequently discussed the models of
maturity 4.0

© IFIP International Federation for Information Processing 2019
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(d) Analysis of maturity models 4.0, in particular from the perspective of available
models with subsequent formulation of principles applicable to own maturity
models, in 2017/2018 [5].

(e) Formulation of a metamodel that identified areas, i.e. certain “gaps” where
maturity models 4.0 are still missing (one of which was focused on ERP 4.0), also
in 2017/2018 [6].

This article focuses specifically on an ERP 4.0 maturity model and is linked to the
work above in previous years, especially those dealing with maturity models and
identification of potential gaps. Its formulation is based on a pilot analysis of the main
4.0 trends, which can be applied in ERP 4.0.

The following research questions were chosen for this article:

1. What are the main industry 4.0 trends reflected in ERP 4.0?
2. What results will the verification of the state of the current supply and demand of

trends of ERP 4.0 in the pilot survey on the Czech market?
3. Can these trends be used to specify the ERP 4.0 maturity model?

These three questions are covered in the following sections of this paper. The first
question is formulated on the basis of a review by the second co-author of this article.

The second one was also conducted via survey by the second co-author of this
article. The third question - the formulation and design was based on a previously
conceptually designed maturity model for ERP, based on a general model formulated
on the basis of earlier work by the first co-author [6].

2 ERP 4.0 – 4.0 Trends in ERP Applications

2.1 ERP 4.0 Methodology

This article focuses primarily on the area identified as ERP 4.0, which is not generally
defined, and sometimes other terms are used. Examples of definitions include postmodern
ERP [7] or intelligent ERP by SAP. In general, the ERP 4.0 system can be considered as
an ERP system that provides the necessary functionality for Industry 4.0. ERP 4.0 is
directly based on ERP system functionality, but it takes it to a higher level. ERP 4.0 is
strongly supported by Industry 4.0. It must take advantage of all the important 4.0 trends
while supporting most of the industry’s requirements for industry [8].

Research of available sources was used for analysis of 4.0 trends in applications
from articles as well as suppliers and users and more than 30 literary sources were
analysed. Criteria (categories) were used by various authors who generally describe the
area and typical features for 4.0 trends and Industry 4.0 [7].

These are:

(a) trends dominated by the onset of 4.0 - such as cloud computing, IoT integration,
blockchain usage, digital twins, edge computing,

(b) trends that are dynamically developing in connection with 4.0 - artificial intelli-
gence, business analytics, application mobility, big data, social networks, virtual
and augmented reality.

4 J. Basl and M. Novakova



2.2 Results – Main ERP 4.0 Features

To evaluate the results of the ERP 4.0 trend analysis, an analysis of the frequency of
occurrence of individual trends was used. According to the resulting frequency, the
following trends can be classified as the most recent trends in ERP systems [7]:

• Cloud computing used in ERP systems is the most frequently reported trend [8–12].
Cloud ERP is mentioned as a gateway to modernization, mainly because of lack of
innovations available in older traditional solutions.

• Internet of Things (IoT) is a term meaning the connection individual physical
devices via the Internet without the active involvement of a person. IoT technology
can improve accuracy and expand data availability, resulting in intelligent and more
flexible ERP systems [13]. By combining ERP with attached devices (IoT), busi-
nesses can use real-time data from any device in the world to gain a competitive
advantage [14–16].

• Artificial intelligence and machine learning are among the most frequently men-
tioned trends. They have already rocked many areas of business, but when it comes
to key business functions, the use of artificial intelligence is still in the early stages.
Artificial intelligence ERP solutions can take on routine tasks performed so far by
humans, design more efficient work processes, or communicate with customers.
This could reduce operating costs and increase efficiency.

With lesser frequency, the following digital twin trends emerged in the survey,
promising to provide better responses to change, help extend asset life and optimize
performance. And also the trend of implementing blockchain technology into ERP
systems. It turns out that the most common application of blockchain is to use it as an
online book of account records that stores transactions made by users. Combined with
cryptography, it can ensure anonymity of operations and prevent unauthorized transac-
tions. The use of Blockchain in ERP promises to change industry by enabling confidence,
providing transparency and reducing friction between business ecosystems, potentially
reducing costs, reducing transaction clearing time and improving cash flow [8].

Other identified trends include Big Data and their interconnection with ERP and the
combination of ERP solutions with Business Intelligence tools. The use of In-Memory
Computing (IMC) in ERP is gradually expanding. IMC enables the user to process
massive amounts of data at a rate faster and with significantly shorter latency in access
to information. Last but not least, mobile ERP applications were often mentioned in the
survey. Mobile ERP applications can help companies to improve service quality,
improve business relationships, increase employee productivity, and make communi-
cation with customers easier and faster [17]. In recent years, social ERP, a system that
includes traditional ERP functionality but has integrated social media tools, has been a
trendsetter. These tools are built into the system in such a way that both internal
employees and external suppliers, customers or other partners can work together.

It is expected that in the future it will be possible to communicate with the ERP
system using voice commands. This will again speed up, because a person can say up
to 150 words in a minute, but can write only 40. In addition, voice interaction is more
natural, efficient and convenient for a person. So there is no reason not to communicate

Analysis of Selected ERP 4.0 Features and Proposal of an ERP 4.0 Maturity Model 5



with the ERP system in this way with the help of simple queries, for example, to find
the number of sales in the database for the last quarter.

3 Analysis of Supply/Demand View on the Most Important
Attributes of ERP 4

3.1 Methodology of Data Collection

The analysis was carried out on the basis of findings from the search part in the form of
a questionnaire [7]. The questions were focused mainly on the main trends mentioned
by other authors:

cloud [18]
internet of Things (IoT) [19], and
artificial intelligence [20].

In total, the questionnaire contained 17 questions and the Google Forms cloud
service was used to create it. The questions concerned the offer of each trend by its
supplier in full or partial range at present, or its planned delivery in the 2 or 5 years
horizon. These questions were supplemented by questions determining their overall
familiarity with the topic on the one hand and the question of whether customers are
interested in the questioned 4.0 trends in connection with ERP.

Respondents were selected from the professional portal SystemOnLine.cz from the
overview of ERP systems. The collection of replies was closed on 31 March 2019. The
response to the survey was 30.2%. A total of 86 ERP system suppliers were addressed,
of which 26 companies replied to the questionnaire.

3.2 Results from Analysis

ERP and Cloud
The first set of questions related to the cloud ERP trend. All ERP vendors surveyed said
they were familiar with the trend (23% said they had a general idea and 79% of
respondents were well versed in this issue).

Answers from 26 companies suggest that 65.4% of ERPs are cloud-based (30.8% of
enterprises offer cloud ERP in SaaS, and 34.6% offer cloud ERP solutions in another
model). While 75% of companies offer a full ERP functionality in a cloud solution,
6.3% offer hybrid ERP systems where only certain functions are transferred to the
cloud, and 18.8% offer both solution options.

The remaining 34.6% do not currently offer any cloud ERP solutions. Of these,
22.2% plan to offer a cloud ERP system within 2 years and 33.3% are considering
deploying within 5 years. Roughly half (44.4%) of those who do not offer ERP in the
cloud today do not plan to do so in the future.

Investigating this trend showed that companies evaluate customer interest in it on a
scale of 1 to 5 (from min to max) fairly evenly and indefinitely at a certain value, with
an average value of interest of 2.5.

6 J. Basl and M. Novakova



ERP and IoT (Internet of Things)
The second group of questions concerned the use of the Internet of Things in ERP
systems. The term Internet of Things itself has never been encountered by 3.8% of
companies, 3.8% are aware of this issue, but do not know exactly what it means, 46.2%
have a general idea and the same 46.2% well orientated. It can be seen that this trend is
somewhat less known to businesses than the previous cloud ERP trend.

A 26.9% of companies are actively extending their ERP system using IoT tech-
nologies, 23.1% of companies plan to expand the ERP system using the Internet of
Things within 2 years and 15.4% plan to do so within 5 years. The remaining one third
(34.6%) of companies do not use IoT in their ERP solutions, nor do they plan to use it
in the future.

If the company stated that it is actively extending its ERP system through the
Internet of Things, a supplementary question followed on the functional areas in which
the Internet of Things is applied. There were multiple answers to this question and there
was also the possibility to add your own answer. Most respondents said they used the
Internet of Things to track inventory levels, half of IoT companies used predictive
maintenance, a third of respondents reported location and shipment tracking, and one
company used IoT to plan production.

At the same time, the company assesses the interest of companies in this trend as
low (average value of 1.8) and roughly one half rated them as 1, i.e. as little to no
interest.

ERP and Artificial Intelligence
The third group of questions was focused on the use of artificial intelligence in ERP
systems. Most companies are familiar with this term (53.8% of companies say they are
well versed in this issue and 42.3% of enterprises have a general idea of artificial
intelligence). Only 3.8% of companies have never encountered this term. In terms of
using AI in ERP, none of the companies indicated that artificial intelligence was at the
core of their ERP solution. However, about a quarter (23.1%) said they are actively
expanding their ERP system with artificial intelligence. The same percentage (23.1%)
of companies plan to extend the ERP system using AI within 2 years and 19.2% within
5 years. Around a third of businesses reported that their ERP system does not use
artificial intelligence, nor do they plan to do so.

For companies that said they were actively expanding their ERP system through
artificial intelligence, most respondents said they used artificial intelligence in pre-
dictive inventory management, two-thirds used it in data analysis and processing, and
decision support. One third of AI businesses use conversational systems and digital
assistants. Only one company has introduced artificial intelligence in predictive
maintenance. Customer interest in ERP solutions using AI is similar to the IoT trend.
The average result is just above 2 and so far, customers have not been interested in this
trend. To summarize the main findings of the analysis, it should also be remembered
that ERP systems were not evaluated qualitatively, as it was important from the point of
view of research methodology whether the trend was even offered. The survey results
therefore do not reflect the quality of the provider’s offer, but only its relation to
selected ERP trends.

Analysis of Selected ERP 4.0 Features and Proposal of an ERP 4.0 Maturity Model 7



According to the results of the questionnaire, we can generally say that awareness of
given trends among providers is quite good, only some companies have not heard about
the Internet of Things and Artificial Intelligence.

It was again confirmed that the world of ERP is quite conservative and quite
resistant to change. The cause is not primarily on the suppliers’ side, but primarily on
the ERP users’ side. Customers are often not interested in new trends and technologies,
which is mainly due to the low willingness to change their habits and knowledge. In the
case of Czech providers, it is also necessary to realize that they are targeted primarily at
small and medium-sized enterprises. They do not have as high functional requirements
for ERP systems as multinational companies. In addition, they may be discouraged by
large initial costs, for example in the case of the introduction of the Internet of Things
and artificial intelligence.

4 ERP 4.0 Maturity Model

4.1 Methodology of Maturity Model

The research findings and analyses described above were reflected in the refinement of
the ERP 4.0 maturity model. In fact, the key trends of 4.0 can be described from the
ERP perspective as 4.0 key enablers. It will enable ERP applications to provide
improved and expanded capabilities in traditional functionality of ERP (in the original
meaning of ERP – Enterprise Resources Planning):

(a) Improved enterprise resource planning - which will be able to leverage data from
IoT sensors, apply the potential of machine learning and artificial intelligence to
handle job fulfilment needs more quickly and with more available data, including
integration and planning requirements from predictive maintenance. Also inter-
esting is the idea of abandoning the central, centrally conceived role of a plan in
ERP, which opens the way to decentralization and autonomy of enterprise
planning.

(b) Better decision support - which also builds on decision-making based on more
data (thanks to IoT), digital twin data and much data from outside enterprise
sources and non-business databases, has already been outlined by the Competitive
Intelligence (CI) trend in the previous decade; the integration of social networks
and the increasing digital footprint.

(c) Better information sharing - thanks to the “tracing” of orders, generally goods,
throughout the logistics chain, but also to the “tracing” of the customer and their
requirements and needs with a high share of mobile applications

(d) Higher automation and robotization of all processes, i.e. by supporting adminis-
trative processes and not only production and transport robots and automation.

These functional trends of ERP will be reflected in the key model dimensions, i.e.
the columns of the proposed maturity model (see Table 1). Its overall concept is based
on the previous work and studies of the first co-author [6]. They are based on an
analysis of 27 different maturity models, formulating the concept of the model and
approach to determine dimensions (columns) and degrees of maturity (rows).

8 J. Basl and M. Novakova



Maturity is evaluated on a 6-degree scale from 0 to 5, where 5 is the highest value
and represents the highest possible degree at a given time under given technological,
economic, environmental, social, political, legal, health and other important conditions.
Lower steps then mean partial fulfilment of the highest possible degree and then the
way to it.

4.2 Proposal of ERP 4.0 Maturity Model

In accordance with the ERP 4.0 maturity model described above and exploration of the
analysis of ERP 4.0 trends, the following dimensions have been proposed for the ERP
4.0 maturity model:

– The overall model of providing ERP services aiming at cloud
– Integrated technology trends 4.0 aiming at IoT, digital twin, blockchain, etc.
– Improved core functionality of ERP like planning and decision support
– Increasing levels of automation and robotization of business processes supported by

ERP.

The model design includes the key factors monitored by the analysis - i.e. cloud
ERP, IoT and artificial intelligence. In terms of their importance today, they are placed
in the highest stages of maturity in the model. The technology dimension is comple-
mented at the highest level by trends like blockchain and edge computing.

The use of the proposed maturity model ERP 4.0 is not only in the as-is state
mapping, but also in the to-be state formulation and the overall trajectory of digital
transformation and innovation in the enterprise.

Table 1. Picture 4: ERP 4.0 maturity model

Analysis of Selected ERP 4.0 Features and Proposal of an ERP 4.0 Maturity Model 9



5 Conclusion

The analysis helped to formulate the maturity model content for ERP 4.0 applications.
This article is based on the assumption that an ERP 4.0 system can be considered as an
ERP system that provides the necessary functionality for Industry 4.0. ERP 4.0 is also
based on the ERP system’s functionalities, but it has moved up to a higher level thanks
to the applications of 4.0 trends. The main identified 4.0 trends from the literature
review were also verified in the survey among ERP suppliers in the Czech Republic.
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Abstract. In recent years we are observing two simultaneously ongoing
transformations in enterprises. Through systematic literature review we explored
existing literature that combines digital technology, business models and sus-
tainability. Using protocol that we placed beforehand we assessed collected
papers, classified them and analyzed them focusing on the methodology used,
common themes, open research questions and theoretical background.
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1 Introduction

In recent years we are observing two simultaneously transformations in the enterprises.
Transformation towards sustainable and transformation towards digital - two contin-
uous, ongoing processes that are developing under internal and external pressures and
result in changes of the elements of business model (BM). BM can be used as an
analytical unit to help us explore the logic and economics of production and con-
sumption in fulfillment of specific needs through specific artifacts [1]. We will be
examining the processes of transformation towards sustainable and towards digital in
the observed enterprises through the lens of BM.

Globally, humans are not making enough progress in addressing sustainability
issues [2], and with time, these challenges are only getting more severe, while our time
and options for action are only getting slimmer [3]. Viewing sustainability as the ability
to fulfil the present needs without restricting the ability to fulfil those needs in the future
[4], combined with the triple bottom-line perspective, according to which sustainable
value is a balance between economic, environmental and social value [5] – implies that
responsibility and profit should be shared equally between everyone involved in pro-
duction, consumption and the aftermath of the product/service.

In today’s economy the financial capital is overvalued, human capital undervalued
and natural capital is not valued at all [6]. Our society lets enterprises privatize profits
and socialize costs of their irresponsible use of resources [6, 7]. This economical model
needs to be replaced with more sustainable alternative. Wealth inequality needs to be
reduced and prices, taxes and incentive systems adapted in such way, that they take into
account the real costs that consumption imposes on our environment [2].
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In the time when impact of information technologies (IT) on business is already
enormous and still growing, reaching digital maturity through digitalization is imper-
ative for enterprises to ensure their competitiveness on the market [8, 9]. Resource-
efficiency can be achieved through the use of IT [10], but information systems
(IS) sustainability research needs to go beyond Green IT and energy-informatics, that
deal primarily with increasing energy-efficiency of technologies [11]. The effects of IT
on sustainability are still underestimated and understudied [12]. However, with the
growing use of IT, it’s influence on innovation for sustainability and thus sustainability
is rising as well [13]. This is the time for IS scholars to view sustainability as the
imperative in their research agenda and act with the urgency [14].

Our interest in reaching sustainability in enterprises stems from the limited ability
of the consumers to reach sustainability in their lives. Sustainability of an enterprise can
be reached only if the whole supply chain, or at least parts below it, act sustainably
[11]. This implies that a consumer, the link in the traditional supply chain that most
chains lead to, can be only as sustainable as the enterprises from which they are
consuming products/services. This un-sustainable predisposition of our whole econ-
omy is in dire need of change. We argue that IS’ strategic roles (automation, infor-
mation and transformation) can lead our society towards sustainability [11, 13].

The need for inter-disciplinary research on sustainability and IS was previously
observed by other researchers [11, 14, 15] and it is becoming more visible in business,
where emerging sustainability-oriented BMs (e.g. PSS (product-service systems), CE
(circular economy)) are driven by widespread use of IT [13, 16] and enterprise
information systems (EIS).

We chose BM perspective to evaluate change that IT is causing in sustainability of
enterprises. In this paper we aim to asses existing inter-disciplinary research on the
effects of IT on sustainability performance, through use of business model innovation
(BMI). We aim to identify current research gaps, search for possible contributing
variables and explore interconnections between them. Findings from this paper will be
used as a base for further research.

The paper is organized as follows: in the Sect. 2 findings from existing literature
are presented, in Sect. 3, we present methodology, including selection protocol and
quality assessment criteria. In the Sect. 4 we present the results of systematic literature
review and in Sect. 5, we discuss the findings and present limitations, possible further
research directions and conclusions.

2 Previous Literature Reviews

While searching for literature, we found a handful of literature reviews exploring the
connections between IT, sustainability and BM. Literature reviews were published
between the years of 2007 and 2018, they tackled the topics from various angles,
emphasizing very different areas and were of various rigor and relevance. In Table 1
we present in chronological order those that were of relevance to us.
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Table 1. Previous literature reviews.

Reference Journal Content

[17] MIS Quarterly Demonstrating and advocating a research agenda to
establish subfield of IS tackling the issue of high
energy use; focus on research opportunities for IS
scholars; proposed framework for »energy
informatics«

[12] MIS Quarterly Focus on environmental sustainability; developing
research agenda for IS innovation for sustainability;
author demonstrated IS can play a key role in
shaping attitude, enabling and transforming
economic and environmental sustainability in
organizations; belief–action–outcome
(BAO) framework

[18] ERSCP-EMSU
Conference

Technology is discussed as a driver of BMI; focus
on BMI as strategic factor that supports the adoption
of more sustainable products, processes, supply
chains; moving closer to conceptualization of
sustainable BMs

[11] Journal of Strategic
Information Systems

Authors developed sustainability framework based
on resource-based-view (RBV); examined strategic
roles of IS (automate, informate, transform and
infrastructure); call for IT to move beyond reducing
energy consumption

[1] Journal of Cleaner
Production

Advancing research on sustainability by adopting
BM perspective; authors examined literature on
BMs, proposed requirements a BM should meet in
order to support innovations for fostering
sustainability and proposed a set of questions that
should guide future research agenda

[19] Business Horizons Exploring whether »sharing economy« is only a
trend or a real shift in consumption of goods;
authors discuss the role of technology, shift in
values of consumers, potential of sharing BMs

[20] Sustainability Investigating the opportunities and challenges
digitalization brought to public transport and
possible contributions towards sustainability;
authors discuss economic, environmental and social
perspectives through studied literature

[21] PICMET Conference Exploring the impact of Internet of Things (IoT) has
on innovation for sustainability; authors aimed to
examine enablers and barriers in innovation for
sustainability; discuss the potential of internet of
things (IoT)

[22] Technological
Forecasting & Social
Change

Through study of literature authors identified a
research gap on integration between circular
economy (CE) and large data; proposed a
framework; set foundations for future research
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Through literature reviews we can observe how research on reaching sustainability
through the use of IT in organizations developed – first steps in 2010 were solely about
IS scholars helping decrease energy use in and lessen environmental degradation.
Technology is already seen as one of the drivers for sustainable advancement and
sustainable BMs are already mentioned.

In 2011 we notice the need to broaden the contribution of IS to sustainability,
which meant including economic, environmental and social sustainability. In 2013
scholars argued for advancements in research through BM perspective.

After 2016 we observe shift in consumer values, causing rise of novel BMs and foci
of research being how specific types of BMs, fields and technologies tackle
sustainability.

2.1 Key Findings from Literature

What we can learn from the literature is that sustainability advancements of society are
not likely without improving sustainability in organizations [23]. Significant sustain-
ability impact can be reached through the use of technologies or through BMI [21],
meaning that not only what organizations do for business, but complete shift in the way
the business is conducted is required [24]. BMs are seen as key initiators [23] or at least
support for systematic and continuous changes in corporate sustainability [18, 24].

Relating to technology, BMs are seen as mediators between how technology is
made, technology itself and how it is eventually used [1]. Its »role as a market device«
can manifest in different ways: creation of new business models through which tech-
nologies are used, adoption of new technologies in existing BMs, existing BM trig-
gering technological innovation or technologies triggering creation of new BMs [1].

Not much of the research focused on the role of technology to address issues of
sustainability [11, 21], but in existing research, technologies are seen as key, often
undervalued and underused, factors enabling the implementation of sustainable BMs
[12, 21]. »Increased digitalization is seen to provide multiple value creation mecha-
nisms and possibilities by enhancing the more effective use of resources« [21]. It is
well established that IT resources enable various business capabilities, from what we
can argue that IT resources may be critical to develop capabilities to tackle sustain-
ability issues [11] – and these connections should be explored in order to develop body
of knowledge and improve sustainability [12].

Even though the environmental perspective of sustainability tends to be most
commonly addressed, social implications of business need to be considered as well.
Through transformation of supply chain businesses can stimulate social changes (e.g.
decreased poverty, improved health, gender equity, life quality) [21].

All three dimensions of sustainability need to be balanced, which poses a major
challenge [21]. It has been shown that environmental and economic performance
reinforce each other [11] and enterprises focus firstly and mostly on economic sus-
tainability and then on environmental sustainability – while social implications tend to
stay unaddressed [11]. To tackle this issue of not-addressing social sustainability, every
enterprise should tackle sustainability from two organizational departments: human
resources and operations [11]. While both departments should be concerned with
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economic sustainability, operations should additionally consider environmental sus-
tainability and human resources social sustainability.

Our global economic system is set for enterprises, who are not held responsible for
full cost of their unsustainable activities – if they were, they would have the incentive
to act sustainable [17]. Market regulation, along with BMI and technological progress
are seen as three essential drivers of innovation for sustainability [18] – implying that
markets need to be regulated for sustainability.

Research agenda for IS and sustainability should focus on »informing beliefs,
enabling actions, and transforming outcomes« [12]. And while humanity faces rising
threats that are caused by unsustainable actions of individuals and enterprises, enter-
prises are experiencing threats of changed business environment. Changes are now
caused in large part by rising digital maturity of competitors [8] whose use of IT is
enabling innovative BMs. Fast growth of these potentially more sustainable BMs [25]
is fueled by shift in values of individuals, who turn more and more toward »liquid and
adaptable lifestyle«. Possession is no longer seen so much as commodity but as con-
straint to mobility - causing the dramatic drop in the value of ownership [19].

It should also be noted that changes in consumption of individuals might influence
sustainability positively or negatively [25]. In order to tackle this issue, access to
accurate and timely information is necessary [20]. In transport system one of the key
examples when talking about sustainable BMs, IT is used to continuously monitor the
data and use it to support decisions of system operators and users [26]. Collection and
analysis of information is the activity that IS/EIS can bring to other fields and help
drastically improve sustainability efforts simply by informing [12, 17, 22].

3 Methodology for Systematic Review of Literature

Based on various guidelines for conducting systematic literature reviews [27–29], we
outlined the protocol for conducting systematic literature review. The protocol must be
in place beforehand in order to protect us from literature bias [28]. Unfortunately, this
does not protect against publication bias, which needs to be accounted for [28].

3.1 Review Protocol

Based on the recommendations [28, 29] we decided to include the following steps:

Research Question. Goal of this literature review is to assess scope, nature and
quality of academic literature on inter-disciplinary research combining the fields of
sustainability, effects of IT and BMI. Our focus is on the role of IT in BMI towards
sustainability. We aim to identify gaps in research, explore interconnections between
contributing factors and prepare a base to be used for further inter-disciplinary research.

Search Strategy. Everything needs to be documented! (To ensure that the search for
obtained literature is at least partially repeatable.)

Search was conducted exclusively through electronic sources. We searched in the
top IS digital libraries (Web of Science, Scopus, Science Direct, IEEExplore) and AIS
Senior Scholars’ Basket of Journals (European Journal of Information Systems,
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Information Systems Journal, Information Systems Research, Journal of AIS, Journal
of Information Technology, Journal of MIS, Journal of Strategic Information Systems,
MIS Quarterly).

All papers from digital libraries were retrieved through queries covering all three
areas of interest: IT (digital transformation, digital maturity, digitalization, digitization),
sustainability (sustainability, sustainable innovation, innovation for sustainability),
BMI.

We developed keywords and constructed search strings including all three areas of
interest. Search strings were adapted based on the demands of search mechanisms of
different databases to ensure optimal collection of results. Papers retrieved directly
from journals were obtained by custom search strings combined with manual search.
Search strings were adapted based on the search mechanisms of each webpage.

Additionally, we performed backward literature search procedure, based on papers
that were obtained through search in digital libraries that passed the practical screen and
quality assessment. Lists of references were searched for additional papers.

Practical Screen. Field of IS unique for combining qualitative and quantitative
research, guiding towards adapted systematic literature review (SLR) procedure [29].
Once the search results are obtained, they need to go through screening process to
establish their relevance [28]. In this step we provide a set of inclusion/exclusion
criteria we used to determine whether the obtained papers should be included in the
literature review.

All papers included in literature review needed to be: accessible (we need to be able
to gain full access), written in English, include topics of information technology,
sustainability and business models (based on title, keywords and abstract).

Quality Assessment. Papers obtained through described search strategies and not
excluded through practical screening process were subjected to additional quality
assessment. Criteria that we selected for quality assessment of papers are: were all three
topics of interest addressed? Was paper published in scientific journal or conference
proceedings? Papers that didn’t meet the selected criteria were excluded, since
objective of quality assessment is to exclude papers that passed practical screen, but
their focus is not in the areas that are of interest to us, or the quality of paper is
questionable.

For us, quality assessment was especially important, since term sustainability is
often used in two different meanings. We are focused on sustainability related to the
Brundtland commission definition [4] and focusing on at least one of the scopes of the
triple bottom line – environmental, social and economic profit [5] Often, sustainability
is mentioned only as long term survival of organization – this is not sustainability that
we are focused on, and papers focusing on this aspect of sustainability were excluded.

Quality Classes. All papers will be classified [27] into two categories: Class A papers
- papers published in impact factor journal and Class B papers – professional reports,
papers published in less-reputable journals and in conference proceedings.

Data Extraction and Analysis. Aim of this review is to assess scope, quality and
maturity of papers written on topics of digital transformation, need for sustainability
and their impact on BM.
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Papers were classified into 2 quality classes described above, and for each paper we
checked the following: where was the paper published; year of publication; method-
ology; is problem clearly defined; is problem statement answered; are crucial terms
clearly defined; what methods and approach were used; are there any theories men-
tioned; what were the main factors mentioned; did authors identify any research gaps?

4 Results

After completing the search for papers through electronic databases and AIS Senior
Scholars’ Basket of Journals, practical screen and quality assessment of obtained
papers was conducted. Backward search for additional papers through the references of
all included papers was conducted. Additionally, practical screen and quality assess-
ment of papers identified through backward search was conducted. In the end, we were
left with 23 papers that were relevant to us.

Papers that we decided to include in our review were published from 2007 to 2018.
All included papers were divided into 2 quality classes, A and B, adapted from

[27], we have 12 class A papers (published in high impact factor journal) and 11 class
B papers (professional reports, papers published in less-reputable journals and con-
ferences – as can be seen from Table 2.

Table 2. Papers included in systematic literature review.

# Title and reference Year Class

1 A new electronic service for UK theses: access transformed by
EThOS [30]

2007 A

2 The fourth wave of digitalization and public transport: opportunities
and challenges [20]

2016 A

3 How GoGet CarShare’s product-service system is facilitating
collaborative consumption [16]

2017 A

4 Driving business transformation toward sustainability: exploring the
impact of supporting IS on the performance contribution of eco-
innovations [13]

2017 A

5 What makes a sustainable business model successful? An empirical
comparison of two peer-to-peer goods-sharing platforms [31]

2018 A

6 Unlocking the circular economy through new business models based
on large-scale data: an integrative framework and research agenda
[22]

2017 A

7 Getting smart about urban mobility – aligning the paradigms of smart
and sustainable [26]

2016 A

8 Information systems and environmentally sustainable development:
energy informatics and new directions for the IS community [17]

2010 A

9 Information systems innovation for environmental sustainability [12] 2010 A
10 From green to sustainability: information technology and an

integrated sustainability framework [11]
2011 A

(continued)
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5 Qualitative Assessment

Methodological approaches that were most commonly used were literature review
and case-study. Rigor of literature reviews in class A and class B varied.

The most prominent difference between classes A and B was in case-study
approach, where authors of class A papers used mixed approach, combining case-
studies with other methods or at least provided reader with multiple case-studies, in-
depth explanation and cross-case analysis.

In one instance case-study was conducted in the same enterprise multiple times
over the course of 2 years and combined with 15 in-depth interviews [16].

One article cross-analyzed case-studies from 8 different enterprises and described
methodology and results in great depth [13].

Theories were not commonly mentioned in selected papers. Those that were
mentioned, are: Theory of two-sided (and multi-sided) markets [31, 33], resource-based
view (RBV) [11, 13], product life-cycle [34, 37], sociotechnical theory [26], technol-
ogy acceptance model (TAM) [12], and agency theory [25].

Table 2. (continued)

# Title and reference Year Class

11 Business models for sustainable innovation: state-of-the-art and steps
towards a research agenda [1]

2013 A

12 Sharing yet caring [25] 2018 A
13 Innovative business models for smart cities: overview of recent trends

[32]
2012 B

14 Crowdsensing-based transportation services - an analysis from
business model and sustainability viewpoints [33]

2016 B

15 Developing disruptive innovations for sustainability: a review on
impact of internet of things (IOT) [21]

2017 B

16 Exploration of simulation-driven support tools for sustainable
product development [34]

2017 B

17 Metals industry: road to digitalization [35] 2017 B
18 Second-movers’ advantage of utilizing big data to enhance

sustainability performance: the case of elevator industry [36]
2016 B

19 An industry 4.0 research agenda for sustainable business models [37] 2017 B
20 Re-distributed manufacturing to achieve a circular economy: a case

study utilizing IDEF0 modeling [38]
2017 B

21 Towards a conceptual framework of business models for
sustainability [18]

2010 B

22 Organizational self-renewal: the role of green is in developing eco-
effectiveness [39]

2012 B

23 Developing smart services by internet of things in manufacturing
business [40]

2018 B
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Worth mentioning is that theory of two-sided markets is often used with platform
economy, while resource-based view is sometimes mentioned if the study focuses on
ecological sustainability and limited resources.

Recurring themes are platform economy (also collaborative economy, sharing
economy, collective economy), public/communal transport, (PSS), (CE).

Sustainability is in most cases understood as triple bottom line perspective [5] –
environmental, social and economic gains – 6 instances, or as ecological/environmental
perspective - in 5 cases. Interestingly, even though not very popular, economic and
environmental perspective are sometimes considered combined and economic per-
spective is sometimes considered as sole sustainability perspective. Social perspective
on sustainability is mentioned only as a part of triple bottom line trio.

Regarding definitions of BM, there were three general options: either no definition
of BM is offered, a type of BM is mentioned, or other authors’ definitions are given as
an example. The only exception to this was viewing BM as an analytical perspective
that helps us understand economic logic of need-fulfilment through artefacts [1], [18].

We already spoke about duality of term sustainability. Additionally, we soon
noticed that not many papers mention term digital transformation. Instead the use of
IT and the effects of IT on business practices is often mentioned, as well as digital-
ization or even digitization and their effects. Often state of the art technologies are
mentioned - IOT, big data, smart.

We see no need to use the term digital transformation, or even digital maturity, as
the term in itself only describes the effects that IT has on business environment. We
therefore included all results that dealt with interconnections between sustainability,
BMs and IS or IT.

In the next step, we identified moderating and mediating variables from the
research. We only found one possible mediating variable (MeV) – BMI. BMI con-
nects IT and demand for sustainability, creating hybrid solutions, which can be
deployed on a larger scale than without the use of IT [13], potentially reaching higher
impact on overall sustainability performance.

We identified several moderating variables (MoV), which we sorted into two
groups:

MoVs Affecting Relationsip Between Green IT and BMI: proactiveness of IT
stance [13]; use of supporting IS [13]; organizational aspiration level of eco-innovation
use [13].

MoVs Affecting Relationsip Between BMI and Sustainability: putting pro-social
objectives first, in order to attract users [16]; adequate/critical mass of users [16, 31,
33]; crowdsourcing [33]; hybrid business/social models [13, 16]; offering comple-
mentary activities instead of radical adoption of new technologies to reach sustain-
ability objectives [16]; design and execution of BMs [31]; strategic agility [31];
constant BMI [31].
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6 Discussion of Key Findings

Focus of this research is to determine whether IT can act as an enabler and driver of
increased sustainability through BMI. The reasoning behind the idea is that enterprises
are rarely leading the sustainability movement – and through the presence of mostly
unsustainable products and services on the market they affect customer choice.
Therefore, they are not only responsible for their own non-sustainability, but are co-
responsible for non-sustainability of customers, that they affected through lack of
sustainable options and adequate disposal methods.

Inter-disciplinary research on the topic of sustainability, BMs and IT is still in its
birthing stage, which is evident from low number of relevant results, lack of diversity
and choice in methodology, gap in methodology pointing toward the need to conduct
more qualitative research and eventually quantitative research.

However, literature obtained from high impact journals shows that the interest of
academia for inter-disciplinary take on proposed subjects deserves attention.

Researchers from IS community often act ignorant about the fact, that they too can
tackle the problems of sustainability [17]. Some researchers focus on research
opportunities, so that other information systems scholars can focus on delivering
solutions [17]. Research on contribution of IT and EIS for sustainability is limited and
rarely stretches beyond reducing the consumption of energy [11] and additional insight
on how to use IS to transition to sustainability is needed [15]. In first attempts,
information systems scholars focused on energy and resource reduction (Green IT or
Green in IT), or the practices where IT is a contributor towards sustainability [13].
Almost a decade later, IT is seen as a possible solution that will enable us to reach
sustainability (therefore we will become Green by IT). Some authors [23] propose
research on how BMs for sustainability evolve in the process leading to industry
transformations. They believe that insight is needed on how impacts of such BMs can
be managed or measured.

“The economics of sustainability need not be permanently set for organizations. As
regulations change, the economics change and markets can become mechanisms for
sustainability” [17]. We are observing these changes in economy through occurrence of
new and changed BMs. A pattern emerges from the literature, proposing IT is often
seen as a driver and enabler of BMI, which is used to reach sustainability of enterprises.
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Abstract. The way a scientific field applies theories shapes its intellectual
structure and determines its development and survival as a discipline. Infor-
mation Systems (IS) with its multidimensional nature and innovatory essence
has a different contingence with its original theories, which are basically rooted
in a diverse spectrum of fields. This research is designed to investigate which
theories have been deployed in different IS research streams in the last decade,
and by analyzing the perceived gap, how it might be changed in the future. To
this aim, a data-driven method for analyzing the published papers’ cited refer-
ences in the top two IS journals is designed and implemented. This study is
directed based on the co-citation network analysis, text analysis, and investi-
gation of the highly cited references in MISQ and ISR from 2009 to 2018. The
analysis of the top-cited references co-citation network revealed six distinct
clusters representing the research areas in our field including IS Value, IS
Research, E-commerce, IS in Organization, Social Network Analysis, and IS
Usage. Further, text analysis and interpretations disclosed the main and the
dominant theoretical foundation in each cluster and their linkages. By examining
the relationships between the clusters and their theories, the eminent theoretical
gap in E-commerce cluster is distinguished. Subsequently, some fact-based
hypotheses about what would be changed in this cluster in the future are rep-
resented. Considering a wider timespan, including data from basket of 8 journals
and deeply analyzing all clusters, this study could be continued.

Keywords: IS theory � Theoretical foundation � IS research clusters �
Co-citation analysis � Text analysis

1 Introduction

Information Systems (IS) field of research has been the subject to identity crisis during
the time [1–3]. The multidisciplinary nature of this field raises lots of debates about the
main origin, focus, and scientific contribution of IS and how it could survive and grow
as a discipline [4]. Although the importance of IS in value creation and how it affects
business success and competitiveness are proven [5, 6], the way its intellectual
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structure founded and its scientific originality are continuously controversial. Based on
its nature, IS field of research is rooted in different basic fields such as psychology,
sociology, system science, management, economics, and strategy and these fields have
contributed toward IS emergence and growth [7]. As a very rapidly changing knowl-
edge domain, scientific focus in this field has been shifted from time to time and the
researchers’ concentration changed frequently [8]. IS research also covers wide range
of topics including IS usage/adoption, IS design and development, e-commerce/e-
business, IS research, knowledge management, IS evaluation, software and program-
ming languages, IS functional applications, telecommunication and networking, and
internal/external environment of IT [8], which are diverse and different in concept and
impact. The diverse nature of IS and how its semantic structure is shaped from one
side, and the emerging concepts and technologies on the other side make this field both
complicated to comprehend and essential to be examined.

The multidimensional essence of IS besides the variant typology for discussing the
nature of theory in this field [9] cause the increasing level of ambiguity in the discourse
of IS theory. Although some debates about the role and the importance of theory in IS
are stated [10], there is no doubt that theoretical foundation of each scientific discipline
is very crucial for shaping the semantic structure of discipline, for moving further than
the patterns and simply for explanation, and prediction of the associated phenomena
[11]. Additionally, IS scholars’ ability to understand and contribute to theory is con-
sidered an essential qualification in research practice [11]. Generally, it is perceived
that the theory foundation in any scientific field is the main platform for the growth and
the survival of the discipline; and IS field is not an exemption. A theory is mainly
perceived as a systematic explanatory scheme for describing the patterns and regu-
larities in a discipline [12].

There are several of grounds for believing that examining the theories used in IS
research is both essential and timely. Firstly, IS, as an ever-changing field of research,
periodically needs to take the stock and represent how the core theoretical ideas are
developing. It seems that the previous theories becoming out of date or ill-suited
mainly due to major and radical change in type of data [13]. Secondly, calls continue
for “next-generation information systems theories” principally based on the funda-
mental change in the core phenomenon, which is becoming increasingly intelligent,
interconnected, and infused through all the contexts [14]. Finally, looking at the pre-
vious trends might help in depicting a better picture of what would happen in the future
in a research discipline [15]. Therefore, investigation of theories applied in the IS field,
understanding their connections and the foundational gaps make essential contributions
in clarification of IS context and its backbone, hence are important for the scholars.

1.1 Literature Review and Related Works

The theoretical foundation of IS has been an issue in the field occasionally [16–20].
Researchers followed different approaches to study cornerstone theories in IS research
ranging from pure quantitative technical methods including n-gram analysis [19],
complex network analysis [17], statistical methods [18], to mixed approaches [16], and
even absolutely subjective and judgmental investigation [20]. Soper, Turel and Geri
[19] reported on the list of IS field’s most commonly used theories, their co-occurrence
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and their priority in the top three IS journals from 1990 through 2011. They applied the
measurement model considering the “relative frequency” of a theory in the literature,
which might be biased in reflecting the real importance and effect of a theory. Simi-
larly, Lim, Saldanha, Malladi and Melville [17] tried to investigate the type of theories
are borrowed in IS by analyzing the published papers during 1998–2006 in MISQ and
ISR and their analysis is limited to the top five theories in each IS stream. Moody,
Iacob, Amrit and Müller [18] conducted comparable analysis using the reference lists
of all papers published in the five leading IS journals over 5 years (2003–2007) and
they revealed the top 10 influential sources including six important theories and four
significant research method sources. Although, de Vaujany, Lesca, Fomin and Loeb-
becke [16] used a different approach by concentrating on the General Editorials
Statements (GES) of the top 30 IS journals for the years 1997 and 2007. They reported
on the words with similar repetition and related concepts in these two different time
horizons and their study showed that not the expectations by journals from researchers
have changed and nor the lexical diversity increased over time. Considering the lim-
itation of GES in representing IS foundations, the ultimate change during the time
could not be discovered by their study. Weber [20] was seeking to propose a frame-
work with which evaluation of the quality of an existing theory could be facilitated.
The result of this qualitative research does not assist in choosing the focal phenomena
and the ways these phenomena might be conceived.

Considering the recent major evolution in our field due to the massive technological
enhancement during the last decade, and regarding the intrinsic limitation of the pre-
vious studies, this research is designed to investigate the highlighted theoretical base of
the recent IS studies and to indicate what might be changed in the future.

1.2 Motivations and Contributions

This study is defined to represent the recent and probable future status of the IS
theoretical background deploying a systematic and data-driven approach in analyzing
the highly cited references in the two top IS journals in the last ten years. Considering
the contribution of clarifying the theoretical context of any discipline in defining its
boundaries and recalling the more interconnected economy and society and the recent
data revolution, we are motivated to define this research to answer the following major
questions:

1. Which prominent theories formulate the intellectual core of the IS research streams
in the last decade?

2. What would be the probable future contribution of distinctive theories in the dif-
ferent IS research areas?

These important issues not only contribute massively toward our discipline intel-
lectual structure definition, also are the basic concern of scholars in IS, which neces-
sitate this study focusing on the recent publications and applying innovative mixed
method.
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2 Research Method

This research is conducted in five steps shown in Fig. 1. In the first step, the biblio-
graphic data of scholarly articles published in MIS Quarterly (MISQ) and Information
Systems Research (ISR) journals during the last decade (from 2009 to 2018) are
retrieved through the Web of Science database. Since the selected journals are two
pioneering research journals in IS discipline [9], the analyses are anchored on data
extracted from these journals’ publications. The chosen timespan implies that the
research questions needed pretty recent scientific evidence to be addressed. Concerning
the research aim, from all the bibliographic attributes in the result dataset, we used the
cited references attribute, which represents the references cited in the articles published
in the mentioned journals and timespan (target articles).

In the second and the third steps, the references cited together are analyzed
applying co-citation analysis, and the hidden clusters based on the co-citation rela-
tionships are revealed. To this end, 154 cited references with the highest number of
citations in the target articles are selected and their co-citation network is prepared. The
appropriate number of the nodes is determined based on the software’s default sug-
gestion alongside the authors’ judgment about other numbers. In the co-citation net-
work, each node represents a cited reference that its size is defined based on the number
of reference’s citations, and the edges between references indicate their co-citations.
Since the visualization of the network is distance-based, the more proximity of refer-
ences cues to their more co-citations and consequently, their more content relatedness.
Therefore, it is expected that a group of adjacent nodes forms a cluster of related cited
references. The cluster analysis determines these groups and differentiates them with
different colors. The apt number of clusters is defined based on the interpretability of
different networks with varying numbers of clusters. These two steps are performed
using VOSviewer software [21].

It is worth to mention the VOSviewer unified approach based on the compendious
discussion provided by Van Eck and Waltman [22]. VOSviewer accomplishes three
major tasks, including normalization, mapping, and clustering to generate any variant
of clustered bibliometric network, such as a clustered co-citation network. Firstly,
VOSviewer takes the association strength normalization, which is extensively
explained by Van Eck and Waltman [23], to normalize the high variances between
nodes in the number of links they have. Secondly, it maps the normalized network
based on a distance-based approach in a two-dimensional space. For this aim, VOS-
viewer employs the VOS mapping technique discussed by Van Eck, Waltman, Dekker
and van den Berg [24] in detail. This technique tries to solve a minimizing problem

Data
gathering 

Co-citation 
analysis 

Cluster 
analysis 

Text analysis
word 
occurrences
word-cloud

Evaluation 
and 

interpretation 

Fig. 1. An overview on the research design
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using a kind of Scaling by MAjorizing a COmplicated Function (SMACOF) algorithm
similar to Borg and Groenen [25]. The problem is to minimize a sum of the squared
Euclidean distances between all pairs of nodes, in which the squared distance between
a pair of nodes is weighted by the similarity between them, subject to the constraint that
the average distance between two nodes must be equal to one. Finally, VOSviewer
clusters the nodes in the mapped network in such a way that a cluster comprises a group
of closely related nodes without any overlap with any other cluster. The VOS clustering
technique is completely described by Waltman, Van Eck and Noyons [26]. In this
technique, VOSviewer solves a maximizing problem using the Smart Local Moving
(SLM) algorithm introduced by Waltman and Van Eck [27]. The problem is to max-
imize a weighted and parameterized type of the modularity function introduced by
Newman and Girvan [28]. In other words, the VOS clustering is a kind of modularity-
based clustering. Therefore, VOSviewer solves an optimization problem in both
mapping and clustering tasks. There is a notable mathematical relationship between the
problems, which is the basis of a unified approach used by VOSviewer to map and
cluster the nodes in a bibliometric network.

In the fourth step, the abstracts of cited references appeared in the network are
collected. For references without an abstract, the titles have been substituted. Then, the
authors attempted to process resulting corpus using text-processing techniques to
analyze the references’ content. To this aim, firstly, pre-processing tasks have been
conducted by python coding to cleanse the corpus. These tasks include conversion of
upper cases to lower cases, removing punctuations and digits, stripping from double-
spaces, elimination of stopwords, and stemming. Then, WordItOut1, which is an online
application for a word-cloud generation, is used to produce clusters’ word-cloud of the
clean corpus. Each word-cloud depicts about 100 words with the highest number of
frequencies in the corresponding text, in which the size and color of words are defined
based on their repetition. RapidMiner software is utilized to analyze words’ occur-
rences in the clusters’ clean corpus. Thus, the top 20 meaningful words with the highest
number of occurrences in the corresponding text for each cluster are detected.

In the last step, the results are evaluated and interpreted. To increase the validity of
the results, the authors conducted this step separately and then, they crosschecked the
findings and discussed to reach consensus. The dominant research subjects in IS dis-
cipline are identified using the text analysis results and scrutinizing the titles and the
abstracts of the references appeared in the network. It is expected that combining both
quantitative and qualitative findings bring forward some senses which neither of the
two methods can achieve solely [29]. Hence, applying both quantitative text-mining
techniques and authors’ qualitative judgments in this research led to improved findings.
Furthermore, the originating or seminal articles of well-known theories used in the IS
research are identified by thorough analyzing the network’s references. In this case, the
pertinent literature in IS theories are considered for the inquiry [17, 30–32]. By doing
so, at the end of this step, in addition to the dominant research subjects, prominent
theories applied in IS studies are identified for each cluster to address the research
questions.

1 worditout.com.
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3 Analysis and Results

Overall, the 929 retrieved articles analyzed contain 41916 bibliographical cited refer-
ences. This represents an approximate average of 45 references per work. Concerning
the numbers, it is impossible to conduct a co-citation analysis of the whole cited
references. McCain [33] suggested that a cut-off point could be established to select the
most influential studies. Therefore, the current study selected 154 references, which had
been cited at least 20 times by the target articles. This threshold is considered based on
the software’s default suggestion. The 154 most cited references by MISQ and ISR
during the last decade are analyzed in this study.

The co-citation network of the highly cited references identifies and illustrates an
overall view of the recent IS discipline structure and knowledge groups containing both
dominant research subjects and prominent cited theories (see Fig. 2). The size of
bubbles represents the normalized number of citations received by the target articles
and the thickness of links shows the strength of co-citation ties. The color of a bubble
indicates the cluster with which the bubble’s reference is associated. Each bubble is
labeled by the author(s) and the publication year of the respective document. As shown
in Fig. 2, the co-citation network formed six clusters and analysis of the clusters
discloses the groups of references with similarities.

In Table 1 the word clouds show specific common terms that are frequently
mentioned in the abstracts (or titles) of the clustered cited references. Each word cloud
comprises around 100 items with the highest number of repetitions, in which the color
and size of each word is based on its frequency. Additionally, Table 1 includes the top

Fig. 2. Top cited references co-citation network with clusters
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20 terms as dominant concepts stemmed from the abstracts (or titles) of the cited
references and sorted by their occurrences. In other words, the word clouds were
generated based on frequencies, but the top 20 terms were identified based on occur-
rences, each of which has own meaning and provide specific contribution.

3.1 Perceived Recent Intellectual Structure of IS

By meticulous investigation of co-cited pairs identified by VOSviewer, considering the
word clouds and the top 20 terms in each cluster, and also by reading the titles and the
abstracts of the documents, the dominant research subjects in IS discipline were
revealed. Additionally, reflecting the majority of references and carefully reading the
whole content of the top 5 cited references in each cluster, we labeled the six clusters
shown in Table 2, ranked based on the number of documents they contain and the total
number of citations. The first two clusters are the most prominent, jointly representing

Table 1. Word clouds and top 20 terms stemmed from the abstracts of the clustered cited
references

Word cloud Top 20 terms Word cloud Top 20 terms
1.Firm 
2.Inform
3.Technolog 
4.Develop 
5.IT
6.Use 
7.Perform
8.Resourc 
9.Analysi 
10.Data 

11.Manag 
12.System 
13.Capabl 
14.Invest 
15.Empir 
16.Model 
17.Valu 
18.Process 
19.Competit 
20.Knowledg 

1.Model 
2.Data 
3.Statist
4.Use 
5.Analysi 
6.Measur 
7.Construct 
8.System 
9.Valid 
10.Effect 

11.Develop 
12.Form 
13.Inform 
14.Relationship 
15.Structur 
16.Theori 
17.Method 
18.Estim 
19.Techniqu 
20.Adopt 

Cluster 1 Cluster 2
1.Product 
2.Onlin 
3.Use 
4.Consum 
5.Inform
6.Model 
7.Behavior 
8.Trust 
9.Data 
10.Effect 

11.Market 
12.Implic 
13.Purchas 
14.Theori 
15.Review 
16.Firm 
17.Internet 
18.WOM 
19.Commerc 
20.Sale 

1.Use 
2.Inform
3.Organ 
4.Theori 
5.Technolog 
6.Analysi 
7.System 
8.IS
9.Chang 
10.Structur 

11.IT 
12.Develop 
13.Interact 
14.Natur 
15.Process 
16.Social 
17.Empir 
18.Work 
19.Form 
20.Design 

Cluster 3 Cluster 4
1.Inform
2.Network 
3.Organ 
4.Social 
5.Develop 
6.Model 
7.Effect
8.Support 
9.System 
10.Theori 

11.Use 
12.Impact 
13.Implic 
14.Influenc 
15.Knowledg 
16.Resourc 
17.Structur 
18.Motiv 
19.Commun 
20.Benefit 

1.System 
2.Use 
3.User 
4.Model 
5.Behavior 
6.Inform
7.Technolog 
8.Accept
9.Usag 
10.Influenc 

11.Support 
12.Belief 
13.Develop 
14.Intent 
15.Organ 
16.Theori 
17.Perciev
18.Individu 
19.Implic 
20.Practic 

Cluster 5 Cluster 6
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42.7% of the documents in the co-citation network and obtaining 44.8% of the cita-
tions. Meanwhile, the distribution of documents and citations are almost uniform in
other clusters.

The visualization of the density view based on the items proximity analysis carried
out by VOSviewer provides a new view of the influential references in IS studies. This
particular view allows us to acquire an overview of the general structure of a map and
identify specific items, which are at the center of very dense co-citation networks.
According to Van Eck and Waltman [21], the density of a point in a map depends on
the number of its neighbors and also on the weights of these neighbors. The larger the
number of the neighbors and the smaller the distances between them, the more the point
density. Point densities are then translated into colors, red corresponds with the highest
density and blue relates with the lowest one. The colors indicate the amount of attention
researchers pay to the items located in the various areas of the map. In this sense, Fig. 3
shows that there are strong relations between clusters 1 (IS Value), 2 (IS Research), 4
(IS in Organization), and 6 (IS Usage) implying that studies in these clusters use
common theories and share a set of cited references heavily. Alongside there are some
bridges between clusters 1, 4, and cluster 5 (Social Network Analysis). It represents
that these clusters are interrelated and the researchers reciprocally use theories from
each other. By contrast, cluster 3 (E-commerce) appears more disconnected from
clusters 1 and 4 and it just has some fragile neighborhood and weak links with clusters
2, 5, and 6, which indicates fragmented use of theories in the cluster. The next section
will focus on this gap and deeply investigate the relationship between studies in this
cluster with theories in other clusters to see if any perceived theoretical gaps could be
found.

3.2 Theoretical Foundation of IS Research

Cluster 1 brings up many interesting insights on the underlying strategic dimensions
related to the IS practices, such as the contribution of IS in achieving competitive
advantages and the IS value in organizations. Studies in this cluster have been mainly
built on strategic effects and values theories. Dynamic capabilities [34–36], resource-

Table 2. Documents, citations, and dominant research subjects of clusters

Cluster No. of
documents

% of
documents

No. of
citations

% of
citations

Dominant research subject

1 38 24.7 1038 22.8 IS value (in red)
2 28 18 994 22 IS research (in green)
3 23 15 598 13 E-commerce (in blue)
4 22 14.3 621 13.7 IS in organization (in yellow)
5 22 14.3 569 12.5 Social network analysis (in purple)
6 21 13.7 723 16 IS usage (in cyan)
Total 154 100 4543 100
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based view [34], theory of competitive strategy [37], theory of administrative behavior
[38], absorptive capacity theory [39], and diffusion of innovations theory [40] are the
most important theories which have been applied in the cluster 1 studies.

Cluster 2 is named IS research which focused more on the major research issues,
methods, and techniques in IS. With the proliferation of Structural Equation Modeling
(SEM) methods [41], many IS scholars deployed them as the key multivariate analysis
methods to conduct their studies. Therefore, in the second cluster, studies largely cited
to the publications about SEM methodologies, issues, or errors. Since some studies in
this cluster used psychological metrics, methods, or measurements, theories that were
exploited by IS researchers for this purpose are psychometric theory [42, 43] and
general deterrence theory [44].

During the last two decades, research about e-commerce aligned with its dramatic
growth has been significantly increased. In the target articles, it is perceived that
researchers mainly studied e-commerce adoption covering online trust and e-marketing
issues including the impact of e-WoM and recommender systems in online customer
purchase decisions. Most influential references in the field of e-commerce have been
enlisted in cluster 3, and the theory of industrial organization [45] and prospect theory
[46] are the two most important theories cited by the target articles.

The main subject of cluster 4 is IS in organization. The research theme of this
cluster is primarily about implementing IS in organizations and its effects on organi-
zational performance, structure, business processes, and employees. Design theory [47]
and adaptive structuration theory [48] were extensively utilized and also many scholars
applied grounded theory [49] to conduct their studies.

Fig. 3. Top cited references co-citation network with density-based visualization
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According to the popularity of social media as an important part of the people’s
daily life, academics, and practitioners increasingly observe social networks, and it
becomes the focus of attention in recent studies. Cluster 5 represents a number of
studies directed to investigate the relationships, interactions, knowledge sharing, and
social structures in different virtual platforms. Social network theories [50–54], orga-
nizational ambidexterity [55], and diffusion of innovations theory [56] are the
influential theories in this cluster.

Due to the huge amount of investment in IS, identifying influential factors on IS
usage and technology acceptance across different settings have been an important and
focal interest in IS scholarship (cluster 6). With these purpose, IS academics mainly
refer to Unified Theory of Acceptance and Use of Technology (UTAUT) [57],
Technology Acceptance Model (TAM) [58, 59], DeLone and McLean IS success
model [60, 61], theory of planned behavior [62], task-technology fit [63], and computer
self-efficacy [64].

In summary, Fig. 4 shows the mind-map of dominant IS research subjects and
prominent theories have been exploited in these areas, which is produced using
MindMup2 software.

3.3 The Eminent Theoretical Gap and the Future Direction

Meticulously consideration of the publications in each cluster reveals that studies in
cluster 3, e-commerce, used fewer theories and it seems that a strong theoretical base
has not yet evolved in this cluster. Therefore, a theoretical gap could be perceived in
applying the fundamental related theories by the research in this cluster. To objectively

Fig. 4. Mind-map of dominant IS research subjects with respective prominent theories

2 mindmup.com.
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examine this cluster in-depth, we built a table to check the strength of the co-citation
links by mapping cited references in cluster 3 with the extracted theories in the other
clusters (Table 3)3. Accordingly, the codes are assigned to the cited references in
cluster 3 and the applied theories in other clusters (Appendix 1).

In accordance with the density view (Fig. 3), which mentioned before, the results of
Table 3 show that e-commerce studies are almost disintegrated from theories in clusters
1 and 4. However, dynamic capabilities (18 points) and design research (14 points)
have been used in some e-commerce studies. For the other clusters, it is noticeable that
social network theories (66 points) have been used comparatively more in e-commerce
research. Acceptance models such as UTAUT (53 points), TAM (48 points), and IS
success models (40 points) are the other highlighted theories that were applied in this
field. Also, some e-commerce studies were found in examining trust, which especially
exploited psychological metrics (37 points) for measuring knowledge, abilities, atti-
tudes, and personality traits.

Generally, our analysis divulged that besides social network theories, there are
some links between cluster 3 studies and theories in cluster 6. On the other side, it can
be seen that the applications of cluster 1 and 4 theories are thin, and the e-commerce
research is less related to those two clusters. Furthermore, it seems that SEM methods
have been used much less in e-commerce research in comparison to the other IS
studies.

4 Conclusion

In this research, we tried to shed light on the IS theoretical foundation in the last
decade, especially with respect to how different groups of studies interrelate with one
another in the context of the theory exploitation. One of the innovations of this research

Table 3. The strength of links between cited references in cluster 3 and theories in other clusters
(The color scale of matrix’s cells is defined based on their values.)

T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11 T12 T13 T14 T15 T16 T17 T18 T19 Sum
R1 1 0 0 0 0 0 0 0 2 0 0 2 0 0 0 0 0 0 0 5
R2 0 0 1 0 1 1 0 0 0 1 0 12 1 2 1 0 0 0 0 20
R3 1 0 0 0 0 0 1 0 0 0 0 2 0 0 0 0 0 1 0 5
R4 3 1 1 0 0 0 2 0 0 0 0 0 0 0 1 2 0 0 0 10
R5 0 0 0 0 0 1 0 0 1 1 0 0 0 1 1 2 0 0 0 7
R6 0 0 0 0 0 1 0 0 1 1 0 8 0 0 0 0 0 0 0 11
R7 0 0 1 0 0 0 0 0 1 1 0 6 2 1 0 0 0 1 0 13
R8 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 2
R9 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 2
R10 0 0 0 0 0 1 1 0 1 1 0 12 0 2 1 3 1 1 1 25
R11 2 0 0 0 2 2 7 2 1 1 0 1 1 11 11 4 6 2 6 59
R12 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 2
R13 0 0 0 0 0 0 2 0 0 0 0 0 0 6 5 2 1 1 1 18
R14 0 0 0 0 0 0 0 0 1 0 0 1 0 1 1 0 0 0 0 4
R15 0 0 0 0 0 0 0 0 0 1 0 2 0 0 0 0 0 0 0 3
R16 1 0 1 0 1 1 5 0 0 1 0 4 0 3 4 4 2 0 3 30
R17 0 0 1 0 0 1 8 0 1 0 0 3 0 6 5 6 3 2 3 39
R18 1 0 0 0 0 1 4 0 1 0 0 0 0 8 8 5 5 3 2 38
R19 3 0 1 0 1 0 4 1 0 0 0 1 0 1 4 2 2 2 1 23
R20 2 0 1 0 1 0 1 2 0 0 0 1 0 5 3 4 2 3 1 26
R21 4 2 2 1 3 0 0 0 0 0 0 0 2 0 0 0 0 0 0 14
R22 0 0 1 0 0 0 2 1 2 1 0 6 1 5 2 6 0 3 0 30
R23 0 0 0 0 0 0 0 0 1 0 0 2 0 0 0 0 0 0 0 3
Sum 18 3 10 1 9 9 37 6 14 9 0 66 7 53 48 40 22 19 18

3 In the case of co-citation links between cited references, the strength of a link indicates the number of
publications in which two references are cited together.
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is applying a mixed method, which provides us an objective tool besides qualitative
interpretation to identify the main research streams and the potential new directions
within the field under investigation. Six different clusters in the co-citation network
were identified as the pillars of the semantic structure shaping the IS discipline: IS
Value (Cluster 1, in red), IS Research (Cluster 2, in green), E-commerce (Cluster 3, in
blue), IS in Organization (Cluster 4, in yellow), Social Network Analysis (Cluster 5, in
purple), and IS Usage (Cluster 6, in cyan). Among these groups, cluster 1 and cluster 2
have the most citations and documents. It shows strategic theories such as dynamic
capabilities and theory of competitive advantage and IS research methods and theories
are prominent cited theories in the recently published articles in MISQ and ISR.
Investigating theories used in each cluster shows that some of the IS research streams
have stronger theoretical foundations than the others. Alternatively, studies in these
weaker clusters might be getting published in other journals. By analyzing inter-cluster
linkages, the other contribution of this research is clearly emerging the fact that some
clusters have more theoretical relations with each other. It means that studies in these
clusters have extensively applied theoretical foundations of each other. In contrast, few
relations of cluster 3 (E-commerce) with other clusters were discovered that demon-
strates interrelated theoretical gap in this type of studies. Examining the relationships of
cited references of e-commerce studies with explored theories in the other clusters let
us suppose that future research in this area could mainly focus on theoretical foun-
dations which were used less in the recent years. So as the final contribution, we
propose some hypotheses about the application of the prominent theories related to
clusters 1, 2, and 4 in e-commerce future studies. Firstly, the relationships between e-
commerce and strategic values and competitive advantages (cluster 1) could be better
analyzed by future studies through focusing on aspects that are either internal or
external to the firms. Also, using of SEM methods or other IS research methods (cluster
2) in this group of studies might be more considered. Finally, capturing complexity of
e-commerce in organizations and societies (cluster 4) is another probable research
theme that could be followed.

4.1 Limitations and Future Research

This study only set out the starting point for further analyses that aim at a better
understanding of the current IS theoretical foundation and its future destiny. Therefore,
some limitations in the current study have to be mentioned. The source data in the last
decade from MISQ and ISR does not consist of all the research articles in our disci-
pline. Future research could include the AIS ‘‘basket of eight” IS journals4 and expand
the timespan to 20 years. We tried to minimize subjectivity by adopting a consistent
procedure but a little bit of human opinion and interpretations were needed to make the
results meaningful. In future research, other complementary quantitative methods along
the co-citation networks could be exploited to assess intra- and inter-cluster analysis.

4 http://aisnet.org/?SeniorScholarBasket, accessed 26-04-2019.
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Appendix 1. Cited Theories in Clusters 1, 2, 4, 5, and 6

Theory ID Theory ID

Dynamic capabilities T1 Grounded theory T11
Resource-based view of the
firm

T2 Social network theories T12

Competitive strategy T3 Organizational ambidexterity T13
Theory of administrative
behaviour

T4 Unified theory of acceptance and use of
technology

T14

Absorptive capacity theory T5 Technology acceptance model T15
Diffusion of innovations
theory

T6 DeLone and McLean IS success model T16

Psychometric theory T7 Theory of planned behaviour T17
General deterrence theory T8 Task-technology fit T18
Design theory T9 Computer self-efficacy T19
Adaptive structuration theory T10
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Abstract. This paper presents preliminary results from a survey focused on the
state of agile method adoption in the Czech Republic. To this end, an initial
survey sample (N = 120) was analyzed. Scrum is the most frequently used agile
software development method, reported by 46.7% of respondents as the agile
method of choice. However, the results indicate that Scrum seems to be intro-
duced through cherry-picking of those practices that are quite easy to imple-
ment. Specifically, the only widely-spread Scrum practice is the maintenance of
Product backlog. To the contrary, the teams are rarely cross-functional and the
Scrum master role frequently absents. This suggests that in many organizations,
Scrum might be invoked due to being a valuable “brand name”, rather than due
to professionals’ subscribing to core Scrum values and assumptions. Our results
contribute to the body of empirical knowledge on the state of agile software
development initiatives. Our findings confirm the theoretical proposition that in
the real world, the implementation of software development methods is often
patchy and rarely done “by the book”.

Keywords: Software project management � Agile methods � Agile practices �
Scrum practices � Scrum variations � Agile method tailoring � Hybrid methods

1 Introduction

Software development and deployment activities are at the heart of many information
systems initiatives. The academic disciplines in the field of computing have long been
interested in the conceptual means that practitioners employ to manage those activities
in everyday reality [1, 2]. Of particular interest are presently agile software develop-
ment methods (ASDMs), which are rapidly spreading across the world, irrespective of
what the company’s core business is [3]. Thanks to this advance, the interest in agile
methods is growing also in a number of interrelated research areas, including Enterprise
Resource Planning and business administration [4, 5].

Striving to characterize the state of ASDM adoption, both scientists [3, 6–11] and
practitioners [12] put effort into exploring the agile territories. However, only very
limited data are available to speak about the up-to-date state of ASDM adoption in the
Czech Republic. To close that gap, we designed and conducted a survey among Czech
agile practitioners. On this basis, the present paper provides an overview of ASDMs
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used by them. To deliver preliminary findings, we analyze our initial survey sample
(N = 120) gathered over the period of 5 weeks. (At the time of writing, the survey was
still on-going.)

At this stage of research, we have been particularly interested in the connection
between ASDMs and software project management [13]. To this end, in this paper we
present two categories of findings: (i) an overall summary of the coverage of different
ASDMs in the Czech Republic; (ii) the data that characterize the local nature of Scrum,
a generic software project management framework [14]. We then discuss the ways in
which Scrum seems to be currently implemented in the surveyed population. As a
matter of fact, we found a highly reductionist version of Scrum seeming to dominate in
practice. We contribute to the body of knowledge by (i) describing the present state of
ASDMs in the Czech Republic; (ii) a brief analysis of the Scrum adoption pattern
observed. Our findings are useful for understanding the nature of differences between
ideal ASDMs, viewed as generic templates, and the real instances of ASDMs as
implemented by practitioners.

The paper is organized as follows. Following the Introduction, Sect. 2 reviews
related work. Next, Sect. 3 describes our research approach. Section 4 then presents the
survey results. Finally, Sect. 5 provides discussion and concluding remarks.

2 Related Work

To understand the current usage of ASDMs, a number of research strategies have been
adopted. Typically, either qualitative [15, 16] or quantitative methods are employed.
Less commonly, researchers also use action research frameworks [7]. To limit our
focus only on the quantitative side, researchers make use of national-level surveys [11],
global reach surveys [17] and surveys probing into a selected set of agile practices of
certain kind [8]. A significant influence within the domain of industry practice is
attributed to practice-based surveys which are administrated by large vendor and
consulting companies [12]. Given the space constraints of this paper, we review below
only the most relevant contributions from both categories, forming a conceptual basis
for our research. We firstly take a look on relevant surveys from abroad (Sect. 2.1),
followed by the surveys previously carried out in the Czech Republic (Sect. 2.2).

2.1 State of ASDM Adoption Worldwide

Generally speaking, a significant amount of survey results that describe the current state
of ASDM adoption are available, but the coverage of various geographic territories
highly differs. In 2012, among the first (see also [17]), Finish researchers conducted a
large scale survey to portray the initial picture of ASDMs in an European context [11].
Similar surveys have been conducted also in entirely different geographical areas such
as Brazil [18, 19]. In addition, researchers have tried to reach English-speaking pop-
ulations across the globe by offering them survey instruments in English [10, 17].
Starting quite recently, valuable work has been carried out within the Hybrid dEveL-
opmENt Approaches (HELENA) research community. The goal of the initial phases of
the initiative was to collect data on the nature of hybrid methods adoption, including
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both the sequential and agile ones. The survey was available in several languages and
thus more accessible to non-English speaking practitioners [3]. Unfortunately, the
survey did not attract attention of respondents from the Czech Republic.

In the world of business practice, the “State of Agile” survey with a global reach
has been conducted by VersionOne (later CollabNet VersionOne) annually since 2006.
Today, the survey is well-known to many agile practitioners. The recent (13th) edition
[12] was carried out between August and December 2018. However, when considering
the results reported by similar surveys, one should be cautious. In essence, many times
those surveys may be designed in a way to support the core business of the vendor [11].
Also, the research method adopted may lack the necessary level of rigor.

2.2 State of ASDM Adoption in the Czech Republic

The results that would describe the state of ASDM adoption in the Czech Republic are
quite rare. Yet, initial attempts to map the area were carried out in 2006 and 2009 [20,
21]. In 2013, two surveys were executed. The Czech company Etnetera replicated the
VersioneOne survey in the Czech Republic [22]. Then, Tománek [23] collected data
for his survey within a global logistics company. Although his findings have limited
generalizability, he proposed that Czech practitioners seem to be among the laggards in
ASDM adoption.

3 Research Method

In this section, we provide details on the construction and execution of our survey. In
Sect. 3.1, we describe survey design. Then, in Sect. 3.2, we discuss the method of data
collection.

3.1 Survey Design

The survey instrument contained 18 questions, including a large section devoted to
concrete practices, and 4 optional (mostly free-text) answers. We divided the instru-
ment into three logical parts:

• The first part consisted of (i) General demographic characteristics of respondents;
(ii) Primary ASDM that the team uses; (iii) Estimated level of method tailoring;
(vi) Perceived benefits of method use;

• The second part consisted of (i) Used agile practices (34 practices were offered – see
below); (ii) Frequency of their usage within the team (a three-point Likert scale:
“Used”, “Used to a certain extent”, “Not used”, complemented by a “Don’t
know/Cannot be evaluated” option); (iii) Respondent’s subjective scoring of the
importance of the practices;

• Concluding demographics questions.

The analysis presented in this paper is centered around the list of 34 practices,
derived by a synthesis of previous research [3, 19] and practitioner literature [12]. We
put a particular attention to the practices introduced by the Scrum and XP originators
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[14, 24]. Giving some extra attention to DevOps, we added certain practices to the list.
For example, we expected to capture significant differences in popularity among var-
ious “Continuous *” methods [25], and we therefore conceptually differed among them.

The survey form contained an instruction to relate the answers concerning the
practices to a current or quite recent project (run either by their team, or a team that the
respondents “work with”). Inversely, the respondents were asked to think about a
potential importance of the practice from their personal perspective, i.e. irrespective of
the fact whether the practice was currently used or not used by the team (this aspect is
not analyzed here). The survey was available in the Czech language. However, for the
sake of clarity and respondents’ convenience, it contained also English equivalents of
the names that commonly characterize the surveyed agile practices (e.g. “Tabule
Kanban” was supplemented with “Kanban board” in smaller letters). The reason behind
was that as part of their jargon, many Czech practitioners commonly use the original
English terms instead of their formal Czech equivalents.

3.2 Data Collection and Analysis

Given certain pragmatic constraints (e.g. additional costs, current European privacy
laws etc.), we opted for convenience sampling [26] in which social networks played a
dominant role. While such a strategy suffers from clear drawbacks, it is relatively
common in our domain of research.

In two waves, we shared the link to the survey in 17 professional and alumni
LinkedIn and Facebook groups containing ca. 20,000 members (who were mostly
Czechs or Slovaks) in total. This was followed by sharing the link with our industry
contacts (ca. 50), either via LinkedIn messaging or by email. Here, we analyze the
answers collected during the first 5 weeks (ending on 17 August 2019). We applied
descriptive statistics.

4 Results

This section presents some initial results derived from the data sample described above.
First, we give a summary of participant demographics (Sect. 4.1). In Sect. 4.2, we
demonstrate what ASDMs are adopted, and to what extent. In Sect. 4.3, we take the
dominant method (i.e. Scrum) and discuss the way in which the method seems to be
implemented.

4.1 Participant Demographics

Table 1 provides an overview of the survey respondents (only respondents who com-
pleted the survey, i.e. answered all mandatory questions, were included in our analysis).
To give some additional details, our respondents were mostly from the domain of
Information Technology/Software Development (40.0%) and Finance (10.8%). Other
domains were less frequent (6% or less each).
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4.2 Agile Methods Usage

Figure 1 shows usage of various agile methods, as reported by our respondents. The
most widely used agile method is Scrum, reported as the method of choice by 46.7%.
Scrum altogether with its agile extensions (i.e. Scrum/XP hybrid and Scrumban) counts
for 65.0%. Interestingly, the representation of Scrum combined with Waterfall (com-
monly called also Water-Scrum-Fall [27]) accounts only for 8.3%. Large scale agile
methods [7] were reported to be used by 16.7% of respondents.

The dominance of Scrum is in line with the CollabNet VersionOne survey [12],
where Scrum (54%) and agile Scrum hybrids (together with Scrum account for 72%)
were reported as the most widely-practiced agile method(s). The leading position of
Scrum (87%) was confirmed also by the Etnetera local survey [22] in 2013. Never-
theless, it is not possible to directly compare the relative representation of various agile
methods with the latter survey. The reason is that Etnetera adopted a multi-choice
questioning strategy regarding this aspect, while we opted for single-choice, being in-
line with CollabNet VersionOne.

Table 1. Respondents’ job position and years of experience

Job Position / Experience with ASDMs
No hands-on
experience

< 1 y. 1 to 2 y. 3 to 4 y.
5 or 
more y.

Total

Product owner 1 6 5 6 18

Agile coach / Scrum master 6 10 6 22

Member of the dev. team 1 7 17 16 7 48

Other managerial IT role 3 3 4 8 18

Other managerial role 1 1 1 3 1 7

Other business role 1 2 3

Other 2 2 4

Fig. 1. Agile methods usage
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Figure 2 portrays what agile methods are used in companies of various sizes. At
this point, we aggregated data for two common hybridized agile methods (i.e.
Scrumban, ScrumXP), being represented by the Hybrid agile methods category. As
obvious, Waterfall/Scrum forms a separate category. (We consider those implemen-
tations “not fully agile”.) The category titled Large-scale agile includes Enterprise
Scrum, LeSS, SAFe, Scrum of Scrums, and Spotify model.

The leading position of Scrum and its hybrids continues to be apparent across all
company size segments. The relative popularity of the Watefall/Scrum hybrid slightly
falls down with the growing company size. This trend seems to be due to an intro-
duction of large scale agile methods, which are, not surprisingly, implemented espe-
cially in larger companies.

Figure 3 provides a look on the usage of 34 surveyed practices. As the term
“practice” is used in a broad sense, these were specifically either engineering practices
(e.g. Pair programming), organizational practices (e.g. Iteration planning) and orga-
nizational patterns (e.g. Open office), or team-work tools (e.g. Kanban board). Product
backlog is by far the most used agile practice utilized by almost all teams (98.3% use it
fully or partially). By contrast, Behavior Driven Development (BDD) and Test-Driven
Development (TDD) are the least used agile practices (only 22.5% use fully or partially
BDD, and 28.3% TDD).

Next, we analysed the practices reported by CollabNet VersionOne [12] as the most
widely used within two specific categories. First category covers three organizational
practices (termed by their survey as “agile techniques”) and second category contains
three engineering practices. In Table 2, we compare those data with the relevant data
from the former Czech industry survey conducted by Etnetera [22], the HELENA study

Fig. 2. Agile methods usage per company size (Micro companies – less than 10 employees;
small companies – 10 to 49 employees; medium-sized companies – 50 to 249 employees; large
enterprises – 250 or more employees)
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[6], and our survey. Except for the comparison with HELENA (see below), there are no
striking differences in the category of organizational practices among the surveys. An
interesting finding is that in the Czech Republic the usage of the three top agile
techniques slightly increased between 2013 and 2019 (as reported by Etnetera and our
survey respectively). This may speak for agile implementations becoming more mature.

As of the usage of engineering practices, the differences among the surveys are
significant. Notably, the differences between the Etnetera survey and our survey are of
interest. First and foremost, it is surprising to see the low adoption rate of unit testing,
as reported by our respondents. Given that unit testing has long been considered a vital
practice in software development, one may certainly wonder why so many surveyed
teams (37.5%) do not employ such practice at all (Fig. 3).

Fig. 3. Agile practices usage

Table 2. Usage of top-3 organizational and engineering practices (a comparison with
VersionOne as a baseline)

VersionOne
(World)

Etnetera
(CZ)

HELENA 
(World)

Our study
(CZ)

Organizational practices
Daily standup 86% 79% 79.7% 88.4%
Sprint/iteration planning 80% 86% 82.4% 93.3%
Retrospectives 80% 69% 77.9% 76.7%

Engineering practices
Unit testing 69% 67% 86.7% 55.0%
Coding standards 58% 41% 93.4% 90.0%
Continuous integration 53% 55% 84.5% 86.7%
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Next, we focus on the remaining engineering practices (i.e. Continuous integration
and Coding standards) and possible explanations for the differences in the results
between 2013 and 2019. First, we speculate that there might be a causal relationship
between the high use of Continuous Integration and Coding standards. This could be an
effect of the following pattern: Checking compliance to coding standards automatically
(i.e. through the means of the continuous integration process – during every code
commit) is nowadays considered, in general, a good practice [28]. Hence, regarding
those two engineering practices, we broadly assume that the increased proportion of
their use may go hand-in-hand with the growing popularity of continuous software
engineering in the recent years [25].

Looking from a different perspective, we propose that the differences between the
research methods adopted in our survey and the Etnetera survey might account for an
alternative explanation. In our case, the respondents were provided with the Likert
scale described in Sect. 3.1. By contrast, Etnetera seems to had queried their respon-
dents using a simple yes/no logic. This methodological variance could have caused that
a number of undecided respondents in our study were inclined to answer “Used to a
certain extent” instead of “No”. In our understanding, such respondents or their teams
might be currently just experimenting with the practices.

The reason for employing the 3-point scale was to give respondents a possibility to
indicate that the practice was not (yet) fully instituted. A similar approach was chosen
in the HELENA study, in which even a more complex scale (“rarely used”, “sometimes
used”, “often/always used”) was implemented [6]. In essence, we wanted to understand
whether there is a possibility to discriminate between “easy” and “complicated”
practices. In that regard, we want to briefly highlight the following fact. The practices
with the lowest “Used to a certain extent”/”Used” ratio (exact calculations are not
included here) are Product backlog and Open office. These appear to be easily
implementable practices. The practices scoring with high ratios (e.g. Small releases or
Refactoring) are arguably technically demanding and teams might struggle with their
implementation.

Regarding an additional comparison with HELENA, it is important to highlight that
the interest of the HELENA study has not been limited to agile projects. That means,
the HELENA data contain also such responses collected concerning hybrid projects
(i.e. projects with a presumable planning-oriented component). Interestingly, except for
unit testing, the differences between the presented HELENA results and our results are
not very significant. This finding, however, applies only to six practices from the
presented baseline. Looking beyond that would allow for rendering additional signif-
icant differences (e.g. regarding the usage of Burndown chart).

4.3 Nature of Scrum

Table 3 allows for deriving certain conclusions about the form of Scrum the teams use
in practice.

To derive stronger conclusions, we wanted to differ deep-rooted practices from
those used by the teams only rarely or those which might be considered as dysfunc-
tional. Hence, differently from the above analysis of agile practices, at this point we
focus on the answers that indicate confidence in the usage of a practice (i.e. when the
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practice was reported as “Used”). We took all common Scrum practices [14, 29] from
our list of 34 practices and grouped them into four quartiles, according to their rep-
resentation (see the table caption for details).

Based on this framing, the only practice considered as dominant is keeping of
Product backlog. By contrast, the practice which absents from use is Burndown chart,
i.e. the visual tracking of remaining development work. For many, this finding may be
surprising. Given that the Scrum originators argue that projective practices “have
proven useful” [29], we consider the latter practice an important part of Scrum.

As marginalized we label the practices as follows: Cross-functional team, Scrum
master, Definition of “Done”. The low usage of the former practices is particularly
interesting, because it indicates the way in which Scrum is implemented from an
organizational standpoint. The originators of Scrum claim [29]: “Scrum Teams are self-
organizing and cross-functional”; “The Scrum Master is responsible for promoting and
supporting Scrum as defined in the Scrum Guide”. In our survey, we did not explicitly
ask for a pattern of self-organization. However, we did guide respondents in terms of
stating that cross-functional teams are “usually self-organized”. Indeed, the above data
seem to portray a picture of ritual-centred implementations of Scrum [30], cherry-
picking only those practices that are easy to implement. The truth is that a shift from
directive management styles to self-organization have proven difficult for some
enterprises [15]. Moreover, the frequent absence of Scrum master–a servant, non-
directive leadership role–reported by our research seems to confirm the proposition. In
that regard, an interesting question to ask is: Who is the keeper of the agile spirit in
such teams? If this is the project manager, the question is whether we can still talk
about Scrum in the sense of what Scrum originators have been using the term for [29].

Table 3. Usage of agile practices in teams with “pure” Scrum (N = 56). Q1: dominant practices
(used by 75–100%); Q2: mainstream practices (used by 50–75%); Q3: marginalized practices
(used by 25–50%); Q4: absenting practices (used by 0–25%).

Scrum practice Used 
Used to a certain 
extent

Total

Q1 Product backlog 85.7% (48) 10.7% (6) 96.4% (54)

Q2

Iteration planning 67.9% (38) 28.6% (16) 96.4% (54)
Iteration backlog 67.9% (38) 16.1% (9) 83.9% (47)
Daily meeting/Stand-up 67.9% (38) 17.9% (10) 85.7% (48)
Short iterations 64.3% (36) 32.1% (18) 96.4% (54)
Designated Product owner 62.5% (35) 26.8% (15) 89.3% (50)
Iteration retrospective 57.1% (32) 23.2% (13) 80.4% (45)
Iteration review/demo 51.8% (29) 32.1% (18) 83.9% (47)

Q3
Definition of "Done" 44.6% (25) 35.7% (20) 80.4% (45)
Designated Scrum master 37.5% (21) 42.9% (24) 80.4% (45)
Cross-functional team 33.9% (19) 50.0% (28) 83.9% (47)

Q4 Burndown chart 16.1% (9) 21.4% (12) 37.5% (21)
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In general, previous research shows that core responsibilities and the form of authority
of the Scrum master role highly vary across different companies [16].

Surprisingly, the present study reports that combinations of Scrum and Waterfall
(i.e. less-purist versions of Scrum) are employed infrequently. Together, this seems to
show that many practitioners might be entirely unknowledgeable about the original
intentions of Scrum originators, and the underlying values and assumptions they have
promoted. In that sense, instead of “being agile”, the practitioners might be just “doing
agile” [31].

5 Discussion and Conclusion

Today, research into software development and project management methods repre-
sents an important theme in a number of academic disciplines. This paper presents
preliminary results that characterize the current state of ASDM adoption in the Czech
Republic. In this stage, our aim was to share certain initial observations with
researchers and practitioners, not to provide an all-encompassing analysis. We sum-
marize the key finding as follows: Scrum clearly dominates among the ASDMs
implemented in the Czech Republic, but perhaps it is a different form of Scrum than its
originators have had in mind [29, 31].

We offer a possible explanation. As Scrum is rapidly gaining ground in the world of
project management, it is increasingly being added to the repertoire of “traditional”
project managers. Previously, these professionals might have used heavy-weight
methods such as PMBOK or PRINCE2, possibly together with a “command & control”
mentality [15]. The ever-growing popularity of Scrum might have caused that differ-
ently from the intentions of its originators, the project managers have tended to
implement Scrum in a utilitarian sense – as a “great tool” that appears to be simple and
easy (in fact, it appears to be significantly easier than the above methods). However,
Scrum is “Simple to understand”, but “Difficult to master” [29]. This is to underscore
the importance of the “soft” element in Scrum, i.e. psychology of the development
team. In that sense, Scrum’s simplicity may be merely an illusion.

Regarding the relationship between ASDMs seen as generic “brand labels” and
concrete agile practices that are used in reality, the situation is complex. Previous
research argues that in the real world practices are frequently used in quite creative
ways and hardly ever “by the book” [6]. However, a too-relaxed form of ASDM
implementation may easily result in disconnecting the practices from the “parental”
ASDM, which they were conceptually bound with. In fact, such a pattern seems to
presently be a general trend in software development – some authors even convincingly
argue that practices should be officially “liberated [i.e. disconnected] from the methods
that use them—their method prisons” [32]. If we are to accept this argument, we will
not be surprised by the level of creativity practitioners exhibit when adopting ASDMs
for their unique contexts. Nevertheless, a contrarian argument may be as follows.
Decoupling the practices from the core values and assumptions embodied by the
ASDMs could lead to “ritualistic imitation of certain behavior” [30], entirely missing
the ASDM essence [31].
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Prior concluding, we admit that this paper suffers from several limitations. First, the
analytical apparatus employed here is quite simple. Despite this fact, we believe that
sharing the results with the community in a timely manner is important, because the
results shed some light upon the somewhat controversial state of ASDM adoption in
the Czech Republic. Second, in our survey we employed convenience sampling. While
this approach is common in the domain of ASDM surveys [3, 6, 11], the sample size is
the main limiting factor also in our case [26]. Connected with this, we made use of
social networks for the purpose of survey distribution. This certainly introduced a form
of bias, limiting the possibility of participation to those who use that media. Third, from
the quantitative data, it is hard to understand the exact reasons behind the “Used to a
certain extent” answers. In our subsequent research, we therefore want to focus on the
analysis of respondents’ perceptions by employing a qualitative lens.
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Abstract. In data warehousing, business driven development defines data
requirements to fulfill reporting needs. A data warehouse stores current and
historical data in one single place. Data warehouse architecture consists of
several layers and each has its own purpose. A staging layer is a data storage
area to assists data loadings, a data vault modelled layer is the persistent storage
that integrates data and stores the history, whereas publish layer presents data
using a vocabulary that is familiar to the information users. By following the
process which is driven by business requirements and starts with publish layer
structure, this creates a situation where manual work requires a specialist, who
knows the data vault model. Our goal is to reduce the number of entities that can
be selected in a transformation so that the individual developer does not need to
know the whole solution, but can focus on a subset of entities (partial schema).
In this paper, we present two different schema matchers, one based on attribute
names, and another based on data flow mapping information. Schema matching
based on data flow mappings is a novel addition to current schema matching
literature. Through the example of Northwind, we show how these two different
matchers affect the formation of a partial schema for transformation source
entities. Based on our experiment with Northwind we conclude that combining
schema matching algorithms produces correct entities in the partial schema.

Keywords: Schema matching � Data flow � Data warehouse � Data vault �
Dimensional model

1 Introduction

In a data warehouse, whereas several data sources are integrated as one data set,
mapping information is crucial. Most commonly used in data warehouse implemen-
tation is Extract-Transform and Load (ETL) process [6].

Business driven development defines data requirements to fulfill reporting needs.
These reporting needs are typically modelled with a dimensional modeling [7] tech-
nique. To enable parallel work with data transformation (ETL) creation and reporting
tools we have created a dimensional model as a prerequisite for actual implementation
[11]. Reporting tools need a dimensional model populated with a sample data set.
Populating a sample data set to a dimensional model creates data flow mapping

© IFIP International Federation for Information Processing 2019
Published by Springer Nature Switzerland AG 2019
P. Doucek et al. (Eds.): CONFENIS 2019, LNBIP 375, pp. 55–64, 2019.
https://doi.org/10.1007/978-3-030-37632-1_5

http://orcid.org/0000-0001-6579-0224
http://orcid.org/0000-0002-7094-7203
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-37632-1_5&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-37632-1_5&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-37632-1_5&amp;domain=pdf
https://doi.org/10.1007/978-3-030-37632-1_5


information at attribute level, whereas one or many attributes are mapped to one target
attribute. As a new interface is introduced to a data warehouse, it is created first to
staging layer. A sample data set is mapped from staging layer to the publish layer
(Fig. 1B). Mapping may be implemented as a database view or a ETL-transformation
that populates tables. In this paper, we are referring to these views and tables as entities.

A data warehouse stores current and historical data in one single place. A data vault
model [8] is used for storing history. When the data vault model exists, the transfor-
mations implementation between staging layer and data vault is automated by using the
process presented in our earlier research [12].

By following the process which is driven by business requirements and start with
designing a dimensional model with data, continuing with transformation implemen-
tation from a staging layer to a data vault model. The transformation graph forms a data
flow. This creates a situation where we have in a place publish layer structure, data
vault model and transformation mapping between a staging layer and a publish layer
together with a data vault (Fig. 1C). Transformation mapping between a data vault and
a publish layer is missing. When producing a durable implementation, a target is to
create transformation to the publish layer based on the data vault model. Currently, this
is manual work and it requires a specialist who knows the data vault model. A large
data warehouse may consist of several hundred entities. Our research is focused on how
to help this transformation mapping creation. How may we use the data flow mapping
information, which is generated in earlier phases? Is there any particular schema
mapping technique useful to solve this manual work and at least partially automate
tasks in the current situation? Our goal is easing up the developers work. This is
accomplished with finding candidates to be used in schema mappings. We are also
finding ways to prune parts of a big data model to be used.

2 Related Work

Ontology matching is a wider research area than our schema matching. We are using
ontology matching a name based technique where strings are identical [4]. Our
ontologies are database schemas, even when the actual implementation not include a
database schemas there are structures where tables (relation) contain attributes.

We are using existing data flow mapping information to generate new replacing
transformation mappings together with more commonly researched schema matching
methods. The data flow forms an directed acyclic graph. It may be considered form a
computer program. It describes the dependencies between all entities in a system. Frank
Tip is writing about using program slicing in program integration [14, Chap. 5.2]. We
are using such slicing to generate subgraphs assisting transformation generation.

Villányi describes schema matching techniques in service-oriented enterprise
application integration in his dissertation [15]. In a hybrid matcher Villányi combine a
vocabulary matcher and a structural matcher, where structural matcher uses a neigh-
borhood level structural similarity.

Atzeni et al. introduce meta-mappings as a formalism that describes transformations
between generic data structures [2]. This enables mapping reuse, when similar
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information is located in several schemas, whereas our reuse is use data flow mapping
for creating new transformation between schemas where transformation is not yet
defined.

Golfarelli et al. [5] introduce a starry vault approach to generate a dimensional
model automatically from a data vault model. In their paper there are formal definitions
of data vault and multi dimensional schemas introduced. Their paper is aiming to find a
multi dimensional model from data vault structures. Our approach is to match and
generate data flow between two predefined models.

Human effort is needed in schema matching scenarios as existing matching algo-
rithm results are not perfect. Nguyen et al. concentrate on minimizing human effort in
reconciling match networks [10]. They stress that after matching there is still a need for
a post-matching phase, which is manual correction. Their reconciliation process is an
iterative process, whereas our solution is to offer a partition schema for transformation
as a selection. Many authors agree that mapping can not totally automate, there is a
need for manual corrections [1, 2, 5, 10, 15].

3 Schema Matching and Experiments

In a data warehouse data is in relational form [3], even when NoSQL techniques are
used in implementation. A relational database consists of tables and attributes.

A set of tables is grouped together with a schema. Schema is used as an imple-
mentation of data warehouse layers, each layer in Fig. 1 is a separate schema. Now we
can refine our research question “how to help transformation mapping generation” to
form a match schema between a data vault and a publish layer schema.

Fig. 1. Transformation stack evolution
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3.1 Matching Workflow

In a matching workflow, we are using phases introduced Rahm [13]. First phase is
preprocessing, where metadata information is extracted from a relational database
(Fig. 2a). Relational schema offer metadata: a table name, an attribute name, the
attribute data type, additional information for data type and a description field for
attribute.

Matching is an execution of a matching algorithm, whereas it can contain several
matching steps. These matching can be sequential, parallel or mixing both of those
principals.

A combination of matcher results is combining different matcher algorithm values
and possibly calculation aggregated value of those values. In a sequential matching a
matcher can use earlier matcher values in an algorithm.

A selection of correspondences is in our case a human work phase, which we aim to
help with offering matching results in use. If there is a tool built based on our article, it
could suggest good matches and human work would be only accept suggestions and
creating more complex mappings.

3.2 Schema Matching Based on Attribute Names

A matcher compares every attribute name of a data vault with every attribute in a
publish layer target attribute. This cross join operation can be easily quite large and this
is reason why we suggest to do this few publish layer entities at a time. The preprocess
phase in Fig. 3 target subset is chosen. In matcher first pruning is to feed only a partial
entity set from the publish layer entities, this may be interpreted as a partition of a
second schema [13].

A result of the attribute name matcher is a set of data vault entities, which has
common attribute naming compared between data vault and target entities.

Fig. 2. General match workflow (copied from [13])
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3.3 Schema Matching Based on Data Flow Mapping

Publish layer entities have data flow mapping for a sample data set. This mapping can
be implemented from the data vault or the staging area, nevertheless there is data flow
mapping information as presented in Fig. 1B.

Data flow mappings are expressed at attribute level between source and target
schemas. Depending on technology used it may be a challenging process to extract that
attribute level mapping information, or even worse manually create this mapping
information. We suggest expressing data flow information between source and target
schema entities, this information is useful and it is easier to extract from ETL-tool or
database view metadata information.

The target publish layer entities are chosen as an end point of the subgraph slice.
A result of data flow mapping is data vault (source schema) entities, which have
corresponding data flow to a publish layer (target schema) entities.

Inside data vault there might exist layers. A raw data vault that is populated straight
from staging area. Business data vault [9] is a layer that enriches the data vault model
and uses other data vault entities as a source. This piles up the transformation stack and
makes the data flow graph deeper. We are using this depth as an indicator of enriched
information. Giving a better ranking for business vault entities to be used in the
suggested mappings.

3.4 Schema Matching Combination of Attribute Names and Data Flow
Mapping

Last phase of our algorithm is a combination of earlier matchers results. Noteworth,
these matchers have result sets at different level of granularity. This is presented in
Fig. 3 combination of matcher results.

As we are aiming to match schemas between the data vault and the publish layer,
this algorithm is for helping creating transformations between these schemas. For
human decision, we are presenting potential entities for transformation creation. The
earlier matchers enable us to use the following strategy:

• Present all potential entities in order where first is the most prominent candidate
• Present only potential entities, which are common in both matcher result set.

Fig. 3. Match workflow
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As the data flow information is not always available, our suggested strategy is to
present all potential entities in relevant order.

The algorithm to create this ordering for candidate entities.

1. Count at entity level how many attributes is in an attribute name matcher result set.
2. Add a depth value for each entity, which is in a data flow matcher result set.
3. Summarise these result sets.
4. Order the result set according to the value of each entity.

3.5 Northwind Example

As a demonstration of our approach, we use Northwind1 source data model. We
modeled a publish layer schema of order fact and dimensions. The ORDER_F refer-
ences to CUSTOMER_D, EMPLOYEE_D, ORDER_D and SHIPPER_D. After data
vault modeling and transformation population at the phase (Fig. 1C) we get sugges-
tions to new (Fig. 1D) phase transformations as described in (Tables 1 and 2).

CUSTOMER D gets side different false positives from both suggestions but
CUSTOMER_H and CUSTOMER_S are found in both sets to be considered as source
for mappings. The number of common columns in naming suggestion is higher for
these and gets prioritized based on the naming match. Adding the second suggestion set
from data flows the results become more convincing. SHIPPER_D gets assurance that
CUSTOMER_H and CUSTOMER_S should not be considered as source for mapping.
ORDER_F gets suggestions from either ORDER_L or ORDER_BV_L. Data vault
model is layered. ORDER_L represent a raw data vault layer and ORDER_BV_L is an
entity of business data vault layer. ORDER_BV_L uses another data vault entities as a
source for it data. This dependency graph depth is visible in (Table 2) ORDER_BV_L
- ORDER_F suggestion row. It is used together with higher score from naming sug-
gestion to choose correct mappings to be implemented.

3.6 Observations from Northwind Example

Both our matchers return side hits - false positives. Attribute naming return overlapping
from irrelevant similarity matches. The data flow matcher raises other potential map-
ping candidates. As the data flow subgraph from used staging entities contains trans-
formations to other data vault entities that are not needed in the desired resulting
mapping for a specific target publish layer entity.

With combing results from both approaches we get more precise suggestion for the
new data vault publish layer transformations. With our experiments, the false positive
groups are some what differing. So exclusion of false positive mapping candidates
becomes more convincing. This minimizes the needed human effort while creating the
end results.

1 https://github.com/dshifflet/NorthwindOracle_DDL.
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4 Discussion and Future Work

In our experimentation, we created a target schema as a database views from the
staging layer. The data flow based matcher used this information at an entity level.
There are possibilities to extract this data flow mapping information at an attribute
level, one option is to use a tool like Queryscope2. This would open possibility to create
more fine tuned result of the combined matcher described in this paper.

In this paper, we introduce two schema matcher. By adding more schema matchers,
it is possible to improve the suggestions. A structural matcher might be beneficial. Link
and fact granularities might be used. Link granularity, calculated based on the number
of hubs it references, and fact cardinality, how many dimensions it references, could be
compared.

Table 1. Transformation suggestions based on naming

MAINENTITY SOURCEENTITY TARGETENTITY C

CUSTOMER_H CUSTOMER_H CUSTOMER_D 2
CUSTOMER_H CUSTOMER_S CUSTOMER_D 2
SHIPPER_H SHIPPER_H CUSTOMER_D 1
SHIPPER_H SHIPPER_S CUSTOMER_D 1
EMPLOYEE_H EMPLOYEE_H EMPLOYEE_D 2
EMPLOYEE_H EMPLOYEE_S EMPLOYEE_D 2
ORDER_H ORDER_H EMPLOYEE_D 1
ORDER_H ORDER_S EMPLOYEE_D 1
ORDER_H ORDER_H ORDER_D 2
ORDER_H ORDER_S ORDER_D 2
CUSTOMER_ID_CUSTOMER_L CUSTOMER_H ORDER_F 1
CUSTOMER_ID_CUSTOMER_L CUSTOMER_ID_CUSTOMER_L ORDER_F 1
CUSTOMER_ID_CUSTOMER_L CUSTOMER_ID_H ORDER_F 1
ORDER_BV_L CUSTOMER_H ORDER_F 4
ORDER_BV_L EMPLOYEE_H ORDER_F 4
ORDER_BV_L ORDER_BV_L ORDER_F 4
ORDER_BV_L ORDER_H ORDER_F 4
ORDER_BV_L SHIPPER_H ORDER_F 4
ORDER_L CUSTOMER_ID_H ORDER_F 3
ORDER_L EMPLOYEE_H ORDER_F 3
ORDER_L ORDER_H ORDER_F 3
ORDER_L ORDER_L ORDER_F 3
ORDER_L SHIPPER_H ORDER_F 3
CUSTOMER_H CUSTOMER_H SHIPPER_D 1
CUSTOMER_H CUSTOMER_S SHIPPER_D 1
SHIPPER_H SHIPPER_H SHIPPER_D 2
SHIPPER_H SHIPPER_S SHIPPER_D 2

2 https://app.sqldep.com/demo/.
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Future work would be to suggest transformations between source schema (data
vault) and target schema (publish layer) entities. At least the result set from the attribute
name matcher is re-usable for creating transformation where is one-to-one mapping
between source and target attribute. Our target is to reducing manual work by offering a
subset of source schema entities for creating transformations, not actually create that
data flow.

This paper is talking about a process of creating new or extending an existing data
warehouse. A similar approach may be used when replacing an existing direct star
schema publish layer data flows by adding data vault modeled enterprise data ware-
house layer between a staging and a publish layer. Replacing old ETL tool imple-
mentation. Benefits of data vault methodology such as history in satellites and better
agile development enablement. The process described in (Fig. 1) fits as is also on such
replacement process. Phase (A) Use existing staging and star schema model.
(B) Reverse engineer data flow transformation dependencies from old ETL imple-
mentation. (C) and (D) phases as described in this paper.

It is inevitable that the data vault model does not have a perfect match for source
mapping at some point in data warehouse evolution. These pruned partial matcher

Table 2. Transformation suggestions based on data flows

SOURCEENTITY TARGETENTITY SCORE

CUSTOMER_H CUSTOMER_D 1
CUSTOMER_ID_CUSTOMER_L CUSTOMER_D 1
CUSTOMER_ID_H CUSTOMER_D 1
CUSTOMER_S CUSTOMER_D 1
ORDER_BV_L CUSTOMER_D 2
EMPLOYEE_H EMPLOYEE_D 1
EMPLOYEE_S EMPLOYEE_D 1
CUSTOMER_ID_H ORDER_D 1
EMPLOYEE_H ORDER_D 1
ORDER_BV_L ORDER_D 2
ORDER_H ORDER_D 1
ORDER_L ORDER_D 1
ORDER_S ORDER_D 1
SHIPPER_H ORDER_D 1
CUSTOMER_ID_H ORDER_F 1
EMPLOYEE_H ORDER_F 1
ORDER_BV_L ORDER_F 2
ORDER_H ORDER_F 1
ORDER_L ORDER_F 1
ORDER_S ORDER_F 1
SHIPPER_H ORDER_F 1
SHIPPER_H SHIPPER_D 1
SHIPPER_S SHIPPER_D 1
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results could be used to be a base for new business vault entities. The knowledge of a
developer and an access path suggestor3 could be used to generate links and bridges
that satisfy publish layer source information needs.

5 Conclusion

Our research is focused on helping transformation creation between a data vault and a
publish layer. For each publish layer entities we create a set of source entity candidates
from a data vault schema entities.

As we are following the process which is driven by business requirements, there is
a publish layer entity populated with a sample data. This sample data population
construct a data flow to the target schema entity.

We examine whether schema matching is based on attribute names enough to
suggest correct entities from a data vault schema. Schema matching based on attribute
names finds correct entities from a source schema, but still there is room for
improvement.

By adding a schema matcher based on data flow mapping we get a result set to
enrich an attribute name based matching. Combining the results from these two
matchers we may present potential transformation source entity candidates in order
where the most prominent one is at first.

This combined algorithm is suitable for building a tool to help transformation
mapping creation between a data vault and a publish layer. The result set from algo-
rithm offer correct source entities for transformation mapping sources.

After choosing source entities for transformation mapping, we could additionally
suggest mappings from schema matching based on attribute names as a base for that
transformation where a specialist could continue with additional mappings and with the
complex mappings.
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Abstract. Shadow IT represents a software, hardware, or any other solution
used by employees within organizations that has not received any prior formal
approval from the IT department to be used. Currently, the issue of Shadow IT is
increasingly under discussion and is beginning to be explored in the private
sector. However, this issue is not addressed comprehensively in the public
sector. The main aim of this paper is therefore to propose a Shadow IT man-
agement concept for the public sector. The proposal of Shadow IT management
concept identified problematic areas related to Shadow IT discovered during
a case study in connection with the main aim of the paper. There are 7 areas
designated as A1 to A7. The recommended approaches and solutions are set
for these problem areas. Shadow IT Management Concept was created based on
the case study (including interviews with main stakeholders).

Keywords: Enterprise IT management � Management concept � Shadow IT

1 Introduction

Shadow IT is a software, hardware, or any other solution used by employees within
organizations that has not received any prior formal approval from the IT department to
be used [1]. The issue of Shadow IT is currently under discussion and is beginning to
be explored in the private sector [2]. However, this issue is not addressed compre-
hensively in the public sector.

According to Gartner [3], up to one third of investments in IT development are
managed and funded outside the IT department and its budget. This is very often
caused by cloud solutions or mobile applications. These are services that are imme-
diately available and can therefore be relatively easily deployed without IT expertise.
On the one hand, Shadow IT can be an innovative element that pushes companies into
new technology solutions [4], but on the other hand it can also be a source of trouble
if solutions are provided outside the IT department without being informed by IT
department managers and not following strategies and official procedures [5].

Nowadays, employees can bring their own devices into the corporate environment.
This trend is known as Bring Your Own Device (BYOD). Some of the applications that
employees can bring might be a disruption to the entire infrastructure and vulnerability
of the agenda system and intrusion into the internal network may occur [6]. Therefore,
it is essential that BYOD policy is implemented and it does not cause Shadow IT.

Furstenau also emphasizes the importance of the issue: “Shadow IT is becoming
increasingly important as digital work practices make it easier than ever for business
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units crafting their own IT solutions” [5]. For IT departments, it is necessary to
determine when users decide to implement the Shadow IT process and start to manage
this process [7]. IT as such, including infrastructure (hardware, software, network
resources and other services that are interconnected), should be developed, managed and
controlled by the IT department [8]. Fürstenau [9] states in his study that the most
common problems are architectural. More than half of the systems may suffer from
inconsistent data, non-scalable technical platforms, unstable servers, or hardware
components. The architecture of IS/ICT is, according to Bruckner [10], very important,
as it creates a relatively stable IS/ICT solution framework. It constitutes a means of
communication, ensures the stability of IS/ICT development, takes into account the
requirements for IS/ICT properties and allows to minimize the costs of incorrectly
assigned projects. One of the most widely used frameworks in practice are ITIL,
TOGAF and Zachman. For example, ITIL is a set of business information management
practices through services. It is a library of more than 40 volumes published by the
British government agency CCTA in 2013 [11], but currently belongs to AXELOS [12].

Despite its complexity, ITIL does not provide sufficient coverage for Shadow IT.
The topic has been addressed by several authors, e.g. Pettey [13], Silic et al. [1],
Zimmermann [14], but only with the application to the private sector. In the private
sector, companies are able to deal with the issue in different ways, but the public sector
seems to be an interesting issue. This is mainly due to the impossibility of immediate
intervention. Public administration processes do not allow flexible responses to
required changes [15]. In the case of public organizations, this topic has not been
comprehensively addressed and is therefore an interesting area for research.

For these reasons, the main aim of the paper is to propose a Shadow IT manage-
ment concept for the public sector.

2 Methodology

Shadow IT Management Concept was created based on a case study, partial results for
one type of public organization [16], the Multidimensional Management and Devel-
opment of Information Systems (MMDIS) [10] and Management of Business Infor-
matics (MBI) [17] models. Different organizations from the public sector were selected
for the case study. For the purposes of the case study, higher local government units -
regional authorities were addressed. The Vysocina Regional Authority showed the
greatest interest in the outputs of the case study and also provided documents that are
not publicly available. Close cooperation took place especially with the head of the
department of informatics.

As part of the case study, interviews with stakeholders (employees, managers, IT
employees and IT managers) were conducted. Respondent groups were distinguished
by job position - managerial level in the IT field, positions on managerial level in
another field and positions that are not on any of the previous ones (these are positions
of common end users, e.g. clerk, accountant, lawyer, etc. The total number of re-
spondents was 35, of which 9 were men and 26 were women. The average length of
one interview was 60 min. The beginning of each interview was unstructured to get as
much information and as many opinions and information on organizations from the
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public sector as possible, followed by a semi-structured part with questions about
Shadow IT. Other sources of information included strategies of organizations and their
structures. The research is fully consistent with the definition of a case study as a
qualitative research method within the exploratory and theory-building phase presented
by [18] and [19]. The structure of this paper corresponds to the above.

3 Shadow IT Criteria and Reasons for Existence

3.1 Shadow IT Criteria

Since employees (users) can ignore the central IT system, the performance
of the specific organizational units of the public sector may be influenced.

According to Rentropa and Zimmermann [14], the so-called evaluation model is
used for systematic quality assessment and Shadow IT evaluation criteria. It is therefore
appropriate to clarify this model in the case of Shadow IT to find ways to map
and respond to the occurrence of Shadow IT. The evaluation model will be used
to formulate questions for the interview, which is one of the selected collection
methods in our case study.

To define Shadow IT criteria, it is necessary to identify specific Shadow IT cases and
associated organizational processes in the first step. These instances are then analysed
and evaluated. This evaluation makes it possible to establish basic control over the
Shadow IT and to draw up effective strategies to control the Shadow IT. Because this
model is developed for the Shadow IT mapping in the private sector, it has been adapted
for the public sector to cover specifics and influencing this sector [20]. Evaluation
criteria based on [14] are presented in Table 1 and are further described below.

Table 1. Shadow IT criteria, based on [14]

Criterion Sub-criterion Sub-criterion

Relevancy Strategic relevance
Criticality Business processes

IT security
Compliance
IT services management

Quality System quality Software
Technical processes

Quality of services
Quality of information
Quality of processes

Size Utilization of resources
Number of users
Shadow IT components

Innovative potential
Parallel
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C1 Relevancy
This criterion described Shadow IT along with its relevance to the organization’s
processes. It carries value and risks. This criterion is therefore subdivided into sub-
criteria. (1) Strategic importance is necessary to assess how strong the impact on the
region’s strategy and strategic decisions regarding IT infrastructure is. (2) Criticality:
the use of Shadow IT can influence several things, such as IT security risk, compliance,
and inefficiencies in business and business processes. Significance in erratic behaviour
brings a degree of risk in many areas. This sub-criterion relates specifically to business
processes, IT security, IT service management at different levels of criticality.

C2 Quality
This is an important criterion for assessing the quality of Shadow IT. It refers to the
technical quality of the system itself, the quality of IT services and the information
generated. These main dimensions of quality represent the success of information
system research. On the other hand, it is also necessary to look at the quality of
processes where there is a potential occurrence of Shadow IT.

In the case of Shadow IT, it is the quality of hardware and software and the quality
of process creation and design. Quality can be defined by models such as Capability
Maturity Model Integration (CMMI) [21] or other standards.

Quality of service is a criterion that occurs in the context of Shadow IT, especially
for IT department services. The quality of services can be evaluated e.g. on the basis of
ITIL [22]. Thanks to best practices in IT service management, existing processes can be
better managed, monitored, measured, evaluated and continually improved.

C3 Size
The size criterion can be used to estimate the extent of the Shadow IT in an organi-
zation. The size of Shadow IT refers to the use of Shadow IT resources and expertise,
distribution and penetration with components and service services. Partial criteria are:
(1) Use of resources and professionalism. (2) Number of users. (3) Shadow IT com-
ponents. (4) Service processes.

C4 Innovative Potential
It is necessary to assess the innovative potential of the Shadow IT. On the one hand,
Shadow IT offers the opportunity to introduce new technologies or improve processes
in the research environment. On the other hand, Shadow IT may not be technologically
suitable.

C5 Parallel
The parallel is an important criterion that assesses how Shadow IT runs in parallel to an
existing, official IT system. This means how the identified Shadow IT replaces the
official IT solution in the departments where it is used. It may also be the case that
Shadow IT complements the IT system.

3.2 Reasons for Existence

The authors define various reasons for the existence of Shadow IT and therefore this
chapter analyses reasons from multiple source regardless of the industry.
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According to Bayan [23], the reasons are as follows: (1) Shadow IT is enforced due
to a pressure to significantly reduce IT spending and an increasing demand for IT
solutions for infrastructure problems. These pressures lead to a growing IT volume of
unfinished projects. It is necessary to respond to the needs of other departments, many
of which depend on IT projects to achieve the goals of the organization. (2) Shadow IT
is a solution for specific needs. In some cases, these needs must be met quickly. Also,
the return on initial investment pushes the department to realize shadow projects. This
is partially because initial investments do not address the project lifecycle, support or
infrastructure costs. (3) Shadow IT is stimulated by the fact that Shadow IT solutions
seem faster. Some departments are pushing the IT department because they believe that
another employee would do the job faster and without some of the IT department’s
demands.

Author Hulsebosch [24] sees the reasons for the emergence of Shadow IT as
follows: (1) Business and IT weaknesses due to a lack of communication between
them. Lack of communication leads to a mismatch between users and IT providers in
the environment, leading to a decision as to whether the cost of resolving this issue is
lower than the cost of circumventing it. (2) The absence of an official solution due to
various binding documents or laws, some IT solutions are not possible, which may lead
to recourse to the Shadow.

A combination of different facts leads to the emergence of specific Shadow IT.
Individual causes of Shadow IT are closely related to the management of the whole
organization or IT department. Due to inefficient processes associated with the required
solution, mismatch between IT and business departments, or new policies in the
organization, the potential incidence of Shadow IT increases. An example of a typical
Shadow IT product is cloud-based SaaS (Software as a Service) [6].

In his study, Hulsebosch [24] lists categories that identify the reasons for
Shadow IT. Particularly speaking about (1) No official IT solution. (2) The official
solution is not extensive enough. (3) Official IT solution is not easily accessible.
(4) The official solution is perceived as more expensive. (5) Employees are too strict.
(6) Employees underestimate the risks. (7) It is very easy to use Shadow IT and
opportunities are created for employees to use it.

4 Shadow IT Management Concept

The proposal of Shadow IT management concept contains problematic areas related to
Shadow IT, which were discovered during the case study in connection with the main
aim of the paper. There are 7 areas designated as A1 to A7. The recommended
approaches and solutions are set for these problem areas.

The model is inspired by MMDIS [10] and MBI [17] models and methodologies.
Both concepts define the process from global goals to the design of individual in-
format projects. Based on the content analysis of the documents, it is a simplified
model similar to those of the regions mentioned in their strategic plans. The model is
complemented by Shadow IT problem areas, which are coloured in red. These areas are
marked A1 to A7, which are further detailed (Fig. 1).
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A1 Legislative Restrictions and Regulations
The IT department has to take into account legislative restrictions and regulations when
developing its own internal procedures. All internal employees must then follow these
internal procedures. Since it contains various orders and prohibitions, it is necessary to
take into account the needs of its employees in its creation, thus eliminating the risk of
Shadow IT occurrence. The recommendation is to actively make comment in the
legislative process.

A2 Internal Restrictions Within a Given Organization of the Public Sector
Protection of the internal network and official architecture is a priority for the public
sector. Especially due to cloud storage, data leakage or loss may be imminent
and therefore these tools (SaaS) are prohibited in public administration. If the IT
department is able to respond to employees’ requests in time, potential use of
Shadow IT can be avoided. The IT department should meet the demands of employees
or entire departments. It should be the initiator of the change and achieve it by working
with employees outside its department.

A3 IT Budget
With a sufficient IT budget, Shadow IT detection tools, security assurance and tools
that eliminate the occurrence of Shadow IT can be acquired or developed. These may
be, for example, licenses of programs that are often used by employees but not
authorized by the IT department.

A4 IT Literacy of Employees
IT employees might be trained by organizing or attending trainings and seminars on
different topics. Furthermore, it is also necessary to motivate employees to attend this
training. Training areas can vary according to the identified threats, such as security
training from the SW and HW point of view (related BYOD issues) and strong
instruction on internal regulations. Internal regulations should be available to all
employees and it should never happen that the CIO does not inform their employees
about these regulations.

Fig. 1. Shadow IT management concept
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A5 Employee Awareness
It is important that CIO or IT department should always inform employees about how
the IT requirements management is addressed and where to find all the supporting
documents, internal regulations, etc. Within this staff policy, training and development
policies can be set, both in managerial positions and in other subordinate positions.
Various sources are used to determine the level of employee awareness. Examples
include questionnaires, observations, task analyzes, etc. [25].

A6 Motivating IT Staff to Deal with Shadow IT
The motivation of existing workers can be addressed based on various techniques that
fall within the psychological theme. An example of the neglected component of
motivation of human behavior may be based on the well-known Maslow’s pyramid
of needs [26]. Typical incentives for work motivation according to Růžička [27]
include: work evaluation, group evaluation (appreciation of performance of a given
employee by appreciation, respect, etc.), working conditions, financial reward, possi-
bility of independent work.

A7 Service Catalogue
There should be a catalogue of ICT services. There are clear rules for managing
operations and developing services [28]. The most important rules are: (1) Each service
must have its own administrator, technical administrator and operator. (2) Clear rules
must be in place, based on a binding and approved service architecture. (3) It is
necessary to monitor investment and operating costs of individual services. It is also
necessary to monitor the scope and quality of these services. In connection with the
Shadow IT, it is also appropriate to measure employee satisfaction with the services -
whether they adequately cover their needs.

A8 IT (Project) Management
If an analysis of needs and setting new goals in the field of IT (in response to the
elimination of the occurrence of Shadow IT) is to be created, it is essential to define
whether the project management of the given region is functionally or process-oriented.
The demands on IT management arise mainly from the economic, business and
operational needs of the region, along with the new possibilities of ICT. Pressure on the
performance of IT has lead to the emergence of various methodologies and models.
The previously mentioned ITIL library is one of the procedures for informatics man-
agement that can be used.

5 Conclusion

The main aim of the paper was to propose a Shadow IT management concept for the
public sector. The proposal of Shadow IT management concept contains problematic
areas related to Shadow IT, which were discovered during the case study in connection
with the main aim of the paper.

There are 7 areas designated as A1 to A7 (legislative restrictions and regulations, IT
budget, IT literacy of employees, employee awareness, motivating IT staff to deal with
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Shadow IT, service catalogue, IT management). The recommended approaches and
solutions are set for these problem areas.

The proposed Shadow IT Management concept should be used by public sector
organizations to work effectively with Shadow IT and above all to eliminate risks.

Acknowledgements. This paper was written thanks to the long-term institutional support of
research activities by the Faculty of Informatics and Statistics, University of Economics, Prague.
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Abstract. Over the past decade, agile scaling concepts in organizations have
gained considerable momentum and renewed attention especially from business
practice. While agility has its roots in software development, the concept of agile
at scale aims at more generally applying agile practices in organizations across
different industries. Academic research is serving this development in different
disciplines, most notably the management and information systems fields. This
short paper takes stock of the last 12 years of scholarly research by developing a
systematic content analysis of 26 case studies dealing with agile scaling con-
cepts in the context of digital transformation. In the attempt to narrow the gap
between research and practice, we focus on case studies as a strategic research
methodology providing rich insights of complex real-life processes such as agile
scaling. The findings synthesize the current state of knowledge in this regard and
offer new research avenues contributing to the present agile scaling discourse.

Keywords: Systematic literature review � Agile scaling � Digital
transformation

1 Introduction

Since the publication of the Agile manifesto [1], many so-called agile transformations
of organizations have been implemented worldwide [2]. Most commonly, these change
initiatives are driven by the need of organizations to keep up with the trends of the
digitalization era (i.e. in-depth understanding of customer requirements, rapid creation
of novel digital services, ongoing process renewal, and updates of business models) [3].
Usually utilized in software development teams, agile at scale is being adopted in other
industries at different management and operational levels shaping new organizational
forms [4]. Agile at scale can be understood as a process of diffusing the initial adoption
of agile principles and methods to more organizational structures [5]. The increasing
application of agile concepts at the organizational level has also resulted in a growing
amount of agile scaling case studies provided by scholarly research. Yet, to date, (as we
highlight in the next section) research lacks a compelling (i.e. rigorous) assessment of
this emergent literature.
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This article seeks to fulfil this gap by conducting a thorough examination of the
accumulated agile scaling body of research in relation to case studies, which provide
“an in-depth exploration from multiple perspectives of the complexity and uniqueness
of a particular project, policy, institution, program or system in real life” [6, p. 21].
We purposefully chose to restrict our selection to case studies only, as we intend to
develop practice-based scientific knowledge to narrow the gap between theory and
practice in the agile domain [7]. Accordingly, based on guidance from Webster and
Watson [8], we selected 26 case studies from the agile scaling literature and analyzed
them by means of a concept-centric review. The resulting concept matrix contributes to
the agile scaling discourse in providing a synthesis of extant research and motivating
new research avenues. The remainder of this article proceeds with an examination of
previous literature reviews conducted in the agile scaling area. Next, we describe the
methods used for data collection and analysis before presenting the result of our
systematic literature review. The article concludes by discussing insights for promising
directions of future research.

2 Past Literature Reviews on Agile Transformation

For our examination of prior research conducting literature reviews in relation to agile
scaling, we identified 9 peer-reviewed publications listed in Table 1, which shows their
publication years, review scopes and types of review. Notably, only three industry
specific reviews are included (one related to healthcare, two to software industry),
while six studies are comprehensive in scope reviewing agile literature across indus-
tries. Besides, only two articles actually use methodologically rigorous literature review
guidelines (i.e. systematic reviews), while the others give scarce information on
selection criteria and methods of analysis. The most commonly investigated topic is
concerned with agile challenges [papers No. 2, 3, 6, 7, 9 in Table 1]. Other common
topics include agile strategies [papers No. 1 and 4], agile capabilities [papers No. 1, 4,
5], agile success factors [papers No. 3 and 6], agile benefits [papers No. 7, 9], and agile
research streams [paper No. 8].

Most commonly identified agile challenges seem not new to organizational change
research (e.g. resistance to change, difficulties to plan, changing the culture and lack of
investments [2, 16]). More recent issues include controversies with the agile frame-
work, struggle to manage agile methodologies, and difficulties to measure agile value,
coordinate multiple teams and integrate non-agile functions. Yet, with few exceptions
[2, 10], previous reviews scarcely formulate emergent research topics associated to
agile challenges in practice.

With regard to the topics of agile strategies and capabilities, Tolf and Nyström [9]
highlight proactive, reactive and embracive strategies as well as five core capabilities
(inter-organizational links, market sensitivity, self-organizing employees, elastic
organic structures, and timely delivery) needed for healthcare organizations to cope
with external uncertainty. Besides, Appelbaum et al., in two publications argue that
organizational agile transitions require change at all levels (e.g. strategy, processes, and
people) while hinting that there is little information on how to develop agile
capabilities.
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Considerable research has been devoted to point out agile success factors (e.g.
management support, customized agile approach, piloting, training, agile coach,
communication and transparency, mindset and alignment, team autonomy, culture of
continuous learning, and community of practice [2, 13]) and agile benefits (e.g.
increase in quality, transparency, collaboration, productivity and alignment [16, 17].
However, one concern is that most of these success factors and benefits are identified
from experience reports that have a tendency to emphasize positive views [2].

With regard to research streams, the review of Sońta-Drączkowska [15] proposes
five themes, agile in software development, agile in project management, agile orga-
nization, hybrid approaches and agile in innovations. The authors recognize that agile
concepts are dispersed in a wide range of domains, hence more studies are needed
especially to link agile projects with the organizational level [15].

To summarize, while previous literature reviews have provided helpful insights
(especially identifying agile challenges and success factors), there still seems to be gap
in prior review work providing an overview on how scholars have covered scaling agile
in case studies in relation to how scaling agile is defined, understood and applied.

3 Data Collection

Our data collection follows a rigorous process guided by previous research on con-
ducting systematic literature reviews [8, 18, 19]. We focused article selection on case
studies that provide information on agile scaling in a digital transformation context,
and, thus address the cross section between management and IS research. To guarantee
objectivity in the selection procedure, we developed a research protocol describing the
search strategy including the databases used for the search, and inclusion and exclusion
criteria (Table 2).

Table 1. Summary of previous reviews on agile scaling

Paper no. Year Author(s) [Reference] Review scope Type of review
Comprehensive Industry

specific
Systematic Other

1 2015 Tolf, Nyström [9] � �
2 2015 Gregory, Barroca [10] � �
3 2016 Dikert, Paasivaara [2] � �
4 2017 Appelbaum, Calla [11] � �
5 2017 Appelbaum, Calla [12] � �
6 2017 Paterek [13] � �
7 2017 Abdalhamid and Mishra [14] � �
8 2018 Sońta-Drączkowska [15] � �
9 2018 Putta, Paasivaara [16] � �
Total number of articles 6 3 2 7
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Our initial search in databases using filters described in the research protocol
resulted in the extraction of 1,073 articles. We controlled for other potential relevant
publications that where not found directly from the database search by conducting a
backward and forward reference search adding 117 articles potentially in scope. Next,
we read the title and abstract of all identified items to remove duplications and studies
that are outside the research scope. Further, we read the full text of the remaining
articles (157 in total) to evaluate if they met the full criteria described in the research
protocol, which resulted in 111 selected items. Of those, 26 articles using a case study
methodology were used for our content analysis. Figure 1 illustrates the selection
process of the case study articles used for the systematic literature review and outlines
the timeframe of their publication. The later shows that from 2016 there has been more
effort from research to document agile case studies.

Table 2. Research protocol (Source: adapted from [20])

Dimension Description

Research databases The databases used for the search process were based on
recommendations by Levy and Ellis (21), and include ProQuest,
Science Direct, IEEE, ACM, JSTOR, Wiley, Lea Journals,
EBSCOhost and AIS library

Publication type Only peer-reviewed full papers
Language Only papers published in English
Methodology Only case studies
Date range As the research on this topic is relatively recent, the range of our

examination was limited to the time frame of 2007 to 2019. We
consider this 12-year period representative of the adaptation of agile at
scale

Search fields Title, abstract and keywords section
Search terms Boolean search combining terms: (“scaling agile” OR “agile at scale”)

AND (“digital transformation” OR “digitalization” OR
“organizational transformation” OR “organizational change”)

Inclusion criteria Only articles that consider agile as a management practice, or those
positioned in an agile transformation context, or those that deal with
organizational change by scaling agile

Exclusion criteria Articles were removed considering agile only as a method for software
development or as an operational issue, and not at the organizational
level (e.g. focusing only at a project level or team level)

Data analysis and
synthesis

We used techniques of grounded theory to code the data, identify
patterns and map relationships. The qualitative software NVIVO
supported this process
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4 Analysis

The analysis is based on guidance from Webster and Watson [8] and consists in
synthetizing the selected literature based on a concept-centric morphological box that
we developed following the procedure recommended by Mayring [22]. Correspond-
ingly, we differentiate between three clusters linked with nine main categories as
illustrated in Table 3 and describe in the following.

The first cluster, ‘classification of case studies’ aims to portray general aspects of
the selected articles and includes the following deductive categories: publication type,
literature domain, objective of the study, study design and study focus. With regard to
the category ‘publication type’, we differentiate between ‘journal’ and ‘conference’
publication. As noted in the research protocol (see Table 2), other publication types
have been excluded from the selection. The category ‘literature domain’ indicates the
scientific field of each article. The category ‘object of the study’ points out the ana-
lytical frame of the case and the various positions that can be taken on the object of the
study, differentiating between ‘theory-testing’, ‘theory-seeking’, and ‘storytelling’ [23].
The category ‘study design’ identifies the temporal structure of how change is studied
[24]. Typically, research studies take either a ‘snapshot perspective’ examining “a
target event in a present moment in time,” or a ‘process perspective’ examining “the
evolution of an event over time” [25]. The last category of the first cluster points out
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Fig. 1. Illustration of the systematic review process and timeframe of the selected case studies

Table 3. Morphological box for analyzing case studies of agile transformations

Classification of case studies Comprehension of
agile transformation

Application of agile
transformation

Publication
type

Literature
domain

Object
of the
study

Study
design

Study
focus

Definition
of Agile

Main
topic
(Agile…)

Industry
branch

Organizational
size
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that researchers studying an agile transformation process typically focus on one (or a
combination) of strategic aspects of change (e.g. culture, leadership, dynamic capa-
bilities), organizational aspects of change (e.g. models of organizing individuals and
teams), and/or operational aspects of change (e.g. software development and require-
ments management) [26].

The second cluster, ‘comprehension of agile transformation’, focuses on under-
standing how agile is viewed and investigated from researchers and is composed of the
following deductive categories: definition of agile and main topic of the study. The
category ‘definition of agile’ aims to grasp how the concept of agile is specified (or
not). Extant research typically considers agile either as a method (or an approach) (i.e.
stipulating a method-notion) or acknowledge agile as a capability (i.e. stipulating a
capability-notion). The category ‘main topic of the study’ is to highlight information
about dominant agile themes that have been investigated in prior studies. The third
cluster, ‘application of agile transformation’ depicts current application of agile
transformation initiatives including two categories: industry type, and organizational
size. ‘Industry type’ organizes case studies based on the sector groupings. ‘Organi-
zational size’ distinguishes the case organizations considered in the examined study as
either small and medium sized enterprises (SMEs) or large corporations.

5 Result

The concept matrix of agile transformation resulting from the analysis of the selected
literature is presented in Table 4. The classification of case studies based on their
‘publication type’ reveals a somewhat proportional division between journal (54%) and
conference publication (46%). Distinctively, the ‘literature domain’ category shows
that agile studies are largely rooted in the Information System field (81%) with a few
contributions in the research areas of Strategic Management (8%), Production Man-
agement (4%), and Computer Science (4%). Within the ‘object of the study’ category,
authors mainly seek for theory-seeking (46%) and storytelling (46%). Much less, only
8% seek for theory-testing [27, 28]. With regard to the ‘study design’, most authors
follow a process perspective (77%) to structure their investigation, while a snapshot
perspective (23%) has been used less [29–34]. Lastly, the ‘study focus’ category
reveals that 19% of the articles consider (fully or partly) all three aspects of the agile
transformation (i.e. strategic, organizational, and operational) [32, 35–38]. Further,
12% have a combined focus on organizational and operational aspects [39–41], while
slightly more articles (19%) have considered strategic and organizational aspects
together [5, 16, 26, 42, 43]. Lastly, 8% of the articles focus on strategic aspects only
[31, 44], whilst 15% focus on organizational aspects only [33, 34, 45, 46].

The analysis highlighting the comprehension of agile transformation in terms of the
category ‘definition of agile’ reveals an assertive tendency (42%) to conceptualize (or
refer to) agile as a method (or likewise, as an approach). Specific definitions related to
this group of articles explain agile as an approach adopted to “regularly produce high
quality software in a cost effective and timely manner via a value driven life-cycle” [41,
p. 4], and agile transformation as the “switch from a different development approach or
work organization concept to agile methods” [5, p. 3]. On the other hand, 15% of the
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articles conceptualize agile as a capability. Studies of this kind refer to agility broadly
as the ability to move quickly and in a simple way [47], or somehow more detailed as
the capacity to apply agile methods to digital transformations in order to create, react
to, embrace, and learn from change while enhancing customer value [38]. Looking at
the ‘main topic’ category, seven archetypes are evident. The dominant topic studied has
been agile success factors (46%) followed by agile challenges (31%). In many cases,
these two topics have been investigated together [26, 31, 35, 41, 43, 48, 49]. Further,
the topics of agile metrics, agile scaling models, and agile change performance have
been equally studied (19%). The least investigated topics have been agile conceptu-
alization and agile roles/teams (12% each).

With regard to analyzing the application of agile transformation in terms of the
category ‘industry branch’ six groupings were made. The prevailing setting were the
case studies have been conducted is in the telecommunications (31%) branch [27, 28,
31, 32, 44, 45, 49, 50]. The second group of cases are dispersed equally in the software
industry and financial services (12% each). Some attention has been given to studying
agile transformation in education, and mass media (8% each), while only one case
could be identified in retail [5]. In terms of the category ‘organizational size’, there is a

Table 4. Result of the concept matrix of agile transformation case studies
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clear dominance of articles assessing the transformation in large organizations (92%),
whilst the remaining 8% of them explore agile change in SMEs [30, 46].

6 Discussion

We discuss our findings in light of recent agile practitioners’ concerns as pointed out by
Gregory and Barroca [36]. Our aim was to identify topics that deserve more attention
from research. Accordingly, we spot the three priority areas ‘Governance of Agile
Scaling’, ‘Dealing with Legacy Systems’, and ‘Capabilities for the Agile Way’, and
elaborate them before pointing out some methodological limitations.

Firstly, extant work has not yet established compelling governance and oversight
mechanisms needed to handle agile scaling. This issue is nowadays evermore imper-
ative as agile transformation seems to follow atypical change patterns [5] and requires a
shift from the traditional leadership styles [10, 36]. The literature addressing strategic
aspects of the transformation, which map to our category ‘study focus’ highlight the
importance of defining the necessary goals of the transformation, which require
oversight and a customized process model [35, 37] as well as developing new roles and
requirements for renewed management practices [31, 32, 42]. The governance role is
imperative in envisioning, formulating and communicating change facets but recent
evidence shows a lot of hurdles in this respect [26]. Hence, researchers should devote
particular attention to develop opportune governance mechanisms that can benefit
leaders to guide and control agile transformation initiatives.

Secondly, a critical challenging area with sparse information relates to dealing with
legacy systems during the agile transition. Failure to establish a clear approach to
handle legacy systems often results in organizations trying to work in an agile way in a
non-agile environment (i.e. with traditional organizational structures) [36]. Surpris-
ingly, when analyzing the ‘Agile main topics’ investigated in previous studies, the
legacy system issues seem to be largely overlooked. We call for future work to explore
adequate strategies that enable a smooth transition and continuous integration of legacy
systems into the agile world.

Thirdly, there is little investigation on the capabilities needed to succeed in the agile
way of working. Extant research propounds the view that renewed skills and a quick
learning environment are compulsory to absorb agile practices and new organizational
forms [36]. Inevitably, new organizational capabilities at various levels (e.g. ordinary
or dynamic) are required at different stages of the agile change. Yet, our findings
indicate very little practice-grounded research studies that increase our understanding
about this set of new capabilities that benefit agile scaling and subsequently add value
to the organization. What is more, apart from a few exceptions [26, 51] identified in the
intersection between the ‘capability-notion’ and the related ‘conceptualization’ studies
in the concept matrix, there seems to be also a lack of theoretical contributions grasping
the capability construct in the agile transformation context. Therefore, more research is
needed utilizing various lenses (i.e. practical or/and theoretical) to grasp distinct,
emergent capabilities vital for the agile journey and to suggest appropriate ways to
develop them.
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Although our search process included 9 scientific databases, the analysis is limited
to 26 selected articles that were found using a case-study methodology. We did not
conduct an exhaustive author search, which could have potentially resulted in more
selected publications. In attempt to examine highly qualified research findings, we
restricted our selection to peer-reviewed papers only. However, nearly half of the
selected articles were published in conference proceedings (considered less mature than
journal publications). For future investigations within this research stream, more IS
journal papers using different methodologies can be considered.
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Abstract. Organizations study competitors to gain insights into what extent
their processes are compliant to processes of other ones. Business process
models are usually described in documents and their elements can be extracted
by semantic technologies such as process-based text mining method. Business
analytics provides a powerful tool to analyze competitors’ identified processes
through dashboards. Educational institutions gain competitive advantage by
establishing international partnerships. They must improve their processes to
become more attractive to students. This paper presents a general method using
semantic technologies to enhance the examination of competitors’ processes and
their application in internationalization strategies.

Keywords: Process matching � Semantic business process management �
Business analytics � Text mining � Internationalization

1 Introduction

Organizations must be aware of how their competitors behave on the market. Usually,
it is difficult to investigate this behavior directly and explicitly. News, speeches, studies
about companies can be applied to detect behavioral symptoms on the market (such as
acquisition strategies, digitalization endeavors and so on). Organizational and opera-
tional rules contain information about business processes fit to organizational strate-
gies. Nowadays, the digital transformation wave poses effects on every knowledge-
intensive organization and makes them committed to improve their processes and
modify their operational rules. New ideas, best practices can be captured from these
kind of published documents. Business analytics toolset is a powerful instrument to
analyze competitors’ operations through organizational documents. Nevertheless, it
would also provide us opportunities to look into what processes have already been
transformed by others and in what extent.

This study addresses the important questions of process analysis and investigates
whether and to what extent processes of an organization are matched with processes of
their competitors. Different approaches are available to reach this goal. Business pro-
cess management tools have built-in functions to compare business process models
with each other. Competitor analysis can be carried on literature reviews, secondary
data analysis out, but these activities require mainly human efforts to solve the problem.
However, our approach is based on processing organizational documents with semantic
technologies such as process ontologies, because we assume that business process
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models can be extracted from their descriptions with using semantic text mining
algorithms [1, 2]. Our method (see in Fig. 1) starts with business process modelling
phase in Adonis.

In our approach the concept of process ontologies plays a key role on the scene of
competitor analysis. Process ontologies have no precise definition in the literature.
Some approaches refer to process ontology as a conceptual description framework of
processes [3]. Process ontologies are abstract models from this point of view. Task
ontologies determine a smaller subset of the process space, the sequence of activities in
a given process. Meanwhile the domain ontologies focus on catching the essence of
each object of the world and their connections. Process ontology identifies all the
artefacts that describe a process, regardless of whether they are structured or not. It
allows to build all process elements clearly and unambiguously, linked with the domain
ontologies containing specific enterprise concepts.

Hence, they serve as an appropriate basis to capture implicit and explicit semantics
of process models hidden in documents. Transformation of business process models
into process ontologies makes it possible to process documents in semantic manner.
XSLT transformation was used in our previous work, but it ensured us just a semi-
automatic method, hence a new Java program was created to make this transformation
more automated.

After the model transformation a process-based text mining stage in Python is
responsible for identifying process elements in the documents. Text mining is usually
considered as a specialized area of data mining but sometimes it just enhances data
preparation steps in data mining projects. Its main purpose is to identify patterns within
texts. Different approaches are differentiated based on the objective of text mining
process and the nature of used methodology. General text mining process contains
steps of preparing corpus, pre-processing texts, generating and selecting feature which
are followed by data mining steps and interpretation of results [4]. Pre-processing
methods usually include collecting multiple documents, tokenizing text contents into
individual terms/words, eliminating stop words (e.g. pronouns), identifying root/stem
of words and using statistical methods for calculating TF-IDF (term frequency-inverse
document frequency) to determine the importance words in collections [5]. Text

Fig. 1. Our method
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clusters can be created based on the strengths of relationships between extracted
expressions. Ontology learning generates elements of domain ontologies from various
kinds of resources with applying natural language processing and machine learning
techniques [6]. It relies on statistical, rule-based or mixed methods [7]. According to
Kő and Gillani [8] process models provides the contexts, but domain ontologies are
applied to extract knowledge by Our process-based text mining method uses prepro-
cessing techniques, n-grams as most likely connected word pairs and the structure of
process models to create a dashboard for visualizing the results of process matching.
All phases will be described in more detail during presentation of our business case.

This paper presents this general method using semantic technologies to enhance the
analysis of competitors’ process in the respect of a given business process. Having
presented our method, the second section introduces related theoretical works in the
field of semantic business process modelling. The third section presents how our
method works in practice. The case of the research grant application process was
selected to illustrate the applicability of this method as a proof-of-concepts. Limitations
and future research steps are highlighted in the fourth section.

2 Related SBPM Researches

The usage of Semantic Web technologies like reasoners, ontologies, and mediators add
a completely new viewpoint to business process management. This approach is known
as semantic business process management (SBPM) [9]. Process mining is one of its
related subdomains.

Process mining deals with data of actual process execution stored in event logs,
transactional data etc. “to discover process models, check the conformance of process
models to reality and extend or improve process models” [3].

Three common classes of process mining techniques can be summarized as follows:

• Process Analysis. The goal of process analysis and process monitoring is to
monitor process runs and to analyze their executions with using business intelli-
gence tools. It supports business analysts in identifying deviations in processes and
corrective measures to redesign suboptimal processes.

• Semantic Process Mining. Process mining includes techniques to extract process
models from logs. It focuses on the automatic discovery of information from event
logs without a predefined model. The importance of process mining in BPM is
widely acknowledged as an important and unavoidable analysis tool to aid the (re-)
design and the (re-)configuration of process models. Current process mining tech-
niques are already quite powerful and mature. However, the analysis they provide
are purely syntactic.

• Cross-Organizational Conformance Checking. Conformance Checking refers to
algorithms for verifying whether logs follow the predefined behavior expressed in
process model or not. These algorithms require the process model and its instances
as well. The main advantage of ontologically defined process instances and models
is that they improve the interoperability between information systems.
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Organizations aspire to learn from others on how they adapt their processes towards
improvement [10]. Process benchmarking, however, is mainly a manual process,
requiring the involvement of experts to collect and interpret process-related data [11].
A main problem is that processes are often modeled on different levels of granularity.

Several approaches were elaborated to combine Business Process Management
with Semantic Web technologies [12, 13].

In the context of BPR, organizations compare business process models to identify
operational correspondences and differences. The approach for measuring the degree of
similarity considers linguistic and behavioral aspects of process models to calculate a
degree of similarity [14].

There are other works on measuring similarity between semantic business process
models. A business process may be modeled in different ways by different modelers
utilizing the same modeling language. An appropriate method for solving ambiguity
issues in process models caused by the usage of synonyms, homonyms or different
abstraction levels for process element names is the use of ontology-based descriptions
of process models [15]. This method describes high-level Petri nets in OWL (Web
Ontology Language) [16].

Our approach focuses on extracting information from documents instead of logs.
Our process-based text mining uses a generic algorithm - extracting business processes
from documents using predefined process structures as heuristics. Similarity measures
of process models will be useful metrics in a later phase of this research.

3 Case Study: Research Grant Process

Higher education institutions want to rise to higher place in global rankings to become
more famous and attract more international students. Internationalization is getting paid
more attention because it provides competitive advantages on national and international
scene. The number of participations on international research and conferences reflect
the intensity of scientific activities at a university. The Research Committee’s mission
is to create and strengthen enabling conditions for research activities at the international
academic level. The research grant application process at our university provides a
good basis to apply our method to it and analyzing its matching with the process of
other educational institutions. Application time period for this grant is continuous, the
evaluation of any complete applications shall be made in five working days. Automatic
acceptance is given up to the budget frame, if the application meets the requirements of
the Research Committee.

3.1 Business Process Model

In the Process modeling phase the previously described business process have been
implemented on the BOC ADONIS platform1. The business process model, the
working environment, the document model and the IT system model have been

1 ADONIS is a BPM tool created at the University of Vienna.
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specified. The logical shell of the business process model with the core objects (e.g.
task) has been created. The input and output data, the IT system information and the
responsible role from the organogram have been linked to the activities (Fig. 2).

3.2 Transforming BPMN Models (BPMN to OWL)

To represent the business model in the ontology, the representation of ADONIS model
language constructs and the representation of ADONIS model elements have to be
differentiated. ADONIS model language constructs are created as classes and properties
and the BPMN model elements can be represented through the instantiation of these
classes and properties in the ontology. The linkage of the ontology and the ADONIS
model element instances is accomplished by the usage of properties.

For the transformation process, a prototypical software tool was developed, which
transforms a BPMN2.0 into an OWL format. The resulting file contains a partial
ontology including classes and individuals of the input file. Every node of the BPMN
diagram represents a class and has a parent and can have multiple attributes. All nodes
are classes. The top-level class is owl:Thing and contains the six child-classes Doc-
uments, IT_system, Roles, Research_Grant_Application, Start_ and End_Event. The
Research_Grant_Application class contains the task elements of the BPMN 2.0
specification. The Check_Data_and_Linked_Documents class is one example of
BPMN nodes. The developed BPMN ontology contains BPMN elements with their
attributes and model associations (see Table 1).

Fig. 2. The BPMN model of our case study
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3.3 Process-Based Text Mining

The first step of our text mining process was the corpus creation. Descriptions about
research grant application processes published by educational institutions were col-
lected by a Pyhton2 scraper. The script uses beautifulsoup, urlib, re, time Python
libraries to download hits provided by the Bing search engine. ‘Conference’, ‘Grant’,
‘Funding’, ‘University’ keywords were applied to identify related descriptions pub-
lished on the Internet. Ten other announcements were downloaded manually besides
this repository. After reviewing this collection containing 57 descriptions, we detected
that our searching method and keywords would be refined to find more relevant hits in
the future. At the end, the repository was separated into two datasets with 11 and 8
elements. These datasets contained announcements published by universities in the US
and outside US to facilitate regional analysis as well.

Table 1. Overview of BPMN-OWL correspondence

BPMN OWL

Structure Current value

OWL classes

process super class
of tasks

Research_Grant_Application

subclass of
Start_Event

task subclass of
process

Check_Data_and Linked_Documents
Check_Permission
Choice_Application_Type
Data_Validation
Evaluation_and_Voting
Filling_out_the_Application_Form
Notification
Registration

adonis:target C_ROLE class subclass of
Roles

Administrator Applicant
Research_Board Research-
Committee

adonis:target C_DOCUMENT class subclass of
Documents

Application_Form
Cost_Calculation Travel_Form

adonis:target
C_INFRASTRUCTURE_ELEMENT
C_SERVICE class

subclass of
IT_system

Workflow_system

OWL object properties

sequenceFlow followed_by owl:ObjectProperty

adonis:relation
RC_REFERENCED_INPUT_DATA_OPTIONAL_M

input_data owl:ObjectProperty

adonis:relation
RC_REFERENCED_OUTPUT_DATA_OPTIONAL_M

out_data owl:ObjectProperty

adonis:relation
RESPONSIBLE_FOR_EXECUTION

responsible_for_execution owl:ObjectProperty

adonis:attribute
A_ORDER

order owl:ObjectProperty

2 Python Programming Language: https://www.python.org/.
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Text pre-processing steps were executed in the second stage. Process ontology
resulted from the BPMN to OWL transformation was handled by our Python script
uses owlready2 Python package. Class names of the process steps, documents and roles
were collected from this ontology and textblob functions were used in preprocessing
the corpus. Bigrams meaning a sequence of two adjacent elements were extracted from
each description. The name of process ontology elements was split into words and
lemmatized and the collections sets of n-grams were filtered by these terms. For
example, in the case of Application Form document, all bigrams containing at least
application or form word were gathered. This procedure was iterated in the case of each
process steps, documents and roles. Having created these lists, the intersection of
remained bigram lists of a given process step and a document was determined to
generate and select feature e.g. [‘evaluation’, ‘application’] bigram was identified by
the ‘Evaluation and voting’ process step and by the ‘Application form’ document. All
bigrams from the intersection list, their related process step and document were stored
in a CSV file in the case of each announcing institutions. This step was repeated for
process steps and roles as well.

3.4 Analytics

Having executed these pre-processing and feature generation procedures in the case of
datasets about universities of the US and universities outside the US, Tableau3 business
analytics tool was used to discover interesting information about the research grant
application process of each institution. Corvinus Business School operates an online
application platform4 to make this process more flexible. One aim of this process
matching was to detect the degree of automatization at each university.

Three charts were created to investigate which documents are required, which the
executive roles are and which documents are transmitted in each process steps at our
competitors. A dashboard was composed from these diagrams to provide a toolset for
stakeholders. All charts can be filtered on a given university. The following figure
presents that application form is transmitted during this process in the case of five
universities. After filtering data on Indiana University Bloomington (IUB) we can see
that they use application website to enhance this process and a board makes the
decisions. At Corvinus Business School online application platform is used and the
Research Committee deals with the internal grant applications. These findings indicate
us that the process of IUB might be similar to ours, it is worth checking later (Fig. 3).

We do scrutinize the following chart (see A part of Fig. 4) to gain deeper insights
into what extent the processes of our competitors are automatized. It reveals that
Cornell University requires PDF form and DAAD Office prefers online application.
These universities are from US and we need to examine the cases of universities
outside the US to get a broader overview about this area (see B part of Fig. 4). The
results of this process-based text mining do not reveal any signs of automatization in
the case of non-US universities.

3 Tableau: https://www.tableau.com/.
4 Corvinus Business School Online Application platform: http://workflow.business.research.uni-
corvinus.hu/.
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4 Limitations and Future Research

This paper highlighted a solution to analyze competitors’ processes extracted from
business documents with using BPMN to OWL Java-based transformation program
and process-based text mining. A general algorithm was developed to transform
business process models into process ontologies. It was written in Java and it can be
parameterized hence it replaces the XSLT transformation in a more sophisticated way.

Fig. 3. Dashboard to analyze competitors’ processes

Fig. 4. Transmitted documents per US and outside US university
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BPMN elements and their connected OWL model elements were also presented to
enhance future development in this field.

A text mining algorithm written in Python showed how competitors’ document can
be processed based on a reference process model.

This research in the current stage has several limitations. Corpus collected by Bing
search engine needs to be refined, cleansed in the future. Same words in the name of
different process elements result the duplicates of bigrams - e.g. [‘application’, ‘form’]
was identified by the Choice Application Type process step and the Application Form
document as well – hence the Count Distinct function was applied to present data on
charts. Nevertheless, this paper presented that the concept is acceptable and applicable.
However, it is necessary to improve this method to make competitor analysis more
effective, accurate and automatized. We are planning to modify our corpus collection
method, the names of process elements, validate our BPMN to OWL transformation
procedure, extend our text mining algorithm with semantic-based relationship mining
[1, 2] or SVM-based algorithms.
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Abstract. Enterprises integrate social networking within their information
systems to enhance collegiality, situational awareness, coordination and col-
laboration amongst their members. Social networking features can be seen in
traditional systems such as the online profile, calendar, dashboard, auto-reply
and status. More specialised systems enable bespoke features to declare and
share and retrieve current and past engagements, team memberships, allocated
tasks and priorities. Such social transparency is typically voluntary and not
strictly enshrined by organisational governance and norms. Despite its positive
connotations, negative consequences such as information overload, social
loafing and undesired pressure can be a result of it. We conducted a multistage
qualitative study, including focus groups, interviews and observations, to con-
ceptualise online social transparency and explore the risks that stem from its
unmanaged implementation. Our research aims to provide the first step towards
a systematic method for risk identification and mitigation around online social
transparency.

Keywords: Social transparency � Enterprise social software � Enterprise
information systems

1 Introduction

In enterprise information systems, it is becoming common for employees to share more
information about themselves so that they enhance situational and context awareness
and, hence, communication relevance and sensitivity. Enterprise social software
(ESS) is an online platform that allows employees to communicate, in real-time,
information about their identities, activity streams, assigned tasks, work progress and
collaboration with others [1] and it allows companies to improve the business rela-
tionships with customers [2]. These platforms used to practice social transparency that
we defined in our previous work as “voluntarily use of online platforms by employees
to share their own information about their situation, roles and responsibilities with
other members of the organisation” [3].

At the organisational level, [4] stated that transparency is one of the trends in
corporate social responsibilities (CSR) that results in an improvement in enterprise
performance, productivity and profit. On the individual level, social transparency is
typically to enhance situational awareness, coordination, and collaboration amongst
employees. Organisational scientists have long understood that the success of
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organisations depends on commitments, coordination, and collaboration of their
employees [5]. Online social transparency is one of the mechanisms whose effects on
employee collaboration and motivation have been proven [6]. Social transparency
contributes to building trust and bringing awareness amongst organisation members
through intentional information disclosure, group knowledge sharing or individual
activity sharing [7]. Thus, social transparency has become a popular requirement for
employees before engaging in the activities of others.

Despite the positive connotations, it seems that current digital tools are both
primitive and cumbersome. Most of the enterprise social software has substantial
shortcomings in regard to their facilitation of online social transparency. The ad-hoc
practice of such transparency may lead to adverse effects such as disturbance, infor-
mation overload and lack of interest [8]. Research on transparency and its effects is rare
in the requirements engineering literature. In [9], a conceptual framework is proposed
to facilitate the adoption of transparency in responsible organisational business man-
agement. It describes what organisations can do to be more transparent and the
potential benefits of transparency. An argumentation framework was proposed in [10]
to elicit transparency-related requirements. TranspLan language was proposed in [11],
and it provides models and templates for specifying transparency requirements within
enterprises and algorithms to reason about them in terms of consistency and conflicts.
In terms of social transparency, the authors in [12] examined how individuals use
information about others’ actions in open social software and provide suggestions
about the design of social media for large scale enterprise, and imply a variety of ways
that transparency can support innovation, knowledge sharing and community building.
In [13], it is argued that the online platforms for social transparency are making
information visible without careful thoughts to the social inferences the platform design
supports. The authors provided a theoretical framework for analysing social trans-
parency and inferences stemming from the change in technology.

Although these works illuminate the potential promise of managing social trans-
parency in the enterprise, particularly in their online platforms, scholars still handle
social transparency as an information quality issue. In our work, we address the
question of how to manage social transparency as an informed decision and behaviour.
We provided earlier our definition of social transparency, and we assume that this
transparency is an autonomous decision by organisation members to be open when
conveying social information through online platforms.

In this paper, we build on our previous work in [3, 14] and conduct a multi-stage
qualitative study (described in Sect. 2) to provide empirical evidence that online social
transparency can lead to a negative impact on employees as well as organisations if
implemented and conducted in an unmanaged style (Sect. 3). We provide common
risks and associate them with certain classifications of online social transparency
(Sect. 4). Our results are meant to inform future risks assessment method of online
social transparency and, also, the engineering of enterprise social software so that it
plays a role in guiding and steering it and make employees decisions about it more
informed.
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2 Research Method

A multistage qualitative study was used to investigate the potential shortcomings of
applying social transparency within enterprise information systems. We used multiple
data collection methods as presented in Table 1. The study aimed to (i) identify the
assessment dimensions of online social transparency and (ii) explore the typical risks
and risk factors around the unmanaged conduct of it.

All the studies were recorded and transcribed verbatim to support the analysis
stage. We used a thematic analysis approach by following the six phases of thematic
analysis proposed by [15]. In the analysis stage, we identified the participants’ views on
their transparency expectations from their co-workers and managers and their concerns
about affecting their role, social dependencies and actions. We used the findings of each
stage as a template to start with when analysing the next stage and expanded it until we
reached the saturation point in all stages. The study was approved by the research ethics
committee of the authors’ institution.

2.1 Focus Groups Phase

A total of 14 individuals participated in two focus group sessions to explore how they
view online social transparency in the workplace, their requirements of it, and how
certain modalities and configurations of transparency contribute to risks that affect
aspects of their work environment. We recruited participants who worked in organi-
sations where their role involved collaborative work with others online. The partici-
pants were given a presentation to familiarise themselves with the context of the
research. We developed four scenarios to cover various aspects of transparency such as
its content (e.g. intentions, plans and status), its presentation (media and interfaces), its
timing and relevance. We used the scenarios in the session to stimulate discussions.
Each scenario included questions to be answered individually before discussing it
within the group.

Table 1. Research method stages

Stage Description Purpose

1st stage
foundations

- Review related literature including
organisational transparency, CSCW,
Group Dynamics, situational
awareness and organisational culture
- Two scenario-based focus groups
with 14 participants

- To conceptualise online social
transparency
- To identify essential factors for
assessing online social transparency
[14]

2nd stage
exploration

Semi-structured Interview with 15
Participants

- To build a reference model for the
assessment method of online social
transparency [3]
- To form an initial set of risks and
their factors

3rd stage
refinement

Observation study, Interviews, Focus
group

- To form the final set of risks and
risk factors
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2.2 Interview Phase

We used the findings from the focus group stage as a foundation for further investi-
gation. We conducted a semi-structured interview study to (i) confirm and refine the
findings that related to the transparency assessment factors resulting from the focus
group and (ii) explore families of typical risks related to unmanaged online trans-
parency around those factors. While we used typical scenarios in the focus group study,
the interviews were intended to delve into the personal experiences of the participants
about online transparency in their workplaces. The interviews phase sought to explore
the risk of transparency through the professionals’ lived experiences and different work
environments. We interviewed 15 participants throughout two stages. We first inter-
viewed participants from diverse work environments, including academia, small
companies and call centres. Ten employees agreed to participate in this study (four
females and six males) aged between 27 and 43 years. In the second stage, we inter-
viewed professionals in managerial roles. Five managers from various levels of
seniority participated in this study that they are a project manager, call centre manager,
team leader and two supervisors. We also considered diversity in gender in the second
stage, with two females and three males aged between 36 to 52 years.

2.3 Observation Phase

We conducted a two days observation study at two multicultural small-scale companies
to further explore the risks and their factors of social transparency in enterprise social
software and confirm they exist in real context. The companies use software called
Slack (https://slack.com/intl/en-gb/enterprise) for tracking the progress, managing
employees’ collaboration and improving overall performance. A short interview with
employees was conducted after the observation of their behaviour and interaction with
the software finished.

After two days of observation, we conducted one focus group in each company. To
enrich the results with a diversity of opinions originating from various perspectives,
participants with managerial roles and employees were involved. As a result, a total of
10 professionals from the two companies participated in our focus group study, one
session with 5 professionals in each company. In addition to the diversity in roles, we
considered diversity in gender and age, with three females and seven males ranging
from 28 to 49 years old. The focus group included two activities. The first was a
scenario-based discussion where the scenarios used are built based on the observations
made in the two companies. The second involved an open card sorting activity to
organise the risks of online social transparency into groups. The card sorting aimed to
confirm and refine the findings with regards to the risks of online social transparency on
employees’ wellbeing and performance. The card sorting activity included risks gen-
erated from participants’ answers and risks founded in the second stage. Each focus
group lasted for around two hours. The sessions were audio-recorded and transcribed
for content analysis.
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3 Categories of Online Social Transparency

Social transparency can be classified into three categories based on two factors (i) the
awareness of the information provider and (ii) the accessibility level of the information
receiver. The awareness of the information provider refers to the conscious choice for
the information to be visible. Awareness is a spectrum, and it falls between two edge
cases:

• “I revealed” case: It refers to the deliberate sharing of individual information with
consent to be visible to others. For example, staffs consciously reveal information
about their current status and progress in the task with the purpose that this
information will be visible to enterprise members and how it can be usually used.

• “I did not reveal” case: It refers to the sharing of individual information without full
awareness of the sharing action itself or the audiences of the information shared. For
example, a team leader shares information about their team, where members are not
aware of that. Another example is about sharing location data and not being aware
or able to predict whether this might be occasionally re-shared by others.

Regarding the second factor, we found that online social transparency sharing can
be classified into two kinds based on the accessibility level by enterprise members.

• Open accessibility: In which information is accessible by all individuals in the
workplace. Staff open online calendar is a typical example where others can see the
schedule of their colleagues and what the meetings are about and their location.

• Regulated accessibility: In which information is limited, deliberately or due to
connectivity and contextual barriers, to a set of individuals in the workplace. Group
conversation and to-do-list is a typical example.

Based on the two dimensions of awareness and accessibility, we found four cate-
gories of online social transparency:

• Open social transparency refers to sharing information about the self with full
awareness and also desire to be visible to others in the organisation. This kind of
transparency is typically motivated by increasing awareness in the workplace which
will then positively affect the organisational goals. There are several examples of
open social transparency in organisations such as staff calendar; staff profiles page,
their location and activity status and public posts and conversations.

• Regulated social transparency refers to sharing information about the self, which
reaches only specific members of the organisation. This kind of transparency reg-
ulates the visibility of individual information for various reasons, including the
protection from misuse and the reduction of misconceptions amongst members. For
example, sharing information about personal difficulties in the work may be of
interest only to the teams to which the employee belongs. Busy colleagues may not
see them due to applying filters and techniques like muting other’s people status. In
other words, regulation of accessibility can also be a receiver choice.

• Unconscious social transparency refers to the visibility of individual information
without awareness from the information owner. This kind of transparency is one of
the ethical issues in the workplace as colleagues may share personal information
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about an individual without their knowledge. We emphasise here that social
transparency has loose contractual settings and access control and relies mainly on
personal judgement and organisational and cultural norms. For example, a member
of a team may share information about difficulties and their peers’ weaknesses or
peer’s progress in a collaborative task with other teams aiming for external support.
Such transparency seems unavoidable even in an ordinary social environment but
still undesired as it has a diverse impact on the collaboration between organisational
members. A participant highlighted that “it happened in the joint work when people
want to jeopardise the progress or displacing colleagues form their assigned tasks.”

• No social transparency refers to the situation where enterprise members are not
sharing information about their activities stream, progress, and interest in certain
tasks or their relationships with other colleagues. We found this case more in new
members who still have not built a trust relationship with peers and management
and confidence in their role and contribution to the group. Introversion and
extroversion can also be part of the personality.

4 Risks Associated with Online Social Transparency

Our results from the first and second stages of the study indicated that risks are related
to the delivery of the information in four aspects: content, timeliness, presentation and
intended recipients [3]. The results of our third stage confirmed our previous findings
and explored other dimensions of risk factors that need to be considered in the
assessment process. Our analysis grouped the risks based on their influence area into
(i) performance, (ii) wellbeing and (iii) workplace environment. Two main risk factors
seemed to be prominent; the level of transparency (Sect. 4.1) and the way it is practised
(Sect. 4.2).

4.1 Risks Related to Level of Transparency

The level of transparency indicates whether it is adequate, abundant or unsatisfactory.
The level is not only determined by the information content but is inherently dependent
on the reachability, relevance and interpretability of information. In other words, it is a
contextual and subjective measure, determined mainly by the audiences and dependent
on their personal, technical and social context. Table 2 presents the main categories of
risks revolving around the different levels of transparency.

Risks Related to Excessive Online Social Transparency. Excessive transparency
refers to the redundant and repetitive voluntary sharing of information. It refers to
pushing information overly in terms of amount and frequency. We reiterate here that
the judgement of the level of transparency, in terms of information and their mean-
ingfulness, is not uniform but depends on the recipients personal, task, technical and
social context. Examples of these contexts are the recipient’s availability, workloads,
time, preferences, location, and available communication bandwidth.
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Performance. Excessive transparency can lead to isolating individuals from others.
We noted that participants may avoid collaboration with colleagues who practice
transparency more than normal. It was stated that “having a member with excessive
transparency attitude means more unnecessary distraction which may affect the
workflow of the team progress”. Moreover, lack of collaboration may happen as a
result of creating information overload due to the excessive transparency of information
related to a person’s works. Information overload may also slow the decision-making
process due to the quantity of information that needs to be processed.

Wellbeing. Excessive transparency may also lead to a risk of making employees feel
inadequate or unprepared when they receive too much information, particularly irrel-
evant information about others’ work. A participant stated that “I may receive infor-
mation that I do not need to know but because it is sent to me, I feel like it is something
I am expected to part of, or to understand”. It was also showed that too much
transparency might create confusion about the ultimate intention of this transparency
which, therefore, creates a chance of making mistakes and waste time in the workplace.
We noted that employees who are excessively transparent about their good perfor-
mance run the risk of creating unwanted stress and pressure for employees who may
constantly be thinking of how their performance impacts the team productivity.

Workplace Environment. Social transparency in the workplace may make employees
excessively open about their personal life more than the work which makes the
workplace lose its professionalism. Distraction can stem from excessive transparency
and make the workplace an unhealthy and uncomfortable environment for employees

Table 2. Examples of risks related to different levels of online social transparency

Excessive level
of Transparency

Normal level
of Transparency

Lack
of Transparency

Performance

Employee Isolation
Lack of collaboration
Information overload
Slow Decision Making

Loss of interest
low engagement
Low innovation
Social Loafing

Conflict of interest
Loss of interest
Lack of collaboration

Wellbeing

Inadequate and unpre-
pared
Confusion in intentions
Stress
Pressure

Stress & Pressure
Low self-esteem
Negative impression
Distrust

Lack of belonging
Relationship Conflict
Annoyance
Lack of trust

Workplace
Environment

Uncomfortable Place
Loss of concentration
Loss of professionalism 
Employees Turnover

Favouritism
Disengagement
Discouraged employees

Rumours spread
Biased opinions
Fabricated reactions
Information inaccuracy
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who may lose concentration to accomplish their work which in turn increase the rate of
employees’ turnover.

Risks Related to Normal Online Social Transparency. In this section, we present
the risks that may stem from a normal level of transparency. We identify this level as
the required level of transparency when the shared information is seen by the audiences
as satisfactory and beneficial to certain enterprise goals and activities. We noticed that
even if transparency is seen adequate, it might lead to a negative impact on the
relationship between enterprise members and the level of trust and interest between
them and may need further qualification and support with additional measures to
mitigate risks on performance, wellbeing and the workplace environment.

Performance. ESS such as Slack typically have features that allow each member to
pin certain messages to appear all the time to all team members as a headline or
priority. However, using this feature to be transparent about certain facets such as the
long duration or difficulty of a certain task may make colleagues lose their interest to
contribute or collaborate in this task. We also found that employees tend to share their
personal skills in solving certain problems either to promote their abilities or to make
others learn from them. However, this kind of voluntary transparency, despite being
relevant and needed, may reduce the innovation and creativity of other employees to
find clever solutions and make them more reliant on those who have them. Besides the
influence on individual performance, team performance may also be affected by social
transparency. For example, our analysis showed that when employees are transparent
about their interest in certain tasks; other members may be less motivated to work hard
on behalf of the group. This loss of motivation is called social loafing and is associated
with free riding. We noted that social transparency might trigger social loafing and free-
riding in large groups where more than one member works in the same task or goal and
traceability and auditing are harder.

Wellbeing. Employee personal, social and financial wellbeing at the workplace is a
requirement for enterprises to address and ensure that their employees remain satisfied,
motivated and loyal at work [16]. Wellbeing risks such as stress and pressure may stem
from transparency when the information reveals conflict with other member’s interest
or goals. Transparency about work progress in the public channels in ESS, despite
being needed for scheduling and coordination, might reach an employee who is less
skilled or has less experience which consequently lowers their self-esteem and may
also have a chance to leave a bad impression about others’ progress if the information
reached a high authority such as project manager. In addition, team collective well-
being may also be affected by social transparency amongst the members. We noted that
a team could suffer from a distrust problem due to misusing the information that is
provided by other team members. For example, employees may share the reasons
which slow their progress to eliminate high expectations or to seek voluntary help from
other members. Less collaborative colleagues may use this information as a defence
strategy and avoid blame on the progress of the whole team in the end. This is because
the information in online social transparency are archived and can be retrieved later and
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processed to generate reports. This is similar to when people use the timeline or post
history on social media to retrieve evidence of some social events and behaviours.

Workplace Environment. We found that social transparency may lead to creating
favouritism culture in the workplace. Favouritism is defined as special privileges or
treatment provided to one person over all of the other employees [17]. Social trans-
parency may develop friendship amongst employees who share similar interests, skills
or experiences. This friendship may lead to creating special treatment for some
employees over others. The favouritism that emerges from social transparency corre-
lates with a feeling of disengagement from work, feeling discouraged by non-favoured
employees. Common risks which were mentioned by our employee participants
included nepotism amongst employees and the unjustifiable decisions made based on
the special relationships with decision-makers.

Risks Related to Lack of Online Social Transparency. Lack of transparency refers
to the unintentional and occasional holding of individual’s social information in the
enterprise social software. We reiterate here that social transparency is not enforced by
the organisational rules and left as a personal choice for staff. We noted that when there
is no social transparency, it would be difficult for employees to know what is going on,
why certain things are happening, and they may find themselves vulnerable, insecure
and afraid of uncertainty. This typically leads to searching for precautionary and
defensive strategies and following a more conservative and less creative attitude.

Performance. Lack of social transparency between team members or organisation
members means communicating little or no information about colleagues’ intentions
towards their work, their interests in certain kinds of activities, their availabilities for
future collaboration or justifications for unexpected actions. We found that when an
employee fails to know about other’s intentions such as their priorities and interests in
certain tasks, that may create a conflict in performing these tasks and spend significant
time in the least priority tasks. Loss of interest and lack of collaboration are other risks
that result from lack of social transparency amongst enterprise members. For example,
no transparency about interest in performing collaborative tasks may demotivate
employees and make them think carefully before engaging in this task.

Wellbeing. We noted that a lack of belonging is one of the common issues that result
from a lack of social transparency between peers in the same team. Lack of social
transparency has been seen as a reason for relationship conflict because employees are
unaware of other members’ diverging interests and incompatible preferences which
make employees misattribute the intentions of others. As a result, risks such as tension,
annoyance, low work satisfaction and commitment, lack of trust and low group
cohesion has a high chance to stem amongst employees.

Workplace Environment. Our analysis showed that when social transparency is
lacking amongst employees, team leaders and management members, there tends to be
a high chance that rumours, biased opinions, inaccurate information and fabricated
reactions will become common throughout the organisation processes and particularly
employees’ communication.
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4.2 Risks Related to Transparency Sharing Practice

Research on social transparency describes it in a model where two parties exchange
their information, and an observer has an opportunity to engage in these exchanges
[13]. In the two companies, we observed the sharing practice amongst employees when
conveying social transparency. Risks can be organised around two main types of social
transparency practice: asymmetric and symmetric. A summary is presented in Table 3.

Risks Related to Symmetric Online Social Transparency. This type is identified as
the reciprocal transparency behaviour where the two parties are, at a certain point of
time, transparent about their information and have enough information about each
other. By observing symmetric social transparency in ESS, we concluded that the
quality facets such as presentation, timing, and relevance of the information are the
essential triggers of risks in the workplace.

Performance. Symmetric social transparency in ESS might create information over-
load to employees who are not interested in this information. In other words, people
may not expect or want reciprocal transparency as a return to being transparent. We
noted that unmanaged symmetric transparency could increase the distraction from work
unless staff are enabled to filter responses to their transparency. Symmetrical social
transparency and the perception of others to reciprocate transparency even if not
demanded to do so can create a massive information history in the online platform,
which may cost the employee time and effort to search for relevant information.

Wellbeing. Conditional reciprocity is an interesting noted behaviour in symmetric
social transparency. Employees would be socially transparent when their colleagues are
transparent as well. If the other party continually fails to be transparent, it will be
reputational, and other employees will stop being transparent with them. That would
add pressure on employees to avoid losing transparency of others as well as avoid Fear
of Missing Out (FoMO) feelings occurring when they expect a return to their trans-
parency from colleagues. FoMO is described in [18] as “the desire to be continually
connected with what others are doing”.

Workplace Environment. As mentioned earlier, some employees may not expect or
like reciprocal transparency, i.e. transparency from others as a return to their own
transparency. A workplace with symmetrical transparency behaviour might be an un-
comfortable place for them as it can create a less genuine sharing practice and work-
arounds. For example, we noted that symmetrical transparency behaviour does not
ensure that information itself is also symmetrical in quality, timeliness and format
which can increase the chance for reducing harmony and consistency in the workplace.
We noted that employees who practice symmetrical transparency might lose the
opportunity to learn from their colleagues. For example, when expert employees feel
they only need to be transparent about their progress and tasks and hold the information
related to the techniques they use knowing that novice colleagues would not be able to
reciprocate in that aspect. Symmetrical transparency is also described by some of our
participants as a sign of lack of trust in the workplace as employees may not feel secure
to be fully and truly transparent but rather pressured to do that.
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Risks Related to Asymmetric Online Social Transparency. This type occurs when
one party is more transparent, in terms of information content and, also timing and
proactiveness than other parties. Asymmetric transparency can make a discrepancy
in situational awareness. As social transparency is voluntary, there are no regulations to
oblige employees to be transparent with each other and how to choose the time and
frequency for doing so.

Performance. We noted that there is a chance to reduce collaboration amongst
employees who are not transparent or less transparent about their information at the
time others are transparent. Risks such as insufficient knowledge base due to
inequivalent communication between members of an organisation and low consistency
of transparency behaviour play a significant role in delaying the employee’s progress,
lowering their performance and reducing the overall productivity of the organisation.

Wellbeing. Asymmetric social transparency can create power imbalance as individuals
may use others’ information as a way to empower themselves or misuse the infor-
mation for personal benefits such as complaining against an employee to relocate them
to a different department. With the characteristics of digital systems, such as data
retrieval, real-time and traceability, e.g. sharing a location, these risks are maximised if
we compare them to face-to-face transparency. From a collaboration perspective, there
is a high chance to reduce collaboration with employees who are not transparent or less
transparent about their information compared with their colleagues. Employees may
have stress and insecure feelings to collaborate or engage in a work with an employee
that is less transparent than them. We found that the asymmetric transparency

Table 3. Examples of risks related to Symmetric and Asymmetric Online Social Transparency

Performance

Information overload 
Distraction
Big information history 
Time/effort  consuming 

Insufficient knowledge 
Delay in progress
Low performance and productivity 

Wellbeing
Conditional reciprocity 
Pressure 
FoMO

Power imbalance
Stress
Insecure employees
Pressure

Workplace
Environment

Uncomfortable place
Loss learning opportunity
Low harmony 

Low group cohesion
Insecure workplace
Unfair workplace
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behaviour adds pressure to employees to cope with the behaviour of more transparent
colleagues. A participant declares that this pressure may happen for employees who
tend to cope with other behaviour to create a good impression or to avoid any blame for
less transparent behaviour.

Workplace Environment. Asymmetric behaviour of social transparency has a chance
to reduce group cohesion due to the imbalanced transparency amongst employees.
A participant described a workplace with asymmetric transparency as an insecure
workplace. It has also been described as an unfair workplace because this behaviour
decreases the learning opportunity amongst employees, particularly new or less-skilled
employees.

5 Discussion

Work on organisational transparency showed the positive impact of social transparency
in motivating peer production and accelerating the decision-making process [19]. As
discussed in this paper, social transparency in ESS can enable enterprise members to
adjust their inter-relationships with others, expectations, focus, and priorities and be
aware of the dynamic contexts of their group and enterprise. The ultimate goal of social
transparency is to enable the enterprise to reach its strategic goals and at the same time
maintain quality and social requirements such as job satisfaction and perception of
openness and fairness [3]. However, in the absence of shepherding and guidance on
how individuals practice social transparency via the ESS, especially about the level of
transparency (in amount, subject, outreach, and frequency) and the balance of sharing
and openness culture amongst all, the intended benefits of it can be easily
compromised.

Although the literature in fields like Computer Supported Cooperative Work
(CSCW) conceptualised social transparency as information sharing technique, mainly
practices within small group settings, we still lack methods to engineer such online
platforms to make decisions about social transparency informed, especially across a
large scale such as enterprise. For example, an individual would need the system to
predict and visualise the impact of sharing certain information and, also, receive
impressions and feedback on the sharing, which help them refine future actions. We
argued in [3] that EES also needs to provide a more structured way which allows better
management of the content of transparency, interaction time and the set of audience,
still without contradicting with the free-spirit in social transparency and its voluntary
nature and reliance on an openness culture.

Besides the need for automated support to assist individuals in making an informed
decision about social transparency, assessing its risks can be integrated into the design
phase of social enterprise software, so that common risks are elicited and dealt with in
advance as part of the design and its interactive features. For example, capturing the
strategic goals and activities of each role in the organisation can become a reference
point for decisions around the relevance of information content and hence be a basis for
decisions around information overload. We suggest that such an assessment method
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has to include two phases: the preparation phase and the analysis and actioning phase.
We intend to consolidate and validate our proposed phases in future work.

Preparation Phase: This phase is expected to be administered by the system analysts
alongside enterprise management, and it shall also include representatives of each role
in the enterprise. This phase is to set up the scene and to determine the parties involved
in the assessment and loci in the business process where social transparency can be
beneficial or detrimental. The decision about transparency risks are subjective and
differ from one individual to another and even for the same individual depending on
their context. Early in this paper, we defined social transparency as a voluntary act to
share information about the individual’s own status including goals, activities, priori-
ties, mood, plans, and skills. Therefore, and given the nature of information and the
personal differences in risk assessment, we suggest using human-centred techniques
which allow capturing such diversity [20]. Examples include the use of user stories,
goal modelling, think-aloud and scenarios to both generate test cases and speculated
risks. We would need a bespoke version of such techniques to fit the peculiarities and
special nature of social transparency, e.g. a domain-specific template for user stories
supported with a controlled vocabulary reflecting typical intentions and goals of social
transparency. In our previous work [3], we demonstrated that social transparency side-
effect becomes evident once it is practised in the day to day life of the enterprise
members. Hence, we suggest gathering user stories over some time and merging it with
methods like diary studies [21]. User stories collected in real-world context and aided
by a simulator can then be used to generate scenarios which will allow the system
analysts and management to get real-life examples of the interaction, activities, and
behaviour amongst enterprise members and their practice of social transparency in a
realistic manner. To document and formalise social transparency and its risks within
their organisational context, techniques like goal modelling and BPMN can be used so
that formal analysis can be then conducted.

Analysis and Actioning Phase: The user-centred techniques (user stories, diaries,
scenarios and think aloud) and the presentation of the knowledge captured through
them (goal modelling and BPMN) built in the preparation phase are meant to be the
knowledge base for the analysis and actioning phase. Approached involving the actual
users of EES and social transparency, such as participatory design approach [22], are
preferred given the nature of risks, i.e., being subjective and context-dependent. In [3]
we advocated mitigation strategies can lead to further risks. For example, mitigating
risks of lack of cooperation due to asymmetric transparency through increasing
openness may lead to triggering information overload risk. Therefore, the method
would need to look at the chain of risks and their impact and weight, so it allows
prioritisation. Moreover, social transparency is not only an individual act, but it also
involves all members of the enterprise. Therefore, we suggest that the assessment
process has to be performed collectively so that it captures emerging properties and
become more sensitive to group dynamics. As such risks can emerge only in a real-
world context, despite making all effort to predict them at the design stage, iterative and
lifelong risk assessment methods within the enterprise information systems would be
needed.
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6 Conclusion

In our previous works, we provided the basics of assessing social transparency and its
associated risks related to the delivery of information which includes the content,
presentation, timeliness and transparency recipients. This paper is complementary to
our previous work on assessing online social transparency in the enterprise. We pro-
vided categories of online social transparency based on the awareness of transparency
provider and the level of accessibility to the information. In terms of the risks of social
transparency, we have considered here the influence of the level of transparency and
the transparency sharing practice on performance, wellbeing and workplace environ-
ment. Our future works will design an engineering method that aid system analysts and
enterprise management to assess social transparency implemented in their online
platforms.
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Abstract. Bounding time distributions has been an effective way of
improvements of the original PERT method. Analytical enhancement of
PERT is often an effective time bounding approach. However, one thing
that is missing today is a combination of time distributions which param-
eters can be effectively obtained empirically and the effective bounding
technique for them. We aim at addressing this gap and suggest Cornish-
Fisher expansion (CFE) to compute time bounds in formal models like
the classical PERT.

We argue that CFE allows us to evaluate analytically approximate
time bounds easily without resort to simulations. This bounding app-
roach is useful in case of complex distribution functions of task durations,
because analytical derivation of project completion time distribution is
tedious. Our example shows CFE usage for uniform time distributions
and comparison with time bounds of classical PERT.

Keywords: Stochastic PERT · Bounding technique · Time bounds ·
Project management · Path duration

1 Introduction

Project Evaluation and Review Technique (PERT) [1] (classical PERT) is known
today as a method of project time evaluation. The principal idea is to perform
a probabilistic analysis of the project completion time. Unfortunately, there has
been a lot of criticism of the classical PERT due to its model assumptions, e.g.
[2]. One of the most unfortunate assumption is use of central limit theorem
(CLT) to approximate path durations with Gaussian distribution, regardless of
distribution function (DF) of individual activity times. CLT appeals to be an
easy solution to the complex problem of project time evaluation in a stochastic
activity network (SAN). The alternative is aggregation of random time variables
along the paths. CLT introduces ambiguity about initial time distributions of
tasks in classical PERT, i.e. they had initially beta DF, but going back from
the resulting normal distribution of the whole project time we can assume that
they could be marginally normal distributions. In this way, there is little use of
constructing initial beta distribution of tasks. There are a number of equivalent
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conditions for data in order that CLT can be applied in the theory [3]. Goman
[4] has analyzed the applicability of CLT for classical PERT problems and con-
firmed the need to verify the CLT conditions for the given data in order to have
consistent and reasonable results of classical PERT analysis.

There have been many attempts at using times with Gaussian DF in PERT
analysis [5]. Choice of the normal DF was due to simplified modelling and calcula-
tions, especially for multivariate case. Computational difficulties called attention
to normal distributions many decades ago because manipulation of arbitrary dis-
tribution functions (DFs) was hard due to slow computers and lack of readily
available software tools for that. Computation time for a project SAN is not an
issue today for any realistic size of PERT SAN. Aggregation of known DFs can
be done fast using modelling. Moreover, the choice of normal distribution needs
more explanations for its negative range and infinite tails of time values.

However, this is not only about assumptions. Basic principles of management
are even more important, e.g. what kind of the outcome should the analysis pro-
duce to a decision maker (DM) in project management? DM can not expect
exact time estimation of possible project time due to unreliable initial time esti-
mations, unknown real distribution types and other uncertainties in the project
model. These distributions are only artefacts of the model and follow from some
assumptions. In fact, the only thing possible about prospective time analysis is
reduction of uncertainty, i.e. more or less accurate estimation of time. The result-
ing time distribution is obtained from complex aggregation of time distributions
of all project activities and can not be verified until certain time in the future.
Therefore, any mathematically precise derivations of the resulting distribution
are not very vital. Instead, a good guess of the form of the distribution seems
more appropriate.

In reality, DM does not need a good approximation of time DF, but a good
estimation of time bounds (intervals) for activity start and end times. A good
example is critical path method (CPM) that is considered useful today and
referred to in textbooks. Although deterministic, it shows the information that
a project manager needs and a schedule can be build on it. The same is true for
different possible project events like milestones. Because the form of the result-
ing distribution can be diverse (skewed, non-continuous, discrete), bounds that
reflect probability density function (PDF) concentration can be of more value for
the DM. A bounding technique that returns quantiles of DF as bounds with cer-
tain reliability level can help the DM to manage project in the circumstances of
uncertainty. In particular, it can be simple and useful in the pre-project estima-
tions and in the very beginning of a project when lack of empirical data (related
to the current project) is an issue. Additionally, a good bounding method should
be simpler than derivation of a precise DF or application of a modelling tech-
nique.

Analytical bounding techniques have long history [6–11]. There are bounds
for PDF and for expected value of the project time distribution. Classical PERT
also produces a lower bound of expected value of project completion time. More-
over, classical PERT implies beta distributions to express uncertain time estima-
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tions. There is no practically proven method today that can easily operationally
obtain time estimations with normal, exponential or beta time distribution. On
the opposite, simpler distributions like uniform and triangular are possible to
obtain from experts and verify the estimations (e.g. [12]). Analytical bounding
is still appealing for its completeness. One of the goals of deterministic CPM
method is determination of time bounds of earliest and latest start and end
times for each activity in SAN. As DF assumptions are predefined and SAN is
given, it should allow computational complexity of O(n) to compute (or recom-
pute) n activity times like those of CPM without modelling for the stochastic
PERT problem.

Consideration of uniform or triangular distributions instead of beta distribu-
tion is new in this context since they almost have not been considered for PERT
problems in the last 30 years. These DFs do not have many useful mathematical
properties that simplify aggregation in PERT analysis. However, it is easier to
obtain their parameters in practice [12,13]. Johnson [13] has shown that simpler
and intuitively obvious triangular distribution can be very close to beta DF and
proposed a procedure for its parameter estimation.

In order to set up a basis for classical PERT improvement, we would like to
address one piece of the aggregation task in this paper. This is aggregation of
a number of serial activity durations for known identical independent distribu-
tions (iid.) of activity times. We suggest an analytical bounds for random time
aggregation in order to solve this problem in general for different possible activ-
ity time distributions. This technique can be applied to consecutive tasks or to
paths for their comparison (paths need to be enumerated first). We believe, that
it is possible to extend this technique of time analysis to full project graph, but
this needs consideration of conditional DF behavior during collapsing of parallel
activities or paths. We leave this task for the future.

Our bounding approach presumes application of CFE [14] using known
moment generating function (MGF) of activity DFs. This promises an approx-
imation of time quantiles of the real convoluted DF of the last activity in the
sequence. In order to verify the quality of our bounds, we consider the case of
uniformly distributed activity times. Fortunately, there is a closed form PDF
expression for the sum of random variables for this case. Thus, we can resolve
any time quantile with PDF. However, we are searching for a better bounding
technique in general. Therefore, this particular case is convenient for verifica-
tion of the quality of our bounds because this DF type expresses the largest
uncertainty. Thus, we verify the quality of our CFE bounds (quantiles of the
sum) as an absolute error in comparison with known analytical solution for the
quantiles based on known PDF of the sum of uniform distributions (UD). The
CFE technique should work with any DF types, including discrete, mixed or non
identical DFs. In case of convolution of other DFs, verification of the bounding
error in general can be done with simulation techniques.

Using normal distribution and CLT is still popular and original PERT
employs it. In fact, the kernel of the original PERT is nothing else as aggregation
of Gaussian random time variables along one critical path (CP). Therefore, we
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consider it useful to compare CFE bounds and quantiles for a normal DF as
in the classical PERT analysis and for another perspective distribution, namely
uniform distribution. Nevertheless, we should repeat again that serial sub-paths
may not be long enough in order to approximate their duration with CLT.

The paper is organized as follows. In Sect. 2 we define the problem and give
necessary theoretical information required for CFE understanding and bounds
derivation. In Sect. 3 we provide expressions for determination of necessary DF
parameters for CFE application, especially for a sum of iid. uniformly distributed
time variables. Bounds are computed and compared to the classical PERT in an
example problem in Sect. 4. Conclusion summarizes our findings.

2 Theoretical Background

Problem Definition

Let A = (A1, A2, . . . , An) be a vector of random time durations of n project
activities t1, t2, . . . , tn (activities on arcs) with defined precedence relations ti ≺
tj , i ∈ 1, n − 1, j ∈ i + 1, n from the start node (event) e0 to the finish node
en. The activities are performed sequentially. These sequence of activities A is
a subset of all activities of the project and they constitute one possible path or
a part of it. We consider the case of UD activity durations Ai ∼ U(ai, bi) in
this paper. The duration of their execution time is the completion time of the
last activity tn before the end event en. Naturally, this time is a new random
variable Z = Σn

i=1Ai.
We are interested in concentration of PDF of Z. We introduce the reliability

threshold α ∈ [0.5, 1] for the bounds derivation. The lower bound (LB) and upper
bound (UB) of project time are such that the real time can be below (above)
the bound with respective probability PLB = (1 − α)/2 = α′ and PUB = 1 − α′.
Thus, the probability that the PDF of the value Z gets into the interval [LB, UB]
is α. These bounds are related to one of the most important project management
objectives, viz. the LB (UB) is bound of the earliest (latest) start or end times
of any activity. The LB and UB of the start time of the specific activity k is a
random time variable

∑k−1
i=1 Ai at the moment just before the activity k begins.

The LB and UB of the end time of the specific activity k is a random time
variable

∑k
i=1 Ai at the moment when the activity k has ended.

Moment-Generating Function

For ∀w ∈ IR, MGF of a random variable X is defined as [15]:

MX(w) = E(ewX) =
∫ ∞

−∞
ewx fX(x) dx, (1)

Let Y = bX +a be a new random variable for a random variable X and a, b ∈
R, then the MGF for Y is related to the MGF of X by MY (w) = eawMX(bw).
For our case of an n-dimensional random vector A with independent components
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Ai, n-dimensional row vector a,b ∈ R, the random variable Y = a + bX has
the MGF: MY (w) = eawMA1(b1w)MA2(b2w) . . . MAn

(bnw).
MGF produces k-th moments μ′

k = E(Xk) of the convolution of n random
variables as the value of the k-th derivative at its parameter point w = 0.

Cornish-Fisher Expansion

The CFE is a tool for random variables quantile approximation using only its
first few cumulants. According to Stuart and Ord [14], the cumulants of the
order r of a random variable X are values κr, such that ∀t

exp

( ∞∑

r=1

κrt
r

r!

)

=
∞∑

r=1

E(Xr)tr

r!
. (2)

Cumulants of X are connected to moments of X. Cumulant-generating function
is K(t) = ln(MX(w)). Like MGF, a specific cumulant κr is obtained from r-order
differential of K(t) at point zero: κr = K(r)(0).

Use of cumulants gives an advantage in the context of our problem. A cumu-
lant of a sum of n independent random variables is the sum of their respective
cumulants, e.g. for independent X and Y , KX+Y (t) = KX(t) + KY (t) and this
is true for all orders r of cumulants of the sum κr(X + Y ) = κr(X) + κr(Y ).

Cumulants κr of a random variable X can be expressed in terms of its mean
value μ and its central moments μr = E[(X − μ)r]. Alternatively, the same
cumulants κr can be expressed in terms of only raw (noncentral) moments μ′

r =
E[Xr]. Both the cases are summarized in Table 1 [14].

The CFE tries to approximate the quantile q of a target DF taking into con-
sideration higher moments (skewness and kurtosis) of that DF to adjust for its
non-normality. Thus, for a normally distributed random variable X with μ = 0
and σ = 0, Cornish and Fisher [16] derived an expansion that enables approxi-
mation of q-quantile Φ−1

X (q) using the five cumulants of X and quantile function
of Gaussian distribution Φ−1

Z (q), Z ∼ N (0, 1). There are several versions of the
expansion that use different number of cumulants. The formula that uses five
cumulants is as follows (all terms are required) [15]:

x∗ = Φ−1
X (q) = Φ−1

Z (q) +
(Φ−1

Z (q))2 − 1
6

κ3 +
(Φ−1

Z (q))3 − 3Φ−1
Z (q)

24
κ4

−2(Φ−1
Z (q))3 − 5Φ−1

Z (q)
36

κ2
3+

(Φ−1
Z (q))4 − 6(Φ−1

Z (q))2 + 3
120

κ5 (3)

− (Φ−1
Z (q))4 − 5(Φ−1

Z (q))2 + 2
24

κ3κ4+
12(Φ−1

Z (q))4 − 53(Φ−1
Z (q))2 + 17

324
κ3
3.
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Table 1. Computation of cumulants κr from moments of random variable X.

Using central moments Using raw moments

κ1 = μ κ1 = μ′
1

κ2 = μ2 κ2 = μ′
2 − μ′2

1

κ3 = μ3 κ3 = μ′
3 − 3μ′

2μ′
1 + 2μ′3

1

κ4 = μ4 − 3μ2
2 κ4 = μ′

4 − 4μ′
3μ′

1 − 3μ′2
2 + 12μ′

2μ′2
1 − 6μ′4

1

κ5 = μ5 − 10μ3μ2 κ5 = μ′
5 − 5μ′

4μ′
1 − 10μ′

3μ′
2 + 20μ′

3μ′2
1 + 30μ′2

2μ′
1 − 60μ′

2μ′3
1 + 24μ′5

1

3 CFE Application to Bounds of n Activity Distributions

Using concepts of CFE, MGF and basics of probability theory, we derive the sim-
ple analytical approximate bounds for random activity time durations. We can
use CFE to approximate quantiles of Z =

∑n
i=1 Ai with means μi and standard

deviations σi. First, we normalize Ai as required by CFE: A′
i = (Ai−μi)/σi. Now

A′
i ∼ N (0, 1) and central moments of A′

i are obtained from the central moments
of Ai with the expression μ′

r = μr/σr [15]. Because Ai and consequently A′
i

are independent random variables, we compute individual cumulants of A′
i and

add the respective cumulants as it was explained in Sect. 2 to get cumulants
of Z ′ =

∑n
i=1 A′

i. Then, we resolve the required quantile q approximation z′

of Z ′ applying the CFE expression (3). The approximated value of the original
q-quantile z∗ of Z is obtained through de-normalization: z∗ = z′σ + μ, where
σ =

√∑n
i=1 σ2

i and μ =
∑n

i=1 μi.
In order to generalize the approach to moment derivation for other distri-

butions in the prospective work, we will consider the ways of raw and central
moment derivation in more details below. The central moments of Ai are required
for CFE application. However, we can express central moments μr = E[(X−μ)r]
through non-central moments μ′

k = E(Xk). Denoting powers k of the mean value
μk, the required formulas for the central moments are shown in Table 2.

In their turn, raw moments can be obtained from known MGF taking limt→0.
However, this is hard for UD. Alternatively, raw moments can be determined for
a uniform distribution via straightforward integration of μ′

n =
∫

xnf(x)dx with
PDF in the terms of Heaviside step function f(x) = H(x−a)−H(x−b)

b−a [17]:

μ′
n =

∫ ∞

−∞
(H(x − a) − H(x − b))/(b − a)xndx =

bn+1 − an+1

(n + 1)(b − a)
, (4)

that enables to get the expressions of raw moments easier (see Table 2).

Table 2. Computation of raw and central moments of random variable X.

Raw moments Central moments

µ′
1 = 1

2 (a + b) µ1 = 0

µ′
2 = 1

3 (a2 + ab + b2) µ2 = E[(X − µ)2] = µ′
2 − µ2

µ′
3 = 1

4 (a3 + a2b + ab2 + b3) µ3 = E[(X − µ)3] = µ′
3 + 2µ3 − 3µµ′

2

µ′
4 = 1

5 (a4 + a3b + a2b2 + ab3 + b4) µ4 = E[(X − µ)4] = µ′
4 − 4µµ′

3 + 6µ2µ′
2 − 3µ4

µ′
5 = 1

6 (a5 + a4b + a3b2 + a2b3 + ab4 + b5) µ5 = E[(X − µ)5] = µ′
5 + 10µ2µ′

3 − 10µ3µ′
2 − 5µµ′

4 + 4µ5
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The respective central moments can be determined in the same way for UD
via integration of μn =

∫
(x − μ)nf(x)dx (see μ = μ′

1 in Table 2) with PDF in
the terms of Heaviside step function f(x) = H(x−a)−H(x−b)

b−a [17]. This approach

turns out μn = (a−b)n−(b−a)n

2n+1(n+1) and gives the required central moments for the
UD case:

μ1 = μ3 = μ5 = 0; μ2 =
1
12

(b − a)2; μ4 =
1
80

(b − a)4. (5)

4 Illustrative Example

We consider a sequential set of independent tasks with identical UD DFs and
obtain approximations of the end time bounds with quantiles for probabilities
from q = 0.1 to q = 0.9 with step 0.1 by means of CFE with five cumulants (3).
Results of the classical PERT analysis are also computed. We evaluate the max-
imum error of CFE and PERT quantile approximation with available expression
for PDF fZ(z) of the sum of n UD. According to the original expression formula
for fZ(z), the lower bound of DFs should strictly equal to zero Bi ∼ U(0, ci) [18]:

fn(z) =
1

(n − 1)!
∏n

k=1 ck

(

zn−1 +
n∑

k=1

(−1)k
∑

Jk

[(
z −

k∑

l=1

cjl

)

+

]n−1
)

, (6)

where Jk = {(j1, . . . , jk); 1 ≤ j1 < j2 < . . . < jk ≤ n}; 0 ≤ z ≤ ∑n
i=1 ci, n ∈ N,

z ∈ R and x+ = max(0, x)∀x ∈ R.
We obtain Bi ∼ U(0, ci) after introduction of new variables ci = bi − ai:

Bi = Ai −ai; i = 1, 2, . . . , n. This is a shift of DFs by constants ai. It is possible
to process the random parts Bi with known PDFs and then apply correction by
adding

∑n
i=1 ai.

By definition, a value z∗ such that cumulative distribution function (CDF)
F (z∗) = f(Z ≤ z∗) = q is called a quantile of order q, q ∈ (0, 1). Quantiles for
probability q can be evaluated by solving the equality with known PDF f(z) or
the respective CDF F (z): q = F (z∗) =

∫ u

l
f(z)dz, where in our case l = 0 is the

lower bound and u = z∗ is the sought upper bound for Bi (q is specified).
We consider two sub problems. One is aggregation of two, five and ten iden-

tical DFs. The other is addition of random time variable B ∼ U(1, 3) i = 2, 3, 4
and several unequal time DFs

∑i−1
j=1 A1 ∼ U(1, cj), cj = 2, 4, 6. We consider

that very long task sequences or paths without branches are very unlikely in real
projects. Resulting quantiles as bounds for UD are shown in Table 3. We compute
CFE approximation z∗

CFE of quantiles z∗ for given probabilities q = 0.1, . . . , 0.9.
For comparison, results of classical PERT (PERTz∗) are given as well. Absolute
errors of Z∗ approximation can be seen by comparing the quantiles obtained with
known PDF (6) in “Real z∗” rows and the respective values z∗

CFE or PERT z∗.
We also verify the quality of approximations by substitution of the approx-

imated quantile z∗ into the integral of the known PDF (6) and observing how
different the probability FZ(z∗

CFE) from the initial q value is. Absolute errors
(abs.error q) of quantiles of orders q between FZ(z∗

CFE) and q are also given in
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Table 3. Quality of CFE q-quantile evaluation for the number of tasks i.

i Method z∗ for q for the sum of i of identical DFs Ai ∼ U(1, 3)

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

2 Real z∗ 2.894 3.265 3.549 3.789 4.0 4.211 4.451 4.735 5.106

z∗
CFE 2.812 3.155 3.455 3.732 4.0 4.268 4.545 4.845 5.188

FZ(z∗
CFE) 0.082 0.167 0.265 0.375 0.5 0.625 0.735 0.833 0.918

abs.error q −0.018 −0.033 −0.035 −0.025 0.0 0.025 0.035 0.033 0.018

PERT z∗ 3.715 3.813 3.883 3.944 4.0 4.056 4.117 4.187 4.285

FZ(PERT z∗) 0.368 0.411 0.443 0.472 0.5 0.528 0.557 0.589 0.632

abs.error q 0.268 0.211 0.143 0.072 0.0 −0.072 −0.143 −0.211 −0.268

5 Real z∗ 8.321 8.887 9.3034 9.663 10.0 10.337 10.696 11.113 12.679

z∗
CFE 7.784 8.291 8.862 9.433 10.0 10.567 11.138 11.709 12.216

FZ(z∗
CFE) 0.082 0.167 0.265 0.375 0.5 0.625 0.735 0.833 0.918

abs.error q −0.018 −0.033 −0.035 −0.025 0.0 0.025 0.035 0.033 0.018

PERT z∗ 9.288 9.532 9.709 9.859 10.0 10.141 10.291 10.468 10.712

FZ(PERT z∗) 0.296 0.362 0.413 0.458 0.5 0.542 0.587 0.638 0.704

abs.error q 0.196 0.162 0.113 0.058 0.0 −0.058 −0.113 −0.162 −0.196

10 Real z∗ 17.644 18.445 19.029 19.530 20 20.469 20.971 21.555 22.356

z∗
CFE 16.072 16.703 17.738 18.859 20.0 21.142 22.262 23.297 23.928

FZ(z∗
CFE) 0.015 0.035 0.109 0.269 0.5 0.731 0.891 0.965 0.985

abs.error q −0.085 −0.165 −0.191 −0.131 0.0 0.131 0.191 0.165 0.085

PERT z∗ 18.576 19.065 19.417 19.719 20.0 20.282 20.583 20.935 21.424

FZ(PERT z∗) 0.221 0.307 0.377 0.440 0.5 0.560 0.623 0.693 0.779

abs.error q 0.121 0.107 0.077 0.040 0.0 −0.040 −0.077 −0.107 −0.121

i Method z∗ for q for
∑i−1

j=1 Aj ∼ U(1, cj) and B ∼ U(1, 3)

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

2 Real z∗ 2.632 2.894 3.1 3.3 3.5 3.7 3.9 4.106 4.368

z∗
CFE 2.560 2.832 3.069 3.288 3.5 3.712 3.931 4.168 4.440

FZ(z∗
CFE) 0.079 0.173 0.285 0.394 0.5 0.606 0.715 0.827 0.921

abs.error q −0.022 −0.027 −0.015 −0.006 0.0 0.006 0.015 0.027 0.021

PERT z∗ 3.322 3.383 3.427 3.465 3.5 3.535 3.573 3.617 3.678

FZ(PERT z∗) 0.411 0.442 0.464 0.482 0.5 0.518 0.536 0.558 0.589

abs.error q 0.311 0.242 0.164 0.082 0.0 −0.082 −0.164 −0.242 −0.311

3 Real z∗ 4.557 5.022 5.380 5.698 6.0 6.302 6.620 6.978 7.443

z∗
CFE 4.334 4.778 5.202 5.606 6.0 6.394 6.798 7.222 7.666

FZ(z∗
CFE) 0.065 0.143 0.248 0.370 0.5 0.630 0.752 0.857 0.935

abs.error q −0.035 −0.057 −0.052 −0.030 0.0 0.030 0.052 0.057 0.035

PERT z∗ 5.502 5.673 5.796 5.901 6.0 6.099 6.204 6.328 6.498

FZ(PERT z∗) 0.337 0.392 0.432 0.467 0.5 0.533 0.568 0.608 0.663

abs.error q 0.237 0.192 0.132 0.067 0.0 −0.067 −0.132 −0.192 −0.237

4 Real z∗ 7.107 7.868 8.462 8.993 9.5 10.007 10.538 11.132 11.893

z∗
CFE 6.562 7.287 8.039 8.775 9.5 10.225 10.961 11.713 12.438

FZ(z∗
CFE) 0.051 0.120 0.227 0.358 0.5 0.642 0.773 0.880 0.949

abs.error q −0.049 −0.080 −0.073 −0.042 0.0 0.042 0.073 0.080 0.049

PERT z∗ 8.112 8.588 8.932 9.226 9.5 9.774 10.068 10.412 10.888

FZ(PERT z∗) 0.239 0.323 0.388 0.446 0.5 0.554 0.612 0.677 0.761

abs.error q 0.139 0.123 0.088 0.046 0.0 −0.046 −0.088 −0.123 −0.139
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the Table 3. The same verification is performed for classical PERT approxima-
tions FZ(PERT z∗) and absolute error is given.

It is obvious that classical PERT that uses CLT approximation is significantly
worse than CFE approximation unless many identical iid. DFs are considered
(and this makes the pattern closer to CLT applicability assumptions). PERT’s
probability estimation for q quantiles is always worse than CFE for not very
equal DFs (and mostly for equal ones) for the most important quantiles (q =
0.1, 0.2 for LB and q = 0.8, 0.9 for UB) and this difference is impressive, i.e. from
1.5 to 10 times and even more. The difference in time value z∗ approximation
from the real one may not seem so dramatic, however, due to the scale of time
units, the absolute difference can be substantial for the DM. Additionally, CFE
underestimates the LB and overestimates the UB, i.e. produces real bounds,
whereas classical PERT does vice versa, i.e. underestimates the quantile values
from above and below that is undesirable.

5 Conclusion

In this study, we attempted at improving only one problem of PERT analysis,
namely obtaining time bounds on a sequential set of tasks. For the general case,
we can determine upper and lower bounds using bounding techniques. This can
be imprecise in case of CLT approximation in classical PERT or if bounding
methods do not take into account specific properties of distributions. If time
distributions are known, we can determine upper and lower bounds using CFE.

Using CFE, we derived bounds for iid. sum of uniform DFs of activity times
and verified the absolute error with exact analytical solution of the quantile
problem. The DF type is not used frequently, however it has an advantage of
easily obtainable parameter estimation in practical application. We also com-
pared our result with the results of classical PERT analysis. In fact, original
PERT employs CLT approximation and thus uses quantiles of Gaussian distri-
bution. Our experiments show that CFE approximation outperforms classical
PERT in evaluation of time of sequential tasks with known DFs. This is abso-
lutely important for bounds with high confidence (e.g. α ≥ 0.8). It seems that
CFE application instead of CLT approximation can improve evaluation of CP
in the classical PERT.

To the best of our knowledge, our bounding technique for UD based on CFE
is pioneering in the area of PERT analysis. CPM like time bounds for the case
of several consecutive activities with uniform DFs enable evaluation of duration
of sub-critical paths in a SAN. Moreover, CFE is a universal tool that can be
applied to the task with other DF types. The computational complexity is O(n)
for a known SAN structure without simulation modelling.

This is the first step in the development of an improved bounding technique
for a project SAN. Based on the current results for serial activities, an extension
of the bounding technique should be developed for a SAN with converging sub-
paths. We need to examine conceptual meaning of converging activities into
an event before the next common activity after them. Mathematically, this is
consideration of a maximum operator for two or more random time variables and
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choosing the best promising method of DF evaluation for this operator. Another
prospective task is evaluation of the bounding approach with triangular time
distributions that are also perspective in operational parameter estimation and
have been used for project time analysis (e.g. [12]).
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Abstract. People use calendars for a long time but stand-alone electronic
calendars came along only with personal computers, while shared online cal-
endars are here only for less than two decades. The paper investigates impact of
personality (following the Big Five Inventory framework) on use of shared
online calendars. Data were gathered in the Czech Republic. The sample con-
sisted of university students. Age, gender, and type of student job were used as
control variables. With regards to the results, gender, openness to (cognitive)
experience, and type of student job influence the adoption. It is male, more open
to experience, and working student who use shared online calendars more.

Keywords: Personality traits � Calendar � Adoption

1 Introduction

Shared online calendars belong to group support software [1]. History of shared online
calendars is described in a greater detail in [2]. They ought to enable better collabo-
ration through the possibility of collective use of individual calendars between multiple
users [3]. Shared online calendars are useful for scheduling shifts, communicating
opening/working hours, their changes, staff vacation and sick days [4]. The issue is that
scheduling per se “is often iterative and requires a great amount of coordination” [5].
Calendars are also shared in order to coordinate appointments [6].

When shared with others, calendars provide information about the owner of the
calendar. Users tend to have more than one shared calendar in order to manage who has
access to what information [6]. Users that used a combination of desktop and mobile
calendars perceived much higher effectiveness and satisfaction compared to ones who
used only one software tool or a paper-based calendar [7].

On some occasions, it is a bottom-up process - when an organization does not offer
it, employees adopt a tool that suits them. [8] describe a case of adoption of a shared
online calendar by a mid-level manager in one of a supermarket store in Denmark.
Though it was not appreciated by their IT department, most likely for security and
governance reasons. It could be considered a case of Bring Your Own Device (BYOD).
Although it was not the company’s policy in this particular supermarket chain, many
companies adopt BOYD in the effort to be more agile and up-to-date.
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It appears that there exists no research linking use of shared online calendars to
personality traits. In order to close the gap, this paper investigates impact of personality
traits on use of shared online calendars, while controlling for age, gender, and job type.

2 Data and Methodology

Data were collected using an on-line questionnaire in from December 2017 to March
2018. Surveyed were university students from the Czech Republic. The sample con-
sisted of 478 respondents (272 male, 206 female; 20.5 years old on average), of whom
189 respondents indicated that they use shared online calendars. As for their experience
from practice, 12 have a full time within the field of study, 16 have a full time outside
the field of study, 164 have a part-time job, 176 have a temporary job (brigade), and
106 only study.

Personalities were evaluated according to John and Soto’s Big Five Inventory-2 [9]
using a validated Czech translation by Hřebíčková et al. [10]. For this conference
paper, only BFI-2-XS [11], i.e. a 15-item version of the instrument was used. The
instrument uses a 1-5 Likert scale where 1 means strongly disagree and 5 means
strongly agree.

The question for the explanatory variable was “Do you use the following services?
Shared online calendars (like Google Calendar)” Possible answers were:

• “No” (coded as 0),
• “Yes, sometimes” (coded as 1),
• “Yes, often” (coded as 2).

Also additional questions were included in the questionnaire but they have not been
analyzed in this paper.

Ordinal logistic regression will be used to test influence of age, gender, job type and
five personality traits on use of shared online calendars. A multivariate approach will be
used. Calculations will be done in SPSS.

3 Results

The research question is if any/which of five personality traits influence use of shared
online calendars, while controlling for age, gender, and job type. Ordinal logistic
regression estimates for the full model are in Table 1. The model per se is significant,
p-value < .001, Cox and Snell pseudo-R2 is .126, Nagelkerke pseudo-R2 is .148, and
McFadden pseudo-R2 is .071.
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Students who are (less agreeable,) more open to experience, men, and working are
more likely to use shared online calendars. Ordinal logistic regression estimates for the
streamlined model are in Table 2. The model per se is significant, p-value < .001, Cox
and Snell pseudo-R2 is .123, Nagelkerke pseudo-R2 is .144, and McFadden pseudo-R2

is .069.

Table 1. Full model - ordinal regression.

Estimate Std. error Wald df Sig.

[calendar = .00] 3.079 1.303 5.586 1 .018
[calendar = 1.00] 4.111 1.309 9.860 1 .002
Extraversion .153 .123 1.545 1 .214
Agreeableness −.262 .140 3.484 1 .062
Conscientiousness −.056 .143 .155 1 .693
Neuroticism .043 .114 .140 1 .709
Openness to experience .257 .127 4.125 1 .042
Age .053 .047 1.254 1 .263
Gender = male .701 .208 11.333 1 .001
Gender = female 0a . . 0 .
Job type = full time within the field of study 1.892 .612 9.568 1 .002
Job type = full time outside the field of study .604 .556 1.180 1 .277
Job type = part-time job 1.351 .294 21.102 1 .000
Job type = temporary job .594 .290 4.211 1 .040
Job type = only study 0a . . 0 .

Legend: a. This parameter is set to zero because it is redundant.

Table 2. Streamlined model - ordinal regression.

Estimate Std. error Wald df Sig.

[calendar = .00] 1.851 .655 7.997 1 .005
[calendar = 1.00] 2.872 .662 18.788 1 .000
Agreeableness −.252 .136 3.447 1 .063
Openness to experience .290 .125 5.429 1 .020
Gender = male .730 .199 13.410 1 .000
Gender = female 0a . . 0 .
Job type = full time within the field of study 2.040 .601 11.537 1 .001
Job type = full time outside the field of study .768 .541 2.015 1 .156
Job type = part-time job 1.507 .280 28.920 1 .000
Job type = temporary job .694 .285 5.941 1 .015
Job type = only study 0a . . 0 .

Legend: a. This parameter is set to zero because it is redundant.
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The estimates stay almost the same if agreeableness is removed from the model. It
is not clear whether agreeableness should be included in the model as it is not clear why
more agreeable respondents would use shared calendars less. On the other hand, a short
scale was used, i.e. it may be less precise, so p-value of .063 should not automatically
mean that agreeableness does not influence use of shared online calendars; in case the
trait is measured using a longer scale, the p-value may be lower.

It also cannot be completely ruled out students who work time outside the field of
study are using shared online calendars more often than students who only study
because it is based only on a relatively small sample (16 respondents). If the standard
deviation for the full-time job outside the field of study was like the ones for a part-time
or a temporary job, the p-value would be below .05.

4 Conclusions

To sum up, respondents who are more open to experience, men, and working alongside
studies are more likely to use shared online calendars. Since virtually all respondents
were digital natives, it is not surprising that age was not found to be significant. So, in
the future research, which will be aimed at the population of all employed people, age
should be included (as a control variable) in spite of not being significant in this
particular research.

More research will be needed, esp. with regards to agreeableness - whether it or any
of its facets influences use of shared online calendars if it is measured using a longer
scale. But more research will be needed also with regards to openness to experience as
it is unclear whether people open experience use shared online calendars more because
it is a new technology and they are more open to try it, or they are involved in more
activities, so they actually have a higher need for coordination.

Acknowledgment. Paper was processed with contribution of grant IGS 27/2019 from the
Faculty of Informatics and Statistics, University of Economics, Prague.
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Abstract. False ownership claims are carried on through additive and invert-
ibility attacks and, as far as we know, current relational watermarking tech-
niques are not always able to solve the ownership doubts raising from the latter
attacks. In this paper, we focus on additive attacks. We extend a conventional
image-based relational data watermarking scheme by creating a non-colluded
backup of the data owner marks, the so-called secondary marks positions. The
technique we propose is able to identify the data owner beyond any doubt.

Keywords: Additive attack � False ownership claim � Relational data � Robust
watermarking

1 Introduction

Internet has made publicly available digital data on large scale, allowing users to
fraudulently claim data ownership. In the 90 s, digital watermarking techniques were
developed to protect ownership rights of multimedia assets (i.e., images, audio, video,
and texts), where a mark is permanently and unalterably placed into the latter. To
overcome watermarking and counterfeit data intellectual property, several attacks have
been conceived, and efforts in developing effective digital copyright protection
mechanisms have been carried out in response. Invisible watermarking techniques
increase the likelihood of successful prosecution once a theft has occurred [4]. Robust
watermarking schemes are able to survive against watermark (WM) removal attempts
and data manipulations (both malicious and benign). Finally, non-invertible water-
marking techniques tackle those attacks, which makes possible multiple data ownership
claims [6].

At the beginning of the 2000s, watermarking techniques were extended to relational
data. As well as multimedia data watermarking, relational data watermarking tech-
niques too had to deal with several attacks attempting both to remove the WM and to
carry out false ownership claims [9]. Attacks attempting to raise doubts about data
ownership are called additive and invertibility attacks. According to [9], an additive
attack is carried out when a malicious user adds his own WM to a watermarked relation
and try to claim his ownership. On the other hand, an invertibility attack occurs when a

© IFIP International Federation for Information Processing 2019
Published by Springer Nature Switzerland AG 2019
P. Doucek et al. (Eds.): CONFENIS 2019, LNBIP 375, pp. 131–140, 2019.
https://doi.org/10.1007/978-3-030-37632-1_12

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-37632-1_12&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-37632-1_12&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-37632-1_12&amp;domain=pdf
https://doi.org/10.1007/978-3-030-37632-1_12


malicious user is able to find a fictitious WM which is in fact a random occurrence from
a watermarked relation.

This paper is focused on additive attacks. On it, we first discuss the basics and
limitations of previous relational data watermarking techniques dealing with false
claims of ownership carried out through additive attacks. Then we extend the image-
based relational watermarking scheme presented in [7] by creating a non-colluded
backup of the data owner’s marks, the so-called secondary marks positions. The latter
allows us to restore the owner’s WM to determine the rightful data owner in case of
been applied additive attacks over the protected data. Finally, we provide experimental
results validating the proposed technique.

The rest of this paper is organized as follows. Section 2 discusses preliminaries
about watermarking techniques for relational data, particularly the schemes created to
deal with additive attacks. Section 3 defines the approach proposed to prevent own-
ership claim invalidation by means of additive attacks. Section 4 shows experimental
results validating our proposal. Section 5 concludes this work.

2 Preliminaries

In this section we present part of the notation we will use throughout the paper, we give
an overview of the basics of related watermarking techniques, and we discuss previous
approaches proposed to deal with additive attacks.

2.1 Notation

According to Agrawal and Kiernan [2], let R be the relation to be marked, with: tuples
rj such that j 2 0; g� 1½ �, primary key PK, attributes ai such that i 2 0; m� 1½ �, and
scheme R PK; a0; . . .; am�1ð Þ. rj:ai denotes the ith attribute of the jth tuple. g and m are the
number of tuples and the number of attributes in R respectively. n is the number of less
significant bits (lsb) in the binary representation of an attribute value which can be
marked. 1c is the Tuple Fraction (TF) which denotes the fraction of marked tuples, such
that c 2 1; g½ �. If the usability constraints are ignored, when c ¼ 1, all the tuples of the
relation will be marked. x is the number of marked tuples from the g tuples in R
defined by the equation x � g

c.

2.2 Background

The technique we propose in this paper is based on the image-based watermarking
(IBW) approach for relational data presented in [7]. The latter mostly takes inspiration
from two previous works: the one of Agrawal and Kiernan [2], and the one of Sar-
droudi and Ibrahim [13].

In 2002, Agrawal and Kiernan [2] defined the first relational data watermarking
technique. Also called AHK algorithm, this approach embeds the marks in one of the n
lsb of pseudo-randomly selected numeric attributes. In particular, once the attributes are
determined, together with bit positions, and specific bit values, a meaningless bit
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pattern constituting the WM is embedded in R. The mark embedding locations depend
on a secret key SK known only to the owner of the database. Also, the WM detection
does not require either the access to the original data nor the WM, guaranteeing the
technique’s blindness. However, the AHK algorithm has been proven to be weakly
resilient against subset attacks and data transformations. Moreover, the success of the
detection phase may be penalized due to the meaningless of the watermarking infor-
mation, and the data usability may be compromised as database constraints are ignored.

In [13], Sardroudi and Ibrahim defined a relational data watermarking scheme
based on the AHK algorithm, that uses a binary image to generate the WM. The final
reconstruction of the WM is done by performing a majority voting over each mark,
which contributes to avoid the degradation of the WM that attacks based on data
modification can cause. To make the scheme resilient against subset reverse order
attacks [9], the pixels of the image used for WM generation, and the places to embed
the marks in R, are chosen by using pseudo-random selection. Due to the pseudo-
random nature of those processes, the embedding of the WM cannot be entirely
achieved (even if all tuples of the relation are marked, which compromise data usability
and make the WM perceptible, violating the imperceptibility requirement [5]).

Finally, as mentioned above, Gort et al., in [7], defined an IBW scheme close to the
one presented by Sardroudi and Ibrahim, but able to overcome the limitations of the
schemes presented in [13] and [2]. Indeed, Gort et al., increased the capacity of the
WM (performing a controlled multi-attribute mark embedding, maintaining the quality
of the data). Also, this scheme is proven to be robust against tuple deletion and addition
attacks.

2.3 Main Approaches to Deal with Additive Attacks

To deal with additive attacks, proposed techniques are mainly focused on two aspects:
(i) taking advantage of the overlapping regions of the multiple WMs embedded in the
database relation, or (ii) involving a Trusted Third Party (TTP) in the watermarking
processes. Both approaches are based on scenarios that are hard to follow and can be
easily compromised in practice. Below, the basics and limitations related to the
approaches are given.

Overlapping Regions of Embedding. When an additive attack is performed, we can
fall into one of the three following scenarios: (i) the attacker’s WM entirely overwrites
the owner’s WM, (ii) some marks of both owner and attacker’s WM have been
embedded in the same positions (causing the overlapping of embedding regions), or
(iii) the owner’s WM and the attacker’s WM do not collide at all, i.e., they are not
embedded in same positions.

In the case in which the WMs do not collide, all ownership claims will be valid,
annulling the process reliability. On the other hand, suspicion may raise if the attacker’s
WM entirely overwrites the owner’s [1, 11]. Indeed, it is not usual that not even a
single bit of the owner’s WM being found in the data. Moreover, marks of different
WMs occupying the same position may have the same value. Thus, an entirely WM
overwriting changing all mark values is highly unlikely. Finally, when overlapping
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regions are present, the ownership claim competition is won by the one who inserted
the last WM (i.e., the attacker) [1].

Consider the probability for embedding the marks in the same bits (c.f. Eq. (1) [1]),
where, as previously mentioned, x is the number of bits already marked by the data
owner, and cA, mA, and nA are the parameters used by the attacker to perform the
additive attack. If the latter embedding parameters vary (as is expected, considering that
if the attacker already knows the value of the parameters used by the data owner would
not need to perform an additive attack), a low probability for embedding the marks in
the same bits is expected. The more the probability gets closer to zero, the more the
ownership assignment process gets more dubious, being even worse if some of the
marks colluding present the same values.

P successjxf g ¼ 1� 1
2cAmAnA

� �x

ð1Þ

Precisely, let A be a digital asset being protected by means of watermarking. The
region allowed for the WM embedding in A is given by the function Z �ð Þ, which
returns an array of positions (the so-called primary positions). The notations WO and
WA are used to refer to the WM embedded by the data owner and by the attacker
respectively. The size of Z(A), WO, and WA can be obtained by using the function n �ð Þ.
Figure 1 represents the scenarios given above, where the number of overlapping marks
between WO and WA is given by d.

Figure 1(a) is ruled by the probability of Eq. (1), which is expected to be low, or by
the fact that n(WA) � n(Z(A)), which is unexpected if the attacker pretends to preserve
the data usability. So, the complete overlapping of WO by WA, can be considered as a
result of a successful brute force attack rather than by an additive attack. On the other
hand, Fig. 1(b) presents the case when some marks of WO and WA overlap. This
scenario is mostly characterized by n(Z(A)) < n(WO) + n(WA). Also, under the pre-
vious condition, the probability of overlapping increases if n(WO) � n(WA). Figure 1(c)
corresponds to the case in which n(Z(A)) � n(WO) + n(WA). The latter represents a
critical situation since if both marks are embedded in A with no overlapping regions,
there is no way to determine which one was embedded first. Such situation cannot be
avoided if the attacker uses a low size WM, even though, for the case of relational data
it is not expected the attacker using a low size of WA, since this would compromise its
detection over time because of the degradation caused by benign updates. On the other

WA WA
WA

WO WO WO

A A A

< n(Wo)= n(Wo) = 0a)b)c) d dd

d d

Fig. 1. Possible scenarios considering the overlapping between WO and WA:
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hand, the data owner can successfully evade this situation by increasing the size of WO

as much as the usability of A tolerates.

Trusted Third Party Involvement. Involving a TTP in the watermarking process
means allowing a third person to assign the WM to be embedded, considering infor-
mation from the data owner and adding other persons to the process (e.g., data buyers).
Moreover, the TTP can be part of the generation of secret keys, among other important
processes. Once the relation is watermarked, the TTP may also store copies of all the
data involved [14].

Then, if another person wants to embed a WM on his/her data, comes to the TTP to
perform the process. The TTP first checks if there is no other data owner already
assigned to that data, and if it is not, proceeds to the WM embedding, secretly storing
all data involved in the watermarking process once the task is concluded.

In this context, illegitimate owners may have no intention to present the data to the
designated TTP for embedding their WM, or may claim the ownership of the data
presenting their own WM to people unaware of the TTP existence. Moreover,
involving a TTP is not always possible, can be quite expensive (it demands personal,
time, technologies, and equipment) [11], and can lead to confidentiality concerns (e.g.,
in the case in which the TTP could have access to the data on its readable format). In
the end, involving more people in the watermarking processes increases the probability
of attacks.

2.4 Related Work

In 2003, Agrawal et al. [1] presented a deeper analysis of [2] in order to handle additive
attacks in the AHK algorithm. They introduced Eq. (1) and showed how an attacker
can manage to get a low number of overwritten bits with different mark values. Then,
they considered both the idea of involving a TTP and of presenting the unwatermarked
data, to solve false claims of ownership. Notice that the latter proposal can be easily
compromised when the WM scheme can be inverted by creating a fake original data set
and a fake WM [3].

In 2004, Li et al. [11] proposed to perform a WM embedding which aims to reach
out into the maximum allowable distortion, thus reducing the possibility for the
attacker to embed a second WM. This approach resulted to be vulnerable when nA � n.
Also, the attacker can always involve different parameters that allow his WM to be
embedded without causing more distortion (e.g., by trying to preserve the attribute
values distributions such as in [15]). On the other hand, Zhou et al. [17] presented an
IBW technique where the WM to embed is generated from a binary image. This allows
the generation of low aggressive WMs, and to embed a highly structural signal that can
be restored if attacks modifying the data are performed. The resilience of this technique
to additive attacks is based on the involvement of a TTP.

In 2009, Gupta and Pieprzyk [8] defined a reversible watermarking technique,
which allows obtaining the original data once the WM is extracted. The resilience of
this technique to additive attacks is based on the involvement of a TTP. Notice that, in
this case, once the WM is extracted the data will remain vulnerable to false ownership
claims and other malicious operations. In 2010, Manjula and Settipalli [12] presented a
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technique that bases its resilience to additive attacks on tracking the overlapping marks.
As previously mentioned, the success of this proposal will depend on the parameters
used for the embedding of both WMs. Finally, in 2011, Hamadou et al. [10] presented a
fragile technique that also bases its resilience to additive attacks on the involvement of
a TTP.

3 The Extended Embedding Approach

In order to deal with false ownership claims by means of additive attacks, we exploit
the WM overlapping regions (c.f. Fig. 1(b)), and we define a non-colluded backup for
the owner’s marks by extending their embedding locations, determining the so-called
secondary locations. In the case additive attacks are performed, the mark values stored
in primary locations are corrected using the correspondent values recovered from
secondary locations, making possible the identification of the WM.

3.1 Location Linking Structure

Figure 2 graphically shows the relation among the WM, the primary embedding
locations, and the secondary ones. Each mark will be embedded multiple times on
different primary locations pik : k 2 0;Xi � 1½ �, being Xi the number of primary
embedding for each mark. All primary locations corresponding to the same mark mi,
belonging to WO, will be stored in the set Pi : i 2 0; n WOð Þ � 1½ �. Linked to each
primary location there is a set of secondary locations Spik , where each element is
identified as sj : j 2 0; ‘k;i � 1

� �
, being ‘k;i the number of secondary embeddings linked

to the primary embedding k of the mark i.

Elements of secondary positions sets corresponding to different primary positions
of the same mark can present elements in common (i.e., Spia \ Spib �£ : a 6¼ b),
which enhances the possibility of properly restore the original mark value in the case
in which it has been overwritten by an attacker. Eventually, the same secondary
position can be assigned to different marks if they present the same value

…SP1

1

1

0,1

Fig. 2. Link between primary and secondary embedding locations.
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(i.e., if md ¼ með Þ ! SPd \ SPe �£ : d 6¼ e). On the other hand, the same secondary
position can never be assigned to marks with different values, which will contradict the
mark restoration even if no attacks are performed, compromising the WM synchro-
nization and even its detection (i.e., if md 6¼ með Þ ! SPd \ SPe ¼ £ : d 6¼ e).

3.2 Watermarking Processes

The technique we propose is an extension of the conventional relational data water-
marking technique in [7], performing an image-based WM generation and the
embedding of the marks into the so-called primary locations. We propose, in this work,
the module in charge of finding non-colluding locations for the secondary embedding,
and the mechanism to embed the mark on those places.

Secondary locations depend on the virtual primary key of the tuple corresponding
to the primary location (the virtual primary key vpk consist of a value generated to
perform the WM synchronization involving the secrecy and privacy of the secret key
SK and data identifying the tuple being analyzed, e.g., the relation’s PK). This way, a
strong link between the locations is created, avoiding the consequences of just
increasing the embedding by changing the parameter values. The link among
embedding locations allows higher control of the data usability during the WM
embedding and improves the mark restoration effectiveness against additive attacks,
compared to traditional approaches.

The starting point for secondary locations are those tuples satisfying the expression
vpk modc ¼ 0. Let us represent a generic tuple used for a first embedding as rF . The
wth neighboring tuples to rF (above and below of it) satisfying vpk modc 6¼ 0 (to avoid
collusion with first locations) and u 6¼ �1 will be considered for secondary embedding
of the mark embedded in rF . The symbol u represents the variation of vpk with respect
to its neighboring tuples. If the vpk constitutes a local minimum, then u ¼ 0 and the
attributes considered for the mark embedding will be those below the mean of the
numerical attributes of the tuple. For the case when vpk is a local maximum, then
u ¼ 1 and the attributes considered for the embedding will be those above the mean of
the numerical attributes of the tuple. The parameters controlling the collusion among
locations in our approach are w and c.

The WM extraction is performed similarly to the embedding but in the opposite
direction (from the watermarked data to the reconstruction of the WM). The same
parameter values are used and it is not necessary the original unwatermarked data nor
the original source employed for the WM generation. Once a mark is extracted, the
extraction of its copies stored on the correspondent secondary locations is performed.
Next, a majority voting is performed over the values extracted from the secondary
locations and the primary mark. In case the values do not match, it is assumed that an
additive attack was performed and the approach proceeds to the WM reconstruction.
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4 Experimental Results

4.1 Experimental Setup

We perform the experiments over the numeric relational dataset Forest Cover Type
[16]. For the validation of the approach the first 30,000 tuples of the dataset were
employed, as well as the 10 first attributes, to follow the methodology used in previous
works and establishing fairly comparisons when the case demands. For the WM
generation, the binary images shown in Table 1 were used.

For measuring the differences between the embedded and extracted WMs is it
employed the Correction Factor (CF) Eq. (2) where each pixel of the image employed
to generate the embedded WM (given by Imgorg) is compared to the ones of the image
generated from the extracted WM (given by Imgext). The symbols h and w represent the
height and width of the images. The maximum value of CF is 100, which indicates the
exact match of both images.

CF ¼
Ph

i¼1

Pw
j¼1 Imgorg i; jð Þ 	 Imgext i; jð Þ

� �
h
 w


 100 ð2Þ

4.2 Robustness Against Additive Attack

Table 2 shows how by applying our approach the data owner’s WM can be rebuilt
from secondary embedding locations despite both watermarks being embedded over
the same primary locations. In the table, Embedded WO is the data owner’s WM being
embedded in the relation, Embedded WA is the attacker’s WM, Unresilience WO

constitutes the signal extracted by the watermarking technique with no secondary
embedding locations, and Resilience WO the WM recovered by applying our approach.
For each case, the correspondent CF is also shown. The red pixels represent missed
marks due to the partial embedding as a consequence of pseudo-random selection. The
experiment was performed changing the WMs belonging to both, the attacker and the
data owner, to appreciate the role played by the WM’s sizes.

Table 1. Images used as WM source.

Name Sample Size (pixels)

World Wildlife Fund 
(WWF)'s logo 40 x 45

Chinese character 
Dào's image 20 x 21
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Finally, given that the complexity of our approach directly depends on the amount
of data being protected, our scheme describes a performance proportional to the tuples
of R, represented by O gð Þ.

5 Conclusion

In this paper, we proposed a watermarking technique for relational data based on
secondary embedding locations to achieve resilience against additive attacks. Based on
the analysis of the approaches proposed to deal with false ownership claims, we
introduced a method that does not require involving a Trusted Third Party, avoiding the
vulnerabilities and downsides of that type of solution. We were able to detect the
presence of additive attacks and recover the owner’s WM, gathering evidence to
uncover the false claim of the attacker. As future work, we aim to analyze the relational
watermarking technique we proposed in this paper with respect to invertibility attacks
and extend it in order to completely prevent possible false claims of ownership.
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Abstract. While organizations spend millions of dollars on developing security
systems at the highest level, one of the most significant areas of weaknesses, and
loss remain their employees. Lack of employee training and security expertise,
therefore, can cause huge loss, despite other measure being put in place.
Cyberattacks are often able to commit cybercrime due to a lack of qualified
cyber-security staff and the limited number of IT staff employed to keep pace
with continuing security development and advancement. Testing, training and
employing staff therefore is a critical measure for all organizations to reduce the
vulnerabilities yet seems to be an area still not fully addressed. Businesses and
organizations need to provide training to promote understanding for staff at
every level, so they are aware of their roles and responsibilities in protecting
against security threats. However, this is a colossal undertaking, and until this
learning gap is resolved, financial institutions must continue to fight and effi-
ciently manage cybersecurity threats. The aim of the current research paper is to
present and propose a semi-automated risk assessment framework and a security
maturity model, which can be helpful for auditors, security officers and man-
agers. It is based on the ISO 27001 and utilize the relevant standards as well.
The related risk management solution is a web-based software application. The
current study targeted information security in Kosovo, specifically in the
banking sector, IT industry and insurance field.

Keywords: Information security and privacy � Risk assessment � Enterprises �
ISO 27001

1 Introduction

The violation of information and data breaches is not a new concept and did not first
emerge when companies began to convert their protected data digitally. Violations have
existed as long as individual, companies or organizations have kept any data, or stored
private information. For example, paper-based medical files could be easily shared
without authorization and sensitive documents not correctly stored. At these times,
many businesses and organizations did not have policies and procedures in place to
protect individuals and guide employees in the safe handling of data. According to De
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Groot [1] publicly disclosed data breaches increased dramatically in the 1980s, 1990s,
and in the early 2000s when public awareness of the potential for data breaches began
to grow. The bulk of information regarding data breaches focuses on the period from
2005 to the present day. This is mainly due to the advancement of technology and the
spread of electronic data across the globe. The result of this is the threat of data attack
regarded as a significant concern for organizations, companies and consumers. Due to
the advancement of technology, a violation on today’s information can impact on
hundreds of thousands, if not millions of individual consumers and even more personal
data, all from a single attack on a company. By 2020, over one-third of all data will be
stored or pass through the cloud. In 2020, data production is estimated to be forty-four
times higher than that in 2009 while experts estimate a four thousand and three hundred
percent increase in annual data production by 2020 [1]. While individuals are
responsible for the majority of data creation (around seventy percent), eighty percent of
all data is stored by companies [1]. Security experts always try to keep up with the
changes over time, but with fast-changing technology, it is impossible without external
aid as a “third party” to help improving future security (Table 1).

In 2005, only one hundred and thirty-six data breaches were reported by the Pri-
vacy Rights Clearinghouse. However, more than 8,908 data breaches have been made
public since 2005, with more than 11,239,817,282 individual data having been violated
up until 2018. In the last three years alone, there have been 7,904,644,573 data
breaches, showing a comparatively high value compared to previous years. However, it
is essential to note the Privacy Rights Clearinghouse only reports the offenses where
the number of documents violated is unknown. Therefore, these figures are not a
comprehensive summary of all data violations, with the total violated data likely to be
much higher. When it comes to information security and data breaches, the financial
aspect of the information must also be considered. Thus, according to the latest IBM
and Ponemon Institute report [2], the cost associated with data attacks has increased
dramatically since 2013. In the United States, the attack price on data is estimated to
average $7.35 million, whereas, worldwide, this attack price is $ 3.62 million on
average according to Ponemon Institute [2]. These reported costs data are for the
financial year 2017, and a significant increase is further seen according to the 2018
report. It is estimated that the cost has also increased to $ 3.9 million in attack data.

Table 1. Data violations over three years [1]

Year Number of
records
compromised

Violations
that are
made public

2016 4,814,941,681 823
2017 2,051,572,640 853
2018 1,038,130,252 699
Total 7,904,644,573 2,375
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Given these consequences, each business or organization must take the necessary
measures to protect itself from such cyber-attacks, improve risk assessment practice.

The aim of this paper is to present and propose a semi-automated risk assessment
framework, which can be applied by IT auditors to prepare a security risk assessment
report and by the enterprises to analyze their maturity level in the field of security risk
assessment. The framework is based on the ISO 27001 and utilize the related standards.
The related risk management solution is a web-based software application and will be
validated by companies from banks, IT and insurance companies.

2 Literature Review

2.1 Information Security Management System and Its Integration
to the Organization

Diversity of opinions and factors influencing the process of IT adaption to information
security needs is emphasized in many papers [3]. The literature has identified several
factors affecting this process, and most of them have listed factors such as senior
management, government, IT consultants and organizational behavior [4]. Organiza-
tions are often affected by the models and standards that are implemented on infor-
mation security within the same industry, but not all the models and standards are
implemented in the same way. For small organizations that operate with small staff and
which distribute information with key staff only, the implementation of information
security does not seem to be a necessary option. However, companies where infor-
mation is distributed to more people simultaneously, it is impossible to manage them
without a proper system, thus, presenting the problem of data vulnerability. The third
group of organizations is on where the main product is information [5].

Information Security Management System is defined by ISO 27001 as a set of
policies and procedures for systematically managing an organization’s sensitive data.
The goal of an ISMS is to minimize risk and ensure business continuity by pro-actively
limiting the impact of a security breach. Organizations have different approaches when
deciding to implement an information security system. Some organizations see infor-
mation security systems as a competitive edge in the market that can provide them with
greater credibility in their client relationship, as well as an increase of credibility in
their organization and products. Another group of organizations implement information
security systems only when they see that their competitors are operating in the same
way. The aforementioned views create cultural diversity within organizations of the
same industry, and no doubt enables them to improve.

2.2 Maturity Models

To ensure security, it is essential to build security in both design phases and adaptation
of a security architecture that provides that security rules and connections are set up
accurately. Security requirements must relate to business goals through a process-
oriented to access. The process should consider many of the factors that affect an
organization’s goals. There are at least four areas that affect security in an organization.
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First, governance organizations are a factor that affects the security of an organization.
Second, organizational culture affects the implementation of security changes in the
organization. Thirdly, system architecture may pose challenges for enforcing security
requirements. Finally, service management is considered as a challenging implemen-
tation process. To identify and explore the strength and weaknesses of an organiza-
tion’s security, several maturity models have been developed [6].

We identified several maturity models for risk assessment in information security
that could be adapted and implemented in any organization [7]. Large organizations
usually have in place several risk assessments processes at the same time. Those risk
assessment processes are decentralized from management and led by departments. For
this reason, the need to create a centralized system of risk assessment across different
processes and in this case, in the field of information security is necessary. The cen-
tralization of the process enables the creation of more accurate reports through which
potential threats and vulnerabilities within our system can be identified. To evaluate the
security of information, various developments have been seen through mechanisms that
are adapted from the recognized engineering field. One of these mechanisms is the
measurement of information security through the maturity process [8] and based on this
maturity process and to elaborate the concepts of information security maturity, three
maturity models have been analyzed, respectively: ISM3 (Information Security Man-
agement Maturity Model), SSE-CMM (System Security Engineering Capability
Maturity Model), COBIT Maturity Model and NIST Maturity Model. Although the aim
and scope of coverage for maturity appraisal differ, maturity models are process-
oriented standards, which are based on maturity levels. Processes adhere to a quality
standard for each maturity level while documenting and document management is
required to ensure that the selected processes comply with the standard. The most
popular maturity model is Software Engineering Institute’s (SEI) Capability Maturity
Model (CMM) for software development and the successor Capability Maturity Model
Integration (CMMI) [9]. There are several risk assessment systems which help the
companies, but these are usually not dedicated for an audit report preparation and they
do not provide recommendations according to the risk assessment results. According to
the literature [10], there is a gap between the implementation of the information
security standards in business sector needs and objectives of the standards.

To determine a maturity level through a risk assessment process [11] influenced the
improvement of preconceptions about information security domination as a discipline
where “security should be a process rather than a product”. Schneier [11] describes this
process as a must to understand all the real threats to the system, and by creating
security policies tailored to existing threats, through easier mechanisms for data pro-
tection can be developed. Maturity models are considered as a standardized approach
on driving activities, processes and commitment to the desired destination and goals
[12]. In recent years, many maturity models have been developed, with the same aim to
improve processes.
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3 Information Security Risk Assessment

As part of the risk management structure, risk assessment process identifies and
evaluates the risk to information security by determining the probability of occurrence
and the resulting impact [13]. Through the risk assessment process, it is possible to
identify threats, classify assets and rate the system vulnerabilities, which support
effective implementation of controls [14]. According to literature, we can separate risk
assessment models into quantitative and qualitative. Quantitative models are those
which are based on measurable data to determine the asset value and associated risk to
calculate objective numeric values for each of the components that are collected during
the risk assessment process. Qualitative methods are based mostly on the descriptive
categories such as low, medium, high, or any other method of scaling. This method
assesses the impact of the likelihood of the identified risk [14]. Both methods have their
advantages and disadvantages to risk management approach, which also depends on
the size of organizations. Organizations usually try to adopt the quantitative methods,
because it is more easily measurable, but small-sized organizations with limited
resources may decide to use qualitative approach as the best methods for their needs.

The deliverable from a qualitative assessment should be a report of which assets
and systems are most important to various parts of the business. The assessment team
won’t necessarily know the financial impact of these systems were compromised, but
they will understand which business units would be affected and how much produc-
tivity would be lost in different risk scenarios. Additionally, the assessor would
understand the impact to the company’s reputation and any PR considerations if a risk
were realized and became publicly known. When developing the information security
risk assessment methodology for an organization, it’s essential to realize that both
quantitative and qualitative analyses are needed for a well-rounded view on risk
management process. Risk management processes require not only understanding
impact but creating a risk management framework that sets the acceptable level of risk
to enable functioning business operations.

The advancement and complexity of technological networks create opportunities
for more attacks and breaches into security systems, causing large direct and side
damage such as financial loss, reputation damage, etc. [15]. Adding this to the need for
a proper data protection strategy in an organization, information security management
is one of the most important area. While organizations are offering their clients access
to multiple information systems, the possibility of security threats are growing, and the
need to have secure systems gets special and important emphasis [16]. While many
researchers and organizations deal with the issue of information security mainly in the
technical aspect, respectively its integration into corporate governance, non-technical
issues are rarely considered as one of the issues to be included in business strategies
[17].

Most of the security information “shakes” are caused by incidents inside the
organization, which means that the internal staff is identified as the first and most
security threat to information security [18, 19]. Increasing the need for more secure
systems and the need for our data to be handled with the utmost security is that the
information security study surpasses the technology gap by increasing awareness of the
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role of management in data security [20, 21]. Also, given the fact that security infor-
mation systems development is not enough to stop attacks and damages to information,
an effective information security system that includes policies and a robust review of
information security policies are key factors for a good protection [22]. As a result,
management’s role is more focused on the development and execution of information
protection policies, training delivery, investment in information infrastructure devel-
opment and business and IT alignment [23].

3.1 Semi-automated Risk Assessment Solutions

Organizations have a broad set of security requirements. Organizations security and
information security management is built from a complex interconnection between
business objectives, IT strategy, institutional arrangements and requirements [24].
According to our current research conducted with organizations in Kosovo, completing
these requirements is a waste of time and the likelihood of error is large because
organizations lack digital, automatic or semi-automatic processes to perform tasks
related to information security management. The risk assessment process should be
related to what we want to measure, and, in this section, we can interconnect the part of
the security controls that we want to evaluate through the risk assessment. Based on the
ISO 27001 specification, a total of 133 security controls represent all the areas for
information security management. However, not all can be automated through certain
tools. A security-control is automated if it can perform the required operations without
human intervention in the process. This implies that the best way to automate security
controls is through semi-automation. According to Montesino and Fenz [24] and based
on the criteria outlined by them, the identification of semi-automated controls can be
made through the following criteria:

• Actions and monitoring of audits require only readable and process able resources
that cannot be considered as potential training to understand the need to look at and
interact with the human factor

• Controls can be automated using one of the relevant security applications.

4 Research Overview

This study aims to propose a risk assessment framework and a related workflow that
can be utilized in a semi-automated way in the organization to create an audit report
and evaluate security risks. The proposed framework is intended to utilize the model of
ISO 27001 and its technical implementations. The objective of the study is to analyze
the assessment methods of vulnerability in information security and to propose an
effective model after analyzing the existing maturity models.

Our research is based on the evaluation of four maturity model frameworks i.e.
ISM3, SSE-CMM, COBIT Maturity Model and NIST Maturity Model. The gaps in the
current maturity models identified through the literature review are such as the price of
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implementation because of the commercial standards such as ISO 27001 and ISM3
[25]. Another issue is the lack of customization and the attempt to implement one-size
fits all standard through which small organizations faces difficulties. In these organi-
zations there are processes offered by the standards which are not used and also the
period of implementation takes long time due to many administration procedures until
the final implementation (NIST, ISO 27001, SSE-CMM) [26]. More issues mentioned
in literature review, includes the lack of guidance and complex structures of imple-
mentation in a case of COBIT 5, while the number of case studies is limited [27].

Additionally, we collected information about the gaps through surveys at the
investigated companies in Kosovo. 70 IT managers filled in it mainly from banks and
insurance companies in Kosovo. We distributed the survey to all organizations in the
region, and got back responses from all of them. Our risk assessment framework was
developed using the information gathered in gap analysis based on the survey results.
The framework took ISO 27001 as a main framework and the focus is on technical
parts of the framework rather than the documentation process. The currently prevailing
IT risk management approaches as a good example witnessed through the literature. It
is necessary for risk professionals and auditors to have a maturity model through which
they can check if the investigated risk management practice meets with the expecta-
tions and produce the required results. Many risk management programs have built on
risk maturity model which can be broken down into many other sections focusing on
core attributes [28]. Recently, there is an increased interest for the maturity models in
the research community and its practical implications [29]. In this regard, the current
research will try to find the answer for the following research questions:

How can we develop the semi-automatic risk assessment system? How risk
assessment systems can be extended to provide a list of recommendations by identi-
fying the list of areas with a lack of suitable security measures through an automated
risk or semi-automated assessment solution?

For the above-mentioned research questions, we developed a software application
that apply semi-automated information security risk assessment method and compile a
list of recommendations from the assessment findings. The system prototype was
created based on the findings from the literature, comparison of maturity models and
interviews with individuals of the companies from IT sector, banking sector and
insurance companies.

5 Risk Assessment Maturity Framework Prototype

With the help of quantitative and qualitative data analysis and through the identification
of gaps in the literature, a software application was developed which apply semi-
automated information security risk assessment method after the compilation of rec-
ommendations from analytical findings. The system prototype is based on the literary
findings, comparison of maturity models, and analytical findings from the quantitative
and qualitative data collected from participants from companies of IT, banking and
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insurance sector. Based on studies on risk assessment in information security, we have
a wide range of models used in identification, assessment and risk analysis processes:
FAIR, OCTAVE, CURF, CRAMM, CORAS, RISK IT, however they have several
shortcomings [30] (Fig. 1).

The software is a web-based application developed in PHP programming language
and the database is MySQL. The web-based application is optimized for use on every
device ranging from personal computers to smartphones with the technology of auto
responsive content. This application aims to be user friendly and easy to navigate but
the issue of less memory and internet consumption will be solved by implementing the
backend-oriented layout using the HTML5 and CSS3 mostly for design and very few
images. On completion of the questions from the companies and organization, this
system has a report generation with the recommendations function.

The current proposal forwards a framework which is more user-friendly easy to be
used and adaptable to develop any risk assessment questionnaire. The application is
made up of several blocks that represent the respective functions as well as are
interconnected with other parts of the system. This is an incremental and iterative
development that is implemented as a new concept and is in line with the idea of the
on-the-job development. Characteristics of the framework are defined on two levels.
The overall level definition establishes the foundation and framework; it indicates
particularities and critical issues that need special attention. The detailed level speci-
fication defines requirements with full particulars. These documents are prepared
simultaneously for the present one. Specifically, the database design will seek to:

• Minimize data redundancy meaning information is not duplicated in several places
making it hard to maintain

• Provide easy access to the data including the ability to handle ad-hoc queries
• Provide security for the data
• Allow constraints that ensure data integrity.

Until now the following sections are functioning:

User 
Authenticati
on 
• Evaluator
• System 

Administra
tor

Organization 
Information
• General 

Information 
regarding the 
organization

• profile etc

Pre-assessment
• Determine 

assessment 
scope.

• Collect 
evidence.

• Prepare toolkit.

Assessment
• Review 

control 
areas.

• Determine 
level of 
compliance.

Data Extraction 
and Calculcations
• Record areas of 

weakness
• Determine 

improvement 
plan

Final Report
• Results on 

the level of 
Maturity

• Strength 
and 
Weaknesses

Fig. 1. Risk assessment framework - functional design
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Companies Profile: This section helps us to obtain data for company profiles (in-
dustry, number of employees, annual turnover etc.) subject to the questionnaire.

Surveys: This is the main part of application; through this section questionnaires can
be managed. In this section, we can add new questions from the database, categorize
questions, or even change the type of the questions.

Assessment: In this section we can see the list of assessments we have conducted so
far. Particularly in this section we can make a comparison between different assess-
ments for the same company. For example, if company X has conducted the assessment
in 2017 and 2018, then through the compare assessment option we can see the progress
that the company has made in certain sections.

Dashboard: Presents visualized data and statistics.

Questions: Through this section we can add new questions, modify the existing ones,
or even change the form of the question.

Accounts: Is the administration and configuration part that enables us to administer
the system by create new users or adding specific roles to the existing users.

5.1 Vulnerabilities Rating System

To have a qualitative information security risk assessment, we must provide a scoring
metric which will be separated for different security controls, this vulnerability rating
system is the backend of the proposed solution. The results generated by our proposed
framework will be based on a system of estimation of the probabilities that will be
calculated in the backend. This system is designed to provide organizations with a
better understanding of which identified high-priority vulnerabilities need to be closed.
In our research we have analyzed the CVSS (Common Vulnerability Scoring System)
which is a risk assessment solution designed to identify the common attributes of
several security issues. The reason we choose to analyze CVSS is that it includes
standardized vulnerability score that may be meaningful across organization and also it
is essential that CVSS is an open framework model and any metric is open and

Table 2. Risk assessment proposed scoring model

Level Score

Min level 1
Min-mid level 2
Mid-level 3
Mid-max level 4
Max level 5
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available to all users while also it helps organizations to prioritize the risk. According to
the structure and function of CVSS and as well based on our proposed framework, we
have created a score-based model 1 to 5 as follows (Table 2):

Each of the security control groups have a summarization of their result based on
the user selections. The resulting score serves to guide the affected organization in the
allocation of resources to address the vulnerability. The higher the severity rating, the
more significant the potential impact of an exploit and the higher the urgency in
addressing the vulnerability. While not as precise as the numeric CVSS scores, the
qualitative labels are very useful for communicating with stakeholders who are unable
to relate to the numeric scores.

In the dashboard of the system, statistics present the number of companies that have
carried out the risk assessment, the number of questions, how many questionnaires
have been conducted and how many questions have been answered are displayed.
Further statistics are visualized on the dashboard, such as the most frequent answers,
the most prevalent security issues from all questionnaires and so on. Companies can
place themselves in this risk assessment landscape, and they get feedback about the
fields need improvements from controls aspects (Fig. 2).

6 Conclusion

In this research paper we presented an approach, model and solution for the infor-
mation security risk assessment especially for the banking sector, insurance companies
and IT industry in Kosovo. This framework can be helpful for auditors, security officers
and managers in the investigation of their companies’ security maturity level. The
model is based on the ISO 27001 and utilize the relevant standards as well. The related
risk management solution is a web-based software application, which we presented in
Sect. 5. The framework supports the identification some of the biggest gaps that
organizations have in security implementation. The use of the questionnaire in the

Fig. 2. System dashboard
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system helped to identify exactly the points in which most organizations encounter
problems, while the application helps solving these problems through offering the
appropriate controls at the lowest cost. While the dependence of people on different
platforms is on the rise, the risk this data will be exposed is likely to increase.

Thus, research data reflects an interesting, current state of information protection.
A growing number of companies continue to feel threatened by cyberattacks, and the
media frequently report attacks on data being made for larger companies such as
Facebook and Google. The more in-depth analysis of these two companies has reflected
that regardless of the value of the company, each company continues to struggle with
security risks. Therefore, in addition to the above-mentioned risks of data destructions,
companies need to consider the reality that such attacks can happen. It is imperative
that every company with an online presence considers the need to protect their data,
whether due to the protection of the business or its users. Finally, management support
plays an essential role in the success of IS. It has been shown the need for management
to make a risk-based decision and support the goals of IS, for it to be successful in the
long-term. The current study targeted information security in Kosovo, specifically in
the banking sector, IT industry and insurance field, where businesses and organizations
face several risks from a range of threat types. Next phase of the research is dedicated
to the prototype testing and fine-tuning of the system.
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Abstract. The article substantiates the need of the use of intelligent computer
technologies in order to automate the process of analysis of emergency situa-
tions on the railway transport. There were considered the analysis variants with
automatic generation of recommendations for managers for ES elimination in
order to reduce time to develop and to make an informed decision. It is shown
that during the analysis of emergencies on the railway transport a particular
importance has the development of methods for creating decision support sys-
tems (DSS) based on the modeling of transient technogenic emergencies as a
complex dynamic process taking into account cause and effect relationships.
There is substantiated the necessity of the implementation of a modular software
product for the intellectual analysis of emergency situations and the develop-
ment of operational recommendations for managers on their liquidation. There
was made the tasks detalization performed after the receipt of information on the
development of the situation. On the basis of detailed tasks, there was created a
conceptual model of the decision-making process. Developed a new formalized
description of the model for the task of recognizing the situation and making
primary decisions. The model differs from the known ones in that it takes into
account the information dependencies of the situation parameters that are
available to the decision maker. This makes it possible to formalize the decision-
making process for recognizing and predicting a situation.

Keywords: Decision support system � Emergency situation analysis �
Automatic generation of recommendations � Conceptual model

1 The Introduction

Preparation, adoption and implementation of management decisions on the imple-
mentation of organizational and technical measures aimed at ensuring coordinated
actions of structural units on emergency situations on railway transport with the aim of
eliminating the consequences of an emergency for the shortest possible period of time
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is the main task of the operational headquarters. The operational headquarters of the
enterprises of Kazakhstan Railways (KRT), associations, state enterprises, railway
transportation directorates, institutions, organizations and structural units are created
for direct management within their competence. Today railway transport control points
(RTC), in fact, is the relevant situational centers for emergency response control and
represent a hierarchical system, reflects the railway transport control structure. Actions
of heterogeneous subdivisions of the functional subsystem of railway transport for the
localization of dangerous situations and the elimination of their consequences are
determined by significant complexity, which is due to the influence of diverse haz-
ardous factors of such situations on people, equipment and the environment, as well as
the complexity of organizing the management of these units in the difficult conditions
of their work. The solution of such problems is impossible without the widespread use
of computerized systems, including expert (ES) and decision support systems (DSS).

In order to automate the assessment of the situation resulting from the occurrence
and development of emergencies, it is necessary to have a large amount of information
about the nature of the development of emergencies in time and space, the status of
special units and the results of their actions, provision with material and technical
means, personal protective equipment, etc., and this amount of information is contin-
uously growing with the development of the situation. In order to minimize the con-
sequences of emergencies in the context of the rapid growth of information flows and
lack of time, the need arises to create a clearly created system of automated operational
information and analytical support for analyzing the situation, developing and making
decisions on emergency response control with the widespread use of modern computer
technology, information technology and DSS. Nowadays, control systems such as
situational centers SC have entered the practice of managing complex dynamic multi-
link systems [1].

At the same time, under the term center there is understood not only a specially
equipped room, but also an appropriate information, telecommunication, software and
methodological tools providing the process of information aggregation delivery in
order to develop an appropriate solution.

All the above mentioned has led to the choice of the topic of our study, which
involves the development of models and methods for constructing intellectualized
(intellectual) DSSs for emergencies response on railways transport.

2 Literature Review

Methods for solving control problems in emergency situations and mathematical
models of the operational units functioning for its liquidation are considered in [1, 2].
Particular attention was paid to the principles of construction and architecture of
automated DSS during fire extinguishing [3, 4], to the aspects of creating an integrated
expert and information DSS to eliminate chemical accidents, flood situations and forest
fires [5], to the problems of decision support on identifying and eliminating emergency
situations on the basis of dynamic expert systems (ES) [4], to the intellectualization of
the decision support process in emergency situations at enterprises using information
on the state of the environment [5–7]. But it should be noted that many publications
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[7–9] do not contain descriptive information related to the prediction of the emer-
gencies development on railway transport in order to make recommendations to
managers on the elimination of its consequences [9–11]. Meanwhile, not one of the
analyzed works considers the use of specialized intellectualized DSS (IDSS) for the
elimination of emergencies at railway transport facilities. The absence of such IDSS
significantly complicates the process of analyzing the circumstances that have devel-
oped on the railway, increases the time period for making timely, informed decisions
by the head of emergency response, which leads to an increase in losses from it.

The above mentioned necessitates reducing time to develop and to make an
informed decision by the managers of the emergency response on the railway transport
of technogenic nature due to the computerization of processes for identifying such
situations.

3 Aims and Objectives of the Research

During the analysis of emergencies on the railway a particular importance has the
development of methods for creating DSS based on the modeling of transient emer-
gencies as a complex dynamic process taking into account cause-effect relationships.
This is not possible without modern information technology.

In order to achieve this aim, it is necessary to develop a software product that
consists of interconnected intelligent modules, and is able to perform an emergency
analysis of emergency situations and to give recommendations for managers on their
liquidation. In this case, it is necessary to create models for identifying emergencies
and the process of developing recommendations for their elimination, taking into
account the experience of experts and the requirements of managers [5]. The choice of
an intelligent system for analyzing emergencies on the railway transport must be
justified on the basis of a specific study of the subject area and on the knowledge of
experts in solving such problems.

Therefore, the objectives of the study are: the development of a conceptual model
of the decision-making process for assessing emergency situations on the railway
transport and forecasting the development of the situation; the development of a for-
malized description of the model for the module of the designed DSS for the task of
recognizing the situation and for automated decision-making.

4 Methods and Models

In their daily professional activities, specialists involved in the elimination of the
consequences of complex technogenic or other emergencies on the railway transport,
including operational duty services (ODS), are dealing with the task of decision-
making. Often the essence of these decisions is to generate possible alternatives, to
evaluate them and to choose the best one. The choice of alternatives is based on a large
number of conflicting requirements and on evaluating solution variants according to
many criteria. The inconsistency of the requirements, the ambiguity of the assessment
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of the situation, the incompleteness and timeliness of the received information greatly
complicate the adoption of the final decision and significantly affect its quality.

Numerous researches [3, 5, 6, 8, 10, 11] show that a decision-maker (DM), without
additional computerized support, uses simplified or contradictory decision rules. At the
same time, decision-makers are guided only by their own experience and intuition,
which as a result can lead to erroneous or inadequate solutions of situations.

Decision making support task is to provide decision-makers with the necessary
information about the situation. In this case, it is necessary clearly to formalize the
description of the input data processing processes. Today, DSS are a qualitatively new
level of automation of decision-making processes in various areas of human activity [1,
3, 4, 8]. They allow to organize intellectual support for the activities of the decision-
maker and the ODS at making decisions, for example, in eliminating the consequences
of emergencies on the railway transport. The introduction of DSS in the ODS activities
on the railway transport would provide decision-makers with intellectual support for
decision making and help in the following tasks: an automated support for the process
of analyzing input data and supplementing it from various databases with information
related to emergency response; a display of all information in an accessible and easy to
read form; formation of an initial list of solution alternatives for a specific situation;
creation of a situation model, assigning it to one of the well-known classes; prediction
of the situation development in time, determination on the basis of this the conse-
quences of primary alternatives; optimization of decisions related to the movement and
placement of forces and means involved in emergency response on the railway
transport. From the analysis of well-known DSS, it is clear that none of them is
universal and cannot provide decision-makers with assistance in solving all the prob-
lems facing to them. Therefore, in order to provide intellectual support for decision-
making by DM during emergency response on railways transport, the urgent task
remains to develop a conceptual model of the decision-making process for assessing
emergency situations on the railway transport and the prediction of the situation
development, as well as formation of the model description for the module of the
designed DSS (or IDSS) for the task of recognizing the situation and automated
decision-making.

The development of reliable intelligent software is impossible without the use of
high-quality and high-speed, dynamically changing databases and knowledge. At the
same time, the input data are given by the vector of arguments containing general
information about an emergency of technogenic character on the railway transport.

The knowledge base (KB) should contain generalized knowledge on emergency
response (expert experience and regulatory rules), as well as knowledge about a real
emergency. This knowledge is automatically found or generated from generalized
knowledge (knowledge is presented in the form of fuzzy logical statements, production
rules). The developed IDSS should have a unit for data and knowledge processing
specific to a particular emergency in order to develop recommendations for its liqui-
dation [2, 4]. Management decisions are made using intelligent modules that use the
knowledge base. Intelligent emergency analysis module is the main component of the
system, and is able to automate the analysis process.

Based on an analysis of the headquarters activities dealing with the elimination of
the consequences of emergency situations on the railway transport, as well as the
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analysis of previous researches [3, 7, 11], there were completed the details of the tasks
solved by the decision-maker (DM) after the receipt of information about the situation.
Based on detailed tasks, a conceptual model of the decision-making process was
created.

In our opinion, as well as on the basis of the above analysis of previous researches
in this field, the most optimal way to automate this process is to use production rules
[1]. This will make it possible to create a flexible apparatus for calculating and pro-
viding recommendations on the recommended measures, forces and means in case of
emergency response. This is especially true in situations where the system user will
have a very small amount of input data. The results of the actions of the previous
product can be used in the implementation of actions or conditions in the next product
until the IDSS provides practical recommendations on the number of measures, forces
and means for emergency response. In addition, the use of the production model of
knowledge as a basic one allows decomposition of the analysis process. That is, to
divide the task into simpler, functionally completed tasks. Therefore, the designed
IDSS should have a modular structure, which will make it convenient to operate and
will allow to scale new functional modules in its architecture.

Depending on the number of conditions and actions during the functioning of the
system in order to eliminate conflict situations, the following types of rules are used:
simple - one condition and one action; composed - many conditions and actions;
branched - one condition and many actions.

An intelligent analysis involves the determination of emergency response param-
eters, based on the application of production rules with a postcondition and with the
development of recommendations for emergency response.

In order to analyze the possibilities of DSS tasks fulfillment facing to the heads of
services involved in the emergencies liquidation process on the railway transport, the
tasks were formalized for the subsequent synthesis of models.

The situation place is characterized by the following parameters: v1 – an indicator
that determines the population density of the area (locality) in which an emergency
occurred on the railway transport. The more crowded the place of emergency is, the
more important is v1; v2 – an indicator determining the presence of buildings, struc-
tures, institutions with an increased level of danger at the emergency site (factories
working with hazardous substances, warehouses that store such substances, etc.). The
value of v2 depends on the hazard level of the structures and their quantity; v3 –

geographical location of the emergency place (for example, in the village). Therefore
we will obtain: V ¼ fv1; v2; v3g.

Many events describing emergencies on the railway transport, we denote as p : p ¼
p1; . . .; paf g; a ¼ 1; o, where pa – a single event that characterizes an emergency,

o – the total possible amount of events in the process of emergency development.
The time of an emergency occurrence (denoted as C) consists of two quantities:

C ¼ c1; c2f g; c1 – the absolute time of an emergency occurrence, which is determined
by the date and time of the emergency beginning, and c2 – the relative time of the
emergency, the period of time that has passed from the beginning of the emergency to
the moment of receipt of a message about it. The absolute time of the situation relates
to the amount of persons who may be participants or witnesses of the emergency and is
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described by two parameters: time of year (c1;1) and time of day (c1;2). In this way
c1 ¼ c1;1; c1;2

� �
:

The amount of persons who may be witnesses of emergencies is characterized by
an indicator K that depends on indicators V ;C: The value K increases with an increase
of the possible amount of people. The status of the situation S depends on its devel-
opment, if S ! min, then the situation is regular, and if S ! max, the situation is
emergency. We denote the set of situations types as T ¼ ft1; t2; t3; t4g, where t1 – is the
indicator of the situation that determines the need to involve emergency brigades of
railway, t2� IOC military personnel, t3 – immediate response groups (IRG) or
investigative-operational groups (IOG), t4 – the use of other actions not related to the
involvement of the aforementioned forces and means. If it is necessary to attract a
certain type of force, the value of the corresponding indicator increases, otherwise it
decreases. The set of possible solutions for emergency response will be denoted as
R; R ¼ rj

� �
; j ¼ 1; q; rj – one of the possible solutions to a particular situation, q – the

total possible amount of solutions.
The formalized description of the model for the task of situation recognition and

primary decisions making is described as follows:

rj 2 R1; if S ! max
rj 2 R2; if t1 ! max; S; t2; t3; t4 ! min
rj 2 R2 [R3; if t1; t2 ! max; S; t3; t4 ! min
rj 2 R2 [R4; if t1; t3 ! max; S; t2; t4 ! min
rj 2 R2 [R3 [R4; if t1; t2; t3 ! max; S; t4 ! min
rj 2 R5; if t4 ! max

ð1Þ

where R1 – set of decisions on the recognition of an emergency situation; R2 – set of
decisions on the involvement of emergency brigades, R2 ¼ r2;1; . . .; r2;f

� �
; f ¼ 1; h

where r2;f – decision on the involvement of appropriate emergency brigades, h –

maximum number of emergency brigades at the place where the decision-maker
(DM) works; R3 – many decisions on the involvement of IOC military personnel to
eliminate emergencies on the railway. R3 ¼ fr3;1; . . .; r3;eg; e ¼ 1; g, where r3;e – the
decision to involve the appropriate detachment (group of detachments) of the IOC
military personnel to eliminate the emergency situations on the railway, g – the
maximum amount of IOC military personnel for emergency response on railways in the
area where the decision-maker works; R4 – the decision to involve IRG or IOG,
R4 ¼ fr4;1; r4;2g, where r4;1 – the decision to involve IRG, r4;2 – the decision to involve
IOG; R5 – many decisions on recognizing a situation such that it does not require the
involvement of additional forces and means, R5 ¼ fr5g:

As the situation development prediction we will consider the definition of the
operational situation development in time, namely, how the place of the emergency and
the events characterizing it will change.

The set of consequences of the chosen decision N are: N ¼ fn1; n2; n3; n4; n5; n6g
where n1� is the successful completion of the situation (n1 ! max) or vice versa
(n1 ! min); n2 – the transition to a state of emergency (n2 ! max) or vice versa
(n2 ! min); n3 – the sufficiency of the involved forces and means, if the involved
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forces and means are sufficient, then n3 ! max, if it is necessary to attract additional
forces then n3 ! min; n4 – losses from emergencies on the railway and human
casualties n4 ¼ n4;1; n4;2; n4;3

� �
; where n4;1 – is the amount of physical losses (casu-

alties during the emergency on the railway), n4;2 – the amount of material losses, n4;3 –
the amount of moral damage, with an increase in the amount of corresponding losses
n4;1; n4;2; n4;3 ! max, with a decrease n4;1; n4;2; n4;3 ! min; n5 – possible amount of
losses for the emergency response side on railway n5 ¼ n5;1; n5;2

� �
, where n5;1 – is the

amount of physical losses among the personnel of the emergency response side, n5;2 –
the amount of material losses, with an increase in the amount of corresponding losses
n5;1; n5;2 ! max, with a decrease n5;1; n5;2 ! min; n6 – time for which the situation can
be resolved. The faster the situation is resolved, the less important is n6: If the situation
cannot be resolved successfully or it goes into a state of emergency n6 ! max.

A formalized description of the model of the problem of predicting the develop-
ment of the situation and determining the consequences of primary decisions is pre-
sented below.

n1 ¼ pn1wnpn1uð Þnpswð Þ; v3n1wnv3n1uð Þ; v1; v2; c1;1; c1;2; c2
� �

; rj
� �

;
n2 ¼ psw; v2; v1; c1;1 ; c1;2

� �
; rj

� �
;

n3 ¼ ðððpn3wnpn3uÞ; ðv3n3wnv3n3uÞÞ; rjÞ;
n4 ¼ ðððpn4wnpn4uÞ; v1; c1;1; c1;2Þ; rjÞ;
n5 ¼ ððpn5wnpn5uÞ; rjÞ;
n6 ¼ ððpsw; v2; v1; c1;1; c1;2Þ; rjÞ; if v2; v1; c1;1 ; c1;2 ! max; p0sw 6¼ 0;
n6 ¼ ðððpn1unpn1wÞ; ðv3n1wnv3n1wÞ; c2Þ; rjÞ; if c2 ! max; pn1u 6¼ 0; v3n1u 6¼ 0;

ð2Þ

where “\” - set difference; pn1w; pn3w; pn4w; pn5w – events that during the decision rj
contribute to the high value of the corresponding consequence; pn1u; pn3u; pn4u; pn5u –

events that during the decision rj do not contribute to the high value of the corre-
sponding consequence; ps;w – events that during the decision rj contribute to the
transition to emergency; v3n1w; v3n3w – places that during the decision rj contribute to
the high value of the corresponding consequence; v3n1u; v3n3u – places that during the
decision rj do not contribute to the high value of the corresponding consequence.

In order to solve the problems of recognition and assessment of the situation on the
railway and primary decision-making on situation development prediction and the
determination of the consequences of primary decisions there is proposed the use of the
apparatus of artificial neural networks (ANN). The choice of ANN apparatus is
motivated by the fact that the considered problems are weakly formalizable [1, 12–14].

The architecture of the neural network consists of three layers of neurons.

Layer 1. The neurons outputs of this layer determine the degree of belonging of the
input variables x1; x2; . . .; x7 to the corresponding sets with a trapezoidal member-
ship function.
Layer 2. The neurons outputs are degrees of truth for each of the rules of the
formalized model description. All layer neurons implement the OR operation.
Layer 3. The neurons of this layer are ordinary neurons that perform weighted
additions.
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The input data vector X contains 7 elements. That is, the neural network has 7
inputs: x1 – the geographical position of the emergency on the railway transport for
emergency groups involved in emergency response; x2 – the geographical position of
the emergency on the railway transport for other groups involved in the emergency
response; x3 – population at the emergency place on the railway transport; x4 – danger
of the emergency place on the railway transport; x5 – absolute time of emergency
occurrence on the railway transport; x6 – relative time of emergency on the railway
transport; x7 – emergency events on the railway transport.

As a training sample there was used a sample of 1800 elements. From the results of
training and testing, it follows that a neural network training using the back propagation
algorithm of an error ‘trainrp’ allows to achieve one of the best accuracy in the least
time. Therefore, in order to solve the problem of predicting the development of the
situation and determining the consequences of the primary decisions, there was used an
incompletely connected, direct-directed neural network, trained precisely by this
algorithm. Initially, the training sample was prepared in MS Excel, and then imported
into Matlab, for further network training.

Such tasks have a large amount of possible solutions, and their initial data may be
inaccurate, erroneous, or inconsistent. Evaluation of the effectiveness of solutions will
be considered the choice of the best solution among all possible. The formalized
description of the model of the problem of evaluating the effectiveness of decisions is
presented as follows:

Erj ¼ MðNs; ksÞ; ð3Þ

where Erj – decision effectiveness rj, M – method by which an effective solution is
sought; Ns – consequences of possible solutions for the situation s; sk – a set of criteria
for assessing the characteristics of a situation s, according to which the effectiveness of
possible solutions is evaluated.

The indicated problem refers to the problems of multicriteria optimization, there-
fore, in order to solve it, it is advisable to apply the appropriate methods described in
our previous researches. Based on the analysis of the activities of operational services
involved in eliminating the consequences of emergencies on the railway transport, there
was carried out the detalization of the tasks performed by them after the receipt of
information about the situation. Based on detailed tasks, a conceptual model of the
decision-making process was created.

5 Discussion of Results and Prospects for Further Research

There was developed a new formalized description of the model for the task of the
situation recognition and primary decision-making. The model differs from the known
ones in that it takes into account the information dependencies of the situation
parameters that are available to decision-makers at making decisions. This makes it
possible to formalize the decision-making process for situation recognition and
prediction.
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A further prospect of work is the development of a method and model for solving
problems of emergency recognition and prediction of its development, as well as
primary decision-making based on fuzzy inference and fuzzy ANN, which uses
information about the parameters characterizing the situation for automatically gener-
ation of many possible solutions.

6 Conclusions

There was substantiated the necessity of using intelligent computer technologies to
automate the process of analyzing emergencies on railway transport with automatic
generation of recommendations for managers (decision-makers) on their elimination in
order to reduce the time to develop and to make an informed decision;

It was shown that at analyzing emergencies on the railway transport a particular
importance has the development of methods for creating DSS based on the modeling of
transient technogenic emergencies as a complex dynamic process taking into account
cause and effect relationships;

There was substantiated the necessity of the implementation of a modular software
product for intelligent analysis of emergencies and the development of operational
recommendations for managers to eliminate them;

There was carried out the detalization of tasks performed by them after the receipt
of information about the situation. Based on detailed tasks, a conceptual model of the
decision-making process was created;

There was developed a new formalized description of the model for the task of
situation recognition and primary decision-making. The model differs from the known
ones in that it takes into account the information dependencies of the situation
parameters that are available to decision-makers. This makes it possible to formalize
the decision-making process for the situation recognition and prediction.

There was proposed a method for solving emergency recognition problems and
predicting its development, as well as primary decision-making. The method differs
from the known ones in that it is based on formalizing the description of the model of
the corresponding problem and on the rules of fuzzy inference and fuzzy artificial
neural network, which uses information about the parameters that characterize the
situation in order to generate automatically many possible solutions.
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