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Preface

This book contains a selection of the papers presented at the 20th AISEM
(“Associazione Italiana Sensori e Microsistemi”) National Conference on Sensors
and Microsystems, held in Napoli, on February 11–13, 2019, organized by ENEA,
the Italian National Agency for New Technologies, Energy and Sustainable
Economic Development, with the acknowledged support of the University of
Napoli Federico II.

This edition of the conference was characterized by the presentation of 110
regular contributions, organized in 4 sessions: materials and processing technolo-
gies, sensor and microsystem devices, sensor systems and device applications that
highlighted state-of-the-art results from both theoretical and applied researches in
the field of sensors and related technologies.

During this conference edition, four start-up characterized by strongly innovative
products, selected by the General Confederation of Italian Industry, Campania
chapter and the AISEM Steering Committee, were awarded with the first edition
of the “Confindustria-AISEM Innovation Prize.”

Deep thanks are due both to Dr. Sara Zerbini, STMicroelectronics, and to Prof.
Fabio Sciarrino, University of Roma “La Sapienza” for their very interesting special
lectures.

The editors would finally acknowledge the numerous participants and the Local
Organizing Committee for the organization of the event.

Portici, Italy G. Di Francia
General Chairman AISEM 2019
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Biometric Parameters Assessment
for Foot Ulcers Prevention Through
Wearable Devices

Gabriele Rescio, Alessandro Leone, Chiara De Pascali, Luca Francioso
and P. Siciliano

Abstract A fast and reliable identification of foot pressure loads and temperature
distributions changes on the plantar surface allows to prevent and reduce the conse-
quences of ulceration of the diabetic foot. This work presents a smart insole in which
both temperature and pressure data in 8 reading points are monitored in remote way
for the assessment of the health foot conditions by a caregiver. Minimally invasive
and low power temperature and force sensors have been chosen and integrated into
two antibacterial polyurethane-based layers architecture. In this work the attention
was focused on the heat transfer between the insole and the foot. Finite element sim-
ulations were performed to evaluate the effectiveness of the sensor array to detect,
from thermal gradients measured on the plantar surface, inflammatory events that
can be attributed to early signs of foot ulceration. The results demonstrated that
small differences of temperature between the eight sensor nodes of the array can
be discriminated and used to prevent the onset of ulcerative lesions, also giving a
supplementary information about the position closer to a potential inflamed region
of the foot.

Keywords Foot ulcer · Finite element analysis · Smart system · Diabetes
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1 Introduction

Diabetes represents one of the main problems in health system and a global public
health threat that has increased dramatically over the past 2 decades [1]. One of the
commonand serious complication in diabetic patients is the foot ulcers thatmay affect
up to 25% of patients in the course of their lifetime [2]. The main causes of the ulcers
arising are due to the neuropathy, peripheral artery diseases and vascular alterations.
When the ulcers appear, the treatment is challenging, expensive and a long term treat-
ment is required. In this scenario the prevention of ulcers assumes a prominent rule.
The use of technologies for the monitoring of relevant vital parameters on the plan-
tar, as temperature and foot load distribution, may be very important to prevent foot
ulcers. They may identify the prolonged and excessive pressure at a point of the foot
or recognize anomalies in skin conditions and in bloody circulation. Another useful
parameter for assessing the diabetic foot is the temperature. Progressive degenera-
tion of sensory nerve pathways affect thermoreceptors and mechanoreceptors. High
temperatures under the foot coupled with reduced or complete loss of sensation can
predispose the patient to foot ulceration. So, the foot thermal monitoring may facil-
itate detection of diabetic foot problems [3]. The most part of the temperature foot
measurements for the diabetic foot regardingwith non-invasive, and accurate thermal
images analysis or thermography inspections. In [4] infrared thermal imaging tech-
nique was exploited to study the plantar foot temperatures of 112 subjects with type
2 diabetes. The obtained results demonstrated that patients with diabetic neuropathy
tend to have a higher foot temperature (32–35 °C) compared to patients without
neuropathy (27–30 °C). The loss of sensation in the foot is another clinical manifes-
tation of the diabetic neuropathy, which coupled with the higher mean temperature
under the foot can even more predispose the patient to foot ulceration. A localized
tissue inflammation is the most plausible explanation for the increase of temperature
in at risk diabetic foot [5]. Literature does not give a precise indication about the
geometry and the depth of inflammation associated with impending foot ulceration;
the inflammation model proposed in [6] for the thermal analysis of deep injury of
heel tissue considers a depth of the lesion of about 9 mm, underneath the epidermis
up to inside the fat and muscle layers. As regards the at risk plantar regions, a study
conducted on 87 patients with existing foot ulcers [7] demonstrated that the lesions
are localized mostly under the metatarsal heads (56.3%), under the toes (32.1%) and
at the heel (1.9%). Further, the majority of diabetic foot ulcers are developed on the
foot plantar surface at sites of high pressure [8].

This work presents a smart insole in which both temperature and pressure data
in 8 reading points are acquired and then transmitted through a wireless protocol
to a gateway in order to monitor foot conditions and inform the caregiver about
the health status. The attention was focused on the heat transfer between the insole
and the foot, with the aim to evaluate the effectiveness of the sensor array to detect
inflammatory events attributable to early signs of foot ulceration. The results of
finite element simulations on a 3D model of insole-foot demonstrated that small
differences of temperature measured between the eight sensor nodes of the array can
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be discriminated and used to prevent the onset of ulcerative lesions, also giving a
supplementary information about the position closer to a potential inflamed region
of the foot.

2 Smart Insole System

2.1 Design and Realization

The architecture of the developed smart insole system consists of three subsystems:
(1) sensors system for the temperature and pressure parameters acquisition; (2) wire-
less module transmission; (3) data aggregation and processing module. The first two
subsystem are integrated in the insole, whereas the third subsystem is implemented
on a Embedded PC able to send the data to a caregiver through a cloud service. For the
evaluation of the pressure and temperature sensors placement, the distribution of load
foot pressure was analyzed through the baropodometry P-Walk platform, produced
by BTS Bioengineering [9]. For the sensor positioning and sensor dimensions have
to be find the best trade-off through the covering area and accurately measurements
at specific points of the plantar. According to the Ferber et al. [10] and the local load
foot analysis, performed by using the BTS G-studio [9], the placing of the pressure
sensors was designed as shown in Fig. 1. The temperature sensors were located close
the pressure sensor in order to monitor the main pressure point of the foot.

For the temperature monitoring, the low power Maxim MAX30205 sensor was
chosen since it presents a greater accuracy (0.1 °C) [11] than works belonging to
the state-of-the-art and a low current consumption (600 µA in operative mode and
5 nA of leakage current), useful for the long-term monitoring. For the load pressure
acquisition, the IEE CP151 FSR sensor (0.43 mm thick and 6% for the accuracy) has
been chosen for the low invasive integration in the flexible thin-film layer (polyamide
support with a dielectric and copper thickness of 360 µm and 18 µm respectively,
as best trade-off in terms of invasiveness, ergonomics and robustness). The sensors
placement was studied and optimized in order to obtain an accurate monitoring of
foot in the 38–43 size range by using only the 39 and 42 foot sizes. To measure the

Fig. 1 Temperature and
FSR sensors positioning
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foot temperature, a via hole has been realized on the board in correspondence of the
sensing pad of each temperature sensor, assuring the thermal transfer between the
bottom and the top of the insole, through the application of a silver-based conductive
paste. The flexible circuit was incorporated between the first and the second layer of
the two antibacterial polyurethane-based layers architecture, designed in accordance
with the typical requirements of diabetic foot insoles.

2.2 Heat Transfer Analysis of the Foot-Insole Model

With the aim to evaluate the capability of the sensor array integrated into the engi-
neered insole to detect early impending ulcerative conditions of the diabetic foot, a
finite element thermal analysis (FEA) using Comsol Multiphysics was performed in
this work. FEA simulations were used to evaluate the heat distribution within a 3D
model of foot-insole, due to a simulated inflammatory lesion localized deep in the
foot and associated to the diabetic neuropathy. The thermal insulation of footwear
was considered in the model by including a 15 mm thick rubber layer under the
insole.

Bioheat transfer within the biological tissue was solved by applying the Pennes’
model into the standard thermal diffusion equation, for including the effects of blood
perfusion and metabolism [12]. Convective heat transfer was assumed to occur at the
interface between the footwear and the surrounding, with heat transfer coefficient
equal to 5 W/m2 K at environment temperature of 20 °C [13].

The thermo-physical properties of various tissue layers and inflammatory lesion
used in the FEA simulations are reported in [6], those of the remaining materials
constituting the insole are summarized in Table 1.

Table 1 Thermo-physical properties of the insole materials

Thickness (mm) Density (kg/m3) Thermal
conductivity
(W/m K)

Heat capacity at
constant pressure
(J/kg K)

Polyamide 0.36 1300 0.15 1100

Copper 0.018 8960 401 384

Polyurethane 1 (upper layer) 374 0.06 1337

3 (bottom layer)

Rubber 15 1100 0.13 2010
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Fig. 2 Thermal gradients
measured between the sensor
S4 (positioned on the
inflammation centrally) and
the other sensor nodes of the
array integrated onto the
insole

3 Results

3.1 FEA Simulation Results

The inflamed tissue was modelled with circular shape and was localized in the
metatarsal head area of the foot, underneath the epidermis layer, for a depth of
3.5 mm. The distribution of heat though the foot skin and the engineered insole was
analyzed at varying of the diameter of the inflamed tissue, ranging from 2.5 to 15mm.
The study was finalized to investigate the thermal gradients developed between the
various sensor nodes, at the varying of the inflammation extension, with the aim to
evaluate the capability of the sensor array to detect early impending ulceration.

Figure 2 shows the differences of temperature obtained between the eight sensor
nodes of the array integrated onto the modelled insole, for different sizes of the
inflamed tissue. The sensor S4 is closer than the other ones to the inflammation site.
As can be seen from the graph, inflammationwith diameter smaller than 7.5mmdoes
not detected by the sensor array, being the thermal gradients smaller than the accuracy
of the same temperature sensors (0.1 °C). Inflammations with diameter equal and
higher than 7.5 mm can be detected by considering to be meaningful the temperature
difference measured between the closest and the most distant sensors, with respect
to the inflamed site (S4 (the closest) and S6, S7, S8 (the most distant) in the example
reported in Fig. 2). Figure 3 shows the 2D temperature contour plot for the foot-
insole model, in presence of an inflammation of diameter 10 mm localized in the
metatarsal area of the foot. The results demonstrate that the designed temperature
sensors array is effective to early detect small differences of temperature, which
monitored in the time and also compared with those acquired on the opposite foot,
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Fig. 3 2D temperature contour plot for the foot-insole model, in presence of an inflammation of
diameter 10 mm localized in the metatarsal area of the foot

can be used to early alert about the onset of ulcerative lesions. Further, the evaluation
of the difference of temperature between all the possible pairs of the sensors array can
give a supplementary information about the position closer to a potential inflamed
region of the foot.

4 Conclusion

A smart insole system for continuous temperature and load pressure foot monitoring
in daily activities was presented for diabetes patients. The data were acquired from
eight different points on the foot plantar both for temperature and load pressure
parameters useful for the ulcer prevention. The attention was focused on the heat
transfer between the insole and the foot. FEA results demonstrated that the proposed
smart insole is able to detect inflammatory events that can be attributed to early signs
of foot ulceration. Small differences of temperature between the eight sensor nodes of
the array can be discriminated and used to prevent the onset of ulcerative lesions, also
giving a supplementary information about the position closer to a potential inflamed
region of the foot.
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Volume Phase Holographic Lenses
for Efficient Planar Solar
Track-Concentrators

M. A. Ferrara, G. Bianco, V. Striano and G. Coppola

Abstract Volume transmission phase holographic lenses were designed and
recorded to obtain a simple, lightweight, compact and inexpensive planar solar con-
centrator. To avoid any mechanical movement, a passive solar tracking system is also
proposed by using angular multiplexed holographic lenses. Furthermore, these solar
concentrators have no overheating problems resulting from the absorption of infrared
frequencies, because in this spectral region the proposed volume holographic lenses
do not work. Finally, the realized samples were tested and a good efficiency was
obtained.

Keywords Holographic lens · Solar concentration · Volume phase holographic
optical elements

1 Introduction

Holographic PV concentrators were proposed for the first time in 80s [1–4], indeed
holography as an optical technology presents many advantages respect to other con-
centrating optical systems (lenses or mirrors, for instance): it is much more versatile
and cheaper than them. It can also eliminate the need for tracking, thus reducing the
whole system complexity.

Among the different type of holograms, Volume Holographic Gratings (VHGs)
show promise to enhanced performance in many applications respect to classical
surface-relief grating technology [5–7]. A VHG is obtained inducing a periodical
refractive index variation throughout the volume of an optically thick film [5, 6]
and it can reach efficiency up to 100% for a selected wavelength. Furthermore,
the hologram splits the solar spectrum so that the longer wavelength light can be
separated to reduce unnecessary heating, while the shorter wavelengths spectra can
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be further divided into several bands to match the energy gaps of various solar cells
[4, 8]. Thus, VHG allows obtaining high efficiency, controllable spectral response,
and low scattering at the same time, and it is useful in many applications, such as
Volume Holographic Optical Elements (V-HOEs) [9].

By implementing V-HOEs it is possible to develop holographic planar optics
integrating the same functionalities of conventional concentrators (parabolic mir-
rors, Fresnel lens) reducing, in the meantime, cell volumes and costs. In addition,
the versatility of holographic technology permits to cluster multiple holographic
elements into the same panel, collecting solar rays with different incidence angles,
although their efficiency could be lower if several holograms are multiplexed [10].
Such functionality can be exploited to develop the holographic passive solar tracker
in order to increment the performance of single concentrators.

With this aim, we have been studied V-HOEs for controlling and directing the
radiation of the sun with high potential for energy saving, taking into account all
these important features.

2 Results and Discussions

V-HOEs have been recorded on a prototype of photopolymer sensitive to light at
wavelength of 532 nm and deposited (thickness ≈ 30 µm) by the Doctor Blade
method on a rigid support [11]. In order to obtainVolumeHolographic Lens (VHL), a
single lens was recorded with an in-line configuration by using a concave mirror with
a focal length of 5 cm as object [12, 13]. The interference between a plane (reference)
and a spherical (object) wavefronts allows to produce the desired refractive index
modulation. The efficiencies of 40 VHLs were evaluated as the ratio between the
power focused by the holographic lens and the power focused by a commercial
Fresnel lens with the same focusing features. The mean value for the efficiency was
41.49% ± 1.35%. Additionally, each lens has been characterized at different angles
of incidence, and an angular selectivity of about ±8 was obtained.

Then, the passive solar tracking was realized by recording multiplexed holo-
graphic lenses. This structure allows directing the light in a given direction indepen-
dently of the direction of the incoming light without any mechanical movement. In
particular, a set of five lenses has been recorded on the same glass to focus the light
on the same PV cell positioned close to the focus of the lenses system. The recording
procedure was implemented for five angles: perpendicular illumination (0°), ±15°
and ±30° illuminations. Holographic lenses at ±15° and ±30° were recorded by
tilting of ±15° and ±30°, respectively, the photosensitive substrate. A scheme of the
realized multiplexed holographic solar concentrator is reported in Fig. 1.

The five multiplexed holographic lenses system has been characterized in terms
of degree of concentration, expressed in number of “suns”. This parameter is eval-
uated as the ratio between the intensity of the light harvested by the PV cell with
and without the solar concentrator. Preliminary results show a degree of concentra-
tion for the proposed system on average of 3 suns over the angular range of ±30°.
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Fig. 1 Angular multiplex lenses recorded at five angles: 0°, ±15°, and ±30°

Finally, the passive solar tracking collection was experimentally characterized in real
operative conditions. The generated voltage of the photovoltaic system was contin-
uously monitored during a clear day (24 h) and results are reported in Fig. 1. The
measurement was performed with the system tilted 30° backwards in order to be
able to measure system performance at solar heights between −90° and 90°. During
the day monitored, no mechanical movement of the concentrator configuration with
five lenses was performed, thus a passive solar tracking was obtained in the periods
of the day in which the sun fulfils the recorded angle of each lens, as can clearly be
seen in Fig. 2.

Fig. 2 24 h—measurement of the concentrated solar intensity in real operative condition
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Moreover, an important feature of volume holographic lenses is that they show
an optimal efficiency at wavelength for which they have been designed. Light nearly
to the designed wavelength is still diffracted according to the grating equation but
usually with lower efficiency. At wavelengths sufficiently far from the Bragg con-
dition, light passes through the holographic element without being diffracted [14].
Thus, considering that our lenses are designed for a wavelength of 532 nm and that
they well work in the range from 400 to 700 nm, while in the infrared region lenses
do not work, thermal overheating of the photovoltaic cell is avoided.

3 Conclusion

In conclusion, in this work volume transmission phase holographic lenses were
designed and realized to obtain a simple, lightweight, compact and low-cost pla-
nar solar concentrator. To avoid any mechanical movement, a passive solar tracking
system was developed by using angular multiplexed holographic lenses. Moreover,
our volume holographic lenses are not affected by thermal overheating due to the
absorption of infrared frequencies, because in this spectral region they do not work.
Our results show the possibility to realize solar concentrators for PV cells by using
multiplexed VHL with a good efficiency and passive solar tracking.
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VCII-Based Sensor Interface for Silicon
Photomultiplier

G. Barile, A. Leoni, M. Muttillo and L. Pantoli

Abstract We here propose a voltage conveyor-based sensor interface for silicon
photomultipliers (SiPMs). The solution addresses a mixed-mode (voltage/current)
design taking advantage from the current-mode approach to increase the response
time and the drive capability. This solution, based on a voltage conveyor (VCII)
shows very high transimpedance gain that is independent from the bandwidth and is
able to work also with a very high input parasitic capacitive impedance.

Keywords WSN · Sensor interface · Environmental monitoring

1 Introduction

Silicon PhotoMultipliers (SiPMs) are solid-state single-photon-sensitive devices
based on Single-Photon Avalanche Diode (SPADs) implemented on common silicon
substrate. They are considered as an innovative technology that is rapidly becom-
ing popular and intends to replace the traditional photomultiplier tubes in many
scientific areas. In particular, it finds its use in a variety of fields, from chemical to
astrophysical andmedical applications and in general in portable applications. Inher-
iting the traditional design approach of photomultiplier tubes, SiPMs interfaces are
usually designed with a voltage-mode approach due to the electrical characteristics
of the SiPM [1–12]. A current-approach design is usually discouraged since even
if it provides a faster response time, usually suffers of worsen noise performance,
so preventing a practical use of these kinds of interface receiving low-power sig-
nals. In this paper we propose a voltage conveyor VCII-based sensor interface for
SiPMs. The proposed solution is formed by a mixed-mode (voltage/current) design,
based on a voltage conveyor (VCII), showing very high transimpedance gain that
is independent from the bandwidth and is able to work also with very high input
parasitic capacitive impedance. Simulation and theoretical results are presented in
the following.
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2 The Proposed Solution

The VCII is the dual block of CCII (Current Conveyor) [13–20]. It is formed by an
input current buffer followed by a voltage buffer, as shown in the simplified schematic
of Fig. 1. A preliminary investigation of this design approach has been already briefly
illustrated in [13]. The proposed analog block has a current input atY pin and a current
output at X terminal, while the Z port is an output voltage terminal. This solution
allows to achieve low input and output impedances, suitable for the current input
signal to be converted into voltages. The VCII so designed has been connected to
a SiPM has reported in Fig. 2, where the silicon photomultiplier is modelled with
a current source, a series switch and a parallel parasitic impedance that is typically
capacitive and very large. On the other side, the X pin is connected to an external
resistor that is useful to fix the transimpedance gain. In fact, as demonstrated in [4],
the output voltage of the circuit is:

Fig. 1 The proposed VCII base scheme

Fig. 2 Simplified
architecture of the
VCII-based sensor interface
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Fig. 3 Transfer function and noise contribution for different gain levels of the proposedVCII-based
interface

Vout = αVx ≈ ±αβRgain Iin (1)

being α and β voltage and current gain of the VCII, respectively, that are ideally
equal to 1, is our case for a frequency range up to several MHz through a suitable
microelectronic design.

The proposed interface has been simulated with the 0.35 µm CMOS technology
process fromAMS Foundry. As an example of application, in Figs. 3 and 4 some pre-
liminary results are reported. Simulations shows a transimpedance gain up to 86 dB
with a very large bandwidth (around 10 MHz) and a reduced power consumption
(700 µW). The circuit is biased with ±1.65 V, the considered input current is about
30 µA, while a parasitic input capacitance up to 300 pF has been taken into account.
The input and output port impedances are around 50 � and also noise performance
are satisfactory (Fig. 3). Time domain response in Fig. 4 shows the feasibility of the
proposed solution to be adopted in practical low voltage low power applications.

3 Conclusions

In this paper we have proposed a VCII-based sensor interface for silicon photomul-
tiplier. Simulation results have shown that thanks to the voltage/current approach
it is possible to achieve very high transimpedance gain that is independent from
the bandwidth and is able to work also with very high input parasitic capacitive
impedance.
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Fig. 4 Input current pulse and voltage response at different gain levels (pulse responses refer to
right axis)
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New Chemometric Approach Using Data
Obtained by a DMFC Device
to Qualitatively and Quantitatively
Determine Organic Molecules

Mauro Tomassetti, Federico Marini, Riccardo Angeloni, Mauro Castrucci
and Luigi Campanella

Abstract In this communication first results are reported: seven organic molecules
were considered: (3 alcohols) methanol, ethanol, propanol, (2 antibiotics) chloram-
phenicol, imipenem, (and 2 important biologic molecules) atropine and cortisone.
For quantitative analysis seven different calibration curves were built (one for each
molecule), showing different calibration sensitivity, which allows the quantitative
determination of the seven organic molecules. For the qualitative analysis data from
each of curves, obtained through the fuel cell, which represent the sensor’s response
to each of the molecules considered, where processed by chemometric methods,
so that it was possible to directly identify and recognize each of the seven organic
molecules.

Keywords Direct catalytic fuel cell · Coupled yeast cells · Glucose as fuel ·
Analytical and energetic purposes

1 Introduction

Organic molecules very different from one another, practically having in common
only one –OHgroup, can be determined not only quantitatively, but also qualitatively,
making use of a small commercial Direct Methanol Fuel Cell (DMFC), used as an
analytical sensor [1]. In the first results reported in this communication, the following
7 organicmoleculeswere considered:methanol, ethanol, propanol, chloramphenicol,
imipenem, atropine and cortisone; that is, 3 alcohols, 2 antibiotics and 2 molecules
very important from the bio-pharmaceutical point of view. From a quantitative point
of view, the traditional approach was followed: seven different calibration curves
were built (one for each molecule), which show very different calibration sensitivity.
Each of them allows, therefore, the quantitative determination of the corresponding
organic molecule, even if with very different sensitivities among them. For the qual-
itative analysis of single molecules, the approach has been much more innovative. In
fact, by processing the data from each of the individual curves obtained through the
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fuel cell, which represent the sensor’s response to each of the molecules considered
and processing them using chemometric methods, it is possible to directly identify
and recognize each of the 7 organic molecules.

2 Results

The recorded signal as a function of time (s) of the fuel cell for each one of seven
studied organic molecules, are shown in Fig. 1.

2.1 Quantitative Analysis

From a quantitative point of view, the traditional approach was followed: 7 different
calibration curves were constructed (one for each studied molecule), each of which
allows the quantitative determination of one of the molecules. Seven calibration
curves have been obtained and reported in Fig. 2. Also the different calibration curves
equations have been reported in this figure, that evidences significant differences in
the sensitivity of molecules to the seven analytes considered.

Fig. 1 Current decays of the seven investigated solutions constituting the data set under
investigation
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Fig. 2 Calibration curves for the seven studied organic molecules and univariate calibration
equations for various analytes
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2.2 Principal Component Analysis

At first, principal component analysis was applied to the data, after mean centering,
and 2 components (accounting for more than 99.9% of the total variance) appeared
to be significant according to cross-validation. The results of PCA are graphically
displayed in Fig. 3, in terms of scores and loading plots. The loading plot seems to
indicate that there are two kind of exponential decays characterizing the analytes, one
(contributing the most to PC1) which is faster, and a second one (more relevant for
PC2) which is slower. By comparing these outcomes with the corresponding scores
plot, one could infer that in ethanol, to a lesser extent in methanol and chlorampheni-
col, are characterized by a higher contribution of the faster component is dominant,
whereas the slowest one contributes the most in particular for methanol.

2.3 Multi-way Analysis

In order to have a better insight into the characteristics of the systems, the data
were further analyzed by power-slicing followed by PARAFAC data processing [2].
This approach takes advantage of the holographic nature of the exponential decays
and rearranges the data into a three-way structure which can then be processed by
appropriate multi-way algorithms (in this case, PARAFAC). By doing this, it was
possible to identify four exponential decays (with time constants 7.1 s, 33.0 s, 539.0 s
and 9502.6 s, respectively) accounting for practically all the variance present in the
data, and to evaluate the contribution of each of these four exponential trends to
the behavior of the different substances. The results are reported in Fig. 4. The
Figure highlights how in general the current drop is higher for ethanol, methanol and
chloramphenicol, but also that, for these molecules, the slower decaying components
are more relevant. On the other hand, the other molecules show a lower overall
intensity drop and, when looking at the individual contributions, a higher amount of
the faster decaying components.
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Fig. 3 Results of PCA on the analyzed data set: scores plot (upper panel); loading plot (lower
panel)
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Fig. 4 Results of Slicing/PARAFAC on the analyzed data set: relative contributions of the different
exponential decays (upper panel), whose profiles are reported in the lower panel

3 Conclusion

In conclusion, the results obtained from this first approach, based on the use of a
DMFC cell type sensor and chemometric methods, seem innovative and promising
in the light of further and wider developments in the qualitative and quantitative
analysis of several other organic molecules.
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Studies on Silver Nanoparticles
Production Mediated by Sugars

Annalisa Scroccarello, Flavio Della Pelle, Simona Scarano
and Dario Compagnone

Abstract In this work, a simple strategy for the formation of silver nanoparticles
(AgNPs) mediated by sugars (SGs) has been studied, focusing the attention on the
kinetic of the process. In optimized conditions, SGs, together with a proper capping
agent, are able to form AgNPs reducing Ag+ and stabilizing, at the same time, the
resulting AgNPs colloidal suspension. In order to investigate the AgNPs formation,
the attention was paid on four SGs (fructose, glucose, sucrose, and xylitol); localized
surface plasmon resonance (LSPR) related to the AgNPs formed was monitored over
time. Furthermore, the morphology of the AgNPs, was also studied at the different
stages of the formation process.

Keywords Silver nanoparticles · LSPR · Sugars structure

1 Introduction

In recent years, nanomaterials (NMs) have received increasing attention in different
fields thanks to their unique optical, electrical, magnetic, catalytic, biological, and
mechanical properties. NMs have become the favorite tools to realize sensors and
sensing strategies, allowing to achieve new and unique analytical performances. In
particular, metal nanoparticles (MNPs), among the several uses in analytical chem-
istry, have been employed as direct and indirect ‘probes’ for food quality and safety
evaluation [1]. However, the number of studies about the formation of AgNPs still
remain very low compared with other metal-based NPs (e.g. gold, copper, platinum,
etc.), probably because of the extremely high reactivity of silver [1–4] that results
in a difficult handling. The kinetics of the MNPs formation results to be crucial to
understand the ‘synthetic route’ and the conditions to obtain stable MNPs colloidal
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suspensions. According to literature, the formation of colloidal MNPs is classically
composed by three main steps: (i) the “nucleation step”, where metal reduction
occurs and the NPs seeds are formed (this step is fast and challenging to monitor,
and starts when a synthetic or natural reducing agent keeps in contact with the metal
source); (ii) the seeding step followed by the ‘growth step’ (growth and stabilization
of the nanoparticles occur until the most stable shape and size is reached); (iii) the
‘plateau step’ (stable and well dispersed/suspended NPs) [3]. In this last step, an
overgrowth/aggregation can rapidly occur, and the nano-size domain can be lost,
in particular with not fully stabilized nanoparticles. It should be noticed that each
MNPs formation step can be spectroscopically followed because of the LSPR feature
(Fig. 2b). The plasmonic MNPs absorption band is an intrinsic feature of related to
the MNPs size, shape and chemical nature [1, 8]. MNPs have been thus exploited in
a wide range of applications in chemistry, biology, and nanotechnology, resulting to
be elective materials to realize colorimetric or spectrophotometric sensing strategies
[1–7]. AgNPs formation has been proposed by our group in previous works, aimed
to assay SGs in food samples [9, 10]; in this work kinetic and morphological studies
have been performed.

2 Material, Methods, and Apparatus

The AgNPs formation was conducted according to Della Pelle et al. [9], in brief,
the AgNPs were obtained directly in cuvette via quantitative reduction of AgNO3,
mediated by SGs. The mix was composed by: 5 µL of CTAC (1.0× 10−3 mol L−1),
25µL ofAgNO3 solution (2.0× 10−2 mol L−1), appropriate dilution of SGs standard
(fructose, FRU; glucose, GLU; sucrose, SCR; xylitol, XYT), in a final volume of
500 µL of deionized water. The reaction was triggered by the addition of NaOH (10
µL, 5.0 mol L−1). All the reagents were used at room temperature. The reaction mix
was incubated at room temperature (25 °C), for 10 min in a WineLab instrument
(CDR Foodlab s.r.l., Florence, Italy), and the absorbance value was recorded at a
fixed wavelength at 430 nm using the kinetic mode, collecting extinction values over
time (s). The AgNPs formed upon sugars action were also characterized by UV-
Vis spectra (JENWAY 6400 Spectrophotometer, Barlworld Scientific, Staffordshire,
UK) and Transmission ElectronMicroscopy (TEM) (Philips Electronic Instruments,
Mahwah, NJ, USA) (Fig. 1).

3 Formation of AgNPs by Sugars: Kinetic Study
and Morphological Characterization

The kinetic of the MNPs formation results to be crucial to understand and optimize
their synthesis, mainly in order to obtain a stable colloidal suspension. Thus, with the
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Fig. 1 Scheme of the AgNPs sugars-mediated formation strategy

aim to investigate the AgNPs formation trend in real time, four standard SGs (GLU,
FRU, SCR, and XYT) were studied as models at fixed wavelength (maximum of
AgNPs LSPR: 430 nm) by monitoring the increase in absorbance over time until the
steady state. The SGs were selected in order to understand how their structure may
influence the formation and stabilization of the AgNPs. To this aim, the selected SGs
were let to react (using the procedure reported in Sect. 2) at the same concentration
(5.0 × 10−5 mol L−1) to directly compare their behavior over 600 s. As displayed
in Fig. 3a the sugars shown very similar trends, that may be described through three
stages: an initial latent starting phase, a linearly increasing phase, followed by the
gradual decrease of the growth (i.e. in the curve slope) and finally the plateau phase
(Fig. 2a). These three phases correspond to the AgNPs seed-nucleation, growth and
final-stabilization (Fig. 2a).During nucleation, silver seeds are formedbySGs (nucle-
ation step, Fig. 2a). During the growth step, the metal seeds core increases (further
Ag+ reduction) with a concurrent external shell formation (composed by sugars and
capping agent) around theAg(0) core [9]. After exceeding criticalAgNPs dimensions
and concentrations, the AgNPs growth is slowed down and finally stops (Fig. 2b pur-
ple lines). At this stage, if the reaction is not stopped or the SGs concentration is too
high, the AgNPs stabilization is compromised and the colloidal stability decreases.
Due to the overgrown, AgNPs tend to interact each other, causing aggregation and
collapse/precipitation. This phenomenon is clearly shown in the purple circle of the
Fig. 2a inset.

Moreover, studying the kinetics of AgNPs formation mediated by SGs, the result-
ing time versus LSPRmax curves returns information on the different SGs reactivity.
It is easy to notice in Fig. 3a, where kinetic studies were conducted with FRU, GLU,
SCR, and XYT. Clearly the different SGs structures influence the AgNPs formation
rate, particularly in the nucleation step (from 0 to 100 s). This first phase is imme-
diately followed by the silver seeds growth (from 100 to 400 s) where the higher
growth rate was obtained by GLU (Fig. 3a, violet line), followed by FRU, XYT, and
SCR. In this phase, the dimension of the AgNPs is low and the growth is influenced
by both reducing and capacity of the SGs employed [9, 10]. Thus, the slope of the
linear portion of the sigmoidal curve returns information on the SGs reactivity, in
particular, higher slopes correspond to faster reaction rates. Finally, after exceeding
a critical AgNPs dimension, the AgNPs growth is slowed down until it stops, while
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Fig. 2 a AgNPs-GLUmediated formation curve monitored at fixed wavelength (430 nm). b LSPR
absorbance peak of stable (pink line) and overgrown (purple line) AgNPs synthetized by GLU 2.5
× 10−6 mol L−1 and 2.5 × 10−4 mol L−1, respectively. In the inset, the color scale of AgNPs
synthetized by increasing amount of GLU. Circled in purple indicates overgrown AgNPs. c TEM
magnification of AgNPs formed with GLU 5.0× 10−5 mol L−1 at different time of reaction: from
0 to 100 s (C.1), from 100 to 600 s (C.2), over 1000 s

Fig. 3 a AgNPs formation curve obtained using GLU (red line), FRU (violet line), SCR (yellow
line) and XYT (green line) at 5.0 × 10−5 mol L−1. b AgNPs formation curve obtained with
increasing amount of GLU (1.0× 10−5 mol L−1 orange line, 4.0× 10−5 mol L−1 red line, and 8.0
× 10−5 mol L−1 blue line)
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the external shell, composed by SGs and capping agent, totally surrounds the Ag(0)
core [1, 8–10]. As clearly shown in Fig. 3a, for all the SGs tested, the plateau phase is
reached around 400 s, and the final absorbance value is strictly related to the intrinsic
ability of SGs to quantitatively form AgNPs [9, 10].

Focusing on the SGs structure, among the studied SGs, FRU and GLU are both
open structureswith ketonic and aldehydic groups, respectively. These SGs return the
highest final absorbance values (kinetic trend shown in Fig. 3a, violet and red lines
for FRU andGLU respectively). On the other hand, SCR andXYT, a cyclic disaccha-
ride and a polyalcohol, respectively, possess only hydroxyl functions (non-reducing
sugars) (Fig. 3a yellow and green lines for SCR and XYT respectively) [9], and, in
fact, they show the same kinetic behavior; this feature can be related to the absence
of the reducing group. In this case, SCR and XYT are able to allow the formation
of AgNPs acting as stabilizers and surface charge carriers in combination with the
CTAC (capping agent). Furthermore, through the GLU kinetic curves, performed
with increasing SGs concentration (Fig. 3b), taking the absorbance at the end-point
of the reaction, a signal proportional to the standard concentration employed was
observed. This behavior underlines, again, how in this kind of AgNPs formation
strategy the SG is not only required to trigger the AgNPs formation but possesses
an active role, that affects the amount, the size/shape, and the dispersion state of the
nanoparticles formed.

4 Conclusion

In this work, the active role of SGs in the AgNPs formation was confirmed. More-
over, the formation studies allowed to hypothesize the mechanisms behind the SG-
mediated AgNPs synthesis. This AgNPs synthesis confirms to be a valuable tool both
for the green-production of AgNPs and for sugars content evaluation in real samples.
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Low-Power Integrated Circuit
for Orientation Independent Acquisitions
from Smart Accelerometers

Antonio De Vita, Gian Domenico Licciardo, Aldo Femia, Luigi Di Benedetto,
Alfredo Rubino and Danilo Pau

Abstract In this work, a digital circuit is proposed to eliminate the dependence of
measurements of tri-axial accelerometers from the spatial orientation of the sensor. It
is suitable for a large number of applications, fromwearable system to human activity
recognition and prediction. The circuit implements a new, hardware friendly, vector
rotation algorithm which contributes to reduce the occupied area and the power
dissipation. The design has been targeted to FPGA and std_cells in 65 nm CMOS
technology. In the second case, it returns a power dissipation of 1 µW and an area of
about 0.024 mm2. The obtained results show the possibility to integrate the module
with the embedded circuitry of inertial sensors.

Keywords Inertial sensors · Smart sensors · Low-power · Wearable systems
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1 Introduction

Over the last years, the development of inertial sensors has enabled several appli-
cations exploiting the reduced dimensions and low power dissipations of MEMS.
Accelerometers, in particular, are largely used in low-power and wearable applica-
tions such as motion sensing, fall detection, and the like. Generally, in such appli-
cations the sensor is arbitrarily oriented in the space, and the disturbance deriving
from the difficulty to establish a homogeneous coordinate reference system for the
measured vectors causes significant inaccuracies [1–3]. Therefore, the possibility
to relate all the measurements to a unique coordinate frame is highly required [4].
However, the orientation recalculation and the removal or attenuation of the induced
errors is computationally intensive, in particular because real-time processing and
very high accuracy are required. The use of general purpose processing units (MCUs,
CPUs, or GPUs), does not permit an optimal trade-off between dimensions, power
consumption and accuracy, being limited to approximated algorithms [5, 6]. With
the purpose to overcome the above limitations, in this work, a new custom circuit
is proposed, which makes the acquisitions of a tri-axial accelerometer independent
from the orientation of the sensor. This is obtained by implementing a new “hard-
ware friendly” algorithm, specifically derived from the Rodrigues’ rotation formula
[7]. The circuit is capable to rotate simultaneously each coordinate of a tri-axial
accelerometer from a generic coordinate system to a reference one. If the reference
system is fixed to the Earth, the measured accelerations can be related to the grav-
ity vector, as schematized in Fig. 1a, eliminating in this way the error due to the
misalignment between the coordinate systems.

The circuit has been prototyped on the Xilinx xc7z020clg484-1 FPGA and syn-
thesized with the TSMC 65 nm CMOS std_cells. In this second case it returns an
occupied area of 0.024 mm2 and a total dissipated power of 1 µW when the clock

Fig. 1 a Representation of the sensor-fixed reference frame (x, y, z) and the reference frame (xt,
yt, zt) with respect to gravity (�g) and the sensor. b Proposed calculation scheme
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frequency is set to a frequency of 12.3 kHz, compatible with output data-rate of
commercial accelerometers for motion sensing. Such results prove the integrability
of the proposed circuits in the sensor ASIC.

2 The Rotation Algorithm

The vector rotation algorithm is obtained from theRodrigues’ rotation formula. From
this an alternative calculation scheme has been derived in order to have the minimum
set of arithmetic operators. As in Fig. 1a, the tri-axial accelerometer defines a sensor-
fixed system S = {x, y, z}, while gravity defines an Earth-fixed system T = {xt , yt ,
zt}. The proposed circuit calculates the three coordinates in T by rotating S around
the rotation axis u by an angle θ , where u and θ are defined by the gravity vector �g
as:

û = �g × ẑ
∥
∥�g × ẑ

∥
∥

=
⎛

⎝
gy

√

g2x + g2y
,− gx

√

g2x + g2y
, 0

⎞

⎠, θ = cos−1 gz
‖�g‖

where ẑ is the z-axis versor in S, gz the component of g along the z-axis in S
and ‖�g‖ the norm of the gravity vector. If, for example, z must be aligned with

g, namely if ẑt = �g
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, the rotated vectors can be calculated

as: vxr = �v · x̂t , vyr = �v · ŷt , vzr = �v · ẑt , where:
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‖�g‖g2xy

+ g2y
g2xy

,−|gx |gygz
‖�g‖g2xy

− gxgy
g2xy

,
|gx |
‖�g‖

)

ŷt = ẑt × x̂t =
(
aygz − azgy

‖�g‖ ,
azgx − axgz

‖�g‖ ,
axgy − aygx

‖�g‖
)

�xu = (x̂ · û)û, �xn = ∥
∥x̂ − (x̂ · û)û

∥
∥(ẑt × û) and x̂t = (ax , ay, az).

The derived calculation scheme is shown in Fig. 1b, fromwhich the huge complex-
ity of the circuit appears evident, as well as the great amount of physical resources
required for its straightforward implementation. An accurate reorganization and
dimensioning of all the arithmetic operators has reduced the design to a single atomic
module, which iteratively operates in order to implement the processing scheme of
Fig. 1b. All the partial and final results have been coded with 24-bits fixed point
(8.16) with the purpose to simplify the complexity of operators and registers [8, 9].
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3 The Proposed Architecture

An iterative structure has been implemented by exploiting the modularity of the
calculation scheme, in Fig. 1b. The scheme of the circuit is shown in Fig. 2a. The
arithmetic core, the Acceleration Rotation Unit (ARU), is detailed in Fig. 2b. It is
composed by three 24-bits Booth multipliers operating in parallel, two 24-bits carry-
ripple cascaded adders and three multiplexers. The inputs i1–i6, correspond either
to the spatial components of the current �g and �v or to feedback intermediate results;
three outputs are provided at each clock cycle. The proposed architecture has been
tailored for motion sensing with low input data rate, typical of low frequency human
activities. Each multiplier is made up of one Booth cell only; therefore 12 cycles are
required to carry out the multiplication. A dedicated clock signal (Mult_clk) is used,
derived by multiplying by 12 the frequency of the global clock (G_clk). In order
to complete a rotation, 41 cycles are required: 18 cycles are needed for the ARU
operations, 8 of which are devoted to the square-root and the remaining 23 cycles are
used by the dividers in Fig. 2c. Given the reduced amount of data, the data-stream
of input and partially processed data has been managed by registers [10–12]. The
iterations have been implemented by the bank of 24 bits registers in Fig. 2a, able to
store partial results up to 4 clock cycles.Within each cycle, an inputMUX, selected by
a 6-bits counter, feeds the ARU with new input data, (gx , gy, gz, vx , vy, vz), or feeds
back intermediate data. Three dividers implement the division operations, which are
grouped and shifted at the end of the calculation scheme, as shown in Fig. 1b.

Fig. 2 a Block diagram of the acceleration rotation architecture; b scheme of the acceleration
rotation unit; c scheme of the divisor
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3.1 Square Root and Division

The square root has been implemented by a Taylor series expansion. The circuit is
based on five 30-bytes LUTs (10 words of 24-bit) to store the series coefficients.
In total, 8 cycles are required to perform the square root operation. The division
operation has been implemented by the conventional restoring algorithm, based on
the calculation of the reciprocal of the divisor [13]. Each divider is implemented
in an iterative fashion as shown in Fig. 2c. The main arithmetic block is a 24-bit
carry-ripple adder/subtractor. Since the divider is used to calculate the reciprocal of
a given value, the dividend is always equal to 1. The DEN SCALE left-shifts the
divisor until its integer part becomes greater than or equal to 1 to properly start the
division process. In turn, the Q SCALE blocks right-shift the quotient to obtain its
final value.

4 Results

The proposed design has been targeted to the Xilinx xc7z020clg484-1 FPGA and
std_cells in TSMC 65 nm CMOS technology. Although the proposed circuit could
be applied to each kind of accelerometer, the proposed setup has been arranged for
applications requiring as low power dissipation as possible, like wearable and human
activity recognition systems where the obtained results are much more interesting.
Results are summarized in Table 1, where also the implementation results of a FP32
codinghas been reported to givemore context about area andpower reduction allowed
by the design choices. The sensor output data rate has been set to f s = 25Hz, which is
usually taken as the reference frequency for human activities [14, 15]. Consequently,
the minimum allowable value for the global clock frequency has been set to 41 f s
= 1025 Hz, and the one of the Mult_clk to 12.3 kHz. It is worth to underline that
the maximum operating frequencies are much higher: in particular FPGA results
returns a critical path delay of 15.4 ns for Mult_clk intra-clock paths and of 28.4 ns

Table 1 FPGA and std_cells synthesis results

Floating-point 32-bit Fixed-point 24-bit

FPGA std_cells FPGA std_cells

Total power (mW) 104 1.7 × 10−3 104 10−3

Dynamic power (mW) <1 0.68 × 10−3 <1 0.31 × 10−3

Static power (mW) ∼=104 1.02 × 10−3 104 0.69 × 10−3

LUT 8594 – 2760 –

FF 1285 – 1305 –

Area (mm2) – 0.05 – 0.024

Max op. freq. (MHz) 10.5 31.3 64.9 109.9
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for G_clk. Therefore, the maximum operation frequencies are 65 and 5.4 MHz for
the Mult_clk and the G_clk respectively. In turn, maximum operation frequency in
CMOS technology are 110 and 9.2 MHz. The amount of mapped physical resource
has been highly reduced by the choice of a full iterative implementation: 2760 LUTs
are required for FPGA implementation and an area occupation of 0.024 mm2 with
std_cells. Consider that a large part of the design is occupied by the divisor circuitries,
up to 45% of the total number of LUTs in FPGA, since DSP instantiation has been
avoided to ensure the portability of theRTL and asmuch platform independent results
as possible. The reduced occupied area is mandatory to limit the power dissipation,
which in std_cells is 1µWwhenG_clk is set to 1.025 kHz, since about the 70% is due
to leakages, although low-power libraries and devices with a high threshold voltage
have been used. The corresponding energy per clock cycle is 0.87 nJ, while energy
per AR operation is 35.6 nJ. With respect to a FP32 coding, the design choices show
a 2× reduction both in area occupation and power consumption, with a negligible
impact on the overall accuracy of the system. In this work comparisons with other
solutions are absent since, to the best of our knowledge, in the literature a design that
offers the same functionality with the same performances does not exist.

5 Conclusion

In this work, an ultra-low power fixed-point architecture for AR is proposed, which
achieves state-of-art performances in terms of accuracy, power dissipation and occu-
pied area. The ultra-low power consumption makes feasible the integration of the
proposed circuit with the sensor in the same die or package. Future improvements
will concern the further reduction of the multiplier complexity in the way shown in
[16–18] and the introduction of a custom filter stage to improve accuracy.
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Hand-Held Electronic Nose to Detect
Biomarkers of Diseases Through Breath

Carlos Sanchez-Vicente, J. P. Santos, Jesús Lozano and I. Sayago

Abstract In this communication, we present a home-developed portable electronic
nose used in discrimination of biomarkers of different diseases through the breath.
We have used samples corresponding with different levels of gravity of illnesses.
The electronic nose is equipped with embedded control, instrumentation electronics,
rechargeable batteries, pump and electrovalve to control the way of the sampling
gas, touch screen and IEEE 802.11 transceiver for wireless communication. Several
measurements were made to check the discrimination capability of the prototype in
the discrimination of different biomarkers of diseases.

Keywords Electronic nose · Gas sensors · E-nose · Biomarkers · Breath ·
Diseases · Asthma · Diabetes · Volatile organic compounds · Digestive system ·
Respiratory system

1 Introduction

The increased incidence of chronic diseases worldwide, due to lifestyle and environ-
mental conditions, can have a detrimental effect if not diagnosed in time and prop-
erly managed. Asthma and diabetes are two of the chronic diseases with the greatest
impact on the population of the world. These pathologies affect to 339 million and
422million of patients respectively. In recent years the number of patients affected by
these pathologies has increased significantly, in the case of the diabetes increase 25%
in 30 years. Although the mortality from these diseases has been reduced, there is
still a considerable percentage undiagnosed or with deficient control of the pathology
[1, 2].
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Incorrect diagnostic and inadequate control of chronic diseases can increase the
risk to the patients, aggravating the status of disease and reducing his quality of life.
Not only that, late diagnosis or poor control increases in health care cost too. For
this reason, it is necessary to have diagnostic equipment that is efficient, portable and
economical, so that more health centers, hospitals, and patients have access to them.
In addition, it is important for patients that this type of equipment is non-invasive,
allowing rapid and risk-free analysis. These diseases modify the composition of the
volatile organic compounds (VOCs) present in the breath of the patient, compared
to a healthy person. This allows a non-invasive analysis to know the status of these
pathologies. The breath is a mixture of nitrogen, oxygen, CO2, H2O, and other gases.
It known that the air exhaled of a person has 95% of relative humidity (RH) and
around 2500 trace VOCswith concentration in the range of ppm to ppt by volume [3].
Acetone is a volatile closely related to diabetes. Other gaseous compounds present
in breath related to diseases are carbon monoxide (CO), and nitric oxide (NO). CO
and NO can be detected and evaluated as potential biomarkers of lung diseases.
Electronic nose would allow detection of exhaled gases on the breath (VOCs, CO,
NO …) and could be used for the diagnosis of diseases.

2 Electronic Nose

For this purpose, we present WiNOSE. This is an electronic nose that has been
home-designed (CSIC and UEx) to support 8 commercial micro-sensors, which are
controlled by DSC Microchip model dsPIC33FJ128GP306. In addition, the e-nose
is provided with an electronic pump and an electrovalve to control the way of the
sampling gas, embedded control and instrumentation electronics, rechargeable bat-
teries, touch screen and IEEE 802.11 transceiver for wireless communication. The
schematic of WiNOSE is shown in Fig. 1. In this case, this e-nose uses 8 commercial
micro-sensors which are fromCambridge. Sensors 1–4 correspond to model 801 and
sensors 5–8 correspond to model 803 [4, 5].

3 Experimental

3.1 Biomarkers

In order to detect these diseases, the majority biomarkers present in the breath CO
and NO in the case of asthma and acetone in the case of diabetes are used. Table 1
shows the concentration ranges for healthy and sick people for each biomarker used
[6–9].
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Fig. 1 Schematic of electronic nose

Table 1 Concentration range
used for the different
biomarkers

Range for healthy
persons

Range for ill persons

Acetone (ppm) 0.5–2 >4

NO (ppb) 1–20 >25

CO (ppm) 1–2 >5

3.2 Measurement Setup

In this work, different samples have been prepared in the laboratory that simulates
human breath, varying the concentration of the different biomarkers, to check the
discrimination capability of the prototype. The measurement setup shown in Fig. 2
has been used for this purpose.

NO and CO gas bottles have been used for the preparation of asthmatic patient
samples. On the other hand, in order to obtain the samples corresponding to patients
with diabetes, a permeation tube of acetone has been used. A gas mixing unit was
used to obtain the desired concentration of each gas. It should be noted that analyses
have been carried out with samples with 50% of RH and without humidity, to study
the influence of humidity on the sensors. Because this is a preliminary study, a lower
RH value that can be found in a breath of person has been used, with the objective
to determine the influence that it has on the sensors and how these behave in the
presence of humidity with respect to analyses made without it.
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Fig. 2 Measurement setup

4 Results

The results obtained can be seen in the graphs included in Fig. 3. The graphs are
separated into two columns, the left column shows the analyses carried out without
humidity and the right column shows the analyses carried out with a relative humidity
of 50%. The concentration range is indicated: the green zone corresponds to healthy
persons ant the red zone to ill patients. In Fig. 3, the response is indicated as a
percentage of the sensor’s resistance variation. Several operation temperatures, from
300 to 400 °C approx. (corresponding heating voltages 1.3–1.8 V) have been used
to get different responses. The 4 sensors with the best response are represented.

Table 2 shows the optimal percentage variations that can occur for each of the
compounds (both with and without humidity), comparing the responses obtained
for the maximum concentration value corresponding to a healthy person and the
minimum value corresponding to a sick person.
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Fig. 3 Representation of sensor responses for samples prepared in the laboratory. 1a Acetone
samples without humidity. 1b Acetone samples with 50% RH. 2a CO samples without humidity.
2b CO samples with 50% RH. 3a NO samples without humidity. 3b NO samples with 50% RH

Table 2 Percentage variation
between the maximum
concentration in a healthy
person and the minimum that
can be found in a sick person,
for each biomarker

Samples without
humidity (%)

Samples with 50% RH
(%)

Acetone 7.3 4.0

NO 12.8 3.8

CO 6.1 2.4

5 Conclusion

Samples with different concentrations of acetone, CO or NO have been analyzed to
evaluate the effectiveness of this equipment against these variations in concentration.
The samples have been prepared in the laboratory, using bottles of gases (COandNO)
or permeation tubes of acetone. The electronic nose is able to differentiate between
different concentrations of CO and acetone corresponding to patients with diabetes
or asthma and healthy persons, as shown in Fig. 3. As can be seen, in samples with
humidity there is less variation in response between different concentrations because
humidity attenuates the sensor response. Table 2 shows the percentage decrease
between samples with 50% relative humidity and those without. With these results,
wewill evaluate the use of a filteringmethod to reduce the attenuation of the response
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produced by humidity. On the other hand, it has been observed that the range of
response increases considerably in the case of measurements with humidity for NO
and CO, respect to the same concentrations measured without humidity.
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Mid Term Field Validation
of the MONICA Air Quality Multisensor

E. Esposito, S. De Vito, F. Formisano, E. Massera, G. Fattoruso,
G. Migliaccio, P. D’Auria, A. Amendola and G. Di Francia

Abstract Accurate sensors validation is a fundamental requirement in air quality
monitoring. Validated multisensor could in fact be used as tools to provide indicative
measurements to compliment data coming from regulatory monitoring stations. The
sparseness of the conventional analyzers, do not allow to have a dense background
and prevent the possibility to achieve a high resolution picture of pollutants concen-
trations in cities and validated Air Quality multisensor could provide a solution to
the lack of resolution. Currently, the most accredited validation procedure involves
in field data recording in co-location with reference instrumentation. In this work,
we show the results of a validation experiment implemented co-locating the ENEA
MONICA platform together with an ARPAC (Campania Regional Agency for Envi-
ronmental Protection) conventional analyzer, during 8 months. The obtained results
encourage the possible use of MONICA multisensor platform as a backup tool for
reference analyzers.

Keywords Air quality multisensor systems · Reference backup data · Field
calibration

1 Introduction

Air Quality (AQ) multisensor systems have shown to be able to provide, if properly
calibrated, high quality data in terms of indicative measurements. As such, they
could be used as a backup tool for reference analyzers providing a way to obtain
meaningful data in the case reference data become unavailable due to failures.
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Many researchers are interested in Air Quality multisensory systems in order to
improve their performances. In the last fewyears, the achieved results have shown that
the performance have gradually reached surprising levels, meeting, for limited peri-
ods of time, strict requirements on uncertainty that qualify them for use as indicative
measurement systems in regulatory air quality monitoring networks [1]. The main
issue is the calibration of these systems. It is paramount, actually, to assess and val-
idate their performance so that they could be reliably used for obtaining significant
information on AQ in cities. As we know, laboratory based calibration procedures
have failed to allow cost effective solutions and their accuracy have shown limited
when used in field conditions. At the same time calibration procedures using field
data have their robustness challenged by concept and sensor drift appearing at least
on a seasonal basis [2]. Their use for long term operations is hence still debated.
Adaptation with periodical recalibration is advocated by several studies basis of
evidences provided by long term co-location periods [3, 4].

Of course, regulatory monitoring network will continue to represent the backbone
for providing the highest quality reference values to be used as the primary data base
for remediation and regulation policy design. However, AQ regulatory monitoring
stations suffer from periodical failures and are subjected to frequent maintenance
operations that put them off-line generating a complete lack of data during several
time periods along the year. This situation hampers the validation of short and long
term assessments on AQ on urban and regional scale. In this work, we show how AQ
multisensor system can be used to provide a backup system for regulatorymonitoring
achieving 100% availability of high quality AQ data by completing AQ reference
stations data with their EU qualified indicative measurements.

A first attempt to obtain a mid-term validation of our AQ systems was carried out
using several approaches. First, a simple linear univariate and multivariate calibra-
tion procedure was used. Afterwise, we adopted a machine learning methodology,
in particular, a shallow neural network estimation algorithm. Validation of their per-
formance is obtained with data coming from a mid-term deployment (6 months, still
on-going) in which an electrochemical sensors based intelligent AQ multisensory
system is installed inside an AQ regulatory monitoring station, enjoying the access
to the very same inlet that serves the regulatory instruments for maximum repro-
ducibility. The setup is actually designed to limiting any interference coming from
differences in the real time analyzed air usually found in the common co-location
deployments. Results shows that both the analyzed approaches allow for reaching
and sustaining good performances during the in place co-location period.
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Fig. 1 Co-location experiment architecture. The reference system common inlet directly feed the
AQ multisensory system

2 Experimental Setup

2.1 Co-location Experiment Architecture

The co-location experiment started on April 2018 and it’s still in place and captured
data continuously contribute to the robustness and confidence of the resulting perfor-
mance figures. Our AQmultisensory platform inlet is directly connected on the main
common inlet of the AQ regulatory station, as shown in Fig. 1, actually providing
the air flow to all the regulatory instrumentation.

An internal Air conditioning (AC) unit, contributed to keep stable environ-
mental conditions. However, an overlooked wrong set point configuration caused
temperature oscillations to peak at 38 °C during June–August 2018 (see Fig. 2).

2.2 The MONICA Portable Multisensor Platform

The AQ multisensory system is based on the Monica device (v 2.0), developed by
ENEA. Monica is a chemical multisensory device based on Alphasense A4 electro-
chemical sensing units and T, RH environmental sensors (sensirion SHT75). Its gas
sensors array currently hosts three gas transducers specifically devoted to estimate
CO (CO-A4), NO2 (NO2-A43F) and O3 (O3-A431) concentrations, but its modular-
ity allows for the inclusion of a total VOC (PID) as well as to substitute the current
sensors with dangerous/toxic gas sensors (e.g. H2S). It is well known that EC sensors
are affected by temperature interference as well as non-target gas interference (e.g.
NO2 for O3 sensor). Multivariate calibration is hence needed to obtain best perfor-
mances (see [5, 6]). The entire system is enclosed in a 12 × 10 × 6 cm (500 g)
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Fig. 2 Temperature (°C) and relative humidity (%) behavior during the co-location period (daily
averaged data are shown)

box with two 3 × 3 cm fans, that helps maintaining a constant air flow near the
sensitive edge of the sensor units. The sensors analog front end allows to connect
sensors to an ARM microcontroller based STNucleo board (STm32 Nucleo™ 432
MCU board) capturing and digitalizing working and auxiliary electrodes voltages.
Raw sensors data are transmitted via Bluetooth 4.0 (BLE) interface to a Raspberry
Pi3 based datasink providing for local storage and WAN connectivity services.

Data is captured at 10 samples/min rate and data is averaged on an hourly based
so to meet the reference instruments sampling period (60 s).

2.3 ARPAC Reference Monitoring Station

The AQ regulatory monitoring station involved in the co-location experiment is
located in Via Argine (Naples, Italy) along a main road connecting Naples to several
towns, around the Mt. Vesuvius area. These are generally interested by significant
food and diary product transport. The station is actually operated by ARPAC and
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Table 1 Dataset partition scheme for the two different experiments

Sample rate Dataset length Training set Validation set Test set

First experiment

@1 sample/min ~30k samples 60% 20% 20%

Second experiment

@1 sample/h ~4k samples 1 month 1 week 1 week

is part of the official regulatory AQ monitoring network, as such it is subjected to
regular maintenance activities.

The regulatory instrumentation includes a Teledyne™300COanalyzer, a Thermo
Scientific Mod. 42i NOx chemilumin. analyzer, a Chromatotec/Airmotec mod. GC
866 PID airTOXIC BTX analyzer, and a FAI SWAM 5a Dual Channel Monitor
Particulate matter (PM2.5 + PM10) analyzer.

The recorded dataset exploited in this work consists of 3856 hourly samples
recorded from May to November 2018.

2.4 Data Processing and Field Calibration Methodologies

Several algorithmshavebeenused in order to obtain a calibration. First, linear univari-
ate andmultivariate calibration procedures with Temperature and baseline correction
have been used. Then, we applied a nonlinear univariate and multivariate calibration
procedures, using shallow neural networks estimations algorithm. In particular, we
adopted a three layers Back Propagation Network (BPN) architecture, empirically
equipped with 5 standard tansig neurons units in the hidden layer and a linear output
layer. Data recorded were downloaded and processed with Matlab™ to obtain a first
estimation of raw responses correlations with CO and NO2 as targets.

The first experiment encompassed the first month of the co-location period, in
which 1 min data were available. The second experiment was carried out using the
hourly averaged data of all the co-location period. In both cases, the dataset partition
(training/validation/test sets) procedure is sequential, non-overlapping, using all the
available data. Table 1 shows the data partition procedure.

3 Results

In this work we focused on CO and NO2 concentrations estimations problem using
WE andAE sensors data plus temperature and humidity data as inputs for the adopted
methodologies.

InTable 2, the correlation results obtainedwith the selected calibrationprocedures,
are reported.
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Table 2 Correlation
coefficient computed between
gas (CO and NO2) reference
concentration and (1) raw
sensor response, (2) linear
concentration estimation, (3)
nonlinear concentration
estimation, respectively

Gas CC

1 CO raw sensor response 0.71

2 CO linear estimation 0.76

3 CO nonlinear estimation 0.88

1 NO2 raw sensor response 0.80

2 NO2 linear estimation 0.84

3 NO2 nonlinear estimation 0.94

Fig. 3 Relative expanded uncertainty computedwith 4 calibration procedures forCO (left) andNO2
(right). Red: multivariate neural network algorithm; blue: multivariate linear regression algorithm;
green: univariate neural network algorithm; purple: univariate linear regression algorithm

Figure 3 shows the measure of the uncertainty (expanded relative uncertainty) for
indicativemeasurements, according to the EuropeanAir Quality Directive [7], which
defines the Data Quality Objective (DQO) that monitoring methods need to comply
with to be used as indicative measurements for regulative purposes. According to
the Directive, allowed uncertainties should be less than 50% for PM10 and PM2.5,
30% for O3 and 25% for CO, NOx, NO2 and SO2.

4 Conclusions

The obtained results suggest that on-field nonlinear multivariate calibration may
allow the achievement of the EU set Data Quality Objectives, both for CO and NO2.

These results encourage the possible use of MONICA multisensor platform to
integrate the ARPAC sensors network or, eventually, to replace them while in faulty
conditions.

Future works will include the analysis of adaptive ML strategies using a 1-year
long dataset, in order to improve AQ multisensory system performances on long-
term co-location period and assess the use of AQ multisensory system as a backup
tool for reference stations.
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A 500 WMicrocontroller-Based
Powertrain Circuit for Ultrasonic
Cleaning Machines

M. Grassi, A. Liberale, M. Elkhayat and P. Malcovati

Abstract A 500 W microcontroller-based power supply circuit for the piezoelec-
tric transducers used in ultrasonic cleaning machines is presented. The powertrain
consists of a boost converter, including AC supply power factor correction, followed
by a digitally programmable buck converter delivering the DC bus voltage for a
half bridge inverter, driven by a suitable signal from the microcontroller oscillator.
Detection of the resonance frequency of the piezoelectric transducer is performed at
startup by measuring the load current on the DC bus through a hall sensor.

Keywords Ultrasonic cleaning · Powertrain circuit · Piezoelectric transducers

1 Introduction

The proposed work reports the study, the design, and the characterization of a
microcontroller-based power generator for ultrasonic washing machines [1]. The
powertrain circuit is re-configurable and can deliver, in continuous operation, up
to 500 W of power to the piezoelectric transducers. Ultrasonic washing machines
consist of a tub, filled up with liquid detergents, and a power converter that drives
an array of piezoelectric transducers, glued to the bottom of the tub for maximum
acoustic power transfer, while the tool to be cleaned is drown into the liquid [2].

In principle, ultrasonic cleaning consists of applying an acoustic carrier to the liq-
uid with adequate power and frequency, in order to cause cavitation. Micro-bubbles
are thus generated in the liquid, which clean the immersed tool thanks to their contin-
uous creation and implosion near the surface that has to be cleaned. The effect of the
microbubbles on the surface is also called micro-brushing [3]. This kind of cleaning
is exploited in several fields, ranging from mechanical factories, to remove oil and
grease from precision components or motors, to electronics laboratories, in order to
clean up printed and hybrid circuit boards, to hospitals or dentist ambulatories, for
surgical tools sterilization.
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The demand for more efficient and reliable ultrasonic cleaning machines implies
the need of deeper research on the power converter circuit and its controlling tech-
niques for this specific application. One of the best trade-offs between reliability and
cleaning capability in power electronics for ultrasonic washing machines is actually
obtained exploiting a rectified AC supply, with or without partial filtering, followed
by a half MOS bridge power inverter [4]. With this strategy, the power delivered
to the tub may only be defined by varying the frequency of the carrier, given the
impedance of the load, since the voltage is imposed by the AC supply.

The powertrain presented in this paper makes use of a microcontroller to control
a buck converter, in order to set a regulated DC bus voltage for the power bridge.
Moreover, the microcontroller takes care of the generation of the inverter carrier.
Other features of the proposed power circuit include the presence of an input Power
Factor Corrector (PFC) and the output currentmeasurement, obtained by a hall sensor
circuit along the DC bus.

These improvements lead to a larger versatility in terms of compliance with dif-
ferent supply voltages around the world, fewer harmonic kickback to the AC supply
even without adding bulky passive filters, a more accurate power regulation towards
the tub, and the possibility to have a complete digital control of the powertrain. In
particular, the possibility of fine regulation of the DC bus allows delivering a power
up to 500 W with different sets of ultrasonic power transducers and tubs, as well as
different water levels and immersed tools. The main difficulty for the characteriza-
tion of the overall system (powertrain+tub full of water and drown tool) is actually
the definition of a specific benchmark for the tool cleaning performance, as reported
in the preliminary system results.

2 The Cleaning Machine Powertrain Circuit

The simplified block diagram of the powertrain circuit, including drivers and actua-
tors, is reported in Fig. 1. It consists of an input rectifying AC-DC boost converter
with PFC feature, a DC-DC closed loop programmable buck converter, and a half
bridge MOS inverter. Furthermore, an ancillary flyback converter delivers regulated
DC voltages of 15–5 V: the first voltage is used to supply the drivers and the con-
troller circuits of the three main power blocks, the second voltage is used to supply
the microcontroller and a digital variable resistor in the buck converter feedback.
The first power block boosts and stabilizes the rectified voltage input to a chosen
and fixed value of 400 V, independently of the country in which the machine is oper-
ated, leading to maximum versatility (VAC,rms = 90–250 V). In addition, its PFC
functionality is really important to meet worldwide regulations in terms of harmonic
current components and reactive power drawn from the electrical network, while
guaranteeing suitable phase alignment between AC current and voltage components
at the input.

The second stage is a closed loop buck DC-DC converter with programmable
output voltage by means of a digitally-controlled resistor placed in the feedback
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Fig. 1 Block diagram of the developed ultrasonic cleaning machine

network.By regulating the voltage value of theDC-buswe can set the power delivered
to a given load at a given frequency, since the DC bus supplies the half bridge
subsequent inverter, which is the last stage of the powertrain. Furthermore, if load
tuning near to resonance is operated, the Load Power Factor (LPF) will have a small
reactive component (LPF > 0.75).

The half bridge is made up by two power MOS transistors and by a capacitive
divider used to balance the inverter. It is driven by a specific gate controller and
voltage translator, namely a bootstrap circuit, to work in push-pull avoiding dead-
time cross-conduction effects. This driver input is fed by the microcontroller with a
square wave carrier of suitable frequency. The inverter delivers then a power square
wave to the transducers and thus to the water tub for cleaning.

More in detail, the half bridge is decoupled from the actual transducers by means
of a 1:1.6 transformer which has both the function of insulating the tub (connected
to ground for safety) from the powertrain and to heighten the load voltage signal
for higher piezoelectric transducers performance. Finally, an ad-hoc inductor [5] is
present after the transformer to tune the transducer capacitive load for maximum effi-
ciency and reliability, while avoiding excessive current spikes, typical of a capacitive
load with fast commutations, which could cause fast ageing of the bridgeMOSFETs.

3 Cleaning Machine Operation Principle

The powertrain circuit drives the piezoelectric transducers with a square wave at
suitable ultrasonic frequency. The optimal frequency is near the resonance value of
the load, which is actually composed by the tuning inductor, the transducers, and
the mechanical effects of the tub, the water, and the immersed tool to be cleaned. At
startup, themicrocontroller sets the buck converter output to amoderate voltage value
(around 100 VDC) and generates a slow frequency sweep (33–38 kHz). Meanwhile,
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a hall sensor measures the current on the DC bus, which is then digitally converted
by an A/D converter to be read by the microcontroller.

The resonance frequency, in first approximation, corresponds to the point with
maximum current on the DC bus for a given voltage. This seeking operation is
carried out at machine startup by the microcontroller which drives the bridge at
incremental frequency values at reduced power and, at the end of the sweep, the
microcontroller sets the system operating frequency near to the value for which the
current is maximized, thus obtaining theoretically the maximum power transfer from
the powertrain to the load. For the employed30L tub full ofwater, equippedwith 10×
50W ultrasonic transducers, the optimal carrier frequency is around 36.5 kHz. In the
meantime, the DC bus voltage is set by the microcontroller to the desired operating
voltage by updating the feedback buck digital potentiometer. Since the carrier duty
cycle is fixed to 50% to avoid DC components on the primary side of the transformer,
if the load is driven near to the resonance frequency, the power transferred to the
cleaning process will be, as stated, easily programmable by regulating the DC bus
voltage. Considering N the constant transformer ratio, RL the resistive value of the
load and ϕ the angular delay of the output current with respect to the exciting voltage
at the operating frequency (near the resonance value), we have, neglecting harmonic
components except the fundamental:

PLOAD
∼= 2V 2

DC,BUS

π2RLN 2
cos(ϕ) (1)

The square wave carrier spectrum is filtered by the RLC nature of the load itself,
which actually, in first approximation, exploits only the fundamental harmonic,
avoiding unuseful power dispersion.

4 System Characterization

The developed prototype of the powertrain is reported in Fig. 2. From left to right we
may find the rectifying boost converter with PFC, the DC-DC buck converter, and
the half inverter bridge with their required drivers and controllers. On the right we
have instead the transformer and the tuning inductor.

The code loaded into the microcontroller performs an initial frequency sweep at
low power whose aim is to seek the resonance frequency of the tuned transducers
connected to the tub, which corresponds to the maximum current measured in the
DC bus.

Weevaluated the electrical efficiencyof the powertrain circuit operated at 36.5 kHz
with different power levels (up to 500 W of active power on the transducers) with an
average load PF of 0.8. The average electrical efficiency is of the order of 89%, while
the average power factor on the AC input power is 0.97. The electrical efficiency of
the powertrain as a function of the output power, in the described conditions, is
reported in Fig. 3.
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Fig. 2 The developed powertrain circuit PCB

Fig. 3 Electrical efficiency of the developed powertrain circuit

The actual characterization of the ultrasonic cleaning performed by the devel-
oped machine may result difficult because of the absence of a given conventional
benchmark. Several solutions have been taken into consideration within the project.
A considered technique would be to use a hydrophone or a hydrophone array to mea-
sure the rms acoustic pressure in the water. Unfortunately, this technique has been
discarded because the cleaning effect is both function of the carrier energy and of
how it propagates into different parts of the tub over space and time, while the local
measurement of the acoustic pressure is in first approximation only a function of
the bare power. Another considered technique has been the use of a transparent tub,
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0 W 100 W 200 W

300 W 400 W 500 W

Fig. 4 Effect of the ultrasonic cleaning in terms of aluminium resist removal at different power

like an aquarium, filled by two detergents of different density and color. During the
cleaning process, the envelope of the perturbation of the border line between the two
detergents is proportional to the square root of the energy involved in the process,
which may be monitored, thanks to this technique, not only on the surface but also
at different heights in the tub. Unfortunately, also this second technique has been
discarded, because, again, the cleaning effect is not a function of the bare energy
involved but also of the probability of micro-bubble generation (cavitation effect).

We decided at the end to exploit, as benchmark, an empiric technique based on
the assumption that the cleaning performance is proportional to the effect of physical
attack to a thin film resist on a lite mechanical substrate. The best candidate for this
evaluation is a standard aluminum film on a flexible plastic sheet, hereinafter target,
mounted on a frame immersed in water. For a given operating power value and a
fixed operating time, the more the aluminum film is removed from the sheet, the
more the cleaning is effective. We put the frame with the target in the center of the
long side of the 30 L tub with ten 50 W piezoelectric transducer elements in parallel
at different acoustic power values (100, 200, 300, 400 and 500W) and waited 30 s of
time before extracting it. The results are reported in Fig. 4, where we may notice that
at higher acoustic power on the transducers corresponds a higher effective aluminum
removal effect. Furthermore, we can observe that the effect is not linear as a function
of power.

5 Conclusions

A laboratory characterization of the powertrain circuit together with microcontroller
and piezo-transducers equipped 30 L tub has been carried out exploiting aluminum
resist thin film sheets. Results underline that, for a given tub, over a specific critical
power value the effectiveness of the cleaning is satisfactory, while under such value
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is poor. In our case, theminimum power to generatemicro-brushing is 200W,while a
satisfactory cleaning effect is obtained at 400 W. For best cleaning-power efficiency
trade off, the 30 L tub should be operated in the range 350–450 W. A higher power
capability power delivery up to more than 500 W is anyway guaranteed for very
high-performance cleaning.
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Environmental Monitoring Exploiting
Optical Fiber Biosensors. The Case
of Naphthalene Detection in Water

Nunzio Cennamo, Luigi Zeni, Ezio Ricca, Rachele Isticato,
Vincenzo Manuel Marzullo, Alessandro Capo, Maria Staiano,
Sabato D’Auria and Antonio Varriale

Abstract We have developed and characterized a surface plasmon resonance (SPR)
biosensor in a plastic optical fiber (POF) to detect traces of naphthalene (NAPTHA)
in water. As previously developed for perfluorinated compounds (PFAs), the gold
surface of the plasmonic POF sensor has been chemically modified through the for-
mation of specific reactive groups and functionalized with antibodies able to specifi-
cally recognize the NAPTHA. The obtained limit of detection value (0.76 ng/mL) is
lower than the maximum residue limit value of naphthalene (0.13 µg/mL) referred
as the water environmental quality standards.

Keywords Naphthalene · Optical biosensors · Plastic optical fibers · Surface
plasmon resonance ·Water environmental quality standards

1 Introduction

Plasmonic platforms combinedwith several types of biologicalmolecular recognition
elements (MREs), including proteins, aptamers, and antibodies (Abs), are reported
in literature [1–3]. In particular, Abs are of particular interest as their dissociation
constants for antigens can be as low as 10−15 M, thus offering outstanding affinities.

Surface plasmon resonance (SPR) in optical fibers is widely used as a detection
principle for sensors operating in different application fields, including the detection
of environmental pollution [4]. In SPR sensing theMRE, coupled with a gold surface
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by a Self-Assembled Monolayer (SAM), selectively recognizes and captures the
analyte present in the sample (aqueous solution), producing a local change in the
refractive index (RI) on the gold surface. The extent of RI change depends on the
structure of the analyte [1–4]. The most exploited configuration for SPR sensors is
based on the classical Kretschmann and Otto configurations, but has the shortcoming
of being bulky and requiring expensive optical components, thus it is difficult to
be miniaturized and used for remote interrogation and in situ (e.g. point-of-care)
application. Jorgenson et al. replaced the prism by a multimode optical fiber [5] with
metal deposited on the bare core of the fiber. The use of an optical fiber allows for
remote sensing and may reduce the cost and the dimensions of the device. In the
optical fiber the propagation of light occurs for angles of incidence exceeding the
critical angle, which depends on the RIs of both core and cladding components,
thus, SPR only works for surrounding dielectrics whose RI lies in a narrow range.
To overcome this drawback, Jorgenson et al. used a polychromatic light source and
a spectrometer. This approach results in low cost, easy to implement devices and
can offer some attractive advantages such as the remote sensing capabilities. Many
different configurations based on SPR in silica optical fiber are described, and, lately,
POFs have been introduced for SPRplatforms, being advantageous for their excellent
flexibility, easy manipulation, great numerical aperture, large diameter, and the fact
that plastic is able to withstand smaller bend radii than glass [4]. We have already
demonstrated the use of SPR sensors in plastic optical fibers (POFs) combined with
specific SAM of Abs (as bio-receptors). In particular, interesting results have been
achieved exploiting SPR-POF biosensors in the fields of medical diagnostics for
celiac disease antigenmonitoring [6], in environmentalmonitoringwith the detection
of perfluorinated compounds (PFAs) [4], and in food safety with the detection of
butanal [7].

In this work we present an SPR-POF biosensor, based on SAM of a specific Ab
deposited on the POF’s gold surface, to detect traces of naphthalene (NAPTHA) in
water.

2 Naphthalene Optical Biosensor

2.1 Optical Fiber Platform

Figure 1a shows a picture of the used SPR-POF platform. This SPR sensor can be
made by removing the cladding of POF (along half circumference), spin coating an
“optical” buffer layer on the exposed core (this layer is about 1500 nm thick) and
finally sputtering a thin gold film (60 nm). The final length of the sensing region is
about 10 mm. The selectivity is obtained by SAM of a specific bioreceptor (in this
case an Ab) for the considered analyte in tight contact with the gold surface.
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(a) (b)

Fig. 1 Pictures of the SPR-POF sensor (a), and of the experimental setup (b)

The used POF presents a size of 1 mm in diameter (with a core of 980 µm). The
buffer layer is made of photoresist Microposit S1813, with a refractive index greater
than that of the POF’s core (PMMA), to improve the performances [4].

As reported in Fig. 1b, the experimental setup arranged to measure the SPR
spectrum is based on a halogen lamp (with an emission range from 360 nm to
1700 nm), illuminating the SPR sensor system, and a spectrometer (with a detection
range from 300 nm to 1000 nm), both produced by Ocean Optic.

2.2 Biosensor for NAPHTA

To obtain the anti-NAPHTA antibodies, a retro-synthetic chemical strategy was
applied to modify the NAPHTA structure in a derivative structure. This modified
NAPHTA structure was coupled with a protein carrier and used for immunization.
As reported in Fig. 2, the gold surface was derivatizated and functionalized with the
produced antibody by using the EDC/NHS amino-coupling immobilization protocol.
In the functionalization process, the resonance wavelength shifted to higher values
step by step.

Figure 3 shows the SPR spectra of the plasmonic biosensor obtained at increasing
concentrations of NAPHTA in water solutions, from 0 to 2.5 µg/ml. The resonance
wavelength shifted to higher values by increasing the concentration of the analyte.
The obtained results indicate that this biosensor is able to sense the presence of
naphthalene in water or in sea-water [8]. The limit of detection (LOD) value has
been calculated to be 0.76 ng/ml, a value lower than themaximum residue limit value
of naphthalene (0.13 µg/ml) referred as the water environmental quality standards
(EQS).
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(a)

(b)

Fig. 2 a Outline and b SPR spectra, obtained in the functionalization steps

3 Conclusion

In conclusion, we have reported a novel sensor useful to monitor the presence of
naphthalene in water solutions, exploiting a simple and low-cost optical biosensor
system with a remote sensing capability offered by the POF.
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Fig. 3 SPR spectra obtained for different NAPHTA concentrations in water. Inset: zoom of the
wavelengths around the resonances
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Optical Chemical Sensing Exploiting
Inkjet Printing Technology
and Molecularly Imprinted Polymers

Nunzio Cennamo, Luigi Zeni, M. Pesavento, Simone Marchetti,
Salvatore Baglio, Salvatore Graziani, Vincenzo Marletta, Antonio Pistorio
and Bruno Andò

Abstract Wereported a low-cost optical chemical sensor for the detection of furfural
(furan-2-carbaldehyde, 2-FAL) in aqueous media. This novel optical sensor platform
is based on a PET (polyethylene terephthalate) substrate with a pattern of silver
nanoparticles, printed on it by InkJet technology. To obtain the selective detection of
the analyte, the slab waveguide has been covered by a specific molecularly imprinted
polymer (MIP) for 2-FAL. The sensing device has connected to a light source and a
spectrometer by two plastic optical fibers (POFs), to monitor the interaction between
theMIP and 2-FAL. The performances reported in this work are comparable to those
of plasmonic POF sensors combined with the same MIP.

Keywords Inkjet technology · Optical chemical sensors · Furfural · Plastic optical
fibers ·Molecularly imprinted polymers

1 Introduction

The determination of 2-FAL in aqueous matrices of food interest (as for example
wine, coffee or beer [1]) is becoming a very crucial task in relation to its toxic and
carcinogenic effect on human beings. Besides, 2-FAL is also relevant for flavouring
and aroma of food, which is an important factor in quality control and quality assur-
ance. For example, in wines this factor is among the most important ones [2]. During
ageing the concentration of some compounds formed during the alcoholic fermen-
tation decreases, but new compounds appear, in part deriving from the evolution of
the wine components themselves and in part extracted from the wood containers in
which wines are usually stored. Furanic compounds, in particular 2-FAL, which can
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be formed in wine by sugar dehydration, and can be extracted from wood too, have
a high impact on the aroma. Moreover, they can be used as ageing markers, since
their concentration increases with ageing [2].

One interesting and different example of 2-FAL used as chemical marker is the
detection of 2-FAL in oil filled transformers [3]. In this case, 2-FAL is a by-product
of the thermal degradation of cellulose, so of the paper insulation (paper windings,
pressboards) in transformers. For these reasons their determination by a fast, easy,
low-cost, and immune to electromagnetic interferences method is of interest. The
optical chemical sensor here reported appears to be particularly interesting.

An optical approach has previously proposed as potentially suitable for on line
detection of 2-FAl (chemical markers) in insulating mineral oil of transformers,
which is based on Surface Plasmon Resonance (SPR) in D-shaped POFs. It has been
implemented in a plastic optical fiber which acts as optical platform for the sensing
element, a Molecular Imprinted Polymer layer in contact with a thin gold film [3].

In this work wewill report a very simple optical platform, based on inkJet printing
technology, combined with anMIP receptor for the detection of 2-FAL. Compared to
traditional silicon-based electronics or nanotechnologies, printed devices are cheaper
and can fulfil many applications requiring low-cost and throwaway systems. The
most relevant techniques for the production of printed devices are Screen Printing
and InkJet Printing.

2 Optical Chemical Sensor

2.1 Optical Platform

Figure 1 shows the optical sensor, based on a PET substrate with a pattern of silver
nanoparticles covered with MIP, two plastic optical fibers (POFs), a white light
source, and a spectrometer. These POFs have 500 µm of total diameter, a core of
PMMA and a cladding of fluorinated polymer.

As previously reported [4, 5], the process adopted to print the parallel lines on a
PET substrate uses a low-costWF-2010 piezo inkjet printer (Epson, Suwa, Japan) and
a metal ink for the creation of conductive patterns. The latter is the silver nanoparti-
cles solution “Metalon® JS-B15P” by Novacentrix (Austin, TX, USA). The adopted
PET substrate is the Novele™ IJ-220 Printed Electronics Substrate by Novacen-
trix, suited to low-cost and low-temperature applications and specially designed for
inkjet-compatible conductive inks. We used as pattern a very simple layout based on
parallel lines, as shown in Fig. 1, where the thickness of the silver nanoparticles lines
on the PET substrate is about 2 µm, the length is 5 cm, the spacing is 500 µm and
the width is 300 µm. The thickness of the PET substrate is 140 µm, and the other
dimensions of the PET substrate are 1 cm × 5 cm (see Fig. 1).

The experimental setup arranged tomeasure the binding between theMIP receptor
and the analyte (2-FAL) is based on a halogen lamp (with an emission range from
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Fig. 1 Outline of optical chemical sensor with the experimental setup

360 nm to 1700 nm), illuminating the sensor by POF, and a spectrometer (with a
detection range from 300 nm to 1000 nm), both produced byOceanOptic, as reported
in Fig. 1.

2.2 Chemical Receptor Layer (MIP)

On the optical platform, based on parallel lines of silver nanoparticles on PET, the
MIP prepolymeric mixture (200 µL) have been dropped and spun for 2 min at
1000 rpm. The prepolymeric mixture for MIP was prepared according to the proce-
dure reported in [3] and the thermal polymerization was then carried at 80 °C. The
template was extracted by repeated washings with 96% ethanol.

Figure 2 shows the wavelengths of interest relative to the experimentally obtained
transmission spectra, for different concentration of 2-FAL in water (from 0 to
58 ppm). As shown in Fig. 2, when the concentration of the 2-FAL increases, the
output signal (I) increases. The importance of silver nanoparticles pattern is demon-
strated by the fact that the behaviour is the opposite of a similar sensor configuration
without parallel lines of silver nanoparticles on PET (in this case the output signal
decreases when the 2-FAL concentration increases) [6].

The experimental results show that this novel approachpresents a limit of detection
of about 0.03 ppm, comparable to that of plasmonic sensors combined with the same
MIP [3], but with the advantage of an easier preparation procedure.



74 N. Cennamo et al.

Fig. 2 Zoom of the
wavelength range around
690 nm of transmission
spectra, obtained by the
sensor for different 2-FAL
concentrations in water
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The detection range is up to about 0.7 ppm, this too similar to that obtained
with the sensors previously developed, based on SPR in D-shaped POF (with an
homogeneous gold layer).

3 Conclusion

In this work we report a preliminary investigation on the possibility of implement-
ing an optical printed device which could be a good solution when thinness, short
developing time and reasonably priced features of printing equipment are required.

In particular, we have demonstrated that the presented optical printed device,
based on InkJet Printing technology, can be used to monitor a thin MIP receptor
layer for the determination of 2-FAL in aqueous matrices.
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Remote Monitoring of COPD Patients
During Non-invasive Mechanical
Ventilation by a New Tele-medicine
Device
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Abstract Chronic obstructive pulmonary (COPD) disease is a progressive illness
that will intensify over time. Exacerbation are frequent and likely caused by bacterial
and viral respiratory infections. Themanagement of COPD includes home assistance
by noninvasive ventilation (NIV), but no remote monitoring system is generally
applied. In this work a telemedicine device based on Smart Breath Analyzer (SBA)
devoted to the remote-monitoring of parameters in the exhaled air of COPD patients
during NIV was developed. System architecture and preliminary pre-clinical test
results were here presented.
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sensors

A. V. Radogna (B) · S. Capone · P. Siciliano
Institute for Microelectronics and Microsystems, National Research Council (CNR-IMM), pal.
A3, Campus Ecotekne, Str. Prov. Lecce-Monteroni Km 1.2, 73100 Lecce, Italy
e-mail: antonio.radogna@le.imm.cnr.it

S. Capone
e-mail: simonetta.capone@cnr.it

S. Sabina · C. G. Leo
Institute of Clinical Physiology, National Research Council (CNR-IFC), pal. A7, Campus
Ecotekne, Str. Prov. Lecce-Monteroni Km 1.2, 73100 Lecce, Italy

E. Sabato
“A. Perrino” Hospital, Pulmonology Ward, 72100 Brindisi, Italy

F. Satriano
U.O.S. Dipartimentale di Pneumologia Territoriale, Cittadella Della Salute, ASL Lecce, 73100
Lecce, Italy

N. Fiore · G. A. Di Lauro
Dedalo Solutions srl, 56037 Peccioli, PI, Italy

V. De Luca · L. T. De Paolis
Department of Engineering for Innovation, University of Salento, 73100 Lecce, Italy

P. Mincarone · E. Sabato
Institute for Research on Population and Social Policies, (CNR-IRPPS), 72100 Brindisi, Italy

© Springer Nature Switzerland AG 2020
G. Di Francia et al. (eds.), Sensors and Microsystems, Lecture Notes
in Electrical Engineering 629, https://doi.org/10.1007/978-3-030-37558-4_12

75

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-37558-4_12&domain=pdf
mailto:antonio.radogna@le.imm.cnr.it
mailto:simonetta.capone@cnr.it
https://doi.org/10.1007/978-3-030-37558-4_12


76 A. V. Radogna et al.

1 Introduction

Chronic Obstructive Pulmonary Disease (COPD) is a major cause of mortality in the
world [1, 2] and exacerbations of COPD (ECOPD), during which symptoms acutely
worsen, are common [3, 4]. These episodes are often triggered by infection and
are the second most frequent cause of emergency hospital admission. Non-invasive
ventilation (NIV) is usually implemented to treat COPD.Ventilotherapy improves the
blood gas exchange of oxygen (O2) and carbon dioxide (CO2) in the patient’s lungs
and supports the work of breathing when the patient’s ventilatory muscles cannot
do this effectively. Short-term NIV is well-established in treating COPD patients
hospitalised due to acute exacerbations of COPD, but it’s also widely applied to
improve quality of life and health condition in COPD patients being treated at home
[5].

However, management of domiciliary NIV is a delicate issue in terms of organi-
zation and cost of health assistance service; frequent calls for technical intervention
are required for adjusting ventilator setting. Basic models of mechanical ventilator
for home NIV don’t allow memorization and transmission of the monitored data.
At present home care programs controlled by telemonitoring are relatively rare and
generally based on services as teleconsultation or videoconference [6, 7]. For this
reason there is a growing interest in developing telemedicine systems for a remote
monitoring of respiratory variables and patient surveillance under NIV.

In this work we introduced a star-network tele-medicine system strongly based
on Internet-of-Things paradigm. Leaf nodes of the network are new Smart Breath
Analyzers (SBAs) based on gas sensors for the analysis of exhaled air from patients
during aNIV therapy. The systemaim to be as a useful newnon-invasive, instrumental
and infrastructure tool for remote patient monitoring supporting respiratory diseases
screening practices.

2 The ReSPIRO Tele-Medicine System

This work is part of an Italian regional project (acronym project ReSPIRO: Rete
dei Servizi Pneumologici: Integration, Research & Open-innovation) (http://respiro.
eresult.it). ReSPIRO project proposed a new socio-health model able to overcome
what is still in force today in Apulia by Italian Health Service for patients suffer-
ing COPD; the model integrates hospital and home care by an assistance protocol
involving clinicians, hospitals for nursing home assistance and companies in charge
of technical assistance for NIV. In Apulia, in particular, the Brindisi local health
agency has already started testing some programs of hospital-community integration
and has expressed interest in using the ICT to foster hospital-territory integration.
This integration requires data and information from ad hoc sensors for monitoring
the patient’s health state and anticipating worsening of health condition.

http://respiro.eresult.it
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Fig. 1 ReSPIRO tele-medicine system diagram

Within the project a novel tele-medicine system based on central IoT platform
connected to several Smart Breath Analyzers (SBAs) modules were realized. Physi-
cians and healthcare staff can take advantage of this system in order to remotely
check the effectiveness of the therapy and assess any events of exacerbation. The
system diagram is schematized in Fig. 1.

The system is designed to receive data from more SBA devices, installed at home
of patients under non-invasive mechanical ventilo-therapy. The SBA is a module
independent from ventilator; it’s inserted side-stream to the expiratory line of bi-tube
breathing circuit. The coupling of a SBA to breathing circuitmakes it a supplementary
universal module compatible with any commercial mechanical ventilator arranged
for bi-tube breathing circuit. The device acquires sensor data and sends them, via
TCP/IP communication, to ICT remote platform. In particular, SBAs devices per-
form a bi-directional communication through MQTT protocol, a well-known proto-
col suited for embedded devices, with a first remote server (server 1) for storage and
signal processing. Server 1 hosts both an IoT platform for interfacing the domiciliary
SBAs devices to the database, and an external application process for data processing
and analysis. As regards to the IoT platform, our choice fell on ThingsBoard since it’s
a 100% open-source IoT plaform enabling real-time data visualization (IoT Dash-
boards) and device connectivity via industry standard IoT protocols (like MQTT and
HTTP); useful technical support with transport encryption is also available on web
community. JavaScript Object Notation (JSON) was used as data exchange format.

The analysis on how monitored parameters change over time is performed by
means of control charts, implemented as a separated system process on the same
servermachine ofThingsBoard.Control charts are a useful tool tomonitor parameters
in a process of whatever nature, determining whether a process is stable or not by
detecting variations generated by special causes.

Although ThingsBoard is an excellent storage server, it provides only simple
aggregation operators such as minimum, maximum, average value, sum and others
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and it doesn’t allow more complex data analysis or aggregation. For this reason,
we implemented an external application process that retrieves data from Things-
Board, performs some basic computations like filtering and delivers processed data
by means of REST services to the electronic medical record (EMR) software located
on an additional server (server 2), a multifunctional IoT platform (OMNIACARETM,
eResults srl, Italy) managed by the territorial hospital unit of Italian National Health
Service (ASL—Azienda Sanitaria Locale). Thus OMNIACARETM integrates all
data retrieved from server 1 (i.e. aggregated data and control charts outputs) into
a patient’s electronic medical record (EMR). The EMR on OMNIACARETM was
suitably designed for COPD patients to systematically and electronically store health
information in a digital format capture the patient state across time.

The SBA device is the key element of innovation in the ReSPIRO network and
basically is a custom designed electronic device that includes a bunch of components
tomonitor various signals from sensors exposed to exhaled air, the electronic circuitry
for signal conditioning and the fluidic components (sensor cell and gas lines) allowing
the connection in side-stream to the expiratory line of the bi-tube breathing circuit.
The SBA device has been carefully designed with the target of minimizing air leaks
in device gas lines thus allowing the ventilator’s normal operation and ensuring the
patient’s safety. Details of the device structure is given elsewhere [8–10]. The SBA
hardware architecture together with an image of the final device is schematized in
Fig. 2.

Fig. 2 a Smart Breath Analyzer architecture; b Device connected to respiratory circuit of a
mechanical ventilator
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3 Functional Tests

A clinical trial on a small cohort of patients suffering COPD and receiving NIV ther-
apy has been planned by using the ReSPIRO tele-medicine system. The trial will be
carried out during patient’s ventilo-therapy sessions both in out-patients department
under the supervision of a pneumologist and in-home settings. The observational
study related to the planned clinical trial was approved by Ethics Committee of
Local Health Service Unit of Lecce and Brindisi on patients with GOLD (Global
Initiative for chronic Obstructive Lung Diseases) stage IV. Prior to participation in
the study, all subjects will provide written, signed, informed consent.

The functioning of the SBA device and the implemented firmware for sensor
sampling procedure were verified by functional tests. First functional tests were
carried out in local without sending the data to developed remote server architecture,
in order to differentiate the control of a correct data acquisition to the possible
problems that may occur in data transmission. Hence, the data were sent (via device
USB port) to the serial port of a PC. A healthy volunteer, accepting to undergo a
noninvasive ventilo-therapy session,was recruited; for volunteer safety, the ventilator
parameters in BILEVEL ST mode have been set according to the pneumologist’s
indications. Figure 3 reports the temporal registration of all the sensors tracings
according to the sequential sensor sampling protocol.

As it can be observed, the sampling protocol, according to which the sensors are
sampled one at a time, works correctly; step1: signal sampling from 3 MOX-based

Sampling temporal slot

2

3

4

1

Start NIV
therapy session

Fig. 3 Breath signals taken in a functional test in local from an healthy volunteer
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sensors (sensor resistance M1, M2 and M3 in Ohm); step 2: signal sampling from
O2 sensor (O2 concentration in %); step 3: signal sampling from CO2 sensor (CO2

concentration in ppm (≡10−4%)); step 4: signal sampling fromR.H.&T sensor (R.H.
in %; T in °C). As expected, the O2 concentration decreases and CO2 concentration
increases from inspiratory values to physiologic exhaled values for a healthy subject.
The signals from MOX-based sensors also changed toward lower resistance values
indicating a promising sensitivity to exhaled VOCs. Humidity content in exhaled
air is typically high (≈90%) and an increase of R.H. was indeed registered during
the NIV session compared to the value before the start. The acquired sensor traces
collected from all the sampling windows for each sensor are hence valid for a next
data analysis and correlation with routine clinical examinations and clinical data.
Of course, an appropriate suitable interpretation of the monitored parameters by a
physiological point of view is required.

4 Conclusions

A tele-medicine system, based on SBAs was designed, realized and verified in lab-
oratory by functional tests. The SBAs’ star-based network system has the aim to
fill the gap between healthcare services and COPD patients that relies on home-
assistedmechanical therapy to copewith the disease. The preliminary functional tests
demonstrated the effect possibility to enter the SBAs in medical practice in home-
ventilo-therapy protocols by suitable interpretation of the monitored parameters by
a physiological point of view.
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Micro-incubator Based on Lab-on-Glass
Technology for Nanosatellite Missions

L. Iannascoli, F. Costantini, N. Lovecchio, A. Buzzin, D. Caputo,
G. De Cesare and A. Nascetti

Abstract The study and quantification of the effects of the space environment on
human body is a primary task for future manned deep space missions. The risk
models for radiation exposures incurred by astronauts beyond low-Earth orbit, have
different limitations due to the difficulty to have terrestrial parallels on which to base
risk estimates. Indeed, no terrestrial sources fully reproduce the deep space energy
spectrum and the multi directional flux of the cosmic radiation. In situ analysis
would therefore be fundamental in order to enable reliable studies about the effects
of the radiation environment on living organisms as well as to evaluate customized
radiological countermeasures for astronauts. A micro-incubator suitable for cubesat
missions for studying in situ the effects of the space environment on cellular cultures
is presented. The device is based on lab-on-chip technology with integrated thin-film
sensors and actuators for the active control of the environmental conditions of the
cell culture and for the monitoring of its metabolic status. In particular, the device
includes an incubation chamber connected to a microfluidic network for the supply
of nutrients and/or pharmaceuticals. A second network is used for the distribution
of carbon dioxide through a thin gas-permeable membrane. On-chip on-demand
production of carbon dioxide can be eventually achieved from the pyrolysis of sodium
bicarbonate stored in a separate reservoir with a dedicated thin film heater. The same
network can be used to supply a controlled atmosphere from a pressurized tank. The
on-chip hydrogenated amorphous silicon photodiodes are used to measure the light
emitted by genetically-modified cell cultures that express a bio-luminescent behavior
when subjected to given stress conditions. Accurate temperature control is achieved
by means of additional on-chip thin-film diodes and a transparent indium-tin-oxide
heater located beneath the incubation chamber. From technological point of view,
the system relies on the combination of different thin- and thick-film fabrication
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technologies jointly used with the aim to achieve a compact, automated and low-
power device that represents a viable solution for biological experiments aboard
cubesat satellites.

Keywords Micro-incubator · Lab-on-chip · Nano-satellite · Space missions

1 Introduction

The greatest long-term risk for astronauts exposed to space radiation environment,
beyond Low Earth Orbit (LEO), is to develop degenerative pathologies like cancer,
experience central nervous system (CNS) decrements, exhibit degenerative tissue
effects or develop acute radiation syndrome [1]. The intensity of the ionizing radi-
ation becomes extremely relevant for missions outside the Earth’s magnetosphere,
which are currently under consideration within the solar system manned exploration
missions being planned by the main space agencies as well as by private compa-
nies. Its therefore of fundamental importance to study and quantify the effects of the
space environment on human body as a primary task for future manned deep space
missions. Ground-based studies often suffer the limitations of the available risk mod-
els for radiation exposures beyond low-Earth orbit [2] arising from the difficulty to
fully reproduce in laboratory the deep space energy spectrum and the multi direc-
tional flux of the cosmic radiation. In situ analysis would therefore be fundamental
in order to enable reliable studies about the effects of the radiation environment on
living organisms as well as to evaluate customized radiological countermeasures for
astronauts.

As part of this framework, we propose a scientific payload that allows experi-
ments on cell cultures to be carried out on nano-satellites by satisfying requirements
such as compact size, automated operation and low-power consumption. This goal
is achieved through the use of lab-on-chip technology, which enables the fabrica-
tion of extremely compact devices that integrate several laboratory functions that
may range from sample preparation to the analytical outcome. Lab-on-chip devices
have been proven to be powerful instruments to accomplish complex chemical or
bio-chemical analysis on a single chip with very limited consumption of samples
and reagents [3]. Such devices are ideal for space mission where experiments need
to be almost totally automated, and volume, weight and power must be kept as small
as possible. However, many lab-on-chip devices presented in literature still require
external instrumentation for their operation (such as microscopes, cameras or pump-
ing systems) making them less appealing to nano-satellite based space missions.
The lab-on-chip device proposed here, instead, consists of a fully integrated micro-
system [4], which includes the incubation chamber with the surroundingmicrofluidic
network and on-chip integrated thin-film electronic sensors and actuators that elim-
inate the need for external desktop instrumentation and to perform experiments in a
standalone fashion.
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The present paper is arranged as follows. The system overview is reported in the
next section with details of the system components reported in subsections. Here
are also described the materials and methods employed for the fabrication of the
microfluidic and electronic components. Finally, conclusions are drawn.

2 Micro-incubator for Cell Culture

With the purpose of studying the radiation effects on cell cultures, a microfluidic
incubator has several advantages over conventional equipment, such as the ability
to more closely mimic a cell’s natural environment by continuous perfusion culture
or by creating chemical gradients [5], the conservation of samples and reagents
and the minimization of disposables [6], besides low weight, volume and power
consumption.

Figure 1 provides a schematic view of the proposed system for the maintenance
and growth of cell cultures. The device is made up of two main elements: a poly-
meric microfluidic unit and a 50 × 50 mm2 glass substrate (smart-glass) on which
hydrogenated amorphous silicon (a-Si:H) sensors and thin-film resistive heaters are
fabricated.

The smart-glass includes thin-film photodiodes that allow the implementation
of luminescence-based analytical protocols commonly used in laboratory. Accurate
temperature control is achieved bymeans of additional on-chip thin film diodes and a

Fig. 1 Schematic view of the proposed micro-incubator for cell cultures based on lab-on-chip
technologies
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transparent indium-tin-oxide heater located beneath the culture chamber. Additional
thin film resistive heaters are planned for the production in situ of carbon dioxide
(CO2) used to regulate the environmental conditions of the cell culture.

The polymeric microfluidic unit, which hosts the cell culture as well as the culture
media and the supplies, is permanently bonded on the top face of the smart glass.
The thin-film devices are fabricated on the opposite face to prevent any interaction
between the ‘biological’ side and the ‘electronics’ side, thus making the systemmore
robust and reducing the risk of contamination of the cell culture or of its supplies.
The bottom side also hosts the electrical contacts needed to interface the device with
the electronic control board.

2.1 Polymeric Incubation Chamber

One of the key benefits of the use of microfluidics for cell cultures studies is the
ability to control parameters of the cell micro-environment at relevant length and
time scales. In detail, an incubator system must be able to maintain the pH and
osmolality of the culture within physiological levels and guarantee a regular refresh
of cell nutrients [7].

According to these requirements, the building blocks of an incubator system
are: an incubation chamber, a series of channels and reservoirs for culture media
replacement, a thin gas-permeable membrane and a network for the distribution of
suitable atmosphere. The device proposed here incorporates all of these elements.

As is shown in Fig. 2 the polymeric microfluidic structure is made up of different
levels, each of which has a specific objective. The first layer at the bottom of the
microfluidic structure, marked as 1, is the one which is bonded to the smart glass: this
layer hosts the incubation chamber, inlet and outlet ports for fresh nutrients andwaste
respectively, and a reservoir for Sodium Bicarbonate (NaHCO3) that can be used for
the on-chip production of CO2 by thermal decomposition of NaHCO3. Geometry and
dimensions of the culture region are fundamental design aspects for a microfluidic
system with cell cultures [7]. In the present design, a cylindrical incubation chamber

Fig. 2 Layout of the three layers that make up the microfluidic part
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whit a volume of 100µl has been chosen. The second layer of the structure consists of
a 50µm-thick gas-permeable membrane to ensure gas-exchange with the incubation
chamber. The last layer hosts a network for the distribution of carbon dioxide across
the chip. Access holes are also made in the top layers in order to allow chip loading.
Eventually, a top sealing layer can be used during the experimental phase (not shown).

The polymericmicrofluidic structure can be fabricated using differentmaterials or
combinations of materials. For this work, Pressure Sensitive Adhesives (PSA) have
been chosen. The advantages of thesematerials rely on low cost, easiness to assemble
multilayer structures and rapid prototyping processes; this is suitable especially in
the preliminary stages of system implementation. Moreover, experiments with PSA
technology were already performed in space environment, mainly on the ISS. Each
layer is fabricated separately by patterning the PSA by means of a cutting plotter
and then assembling the entire structure layer by layer. The position and geometry of
the different microfluidic elements have been affected by the fabrication constraints
of the smart-glass chip considering the expected temperature distribution during
operation.

2.2 On-Chip Sensors and Actuators

In order to design, test and characterize the active components of the smart-glass a
set of intermediate devices has been preliminarily fabricated. In particular, two glass
substrates one with sensor-side only and one with heater-side only (Fig. 3) have been
produced.

The heaters for the control of the temperature of the incubation chamber are
made in Indium Tin Oxide (ITO), which is transparent, in order to allow the optical
monitoring of the cell culture by means of the photodiodes that are fabricated on the
opposite side of the substrate. The heaters are passivated by a 5 µm-thick SU-8 layer
to ensure electrical insulation from the microfluidic part that is assembled on top of
them.

Fig. 3 Left: fabricated sample of the smart-glass heaters. Right: heater characterization by thermal
imaging
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Fig. 4 Left: sample of the smart-glass sensors (the combined large C-shaped photodiode with
the small temperature sensor are visible is T1-L1, T2-L2 and T3-L3). Center: current-voltage
characteristics in dark conditions of five out of six on-chip a-Si:H photodiodes. Right: spectral
quantum efficiency of one of the a-Si:H photodiodes of the smart-glass device

The a-Si:H diodes are deposited on the bottom glass side and implement both the
temperature sensors and the photosensors. The sensors are p-type, intrinsic, n-type a-
Si:H stacked structures deposited by Plasma Enhanced Chemical Vapour Deposition
(PECVD). The difference between the two types of sensor is just in the front contact
layer (on glass surface), which is metallic for the temperature-diodes while it is
made of transparent ITO for the photodiodes. In order to allow the monitoring of the
temperature of the incubation chamber and ensure optical measurements of the cell
culture, a particular shape of the devices has been designed, with a large C-shaped
photodiode and small temperature-diode, as reported in Fig. 4.

Current-voltage characteristics have been measured for all the a-Si:H diodes to
verify both the dark current and the diode ideality factor which give indication of the
overall process quality (center in Fig. 4). Spectral quantum efficiency measurements
in reverse bias conditions have been performed on the photodiodes as shown in Fig. 4
(right).

Temperature sensors have been characterized by measuring the variation of the
forward voltage drop at constant forward bias current of 10−5 A/cm2 by varying the
temperature on a hot-plate. A sensitivity of 3.3 mV/°C has been found.

3 Conclusions

This work describes the design, fabrication and test of a lab-on-chip device for the
execution of experiments on cell cultures on nanosatellite missions. It features an
incubation chamber for cells with a-Si:H optical sensors for themonitoring of the cell
culture and a:Si:H temperature sensors for the active control of the environmental
parameters using thin-film heaters. Preliminary device design, fabrication and test
has been reported. Future steps include the use of the microincubator with bacterial
cultures, the test of the on-chip generation of the carbon dioxide and finally the test
with mammal cells cultures.
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Portable Electronic Nose Device
for the Identification of Food Degradation

G. Zambotti, M. Soprani, E. Gobbi, R. Capuano, V. Pasqualetti, C. Di Natale
and A. Ponzoni

Abstract Thiswork is aimed todetect degradationof different foodmatrices through
the use of a miniaturized (USB-stick sized) electronic nose. This electronic nose
is based on metal oxide gas sensors and works according to temperature profile
protocols. The tested foods were fish or chicken kept at room temperature. The
obtained results show that this device is able to discriminate the degradation of both
foods at the safety threshold.

Keywords Fish · Chicken · Electronic nose ·Metal oxides ·Microbiological
detection

1 Introduction

The electronic nose (EN) technology has been recently employed in the field of food
quality and safety control of various food and agricultural products. Particularly,
ENs have been applied in process monitoring, freshness evaluation, shelf-life inves-
tigation, authenticity determination, and product traceability [1–4]. However up to
now much less emphasis has been given to microbiology applications of chemical
sensor devices. The capability of ENs in the detection of microorganisms is mainly
related to the variations of the volatile compounds, the so called olfactory fingerprint,
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of food products caused by the microbial metabolism. The fingerprint variation can
be either associated with the appearance of new chemical compounds (primary or
secondary metabolites) or to the changes in the relative amount of original volatile
compounds without changes in the qualitative composition [5, 6]. Routine control
of food contamination by EN is one of its most promising industrial applications as
sensor systems offer major advantages over current process control analyses: good
selectivity, correlation with data from traditional microbiological tests, low cost,
portability and usable at working sites, rapidity to be used at-line or on-line, and no
need for sample preparation so allowing for easy and fast spoilage detection [7]. For
all these reasons we developed a system able to identify food contamination in less
time with respect to classical techniques and at reduced costs [8].

2 Materials and Methods

The electronic nose used in this study is the commercial JLM Minimox from JLM
Innovation (www.jlm-innovation.de). A picture of this device is shown in Fig. 1.

It is implemented with two different types of Metal Oxide (MOX) sensors, a
Figaro TGS 852 and a AMS CCS811 sensors. To achieve a discrimination capability
with only two sensors, a custom temperature modulation protocol was developed to
enhance the discriminative capability of the system [9]. The heater is supplied with
a voltage of 70% of the maximum allowed for 10 s, followed by 10 s in which the
voltage is set to 50% of its maximum.

A single portion of fish or chicken (10 g) was put in a closed beacker hosting the
EN and tested. Several experiments have been carried out at environment temperature
(25 °C) allowing the food to degrade for up to 48 h. The ENwas exposed to the head-
space generated from the food specimen, in order to follow the volatile compounds’
change during the spoilage process. We compared the results obtained from the
electronic nose with those from classical microbial techniques. Parallel tests have
been carried out with empty boxes and boxes containing water to cross- check the
sensor behaviour with environmental air and humidity.

Fig. 1 The commercial
electronic nose JLM
Minimox from JLM
innovation used in this study

http://www.jlm-innovation.de
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Some preliminary measurements were performed using gas chromatography
coupled to mass spectrometry (GC-MS) technique, in order to evaluate volatile
compound profile evolution during food degradation.

3 Results and Discussion

The sensors worked with custom temperature profile protocols and provided real
time responses every 20 s (the period of the temperature modulation). It is possible
to obtain informations based on the width, height, shape of the curve that represents
the features of our sensors [8]. Based on different features it is possible to perform
a PCA such as the one shown in Figs. 2 and 3. Figure 2 is obtained by using the

Fig. 2 Principal component
analysis plot (PC1 and PC2).
The blue color corresponds
to fish kept at room
temperature. The black color
corresponds at chicken. The
blue line identifies increasing
time at room temperature.
The best discrimination
corresponds to the
degradation of the fish and
chicken starting from CFU/g
> 107 after 18 h how is
identified in red circle

Fig. 3 Principal component
analysis plot (PC1 and PC3).
It’s possible to see that after
18 h the point corresponding
chicken and fish are
overlapped
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two main components, i.e. the components of the graph that represent the greatest
expression of the information. The first thing to note is that there is a separation
between water, air, fish and chicken olfactory fingerprints. The fish smell is closer
to the water smell compared to the chicken, perhaps because of its higher moisture
content. By the time, the fish and chicken olfactory fingerprints overlap. Precisely
this occurs after 18/20 h of storage at room temperature. It is possible to note how
the sensors detect the physiological degradation of the chicken and fish: their smell
changes and intensifies with increasing time, according with microbiological counts
(from 105 CFU/g to >109 CFU/g). Interestingly, these data are in accordance with
the legislative requirements for shelf-life; for example fish can be considered edible
only when its bacterial load is up to 107 cfu/g [10].

Figure 3 shows the plot of PC1 and PC3 from the previous PCA. From this graph
it is evident how the fish and the chicken have two different smells, being perfectly
separated even at the same time of their degradation (circle blue and yellow).

Based on these considerations, interestingly it is possible to identify a region
typical of the “no more edible” foods, different from that of the safe foods.

Modification of fish headspace composition during degradation process was con-
firmed also by gas chromatographic analysis (Fig. 4). The quantitative and qualitative
modification of released volatile compounds following the degradation of the food
is evident.

This result is encouraging because it indicates the potential capability of the
electronic nose to discriminate the real degradation regardless of the food kind (at
least among fresh fish and chicken).

Fig. 4 Chromatogram comparison between fish headspace samples analyzed after 8 (black curve)
and 18 h (pink line) at room temperature storage condition
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4 Conclusion

This system is able to distinguish types of food matrix and different concentrations
of odours correlated to increasing amounts of microbial counts and degradation of
food. It is an easy-to-use, versatile tool; for these reasons, it could be very appealing
for industrial and domestic applications.
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Ultrasonic Transducer for Broadband
Applications

A. S. Fiorillo, S. A. Pullano, M. Menniti, M. G. Bianco and C. D. Critello

Abstract In-air sonar system takes advantage of transducers based on different
materials and technologies for navigation in unstructured and harsh environments.
Most technologies suffer from a limited frequency band and a lack of versatility
in those applications where a detailed set of information is required. Herein, we
propose an ultrasonic sensor inspired by bats’ cochlear structure, characterized by
broadband (i.e. 30–95 kHz). The transducer is manufactured by folding a thin film
of Polyvinylidene Fluoride, according to a logarithmic spiral geometry. Besides the
bandwidth, experimental results showed that the ultrasonic transducer working in
the bimodal configuration, is characterized by omnidirectional pattern, capable of
reproducing the spectrogram of most echolocating bats.

Keywords Ferroelectric polymer · Piezoelectricity · Cochlea · Ultrasonic
transducers · Biosonar

1 Introduction

Electronic locating systems, such as sonar, have been widely investigated, working at
various frequencies (in air or water) for the most different tasks (e.g. the localization
of shoals of fish, detection of target inmilitary field, etc.) [1–4]. However, sonar is not
only used in engineering applications but also found in nature. Most low frequency
ultrasound (US) sonar, indeed, were inspired by the study of certainmammals such as
dolphins and bats, which employ an echolocation system to perceive the surrounding
environment [5, 6]. Some species of bats possess an advanced system of echolocation
characterized by constant-frequency (CF) and frequency-modulated (FM) signals in
order to detect, localize, classify and track targets in harsh environment. Biosonar
of bats can be extremely sensitive up to 200 kHz, and one representative example is
that of Pteronotus Parnellii, also known as the mustached bat [7]. It emits four calls,
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and each of them is followed by a shorter downchirp centered at 30.5 kHz, 61 kHz,
92 kHz, and 123 kHz, respectively [7–9].

Many research efforts in themimesis of the echolocating systemhavebeen focused
on piezoelectric transducer technology, mainly on acoustic impedance matching
materials and the development of devices with a broader working frequency band,
which is still a bottle neck in the realization of bioinspired sonar systems [10].
Therefore, the development of broadband US transducers can make a significant
progress in the context of mimicking CF–FM bat echolocation, which could also
improve the performance of current robotic sonar systems for medical applications
[11].

In the present work, we propose an ultrasonic transducer inspired by the spiral
shape of the bat’s cochlea, which has been designed as an in-air ultrasonic receiver
working in the low frequency range. The US sensor is made of Polyvinylidene Fluo-
ride (PVDF),which offers good acousticmatching and sensitivity, aswell as excellent
design flexibility [12].

2 Spiral Sensor Configuration

The proposed logarithmic spiral geometry (Fig. 1) bases its working principle on
a clamped hemicylindrical ultrasonic transducer, whose resonant frequency was
inversely proportional to the bending radius [13]. Based on this assumption, the
proposed design can be assimilated to a summation of contiguous hemicylindrical
transducers with different bending radii. This hypothesis has been investigated using
COMSOL Multiphysics® software in terms of vibration modes at several resonant

Fig. 1 The spiral-shaped
sensor made of the
piezopolymer sheet (grey)
anchored at its extremities on
a plastic rigid support
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conditions [14]. The finite element analysis highlighted pure flexural modes and flex-
ural/radial modes depending on which frequency was evaluated, and this vibrational
behaviorwas likely caused by the intrinsic non-uniformity of the sensor arrangement.

The spiral-shaped transducer has been fabricated from a thin sheet of PVDF
(50 mm × 5 mm with a thickness of 28 µm). The film has been left free to resonate
in response to the excitation signal, except at the extremitieswhere it has been bonded
to an external rigid support (Fig. 1) using epoxy.

3 Experimental Results

The piezoelectric sheet has been tested as an ultrasonic receiver, and the echoes at
different frequencies have been detected. Figure 2 illustrates the ultrasonic signals
at 35 and 95 kHz. Low frequencies echoes showed larger amplitudes than those at
higher frequencies because of the predominant vibration of larger arcs. Consequently,
the portion of the curved PVDF that generates an electric potential, by means of the
direct piezoelectric effect, decreases as the frequency increases. The opposite effect
occurs at high frequency, since vibrations affect shorter arcs of the spiral geometry.
Therefore, a smaller portion of PVDF is interested, as demonstrated by a higher
amplitude of echo signals at lower frequencies. Although the presence of phase
distortions, the spiral–shaped sensor was able to “hear” high frequencies vibrations
evidencing a peculiar characteristic of covering a broad spectrum,which is something
unusual for piezoelectric transducers.

Sensitivity measurements of the proposed sensor have been performed using a
pulse-echo setup. The sensitivity in dB as a function of the frequency (up to 95 kHz)
at two specific angular positions around the sensor, is showed in Fig. 3. It is main-
tained quite uniform on both horizontal and vertical plane demonstrating the omni-
directional characteristic of the ultrasonic receiver in the frequency range from 30
up to 95 kHz. Sensitivity spanned from −102.11 to −87.89 dB.

4 Conclusion

Bats have been always a strong model of bioinspiration for echolocation. This
research refers to the area of biomimetic sonar systems proposing a novel ultra-
sonic piezopolymer transducer using a non–conventional arrangement in the three-
dimensional space. The peculiar configuration takes inspiration from the spiral shape
of bat’s cochlea, demonstrating improved performances in terms of frequency band
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Fig. 2 Echoes received from
the spiral sensor at 35 kHz
(top) and 95 kHz (bottom)

and omni-directionality both on the horizontal and vertical planes around the sen-
sor. The spiral–shaped sensor represents a significant advancement for designing
bioinspired electronic sonar systems in the area of robotic applications.
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Fig. 3 Sensitivity of
spiral–shaped ultrasonic
sensor in the range
30–95 kHz (10 V/Pa as 0 dB
scale) at 0° on the horizontal
plane, and at 270° on the
vertical plane
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Double Approach to Study VOC
Composition in Biofluids of Young Men
Living in the “Land of Fires”
in Campania Region

Valentina Longo, Angiola Forleo, Alessandra Ferramosca, P. Siciliano,
S. Capone, Sebastiana Pappalardo and Luigi Montano

Abstract Air pollution is involved in many pathologies. The pollutants act through
several mechanisms that can affect numerous physiological functions, including
reproduction. In this work we used a double approach to analyse the Volatile Organic
Compound (VOC) component in 4 different biosamples (whole blood, urine, human
semen and hairs) of young men (about 18 years old) living in the sadly famous area
called “Land of fires” in Campania region (South-Western Italy), known to contain
the largest illegal waste dump in Europe, in order to explore hypothesized correlation
between VOCs in biofluid and man infertility due to environmental pollution. The
double approach is based on two different technologies: (a) SPME-GC/MS (Solid
Phase Microextraction—Gas Chromatography and Mass Spectrometry) system and
(b) array of gas sensors. The preliminary data seems to be compatible with the Eco-
FoodFertility Project hypothesis that human semen is a good biological fluid to study
volatile component as bioaccumulator of both exogenous and endogenous VOCs.

Keywords Air pollution · Volatile Organic Compounds (VOCs) ·Male infertility ·
GC MS · Gas sensors
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1 Introduction

Air pollution is a major problem of recent decades, which has a serious toxicological
impact on human health and environment.

It has a number of different emission sources, but motor vehicles and industrial
processes contribute themost to air pollution [1]. Long-termeffects of air pollution on
the onset of diseases such as respiratory infections and inflammations, cardiovascular
dysfunctions, and cancer is widely accepted [2]; hence, air pollution is linked with
millions of death globally each year [3]. The Land of Fires gets its name from the
high number of fires that break out in the area due to uncontrolled dumping. The
triangle of death is an area in the Province of Naples, Campania, Italy, that contains
the largest illegalwaste dump inEurope due to awastemanagement crisis. The region
has recently experienced increased deaths caused by cancer and other diseases that
exceeds the italian national average. The rise in cancer-related mortality is linked to
exposure of pollution from illegal waste.

A recent study has revealed the association between male infertility and air pollu-
tion [4]. Multicentre EcoFoodFertility project (http://ecofoodfertility.it) is working
on such research field; it’s specifically a biomonitoring study with multi-disciplinary
approaches involving life-style and diet, which has built a nationwide network of
actions in several highly polluted living areas of Italy [5].Moreover, despite improve-
ments in both diagnostic assessment and treatment of infertile couples, management
of male-factor infertility remains a challenge, largely because of two factors: (a) the
lack of a rapid, noninvasive test to evaluate human semen quality and investigate the
cause of male infertility, and (b) the inability to predict gamete quality and embryo
viability, which in turn lead to low success rates and a high incidence of multiple
births after in vitro fertilization (IVF).

To overcome these limitations, a new science, known as Metabolomics, has been
conceived with an expectation that body-fluid analysis can be optimized to create a
low-cost, informative and medically relevant methodology for measuring metabolic
changes, even when standard clinical chemistry markers are within normal limits
[4].

An unexplored subgroup of the entire semen metabolome as well as in
other biofluids and in exhaled is its volatile component, known as Volatilome.
Volatilome includes all theVolatileOrganicCompounds (VOCs) arising fromcellular
metabolism (endogenous VOCs) and frommany different natural and anthropogenic
sources with which humans are in continuous contact (exogenous VOCs).

In this work we used a double approach to analyse the VOC component in 4
different biosamples (whole blood, urine, human semen and hairs) of young men
(about 18 years old) living in the sadly famous area called “Land of fires” in Cam-
pania region (South-Western Italy). The double approach is based on two differ-
ent technologies: (a) Solid Phase Microextraction—Gas Chromatography and Mass
Spectrometry (SPME-GC/MS) system and (b) gas sensor array.

http://ecofoodfertility.it
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2 Methods and Results

The VOCs of different biofluids were extracted by Solid-Phase Microextraction
(SPME) technique; SPME was carried out by a Carboxen®/Polydimethylsiloxane
(CAR/PDMS) fiber (cod. 57.318, Supelco)whichwas exposed to each human sample
headspace overnight. The gas chromatography/mass spectrometry (GC/MS) analy-
sis of the extracted volatiles was performed using a GC (6890 N series, Agilent
Technologies) coupled to a MS (5973 series, Agilent Technologies) equipped with a
ZB-624 capillary column (Phenomenex) with the injector temperature set at 250 °C
to allow thermally desorption of VOCs. The carrier gas was high purity helium with
a flow of 1 ml/min. GC/MS analysis was carried out in full-scan mode with a scan
range 30–500 amu at 3.2 scans/s. Chromatograms were analysed by Enhanced Data
Analysis software and the identification of the volatile compounds was achieved by
comparing mass spectra with those of the data system library (NIST14, p > 80%).
Experiments and physiological data, were elaborated by multivariate data analysis
techniques using web-based tools available with open access server MetaboAnalyst
(version 4) to perform partial least squares-discriminant analysis (PLS-DA).

Each sample (1 ml whole blood, 1 ml urine, 250 µL human semen, some hairs in
5 ml vials with SPME septum) underwent an equilibration phase of about 18 h
(overnight), under stirring in a bath at 60 °C. Subsequently, SPME fibers were
exposed for 15 min at room temperature (RT) in the sample headspace and the
absorbed VOCs have been separated and identified by SPME-GC/MS. As examples,
the chromatograms of all the biological samples from a male volunteer recruited
within the EcoFoodFertility project are reported in Fig. 1. The chromatograms,
related to the extracted VOCs in the human semen headspace, were richer in
components than the chromatograms of the other biosamples (urine, blood and hairs).

The second approach is based on a 4-sensor array based on micromachined gas
sensors using metal-oxide (MOX) sensing elements operating at a temperature of
250 °C. The sensor responses towards the volatile compounds of the different sam-
ples were acquired by applying a constant voltage of 1 V across the electrodes and
measuring the electrical current by an electrometer Keithley mod. 6517A equipped
with an internal multiplexer module (Keithley mod. 6521).

Concerning the experimental setup for the measurements: the baseline was
acquired in dry air in a continuous total flow (Ftot) of 25 sccm, whereas, for the
measurement, the sample headspace, was stripped by means of a deviation of Ftot
into the vial, kept at RT for 4 min, into a sensor chamber. All fluxes were controlled
by mass flow controllers (MFCs) and a multichannel mass flow programmer (MKS
mod. 647B). A PC by a LabView software controlled all the gas-mixing protocol and
the sensor signal acquiring [6]. The gas-sensing response of the device is defined by
the ratio Rair/Ranalyte, where Ranalyte and Rair denoted the measured resistance in the
presence of the VOCs and in dry air carrier, respectively. In Fig. 2, sensor responses
to VOC components of four biosamples of the same man were reported.

The response to hair sample has a different trend, since it’s a drier matrix and
consumes standard solvent, step by step, at single cycle. Despite we had to use only
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Fig. 1 Chromatograms of human semen, whole blood, urine and hair sample of a male volunteer
recruited within the EcoFoodFertility project

250 µL of human semen compared with 1 mL of blood and urine, it was evident that
VOC composition in seminal plasma is much more abundant.

PLS-DA analysis based on 4 groups model showed a good classification between
human semen and the other three groups. Also in a 2 groups model the human semen
samples was discriminated from each of the other groups of biosamples (hair, urine
and whole blood) (Fig. 3).

Also Dendrogram (Fig. 4) which is visualized through Heatmap, demonstrated
that the highest and different responses of human semen samples allow to correctly
discriminate these samples, whilemostly urine and blood ones are completelymixed.

3 Conclusion

These preliminary data confirm that human semen is a good biological fluid to study
volatile component and, in particular, it can represent a sentinel of fertility alteration
due to influence of many external factors reflecting the exposome (diet, environment,



Double Approach to Study VOC Composition in Biofluids … 107

Fig. 2 Resistance response to the four different analysed biosamples from the same subject for
each sensor of the array

life style, tobacco smoke and alcohol consumption, etc.), as highlighted in our pre-
vious work [7]. In the framework of EcoFoodFertility project to which this work
contribute, it’s emerging the hypothesis that human semen is a bioaccumulator of
both exogenous and endogenous VOCs.
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Fig. 3 PLS-DA analysis of different biological fluids: all biofluid analysis (a); human semen versus
whole blood (b); human semen versus hair (c) and human semen versus urine (d)
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Fig. 4 Heat map showing differences in the volatile profiles of four biofluids. Dendrogram is also
depicted
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Joule Heating Induced Stabilization
of a Resistive Temperature Sensor Based
on a Syndiotactic Polystyrene/MWCNT
Composite

Heinz-Christoph Neitzert, Giovanni Landi and Andrea Sorrentino

Abstract Nanocomposite NTC resistor type temperature sensors have been realized
by mixing a high concentration of multi-walled carbon nanotubes with Syndiotac-
tic Polystyrene. The initially slightly unstable electrical characteristics have been
stabilized by applying gradually higher voltages but limiting the maximum current.
After this short burn-in procedure, linear and stable current-voltage and temperature-
current characteristics have been obtained and the value of the temperature coefficient
could be notably increased.

Keywords Temperature sensor · Syndiotactic polystyrene · Carbon nanotubes ·
Joule heating · Burn-in

1 Introduction

The temperature dependence of the electrical resistivity of nanocomposites with
conducting fillers in an isolating organic matrix depends on a large variety of param-
eters. Besides the intrinsic temperature dependent resistivity of the nanofillers, also
the interconnection mechanisms [1] and the external electrical contacts are of impor-
tance [2]. It has been shown that excellent electrical heaters and temperature sensors
with a large operating temperature range and very good stability could be realized
using epoxy/CNT composites [3]. In the case of this composites, however, the sample
humidity as another parameter modifies also the electrical conductivity. This latter
effect can also be used for humidity sensing [4] but is an undesired feature for pure
temperature sensors. Syndiotactic Polystyrene (sPS) could be an interesting choice
as matrix material for nanocomposite temperature sensors because this thermoplas-
tic material is less susceptible to humidity. Polystyrene/carbon nanotube composites
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have been investigated mainly as strain sensors [5] and there is not much information
available regarding their application as temperature sensors.

Long-term stability of resistor based sensors is strongly influenced by the sta-
bility of the electrical contacts. It has been shown in literature, that the electrical
resistivity between a contact metal and carbon nanotubes can be substantially low-
ered by Joule heating, applying relatively high current pulses with short duration [6,
7]. Here we will show, that also self-heating during a controlled voltage-ramp with
current-limitation can be used to improve the electrical characteristics and the temper-
ature performance of a polystyrene/multi-walled carbon nanotube-based temperature
sensor.

2 Sample Preparation and Experimental

2.1 Sample Preparation

Composites with polystyrene containing different concentrations of commer-
cial multi-walled carbon nanotubes (MWCNTs) have been realized. Syndiotactic
Polystyrene (Questra QA101) was supplied by the Dow Chemical Company. The
molecular weight characteristics were: Mw = 320,000 g/mol and Mw/Mn = 3.9,
whereas a concentration of syndiotactic triads was greater than 98%.

The carbon nanotubes were obtained fromNanocyl S.A., synthesized by catalytic
carbon vapor deposition (ccvd) process. They are multi-walled carbon nanotubes
characterized by an average diameter of about 10 nm and the length ranging from
0.1 to 10 µm. The nanotubes were purified to produce a carbon purity >95% and a
metal oxide impurity <5% as it results by thermogravimetric analysis (TGA). Neat
sPS sample and the composite material containing different concentrations of multi-
walled carbon nanotubes (sPS-MWCNT) were prepared using a laboratory-scale
conical twin-screw extruder “ThermoHaakeMicro-Compounder”. Polymers and car-
bon nanotubes were pre-mixed manually and then loaded into the compounder. All
batches, weighing 6 g each, were processed at 295 °C with a screw speed of 100 rpm
for 15 min. The samples were then extruded and cooled down to room temperature.

The extruded samples were molded in a hot press (Carver Inc.) at 310 °C, form-
ing 100 mm thick films, which were rapidly quenched in a bath with water at 0 °C.
Samples with 1, 3, 6 and 9 wt% MWCNTs have been prepared. The sample with
the highest CNT content and hence also the highest value of the electrical conduc-
tivity had been investigated in the present study. The crystallinity of the syndiotactic
polystyrene, loaded with 9 wt% CNTs had a value of 39%, which is a rather high
value when compared to the same polymer material without CNT addition with
a crystalline fraction of less than 5%. Lateral electrical contacts have been finally
realized by evaporation of gold films.

In Fig. 1a a Scanning Electron_Microscopy (SEM) image of the material pre-
pared with a 9 wt% content of CNTs is shown. Rather homogeneous distribution of
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Fig. 1 a SEM image of the syndiotactic polystyrene/MWCNT (9 wt%) composite, b photo of the
composite sample with coplanar gold electrodes and scale (in cm)

carbon nanotubes within the network can be observed. The photograph of the final
temperature sensor with the lateral evaporated gold contacts is shown in Fig. 1b. The
contact distance is 14.0 mm, the sample width 11.6 mm and the sample thickness
about 1.3 mm.

2.2 Measurement Setup for Electrical and Thermal
Measurements

The electrical measurements of Epoxy/MWCNT composites, reported in this paper,
have all been performed in a 2-point contact geometry using aKeithleymodel “2400”
Source-Measurement-Unit. The temperature dependent measurements have been
done using a HERAEUS type “T5042EK” oven. The oven temperature has been
monitored with a small size thermocouple and a FLUKE model “45” Multimeter.

3 Results and Discussion

It has been previously shown, that the chosen contact metal has a strong influence on
the properties of the nanocomposite electrical characteristics. In the case of epoxy-
based temperature sensors, for example, it has been demonstrated, that gold contacts
formed a perfect ohmic contact without the need of further annealing procedures [2].
In our case for the syndiotactic polystyrene loadedwith the same type ofmulti-walled
carbon nanotubes, however, the as-prepared samples had a rather noisy electrical
characteristics with a non-perfectly linear current-voltage dependence.

In order to improve the electrical behavior, a voltage rampwith stepwise increasing
voltages from 0 to 30 V (100 mV steps) has been applied and the maximum supplied
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Fig. 2 Current-voltage
characteristic of the
syndiotactic
polystyrene/MWCNT
sample during the Joule
heating induced
modification. Measurement
direction indicated by arrows

current has been set to a value of 100 mA. In this way, only a maximum electrical
power of about 3 W had to be dissipated in the device during the step-stress test. In
Fig. 2 the results of this step-stress test are shown. Up to a voltage of about 20 V an
almost linearlywith voltage increasing current is observed, that tends to saturate in the
subsequent voltage range up to a value of 25.7 V. For voltages above this threshold
value the current is rapidly increasing for more than one order of magnitude and
finally at about 26.2 V saturating due to the imposed current limit at a value of about
105 mA.

Comparing the current-voltage characteristics of the sample before and after the
step-stress test (see Fig. 3) it can be observed that the sample conductivity in the
measured voltage range of ±10 V increased by more than a factor of 18 due to the
Joule-heating. The linear fit parameters of both curves can be seen in the insets. The
sample resistance value decreased during this burn-in process from a value of 3914�

to a value of 208 � and the characteristics became almost perfectly linear.
In the following, we show a comparison of the temperature sensing capability of

the sample, bymonitoring the current for a given voltage duringmultiple temperature
cycles between 30 and 55 °C. The cooling periods—induced by just switching off the
regulated oven—were rather slow, so that it was ensured that the temperatures of the
sample and of the thermocouple, used to measure the oven temperature had the same
values. The results are shown in Fig. 4, where oven temperatures and resulting sample
currents are plotted as a function of time. In the case of the 5 temperature cycles done
before the step-stress test, an applied voltage of 5 V has been used. Clearly, an NTC-
type behavior is observed, but a rather noisy and not very reproducible characteristic
is observed. On the other hand, in the case of the 4 cycles done after the burn-in
procedure and with an applied voltage of 1 V, a very stable current monitoring trace
with a noise-free NTC-behavior has been found.

It should be noted, that the different applied voltages values during temperature
cycling have been chosen, in order to maintain an almost constant and small value
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Fig. 3 Current-voltage characteristics of the syndiotactic polystyrene/MWCNT based temperature
sensor before (blue trace) and after (black trace) the Joule heating induced modification with linear
fitting parameters (insets)

Fig. 4 Monitoring of the temperatures (upper traces) and of the currents (lower traces) of the
nanocomposite sensor, a before burn-in with an applied voltage of 5 V and b after burn-in with an
applied voltage of 1 V

of the electrical power dissipation in the sensors before and after Joule-heating and
therefore avoid self-heating during the operation as sensor.

In order to compare the temperature-current characteristics before and after Joule-
heating directly, the electrical conductivity of the sample, normalized to its value at
30 °C, has been plotted as a function of the oven temperature just for each last
cooling cycle (see Fig. 5). Again a noise-free and almost linear relation is found for
the characteristics, measured after Joule-heating as compared to noisy and non-linear
characteristics before Joule-heating. It can also be seen, that the sensitivity of the
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Fig. 5 Currents of the nanocomposite sensor, measured for a fixed applied voltage (as indicated),
normalized to the current at 30 °C as a function of temperature, as measured during the last cooling
period during the temperature cycles, shown in Fig. 4a before and shown in Fig. 4b after the burn-in
procedure. The lower blue trace is referred to the measurements before and the upper black trace
to the measurements after the burn-in procedure

sample resistance to the ambient temperature increased notably due to the Joule-
heating procedure, which is a further advantage for the application of the sample as
a simple resistive temperature sensor.

4 Conclusions

It has been shown, how with a simple burn-in procedure the electrical characteris-
tics of a syndiotactic polystyrene sample, loaded with 9 wt% of multi-walled carbon
nanotubes can be modified due to the Joule-heating. In particular, the current-voltage
characteristics could be linearized and the sample conductivity increased by more
than a factor of 18. Furthermore also the temperature-conductivity characteristics in
the temperature range 30–55 °C could be linearized and stabilized and the NTC coef-
ficient increased by about a factor of 3. In this way, the nanocomposite sample with
coplanar gold contacts became a linear, very stable and reliable resistive temperature
sensor.
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Taming the Techno Leviathan: Why We
Should Adopt a Society-in-the-Loop
Model Inside IoT Utilities

Alfredo Adamo

Abstract While the Internet of Things (IoT) has made significant progress along
the lines of supporting individual applications, it is only recently that the importance
of people as an integral component of the overall IoT infrastructure has started
to be fully recognized. Several powerful concepts have emerged to facilitate this
vision, whether involving the human context whenever required or directly impacting
user behavior and decisions. As these become the stepping stones to develop the
IoT into a people-centric utility, this paper outlines how to include the “Society-in-
the-loop” approach to govern a lot of ethical, moral concerns. Rapid advances in
IoT, Artificial Intelligence and Machine Learning have raised many questions about
the regulatory and governance mechanisms for autonomous sensors, machines and
infrastructures. We discuss about, in the context of the IoT utility, a lot of concerns
raised about algorithms governing our lives, and how the adoption of “Society-in-
the-loop” paradigm could be a solution.

Keywords IoT (Internet of Things) · Artificial intelligence ·Machine learning ·
HITL (human in the loop) · SITL (society in the loop) · Humanities

1 Introduction

In ourmodern society, science and humanism are often considered two distinguished,
often perceived as opposite, entities. Thefigure of the scientist is regarded as a rational
individual, which pursues the research of the truth through experiments and factual
plans; while the humanist is a creative individual, with compelling arguments at best,
but whose research of truth falls merely in an epistemological discourse.

However, this hasn’t always been true. Before the introduction of the scientific
method, science and philosophy walked hand in hand in the academic universe. The
Italian renaissance, particularly, witnessed the birth of polyvalent intellectuals, who
mastered both the scientific, mathematic side of arts and the creative, theoretical
facet of natural sciences. As instance, Galileo Galilei was indeed one of the most
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relevant men of science, but he also contributed to the European philosophic scene
with his The Assayer, where he poetically states that mathematics is the language
with which the entire Universe is coded and created. Leonardo Da Vinci created
masterpieces as the Gioconda and The Last Supper, but he was also a pioneer of
revolutionary engineering breakthroughs as the helicopter, the tank, or the parachute.
It is obvious how technology (although understood in a different way) and humanism
were not perceived as mutually independent. The recent, gargantuan developments
in the various fields of technology could not help but exacerbate such rupture.

However, I argue that this is not just an intellectual, academic conundrum. The
loss of humanism in the recent, techno-scientific progress has led to actual ethical
dilemmas, caused by such increasing, uncontrolled social responsibility computers
(one should only think of Facebook’s data breach by Cambridge Analytica or the,
for instance). Dismissing the relevance of the human component in something so
influential as technology—and focusing only on the progress for its own sake—
is distracting from the main reason technology exists, that is being of support and
improvement to the human life.

Nonetheless, it is safe to say that, in recent years, the need to reintegrate the human
component in the hi-tech universe has resurfaced in the academic world, with many
prominent scholars sharing their publications on such an importantmatter. Borrowing
thewords of LucianoFloridi, professor of Philosophy andEthics of Information at the
University of Oxford, it is exactly now, in this age of “ubiquitous computing” [1: 43]
the Information and Communication Technologies (ICTs) provide, that we should
pursue the need to reintegrate humans, and society at large, in the technological
progress.

In his The Onlife Manifesto, Floridi explores how ICTs’ power to permeate every
fiber of the social context, together with the newest Artificial Intelligence technolo-
gies (as well as apps, robots, and devices of different kinds) allowed the creation
of a human-computer hybridization, changing humankind’s vision. The result is the
creation of a new social framework in which men, and society itself, are struggling
to adjust its pre-existing norms, values, and behavioral codes [1: 43]. Such is the
impact of ICTs on society that Floridi argues their advent can be seen as “a fourth
revolution in our political anthropology”. That is after the innovationswhich changed
our understanding of the world, as the ones by Copernicus, Darwin, and Freud [2:
21]. Hence, humanity ended up in a new phase of the information age, in which it
almost became an appendix, a stranger who needs to learn how to live in such a new,
disruptive reality.

It is obvious, then, that there is a compelling necessity to make the human compo-
nent central to technology again, to reunite the humanistic side of progress with the
hard, scientific facet of the developmental process. Or better: there is the necessity
to reintegrate society in the loop of supervisory control, to avoid many of the ethical,
moral dilemmas we face in our age.

In the next paper I will argue how a wider supervision by society can be achieved
by the so-called “Society-in-the-Loop”model (SITL) [3]. Briefly, it is an evolution of
the pre-existing Human-in-the-loop system (HITL), which implied supervision from
an individual being. SITL, however, does not stop at the individual supervision, but
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calls into action the wider social context, providing a more inclusive, democratic
supervision, avoiding discriminatory algorithms as well.

Following the study of many scholars, my intention is to present a conceptual
framework in which the adoption of a SITL system could provide a solution to our
conundrum. A reconnection between humanism and technology is possible, and it
should start with the inclusion of society in the technological, developmental process.

2 Modern IoT and Humans

Beyond legacy embedded systems with constrained applicability, the emerging IoT
solutions are becoming more open and integrated by adaptively combining sensors
and actuators with actionable intelligence for automatic monitoring and control.
However, as a multitude of interconnected and intelligent machines communicate
with each other and autonomously adapt to changing contexts without user involve-
ment, the fact that present technology is made by humans and for humans is often
overlooked. Indeed, modern IoT systems are still widely unaware of the human con-
text and instead consider people to be an external and unpredictable element in their
control loop, because of their unpredictable behavior both as user of the IoT scenarios
and as a person who is present in the environment. Therefore, future IoT applications
will need to intimately involve humans, so that people and machines could operate
synergistically. To this end, human intentions, actions, psychological and physiolog-
ical states, and even emotions could be detected, inferred through sensory data, and
utilized as control feedback.

Many steps in the fields of supervisory control have been achieved in the last
years, feeling the compelling necessity to regulate such complex, fast-developing
world, but it is only recently, with the evolution of human-computer interaction, that
scholars and theorizers feel the necessity of amore relevant human presence in the AI
learning processes.An importantmilestone in the field has been the conceptualization
of the Human-in-the-Loop model, as we saw in the introduction to this paper above.
Taking part in the loop of reciprocal learning, the human supervisor takes active
part in AI Machine Learning process, providing not only a better performance, but
also controlling possible computer misbehavior and serving as a legally accountable
subject, minimizing the probability of misbehavior at the expense of third parties [3:
7] (Fig. 1).1

However, being the essence of progress an unrestrained run towards the future,
computers and bots are having more and more computing power and influencing

1As fictional as it could seem, however, the European Union, in 2016, has approved a motion aimed
at the creation of a body of civil laws to make computers and bots legally accountable for their
“actions” [4]. The motion also provides a framework for the establishment of a European agency
for the regulation of hi-tech production and several, ethical considerations on the use of machines.

The documents the EU voted upon can be found at:
http://www.europarl.europa.eu/sides/getDoc.do?pubRef=-//EP//TEXT+REPORT+A8-2017-

0005+0+DOC+XML+V0//EN#title10.

http://www.europarl.europa.eu/sides/getDoc.do%3fpubRef%3d-//EP//TEXT%2bREPORT%2bA8-2017-0005%2b0%2bDOC%2bXML%2bV0//EN#title10
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Fig. 1 Human in the loop

forces on our everyday life. Machines are entrusted with tasks increasingly affecting
our actions and decisions, let alone the ways we connect to other humans.

Human behavior may be impacted in either space (for example, the users are
encouraged to move to a less congested location) or time (for example, the users are
convinced to reduce their current data demand in case the network is overloaded);
this is known as the “user-in-the-loop” (UIL).

With UIL, often referred to as “layer 8”, the space-time user traffic demand may
be shaped opportunistically and better matched with the actual resource supply from
the people-centric wireless system. While HITL involves the user whenever human
participation is desired or required and UIL extends the user’s role beyond a traffic-
generating and traffic consuming black box, these trends must account for the fact
that people are, in essence, walking sensor networks. Indeed, a wide diversity of user-
owned companion devices, such as mobile phones, wearables, connected vehicles,
and even drones may become an integral part of the IoT infrastructure.

Hence, they can augment a broad range of applications, in which human context
is useful, including traffic planning, environmental monitoring, mobile social recom-
mendation, and public safety, among others. Therefore, we envision that—in contrast
to past concepts where the user only assists the network to receive better individual
service—future user equipment will truly merge with the IoT architecture to form
a deep-fused human–machine system that efficiently utilizes the complementary
nature of human and machine intelligence.

3 Our Dilemma in a Nutshell

To start with, we should first ask ourselves why it is so important to (re)integrate
humans in the supervisory loop.Deep down, isn’t progress existing to improve human
livelihood, to remove every day’s hassles for users and consumers? Shouldn’t we
instead, through a classic, heuristic trial and error, arrive at the point in history where
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we could lie down, relax, and let machines wipe out the sweat of our historical
fatigues?

Sure, it would be a great life thinking about it now. But, as already demonstrated,
the world of hi-tech works in ways much similar to those of a hierarchical, political
pyramid,where the top of the system rules and governs theways algorithms are coded
and implemented in our everyday life. That is to say: who decides and programs
computer algorithms will end up having a massive influence on other people’s lives,
in the same fashion as autocratic politicians. Without a more involving, democratic
regulation of hi-tech “politics” we could be going towards a “new feudal order”, in
which a restricted circle of people decides for the vast majority [5: 19].

Although the conceptualization of the HITL model has been a most relevant
achievement in the solution of our dilemma, what happens when a computer is
entrusted with a task which implies a broader social impact (as an algorithm which
could influence mass political preferences or mediate resources and labor within a
given country)? Can a single supervisor act on behalf of the entire social context?

It is for this new challenge that Iyad Rahwan, professor at the MIT Media Lab,
has proposed an extension of the HITL model in order to integrate the wider social
context into fundamental decisions and supervision of digital behavior: The Society-
in-the-Loop system. With the integration of society in the loop we could meet the
needs of a larger majority of the population, serving as a supervisor not only for the
computer performance, but also for programmers and experts behind. In short, such a
model would protect the rights of the various societal actors and allow them to enjoy
a more sustainable and democratic use of AI and algorithms in their life (Fig. 2).

Nonetheless, if we accept the compelling necessity to integrate what Rousseau
called the general will of the people, how do we define, then, what is best for all
the social actors? How can we safely state that x is better than y in the full respect

Fig. 2 It is worth noting howwhile a HITL system involved individual judgment on the computer’s
performance, a SITL involves a further consideration on human values, expected to be implemented
in the algorithmic applications
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of everyone’s human rights? Let’s have a look to this equation, with which Rahwan
summed its SITL model:

SI T L = H IT L + SocialContract

Having in mind what HITL and SITL stand for, the only remaining variable to
define is exactly the “social glue” for the interests of every individual within the
social context: The Social Contract.

4 Many Categories of People-Centric IoT Services Emerge
and Are Expected to Be Deployed Over the Following
Years

Intention- andmission-aware services. These services primarily reflect user’s current
intention or desire and assist by enabling, for example, situation-aware smart com-
muting for pedestrians, cyclists, and drivers of scooters, trucks, and other vehicles.
This group of applications can help people in a variety of use cases, from highlight-
ing the nearest available parking space on a vehicle’s head-up display in urban areas
to status reporting on a display or augmented reality (AR) glasses in challenging
environments, such as mines, construction sites, etc.

Location- and context-aware services. Another group of services is formed by
location- and context-aware applications, such as those communicating alerts from
environmental sensors (for example, “put on/take off your mask” when enter-
ing/leaving a polluted area). Many more of these services are envisioned to be
deployed in the coming years, such as identifying slippery floors and low ceilings,
notifying about forgotten trash when a user is about to leave the house, and many
other examples.

Condition- and mood-aware services. A deeper level of IoT penetration into peo-
ple’s lives can be achieved by integrating city/area infrastructure with personal med-
ical and wellness devices. For instance, dietary restrictions could be applied on a
menu when ordering food or a squad leader may be advised to give a break to a
worker whose blood pressure has recently gone up.
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Summarizing the above examples of services, we note that depending on the envi-
ronment the set of requirements and challenges to implement a particular application
may vary considerably.

To further offer a challenges-based grouping, we propose to differentiate between
two major contexts: consumer and industrial.

The former is characterized by the presence of numerous devices that are het-
erogeneous in terms of their communication means and ownership. Therefore, the
major challenge in this context is to provide sufficient scalability of the deployed
connectivity solution.

On the contrary, the latter context is more challenging in terms of maintaining
communication reliability due to more difficult propagation environments. At the
same time, the system operator has more control over device population in such
areas.

We continue by addressing how people-centric IoT applications are to be engi-
neered, that is, which radio technologies need to be employed in particular scenarios
and how to ensure their suitability for the target operating conditions.

5 Definition Problems: How Do We Determine What’s
Best?

Imagine a country devastated by a civil war. The government splits in two factions,
those loyal to the former power and those willing to get rid of the old, antiquated
political order. Armed conflict is at the door and, eventually, the two factions meet
on the battlefield. National confusion and political unrest lead to economic crisis,
deaths, and destruction. Finally, the former ruler is beheaded and a new political
system is established, changing the governmental landscape of the country. This was
Great Britain in the 17th century, when Oliver Cromwell and the Parliament rebelled
against the king and established the “republican” Commonwealth.

In hindsight, it is understandable why the Social Contract Theory made its first
appearance in England, where the lack of a stable, central power before—and the
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sudden change in the political system after—the revolution inspired Thomas Hobbes
to write his famous Leviathan. Briefly, the English philosopher suggested that that
the political order (granted by the existence of a superior power, embodied in the
state and the government) is the result of a compromise, a contract, men agreed upon
to enjoy social order and security. Before such an agreement, men lived in a pre-
political, pre-moral State of Nature, which he calls the bellum omnia contra omnes,
the war of all against all. To escape the ferial stage men had to give up part of their
freedom and accept a Pact Unionis, where they undertook to respect each other and
live in harmony, and a Pact Subjiectonis, where they agreed upon the establishment
of a superior, ruling power which could defend and guarantee social order.

The Social Contract Theory, then, was reexamined by other philosophers, as John
Locke and Jean-Jacques Rousseau, who re-elaborated its theoretical foundations—
the former moving toward a constitutional contract, where the ruling power is not
uncontested; the latter beginning a democratic, fundamental discourse on people’s
volonté générale. However, although their arguments are of the utmost philosophical
importance, in all its developments the Social Contract kept the fundamental char-
acteristic of being an agreement all the individuals must agree upon to secure their
wellbeing in a given social context.

But how does this pertain to our conundrum? Simple: if wewant tomove towards a
more involving, democratic use of AI and technology at large, we have to understand
what can best serve the general will of all the social actors, integrating the wider
social context into the supervisory loop, as argued above. The SITL system extends
decisional power to a larger group, involving two important features a HITL model
does not:

(1) Better treatment of common-sense choices an AI cannot face nor process, since
it has not the morale a human mind has (as choosing between efficiency and
safety or favoring fair and just options although not mathematically perfect).

(2) Better understanding of the social costs and benefits in the implementation of a
new innovation. For instance, whether a self-driving car (a much controversial
technology, especially after a fatal crash in Arizona, where a pedestrian was
killed in the collision) has to prioritize the safety of the driver or of the pedestrians
it cannot be decided by the machine itself. It has to be programmed beforehand.

In brief, then, the “Social Contract” is what society agrees upon to deal with many
of the problems affecting the individuals’ wellbeing and security. As humankind
needed a political order to preserve their selves in the pre-political State of Nature,
we need, today, a protection for—and more involvement in—our digital selves.

Helbing and Pournaras [6], in an article on Nature, express thoroughly how a
“top-down control has various flaws”. First off, it can be subject to corruption and
hacked by extremists and criminals. Second, it fails to address local needs, being
bound to limitations in data-transmission rates and processing power. Third, forcibly
intervening in individual choices undermines collective intelligence, a most impor-
tant factor in the creation of a diverse, inclusive society. Fourth, “filter bubbles”
consequent to personalized information cause people to be less exposed to other
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opinions, increasing polarization and conflict. The reduction in pluralism and diver-
sity is very dangerous for ecosystems relying on interdependencies as society and
economy. Finally, top-down control can alter people’s decisions, disrupting everyday
decision-making skills and undermining stability and order, rather than providing a
more secure environment.

6 Easier Said Than Done

However, although such a model could be a milestone in the achievement of a more
democratic hi-tech development, there are still many doubts on how to success-
fully carry it out. For instance, a fundamental problem is the disciplinary gap exist-
ing between machine programming and the legal, ethical values of social sciences.
Although professionals and scholars in the various social and legal subjects are able
to identify possible computer misbehaviors, it is not that simple to mathematically
articulate how a machine should behave lest a computer inflict moral and ethical
damages. Furthermore, the human-computer relation is characterized by a constant,
reciprocal learning. Human users’ IT skills are in constant evolution, thus changing
what the wider social context deems acceptable.

Modern demography, moreover, does not help our efforts in implementing such a
revolutionary solution, sincewe should be dealingwith a huge amount of people, each
with their own opinions and ideas. In this way, we should address every individuals’
perception of what is “fair”, “correct”, and “acceptable”, which is almost impossible
or, at least, very time consuming. Hence, how couldwe reunite all people’s awareness
and have an arithmetic mean of all their feelings? How can we quantitatively define
their desires and point of views on ethical matters?2

Rahwan [3: 11–12] tries to put forward some solutions to the conundrum, consid-
ering some of the solutions put forward by scholars in the field. One of these is the use
of crowdsourcing techniques and tools to produce a database which could store the
general preferences of a society.3 Together with his colleagues at the Massachusetts
Institute of Technology, he developed a public-facing survey tool exhorting the par-
ticipants to answer ethical dilemmas as: “If this self-driving car is doomed to crash,
is it better that it kills x number of pedestrians (including a pregnant woman) or

2One should only think that computational science is still trying to give an answer to this, researching
algorithms that could calculate the optimal results in trade-offs decisions involving several stake-
holders. In our case this can be seen through the lenses of a Steinhaus’ “fair cake-cutting” problem
[7]: we have a number N of stakeholders (all the individuals society is consisted of) and a good
(algorithmic computer behavior) they are interested in (or, in this case, they demand for security and
wellbeing). Thus, we have a goodwhich should be fairly divided among all the stakeholders, without
discrimination and in the full respect of everyone’s opinion. Steinhaus expressed this conundrum in
the form of a cake which should be divided among various gluttonous children. The problem arises
in the moment that the cake has assorted toppings, meaning that the good offered is heterogeneous,
complicating our research of an optimal, fair division among the children/stakeholders.
3Crowdsourcing as a solution to deal with trade-offs is also well explored by Conitzer et al. [8].
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the passengers (including a family with children, for instance)?” [9]. The perk here
is that collecting and analyzing their answers can tell us a lot about how the wider
social context deals with such ethical, moral dilemmas.

Moreover, the possibility of having a human audit of algorithms and programs
is explored in the paper, but Rahwan believes that such kind of supervision could
benefit from automation, entrusting other algorithms with the task to audit computer
behavior. This is the overall point we find in Etzioni and Etzioni when they state
that: “To ensure proper conduct by AI instruments, people will need to employ other
AI systems” [10: 155], foreseeing the use of “oversight programs” to achieve a
successful automation of the auditing process.

From a technical-scientific point of view, the progress of GANs seems to indicate
a viable path to have an automatic treatment at the base of the SITL-based approach.
A generative adversarial network (GAN) is a class of machine learning systems.
Two neural networks contest with each other in a zero-sum game framework. This
technique can generate photographs that look at least superficially authentic to human
observers, havingmany realistic characteristics. It is a form of unsupervised learning.

However, I find that employing algorithms or GANs to check for possible com-
puter misbehavior is rather tautological. Is defying today’s habit to put technology
at the center not our main dilemma? The technochauvinist morale to zeroing in on
technology for its own sake, excluding the importance of the human component, is
what I am trying to point out in this paper: outsourcing the auditing responsibility to
other machines would not help (re)integrating humans in the loop, but would confine
them again at the borders of the loop, placing at the center of progress the mere will
of unrestrained technological development.

I am not, by all means, trying to develop a luddite argument, in favor of the
complete destruction of technology to achieve an Amish-like society. I do know that
our society will be—if it is not already—data-driven and enmeshed more and more
in the massive use of innovative technologies. However, as I already argued above,
the use of technology for the sole mean to launch new innovations on the market is
creating more problems than improving our lives.

What we need is not only the control of machines and algorithms (whether auto-
mated or by humans), but the control of those behind the machines, namely the
entrepreneurs, the programmers, and the experts coding the algorithms affecting our
lives and society. The supervisory loop needs to be extended to the use humans
themselves make of our data and our digital selves, aside from the supervision of the
pragmatic “actions” of human-programmed computers.

Fortunately, we might see some of these improvements. Back in 2013, Alex
“Sandy” Pentland, entrepreneur and professor at the MIT, wrote that “to achieve
a data-driven society, we need what I have called the New Deal on Data”, where data
would be seen as an asset and “individuals would have ownership rights in data that
are about them”. This means that an individual has full control over his/her personal
data, including possession, crystal-clear terms of use, and the right to dispose of or
distribute your data [11: 83]. Does this sound familiar? The General Data Protection
Regulation (commonly known as GDPR) issued by the European Union in 2016
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foresees exactly many of the points explored by Pentland. After the scandal of Cam-
bridge Analytica breaching the data of Facebook’s users, this has become even more
relevant to the good use of Internet tools as socials and websites.

7 Conclusion

Computers and machines are miracles of technology. They have had the power to
reshape our understanding of the world and of the relations we build with other
humans. Socials have changed the way people know and perceive each other, aside
fromhaving changed thewaypolitics in conveyed to—andconceivedby—thegeneral
public. They are amazing tools for our needs and whims. But that’s what they should
remain: a tool.

In this paper I tried to put forward all the perks, as well as the current limitations,
of a SITL model. I do not aim at concluding the debate with a finale, sole possible
solution. Quite the contrary, I believe it is time to consider the possibility of such a
system and to go back to a human-centered vision of technology. As I started this
paper, with a title inspired by the disruptive paper by Iyad Rahwan, I would like to
conclude quoting his words: “We spent centuries taming Hobbes’s Leviathan, the
all-powerful sovereign. We must now create and tame the new Techno-Leviathan.”
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Automatic Differential Capacitive
Sensing by Means of Linear Interface

G. Barile, G. Ferri, A. Depari, A. Flammini and E. Sisinni

Abstract In this work we present the development of an integrated CMOS ana-
log interface able to convert differential capacitive sensors variations into a DC
voltage. The presented circuit is based on autobalancing bridge techniques improv-
ing its performances through the linearization of the input/output characteristic and
the achievement of the full-range sensor variations capability. Comparison between
theoretical and measured interface static behaviour results are reported.

Keywords Sensor interface · Differential capacitive sensors

1 Introduction

Differential capacitive sensors are used in several sensing systems such as accelerom-
eters, gyroscopes pressure sensors, position sensors and force sensors [1–8]. In a
differential configuration, capacitive sensing principles offer the effective reduction
of common-mode noise and parasitic effects. For these reasons, this approach has
become progressively popular due to its flexibility and suitability to perform simple
and low-cost measurements [9–13]. A differential capacitive sensor can be repre-
sented as the series of two capacitors which, under the action of the measurand,
change their value in a differential way [14–22]. The proposed interface is shown in
Fig. 1: C1 and C2 form the differential capacitive sensor that, excited by a sinusoidal
signal Vsin, occupies the left branch of the auto-balanced De Sauty bridge struc-
ture, whilst the right one is composed by two reference resistors. Variations in the
position of the sensor movable plate alters the balancing condition, so that the differ-
ential amplifier error signal �V = Va − Vb �= 0. The feedback loop aims to restore
the balance condition �V = 0 by acting on the modulator stage, designed around
a multiplier fed by a reference sinusoidal voltage, Vax and a variable DC voltage,
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Fig. 1 Block scheme of the proposed interface

Vctrl, which is also the output signal of the interface, so the performed measurement
consists of a capacitance to voltage conversion.

2 Interface Description and Test Results

In the proposed solution, the feedback circuitry performs the bridge balance by
changing the firstmultiplier (modulator) output so to produce a signalVa which tends
to follow Vb, hence forcing the error signal ΔV to zero. The feedback signal Vmult

is eventually produced by another multiplier (demodulator) and finally the useful
information, that is the DC voltage Vctrl, is extracted by a second order Sallen-Key
filter which ensures a good dynamic response. The measurand x = (C1−C2)/(C1+
C2) is related to Vctrl through a linear relation: x = Gmult kVctrl − 1, being Gmult

the total multipliers gain that can be manipulated by changing two resistors Rg1

and Rg2 while k is related to the multipliers design and is a constant. In order to
test the presented solution preliminarily, a discrete board with ±15 V power supply
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was designed and fabricated (Fig. 2). The bridge excitation signal is sinusoidal and
generated by a Wien oscillator, with a frequency of 9 kHz and an amplitude of
4 V. In Fig. 3 the comparison between theoretical and measured interface static
behavior results are reported. In this case also a sensor parasitic compensation has
been implemented. Figure 4 depicts the measured interface full-scale error. Finally,
each block has been also designed at transistor level, in a standard CMOS technology
showing the complete interface integrability.

Fig. 2 Designed prototype
board

Fig. 3 Comparison between
theoretical and measured
interface static behavior
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Fig. 4 Theory versus
measurements full scale error

3 Conclusions

A novel interface for differential capacitive sensors was presented. Simulations and
tests proved that the proposed structure is capable of detecting and quantifying full-
range variations of the sensor, maintaining a linear input output static characteristic.
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Spherical Anemometer for Novel
Portable and Fixed-Point Wind
Measurement Devices

A. Leoni, G. Barile, M. Muttillo and G. Ferri

Abstract In this work, we propose a fully 3D printable spherical directional
anemometer of 7 cm diameter, which contains two orthogonal, not intersected inner
cylindrical pipes of 6mmdiameter.Measurements results are here presented: test has
been performed in a wind tube where the reference air velocity has been monitored
by means of a calibrated, high precision hot wire anemometer and compared to the
magnitude of the airspeed measured with the proposed spherical anemometer.

Keywords Wind measurement · Sensor interface · Anemometer

1 Introduction

Nowadays, anemometric systems mainly consist of electromechanical sensors like
cup anemometers, which constitute the most preferred solution for fixed measure-
ment stations for weather monitoring [1–6]. Different solutions have been investi-
gated to overcome this technology, like pressure sensor-based or heat transfer-based
anemometry, which are more adequate for portable application. However, such solu-
tions cannot guarantee good performance in terms of wind direction estimation, as
demonstrated in [7]. Some improvements about this issue have been achieved by
the same authors with the implementation of a Constant Temperature Anemometric
(CTA) system, which showed better results for what concerns the wind direction
measurement but still suffered from a high power consumption [8]. We here propose
a fully 3D printable [9–14] compact spherical directional anemometer composed by
two orthogonal, not intersected inner cylindrical pipes. Tests results show a preci-
sion of about 0.6 m/s for lower wind speed and 0.1 m/s for higher wind speed, in the
0–20 m/s range, where the different sensitivity is due to the nonlinear relationship
between airspeed and pressure difference.
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2 The Proposed Solution

The designed anemometer has a 7 cm diameter, which contains two orthogonal, not
intersected inner cylindrical pipes of 6 mm diameter (see Fig. 1). The two ducts are
directed along x and y-axis of the local coordinates and a pair of differential pressure
sensors are employed to detect the pressure difference that occurs inside the tubes
because of the air stream. For a laminar or transition air flow, the Poiseuille law can
be exploited to have a good approximation computing the relationship between the
pressure difference in Pascal unit of measure, considering two distinct points of each
pipe and the average velocity of the airflow Vav [m/s], as defined:

�P = 32 · μ · Vav · l
D2

(1)

where l is the distance [m] between the two points of the duct where the pressure
difference is evaluated, D represents the diameter [m] of the air duct and μ is the
dynamic viscosity of the air [kg/(m * s)]. On the contrary, for a turbulent regime,
it is trivial to produce a suitable analytical study because of the complexity of the
physical behavior, therefore an empirical model has to be adopted. According to
different studies reported in the literature [15], the Darcy-Weisbach equation can be
considered tomodel the anemometric system and it is possible to derive the following
relation for the pressure difference:

�P = f
l

D

ρ · Vav

2
where f = φ

(
Re,

ε

D

)
(2)

Measurements have been performed in a wind tube where the reference air veloc-
ity has beenmonitored bymeans of a calibrated, high precision hot wire anemometer,

Fig. 1 Spherical structure design
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Fig. 2 Representation of
measuring methodology

Fig. 3 Percentage error for
wind speed and direction

using high sensitivity measurements techniques [16–20], and compared to the mag-
nitude of the airspeedmeasuredwith the proposed spherical anemometer. In addition,
to simulate wind direction changing, the sphere has been rotated and the measured
wind direction has been compared to the rotation angle of anemometric structure
with respect to the wind tunnel local coordinates (Fig. 2) [21]. Thanks to the spher-
ical symmetry of the proposed anemometer, wind angle measurements have been
conducted only in the 0° to 90° range, which is representative of the whole space for
angle measurement. Measurement results have shown a precision of about 0.6 m/s
for lower wind speed and 0.1 m/s for higher wind speed, in the 0–20 m/s range. The
sensitivity has a nonlinear relationship between airspeed and pressure difference. For
the wind speed detection, we achieved a percentage error less then±2.5%, while for
the wind angle the percentage error is ±3.5%, as shown in Fig. 3.

3 Conclusions

We have presented a 3D spherical directional anemometer that can be printed with
additive 3D technology. We have performed measurements results that are in good
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agreement with simulation showing the feasibility of the proposed structure for
portable low voltage low power applications also by means of harvesting techniques
[22–26].
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Landslides Monitoring by Means of Low
Cost Wired Sensor Networks

M. Muttillo, A. Colagiovanni, L. Pantoli and G. Ferri

Abstract In this paper we provide a feasible and functional solution for the auto-
matic monitoring of landslide slopes parameters, allowing to control the dynamic
behaviour of the target application, so adopting the necessary actions for any crit-
icism. The here proposed system is a low cost infrastructure wired sensor network
composed by sensing nodes and a GSM datalogger in charge of data management
and transmission on a remote FTP web server.

Keywords WSN · Sensor interface · Environmental monitoring

1 Introduction

Landslides problems and rock fall events are even more common in many areas,
especially in mountainous regions, and due to geological and climate changes. These
phenomena represent a continuous risk for the population, threatening the roads and
railways transit and not rarely also the human infrastructure. Some solutions like
physical barriers (drape nets, rock gabions, rock fall catchment fences) or indirect
remedies based on reforestation or terracing works are trying to mitigate the effects
of these serious risks, but these is a continues request for novel prevention activities
systems in order to ensure safety [1–3].

For these reasons, the definition and analysis of a complete electronic system
and sensor interface [4, 5] for the automatic monitoring [5–12] of landslide slopes
parameters, allowing to control the dynamic behavior is a target application for mod-
ern applications. Even though, generally these systems are wireless sensors network
based architectures with harvesting capability [13–15] in some applications wired
solution are more efficient and at low cost.
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We here propose an electronic system for an infrastructure wired sensor network
composed by sensing nodes and a datalogger in charge of data management and
transmission on a remote FTP web server.

2 The Proposed Solution

The proposed system has been developed both at hardware and firmware level. At
hardware level, it is formedby threemainbuildingblocks: the sensingnode, the power
supply block and the data logger. The nodemakes use of a low-powermicrocontroller
(Atmel ATMega328p), which is a 8-bits AVR RISC-based operating at 8 MHz. All
the nodes communicate with the data logger by means of a wired link on a RS485
protocol; this control unit, beyond managing the sensors network, transmits the real-
time data on a web server by using a GSM on board module. In Fig. 1 the data
logger architecture implementing an ATMega2560 microcontroller is shown, while
Fig. 2 shows the standalone sensor node architecture. In addition, a GSM module
is included for remoting the collected data. The main sensor on the node is the
accelerometer employed to evaluate both inclination and eventual unexpected 3-
dimensional acceleration. The MMA8451Q from NXP Semiconductors is used to
this purpose. It is a small, thin, ultralow power, 3-axis accelerometer with high
resolution (14-bits) measurement at up to ±8 g. Its high resolution (4096 counts/g)
enables measurement of inclination changes less than 0.1° making it suitable also for
low-effects events. All the slave circuits are programmed to send an asynchronous
interrupt output signal forcing the microcontroller to execute a specific routine when
an event or interrogation happens. The sensing nodes have been installed above
ground on a dedicated rigid rod anchored to a small plinth located at a minimum
depth. The nodes can be freely arranged on the site under analysis and the system can

uC
ATMega2560

RTC ds3231RS485 
driver

FTP SERVER

External Power Supply
220V/5V 

GSM/GPRS

I2 C 
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s

RS485 Bus

Fig. 1 Simplified block scheme of the designed data logger block scheme
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Fig. 2 Simplified block
scheme of the designed node
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be used both in a completely autonomous network, thanks to solar panel harvesting
architecture mounted on each node and on the datalogger, supplied by a suitable
power network. All these characteristics allow to have a complete control of the
dynamic of the site. The final prototype has been implemented and tested (and is
currently operating) in a real environmental located in the central Italy and applied
to a landslide. The monitoring is checked on a dedicated web server with remote
login. For confidentiality it is not possible to identify the exact location but, in any
case, a photo of an installed sensor node tested in a real environmental is reported
in Fig. 3 while in Fig. 4 the Ftp web server data output results are reported for three
sensor nodes showing the variation of the inclination in the window period.

3 Conclusions

A low cost and ready to market electronic system for an infrastructure wired sensor
network has been here proposed. The system is composed by sensing nodes and
a datalogger in charge of data management and transmission on a remote ftp web
server.

Laboratory test and on the field measured results have confirmed the system
feasibility for landslides monitoring applications.
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Fig. 3 The proposed sensor node installed in a real environmental Ftp web server data output
example

Fig. 4 The implemented Ftp web server data output example
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Lock-in Thermography
for Non-destructive Testing of 3D Printed
PLA Items

Simone Boccardi, Giovanni M. Carlomagno, Giuseppe Del Core
and Carosena Meola

Abstract The intention of this paper is to perform a preliminary investigation in
order to ascertain if lock-in thermography can be used for non-destructive inspection
of samples manufactured with 3D printing. This because of the ever more increasing
interest that 3D printing and additive manufacturing are gaining from both the indus-
trial and academic communities. To this end, some samples have been produced by
means of the fuse deposition modeling technique and with inclusion of some artifi-
cial defects at a certain depth through the thickness. Such samples are inspected with
lock-in thermography and the obtained results seem promising.

Keywords 3D printing · PLA items · Non-destructive testing · Lock-in
thermography

1 Introduction

Lock-in thermography (LT) is a well-known technique of non-destructive testing
(NDT) that can be applied to inspect several kinds of materials in order to detect
both manufacturing defects and degradation occurring during the material operating
life [1]. LT allows for contactless NDT and so without any alteration to the part
under inspection as well without risks for the operator. The output is a 2D image
which represents thematerial internal conditions. Currently LT is effective to perform
NDT on composite materials involving both thermoset and thermoplastic matrices.
In particular, it is a valid means to obtain information about production problems
like: fibers misalignment, excess or lack in matrix distribution, or impact damages
and other material degradations which may occur during the material operating life
and that cannot be detected through visual inspection [1–3].
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The idea behind this work is to verify if the advantages offered by LT could
be somehow usefully exploited to perform NDT on plastic components which are
obtained by means of additive manufacturing with fuse deposition modeling (FDM).
This need is justified by the fact that the production of objects bymeans of 3D-printing
is increasing and with even more new applications fields. It is expected an increasing
investment in 3D printing in the next future [4, 5]. The driving force resides mostly
in the fast production with less waste of material and lower energy consumption.
However, alongside their many advantages there is an unexplored world of products
defects and performance [6].

2 Materials and Samples

Two types of square specimens A and B, whose nominal characteristics are shown
in Table 1, were manufactured using Polylactic Acid (PLA+) by SUNLU and FDM
technique with a layer thickness of 0.3 mm and an internal filling section of 25%
to create the internal honeycomb-like structure. Of course, the external (skin) layers
were manufactured with the optimal conditions of 100% infill and 210 °C extrusion
temperature to prevent defects formation. To simulate a manufacturing defect, the
machine was forced to create a circular zone of 20 mm in diameter with a 100%
infill over one PLA layer at a certain depth that is 1.2 mm and 4.6 mm for specimens
A-1 and A-2 respectively (Table 1). A photo showing the geometric appearance of a
generic specimen is reported in Fig. 1a; instead Fig. 1b, which was taken during the
manufacturing process displays the position of the defect inside a type A specimen.

Specimens belonging to type B have been produced by choosing three differ-
ent temperature values for the fuse deposition modeling process (from 195 up to
210 °C) in order to generate a different gradation of internal defectiveness due to the
production temperature lower than the optimal one (Fig. 2).

This because some preliminary 3Dprinting tests showed that, for the usedmaterial
and 3D printing system, the lowest defectiveness level was achieved by an extrusion

Table 1 Details of investigated samples

Sample Thickness (mm) Side of the square
sample (mm)

Defect nominal
diameter and depth
(mm)

Production
temperature (°C)

A-1 3 100 20, 1.2 210

A-2 6 100 20, 4.2 210

B-1 6 80 – 210

B-2 6 80 Distributed in the
middle

200

B-3 6 80 Distributed in the
middle

195
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Fig. 1 a Specimens appearance; b photo taken during the 3D printing process showing the defect
position in a type A specimen

(a) 210 °C (b) 200 °C

Fig. 2 Examples of specimen internal defectiveness for two values of the production temperature

temperature of 210 °C. Therefore, a temperature of 210 °C has been chosen to man-
ufacture a sound B-1 specimen. Instead, for the other two specimens the temperature
of 210 °C was used only for the manufacturing of both the external upper and lower
surfaces, while a temperature of 200 °C and 195 °C was respectively set to print
the internal layers of the two specimens B-2 and B-3 (Table 1). This should allow
for limiting the defectiveness through the specimen thickness without affecting the
external surfaces.

3 Testing with Lock-In Thermography

All the specimens have been subjected to non-destructive evaluation with lock-in
thermography in reflection [1]. The specimens are thermally stimulated by means of
two halogen lamps of 1000 W each. The used infrared camera is the Flir SC6000,
which is equipped with long wave QWIP detector and with the Lock-in module
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Fig. 3 LT test setup

that drives the halogen lamps to generate a sinusoidal thermal wave of selectable
frequency f and the IRLock-In© software for data analysis. The test setup is shown
in Fig. 3.

The basic LT relationship is given by:

p = 1.8
√

α

π f
(1)

where p is the depth at which a defect is located, α is the material thermal diffusivity
and f is the heating frequency. Lower is the heating frequency higher is the inspection
depth through the thickness. Tests are carried out for several values of the heating
frequency in order to inspect the specimens at different depths starting from the
surface viewed by the infrared camera.

First of all, the samples thermal diffusivity has been evaluated with the same lock-
in thermography according to Ref. [7]. To this end ametallic target has been placed in
perfect contact with the specimen rear surface. The heating frequency value at which
themetallic target becomes visible in the phase image for the first time, represents the
frequency value f* at which the specimen thickness p has been entirely crossed. This
value is introduced in Eq. 1 to evaluate the average through the thickness material
thermal diffusivity αm.
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4 Results

First of all, from tests performed with the metallic target a mean thermal diffusivity
αm = 0.0038 cm2/s has been obtained and used to set the heating frequency to inspect
the material at different p values.

As first observation in all the obtained phase images for both types of specimens it
is possible to clearly recognize the sample internal honeycomb structure. Some phase
images relative to the A-type specimens are shown in Figs. 4 and 5 with indication
of the heating frequency and the approximate depth. Looking at Fig. 4a it is possible
to notice that the artificial defect becomes visible already for f = 1.14 Hz which
corresponds to p ≈ 0.6 mm that is lower than the nominal defect depth (Table 1).
This is probably due to unexpectedmanufacturing problems.More specifically, some
fused PLA filaments collapsed on the underlying layers; this has caused loss of the
artificial defect planarity with reduction of the real defect distance from the surface
with respect to its nominal depth. In fact, the two white spots at the center of the
defect are indicative of this collapse.

From Fig. 5 it is possible to see that the defect appears visible at the f value
corresponding practically to its nominal depth. It is worth noting that a data deviation
is admissible and due to having assumed a unique average thermal diffusivity value

(a) f = 1.14 Hz, p ≈0.6mm (b) f = 0.26 Hz, p ≈1.2mm (c) f = 0.10 Hz, p ≈ 2.0mm

Fig. 4 Some phase images of sample A-1

(a) f = 0.15 Hz, p ≈ 1.6mm (b) f = 0.05 Hz, p ≈3.0mm (c) f = 0.02 Hz, p ≈ 4.4mm

Fig. 5 Some phase images of sample A-2
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for all specimens. Comparing Figs. 4 and 5 it is also possible to underline some
blurred regions that account for non uniform material distribution due to production
issues.

Phase images of specimens type B taken at f = 0.1 and 0.02 Hz are reported in
Figs. 6 and 7 respectively. The phase images relative to the specimens B-1 (Figs. 6a
and 7a) indicate a more homogeneous material distribution as expected since the
correct production temperature T = 210 °C value was used.

In the phase images relative to the B-3 sample, which are shown in Figs. 6c
and 7c, it is possible to notice the highest value of contrast level and also some
dark stains that are located mainly on the top of the image. These dark stains are
likely to represent regions with severe anomalies in the material internal structure
where the lower temperature value, chosen for the production, has prevented a correct
deposition of themolten filament with the consequent formation of wide void regions
and interruption of the internal regular structure (see also Fig. 2b).

(a) B -1   (b) B-2 (c) B-3 

Fig. 6 Phase images of type B specimens taken at f = 0.1 Hz

(a) B-1  (b) B-2 (c) B-3 

Fig. 7 Phase images of type B specimens taken at f = 0.02 Hz
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5 Conclusions

In thiswork some3DprintedPLA itemshave been considered to assess the possibility
to detect material internal defects, which are caused by manufacturing errors, non-
destructively by means of lock-in thermography. In particular, the attention was
driven towards two types of problems. One is the formation of local agglomerates
buried trough the thickness as those simulated by type A specimens. Another is the
loss of regular structure and random spot clouding, which are caused by the incorrect
temperature setting during the manufacturing process.

The obtained results are promising about the LT capacity to evaluate the 3D
printed items internal structure. Of course, this is only a preliminary investigation
restricted to specific geometry and production method. Further tests are necessary
by considering a wide range of polymers, production methods, internal structures
and geometries as well for a complete assessment of the LT effectiveness for NDT
of 3D printed items.
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In Vitro Discrimination of Bacterial
Volatile Compound Patterns Using a Gas
Sensor Array

R. Capuano, Elisabetta Delibato, Ana Carolina Domakoski,
Alexandro Catini, Eugenio Martinelli, Roberto Paolesse and C. Di Natale

Abstract This paper illustrates that an electronic nose applied to the measure of
the headspace cultures of Salmonella serotypes can discriminate among different
strains. Salmonella is one of the main bacteria causing food borne illnesses, this
there is a great interest for fast identification methods. Standard detection methods
for Salmonella food contamination have limited performance in terms of costs and
rapidity. Electronic noses are among the technologies that supposedly can improve
the management of Salmonella infections. Preliminary experiments are discussed in
this paper; results confirm that electronic noses offer a viable technology for rapid
identification of bacteria.

Keywords Salmonella · Volatile organic compounds · Gas sensor array

1 Introduction

Salmonella is a major pathogen infecting foods and causing acute onset of fever, and
gastroenteric symptoms such as abdominal pain, diarrhea, nausea and sometimes
vomiting [1]. The currently used procedure for Salmonella detection is based on
standard cultural method (EN/ISO 6579) [2]. This protocol involves a non-selective
pre-enrichment, a selective enrichment and a plating on selective agars. Suspect
colonies are then confirmed by biochemical and serological tests. Although this
method is very sensitive and inexpensive, it is labor-intensive and extremely time
consuming (up to 5 days to obtain results).
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As a consequence, there is an urgent need for early and readily applicable meth-
ods to detect Salmonella-infected food and to distinguish between pathogenic and
harmless species.

Bacteria are known to release volatile organic compounds (VOCs) as products
of their metabolism during growth, as signaling molecules for intercellular commu-
nications, or as protection against antagonists [3, 4]. Analytical studies, essentially
based on gas chromatographic (GC) techniques, demonstrate the existence of char-
acteristic VOCs patterns for each different kind of microorganisms [5]. However,
many volatile compounds are common to several bacterial species and the differ-
ences between samples often relate to total VOC patterns rather than to a major
change in one or two constituents [6, 7]. In particular, the pattern of VOCs released
by Salmonella contains, among the others, alcohols, ketones, and sulphur containing
compounds [8, 9].

However, also GC analysis is time consuming and it is operated by specialized
personnel.

Electronic noses might, in several cases, provide analysis and discrimination
between different complex mixture of volatile compounds in several applica-
tion fields [10], therefore they are considered a viable alternative to GC for fast
classification of samples according to their VOCs pattern composition.

In this paper an electronic nose based on an array of porphyrinoid coated quartz
microbalances [11] has been applied to the identification of microorganisms. In
particular, experiments were aimed at discriminating different Salmonella serotypes
grown in trypticase soy broth (TSB) respect to other bacteria.

2 Materials and Methods

Bacteria cultures of various Salmonella serovars (S. Enteriditis, S. Typhimurium,
S. Napoli and S. Thompson) and other bacteria, such as E. coli, and Enterobacter
cloacae have been inoculated in 10 mL of trypticase soy broth (TSB) at 37 °C for
24 h. The final bacterial concentration is around 109 CFU/ml. Blank TSB has been
used as control sample.

The broth cultures have been diluted in order to obtain 107, 105 and 103 CFU/ml.
For electronic nose measurements, 5 ml of culture liquids have been transferred

into previously autoclaved 20ml vial (Flat bottom headspace vial, SUPELCO, Belle-
fonte, PA,USA) and sealedwith a PTFE/Silicone crimp seal (SUPELCO,Bellefonte,
PA, USA). Headspace composition has been equilibrated maintaining the samples
at constant temperature of 37 °C in a thermostatic water bath.

The electronic nose wasmade of an array of twelve quartz microbalances (QMBs)
each with a fundamental frequency of 20 MHz and functionalized using different
metalloporphyrins and corroles [11].

For this kind of sensors, the change of the frequency (�f) of the electrical output
signal of the oscillator circuit is the consequence of a change of the mass load (�m)
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Fig. 1 Pattern of frequency shift registered by electronic nose during bacterial culture headspace
measurements

on the quartz surface. In low perturbation regime, �m and �f are linearly related
each other and the relationship between them is described by Sauerbrey equation
[12].

Electronic nose has been operated with a constant flow of 50 sccm (standard cubic
centimeters per minute). Sensor baseline signal has been achieved using ambient air
filteredwith aCaCl2 humidity trap.Bacterial culture headspace has beenmeasured by
the aspiration of the air contained in the vials for oneminute.After eachmeasurement,
sensor baseline condition has been restored in about four minutes.

Figure 1 shows examples of electronic nose sensors signals related to two different
samples. The difference between the frequency of the signals recorded during the
exposure to filtered reference air and those obtained during the exposure to the
bacterial sample, has been considered as features of the sensors.

3 Results and Discussion

The ability of the electronic nose to distinguish Salmonella serotypes from other
bacteria (E. coli and Enterobacter cloacae) and respect to the TSB, has been eval-
uated separately for each bacteria concentration. In practice, the identification of
Salmonella samples respect to the other bacteria and the TSB background has been
evaluated keeping constant the number of colonies forming units.

K-nearest neighbours (k-NN),with k=1, has been used as classifier. k-NNmodels
have been cross-validated using a 5-fold cross-validation.

Figure 2 shows the confusion matrices for the four analyzed cases.
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Fig. 2 Confusion matrices obtained by k-NN classifier for culture at different bacterial loads
conditions: a 109 CFU/ml; b 107 CFU/ml; c 105 CFU/ml; d 103 CFU/ml. NO SAL: E. coli and
Enterobacter cloacae; SAL: Salmonella; TSB: Trypticase soy broth

The accuracy is barely larger than 90% in all the different considered conditions.
The same performance is obtained in terms of sensitivity of Salmonella identification
(ratio of Salmonella samples correctly classified respect to the total Salmonella broth
cultures).

4 Conclusion

Preliminary results show that Salmonella serotypes could be discriminated by other
bacterial culture by the analysis of their released volatile compounds. In this paper we
show that an electronic nose based on porphyrinoids coated QMBs provides a good
accuracy in the identification of bacteria growing in TSB. However, the detection is
dependent on the amount of CFU of each sample, and a proper identification is only
achieved where the CFU of Salmonella and other bacteria are kept constant.

Compared to colony countingmethods used as conventional Salmonella detecting
method, or to analytical technique used for VOC analysis, the electronic nose might
meet the analytical requirements needed in terms of portability, rapidity and low
costs.

This system should be potentially applied to direct food contamination analysis.
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A Low Cost Resistive Gas Sensor
Network Based on Zn-Al Doped
and Co3O4 Nanopowder Composite

T. Addabbo, A. Fort, M. Mugnaini, E. Panzardi, A. Pozzebon, M. Hjiri
and M. S. Aida

Abstract In this paper a network architecture for the monitoring of NO2 emissions
in the industrial scenarios is presented. The proposed system is based on chemoresis-
tive gas sensors realized by mixing nano-composite of ZnO, doped by Al (5%) and
Co3O4. The obtained compound presents appreciable sensitivity to NO2 exposure at
room temperature which makes it suitable for low-power applications. The sensor
is embedded in an IoT framework exploiting the Long Range (LoRa) LPWAN con-
nectivity with the associated LoRaWAN protocol, granting data transmission over
a wide area. Thus, the acquired data will be forwarded to a Cloud platform to be
collected and remotely managed.

Keywords NO2 sensor · Resistive gas sensor · Gas sensors network · Industrial
plants monitoring

1 Introduction

Toxic gas emission monitoring is a crucial issue involving different research areas,
thus attracting a growing interest not only for environmental purposes but also other
scenarios like the industrial one. The monitoring of exhaust gases in combustion
processes is one of the techniques used in the condition monitoring of industrial
plants [1, 2]. The collected information, combined with other measured quantities
related to the machine operation, may provide an overview of the plant health. In
this work, we propose an IoT framework composed by resistive gas sensors for NO2

detection in industrial plants [3, 4]. Conventional and commercial resistive metal
oxide gas sensors operate at high temperature and require a significant power being
thus not suitable for low-power wireless sensing applications. Recently, research
advancements related to the development of new materials have opened some new
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perspectives. In particular, nano-structuredmaterials and the combination of different
nano-structured materials allow to modify the gas sensing characteristics according
to the considered application [5]. In this context, using mixed nano-composites can
lead to the development of low-power resistive gas sensors, with satisfactory gas
sensitivity, selectivity and stability. In particular, in this work a resistive NO2 gas
sensor, based on a nano-composite of ZnO, doped byAl (5%) (ZnO-Al5), and Co3O4

useful for room temperature measurement applications is proposed. An architecture
integrating this sensor in a low power wireless data acquisition and transmission
platform is also described. This solution is based on the Long Range (LoRa) data
transmission technology, whose use has already been proposed for the realization of
industrial monitoring infrastructures [3, 6, 7].

The characteristics of the used materials have been deeply investigated by the
authors in [8] where the gas sensing features of the nanomaterial have been studied
for different environmental conditions such as temperature, humidity, concentration
and nature of gas exposure. The obtained results showed satisfactory response in
speed and stability also at room temperature. These characteristics,which are peculiar
of the composite material, allow for the use of resistive gas sensors in low power
applications.

2 Materials and Methods

The ZnO-Al5 and Co3O4 nano-powders were prepared by means of sol-gel and
hydrothermal method, respectively. The results of the material analysis by SEM
method and the XRD pattern are reported in Figs. 1 and 2.

The powders were mixed with different proportions such as 30% of ZnO-Al5 and
70% of Co3O4 (w/w) with the addition of deionized water. The obtained solution
was deposited on alumina substrates across two electrodes by drop casting method
(2 µL) using a micropipette. The deposited film was dried in free air at RT and
then heated at 400 °C. The sensors were characterized by means of a system which
allows for accurately controlling the temperature, the gas flow, the concentration and

Fig. 1 SEM image and XRD pattern of the Co3O4 nano-powder
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Fig. 2 SEM image and XRD pattern Zn-Al5% doped nano-powder

the humidity, under a constant flow (200 mL/min) of mixtures of NO2 in different
concentrations and air as carrier gas, humid and dry. Figure 3 shows the sensor
responses to NO2 as a function of time at room temperature.

Fig. 3 Transient sensor responses as a function of time at room temperature. R0 is the resistance
baseline value in air at room temperature. The measurement protocol provides 3 alternating phases
of 4 min to NO2 exposure with the concentration of 50 ppm, 25 ppm and 12 ppm, respectively
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3 Sensors Network Framework

The sensor is integrated into a node in charge of collecting and transmitting the
measured values. The sensor node is provided with LoRa LPWAN (Low PowerWide
Area Network) data transmission module, implementing the LoRaWAN protocol:
this allows to integrate it in an IoT framework composed of a large quantity of sensor
nodes. Each sensor node transmits the measured values to one or more LoRaWAN
Gateways in charge of forwarding the data to a LoRaWAN Network server acting
as a data acquisition and management Cloud platform, as shown in the summary
diagram of Fig. 4. The sensor node, in addition to the sensor itself, is composed of a
microcontroller that manages the gas sensing biasing circuit by a DAC (12-bit) and
reads the measured values by means of an ADC (12-bit). The node is also provided
with a temperature and a humidity sensor, useful in case reference data are needed.
A schematic diagram of the sensor node architecture is reported in Fig. 5. A Semtech
SX1276 LoRa module is connected to the microcontroller, providing the LoRaWAN
data transmission features. Finally, the node features a power management system
in charge of disconnecting its sub-systems when not used. Indeed, by adopting a
strict duty-cycling policy, sampling for example the sensor each hour and powering
the node with off-the-shelf 1.5 V AA batteries, a lifetime node up to 2 years can be
achieved.

LoRaWAN
multi-channel

gateway

LoRaWAN
multi-channel

gateway

Data management
System

LoRaWAN Server

Sensor
node

Sensor
node

Sensor
node

Fig. 4 IoT network architecture
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Fig. 5 Sensor node structure

4 Conclusion

In this paper the authors have discussed the architecture of a gas sensor based on
chemoresistive gas sensors realized by mixture of nanopowder of ZnO, doped by Al
(5%) and Co3O4 for the monitoring of NO2 in industrial emissions. The gas sensing
features of the realized sensor have been investigated, while its integration into a
larger IoT framework, exploiting a LoRaWAN LPWAN transmission infrastructure,
has been developed. The network architecture provides the possibility to transmit the
acquired data to aCloud platform to be remotelymanaged. The developedmonitoring
systemmay be employed in any industrial or similar scenarios where the supervision
of NO2 concentration in the emitted gas is required and the deployment of a large
quantity of low cost and low power sensor nodes is needed.
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Car-Driver Drowsiness Monitoring
by Multi-layers Deep Learning
Framework and Motion Analysis

Francesco Rundo, Sabrina Conoci, Francesca Trenta
and Sebastiano Battiato

Abstract Recent developments in the automotive industry have led to an interest in
monitoring car driver drowsiness. The purpose is to develop an efficient system for
the detection of bad psychophysical states in order to reduce the number of fatigue-
related car accidents. Much of the current literature pays particular attention to the
study of physiological signals to obtain information about cardiac activity bymeasur-
ing the Heart Rate Variability (HRV). In fact, the HRV represents a useful indicator
for evaluating physiological stress because it provides information about the cardio-
vascular system activity controlled by the Autonomic Nervous system. The present
study is designed to analyze the skin micro-movements caused by blood pressure by
extracting facial landmarks in order to reconstruct the photoplethysmogram (PPG)
signal in a robust way. To conclude, we obtained evidence from the validation results
to support the idea that the PPG signal detected by sensors and the reconstructed
PPG by using facial landmarks are strongly correlated.

Keywords Machine learning · LSTM · Driver-drowsiness
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1 Introduction

Drowsiness is a physiological state characterized by the reduction of the level of
consciousness and difficulty in maintaining the wakeful state. According to National
Safety Council, the percentage of fatal accidents due to driver drowsiness is dramat-
ically increasing in the United States [1]. As a consequence, the development of an
effective warning system that can deliver early detection of the inadequate physio-
logical condition of a car driver would be significant. As reported, research suggests
that the Heart Rate Variability is correlated with drivers’ level of attention [2]. In fact,
cardiac variability represents an essential indicator of the degree of the individual’s
physiological resilience, and behavioral flexibility. The cardiac activity is evaluated
by using the PPG signal in order to detect the blood pressure and, consequently,
the heart rate variability. In fact, the PPG signal consists of peaks representing a
cardiac cycle which can be evaluated by using a source LED which emits light at
different parts of the skin and a photodiode that evaluates the re-transmitted amount
of light [3]. Despite physiological signals allowing us to monitor the drowsiness
level, recent researches focus on Computer Vision technologies to assess car drivers’
fatigue [4]. Although the development of face detection system in a car environment
is certainly challenging, many of these approaches are based on using video camera
to determine the eye blink rate [5]. Different from other works, our method focuses
on Computer vision techniques to detect and extract facial landmarks in order to
define landmarks time series by considering the variation of pixel intensities during
the video sequence which we previously recorded. More specifically, our approach
is based also on “Video Magnification” to reveal facial micromovements caused by
blood pressure. Regarding thesemotivations, the objective of this study is to construct
the PPG signal by defining landmarks time-series and without using sensors.

The remainder of the paper is structured as follows. In Sect. 2 we present the
related works. In Sect. 3 we proposed an overview about PPG signal and present our
pipeline based on Long Short-Term Memory and Convolutional neural networks.
Section 4 explains how the experiments are performed. Finally, in Sect. 5 we discuss
about advantages of our method and future works.

2 Related Works

A considerable amount of literature has been published on driver drowsiness detec-
tion through physiological signals to achieve major accuracy. In fact, several studies
have shown that methods based on only Computer Vision techniques may not nec-
essarily represent a valid solution. Especially the approaches focused on analyzing
road signs fail in the case of non-optimal conditions of road surfaces.

One of the PPG-detection methods is based on the work of Xu et al. [6] where
the authors reached effective results by using a low power wireless PPG sensors.
Another approach is [7] in which the authors utilized the Low and High Frequency
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of PPG detected at fingers and earlobes. The works reported in this document are
mainly based on the study of ECG and PPG signals in order to evaluate the HRV
signal. However, the cited methods involve high computational requirements and
expensive devices to be integrated into the vehicle. Although the integrated sensors
are not necessarily an invasive tool, it is required that the driver put his/her hands or
another part of his/her body, such as the earlobes or the fingers over the sensors in
order to acquire the physiological signals accurately, which represents a limitation.
Different from previousmethods, the proposed framework is based on reconstructing
the PPG signal by using facial landmarks from an image of a face of a driver in order
to assess the HRV signal and the drowsiness level.

3 Background and the Proposed Pipeline

As previously mentioned, we propose an innovative method to determine the drowsi-
ness state of a driver without using sensors for the acquisition of the PPG signal.
The work of Wu et al. [8] illustrated how Video Magnification can reveal facial
motion changes in ordinary videos by amplifying them whereas the color changes
in different spots of the skin are caused by blood pressure during a cardiac cycle.
Studies have shown Autonomous Nervous System activity, which regulates certain
body processes, such as blood pressure and the rate of breathing, can be measured
non-invasively from the Heart Rate Variability signal that presents alterations during
stress, extreme fatigue and drowsiness episodes. The HRV can be evaluated by using
any biofeedback tool or software, with good-quality sensors for detecting the car-
diac signal and a sufficiently powerful processor to manage a large amount of data.
Traditionally, the ECG signal is used to assess the Heart Rate Variability signal.
However, there are certain drawbacks associated with its use. Despite the effective-
ness of the ECG signal, it shows some noise and artifacts due to micro-movements
of the person during the acquisition data (data sampling). In order to overcome
the problems related to ECG, the PPG signal has been proposed as a reliable solu-
tion. The PPG’s ability to detect volumetric changes of the heart makes it a very
powerful method also for detecting cutaneous micro-movements difficult to observe
with the naked eye. In particular, the analysis of the PPG signal allows us to define
the variation of the heartbeats over a specific time frame in order to indicate that
both branches (parasympathetic and sympathetic) of the Autonomic Nervous system
are functioning properly. Generally, a low HRV value refers to a constant interval
between heartbeats, otherwise, a high HRV value is provided. A loss of attention
due to a condition of chronic stress is determined by a very regular heart rhythm and
few variations between heartbeats. However, there is no a single normal HRV value
because it differs between individuals.

Taking this into account, the implemented system is based on the combination of
Long-Term Short Memory (LSTM) neural networks [9] and Convolutional Neural
Network (CNN) [10] for evaluating driver drowsiness. The proposed pipeline rep-
resents an improvement in assessing cardiac activity because it requires the use of a
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video camera with a low frame rate (25fps) for detecting and extracting fundamental
points of interest in an image of a face and analyzing their pixel variation for each
video frame. In fact, LSTM represents a powerful solution to evaluate the hidden
non-linear correlation between data.

In particular, the output of LSTM pipeline represents predicted landmarks time
series considering the original PPG, detected by sensors, as target data.

Furthermore, the accurate classification achieved by the CNN model represents
the validation for LSTM prediction in order to confirm the level of attention of a car
driver.

4 Experiments

A total of 71 subjects have been involved to perform our LSTM-CNN pipeline. More
specifically, the dataset provides PPG samples from patients/drivers with different
genders, ages (between 20 and 70 years old) and pathologies. In this instance, we
collected not only healthy subjects but also sick ones who had different issues such
as hypertension, diabetes, etc. Their respective PPG signal samples were measured
considering two different drowsiness states. Specifically, we emulate a full wake-
ful and drowsy scenario confirmed by simultaneously ECG signal sampling which
showed Beta and Alpha waves respectively confirming high wakeful and drowsy
brain activity. Time intervals of 5 min for each scenario were set up to ensure the
preliminary system calibration and for real time continuous learning. Simultane-
ously, we recorded a video sequence of a face of a car driver by using a low frame
rate (25fps) Full-HD video camera. As already reported, we detected and extracted
facial landmarks from frames of video sequence by using dlib library which repre-
sents implementation of algorithm proposed by Kazemi and Sullivan [11]. Next, we
calculated the intensity of the pixels associated with each landmark and the variation
of its values for each frame with the aim to determine landmarks time series as input
of the LSTM network.

4.1 CNN Pipeline

This section describes in more detail the architecture of the CNN model used in
the experiments. The proposed CNN architecture represents a reliable support to
validate LSTM prediction. In particular, our CNN model is able to track and learn
facial expressions of the car driver for improving the drowsiness detection level. We
used a batch of size 32 and an initial learning rate of 0.0001 in order to perform the
training of the model. Also, we used 32 neurons in the hidden layers and 2 output
neurons for binary classification.

The experimental results are very promising as we reached an accuracy of 80%.
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Fig. 1 LSTM pipeline

4.2 LSTM Pipeline

Regarding the ability of LSTM to detect dependencies in sequential data (time-
series), we implemented LSTM model in order to reconstruct PPG signal by using
facial landmarks time-series as input data and original PPG signal as target data
(Fig. 1). After scaling all time-series values in the range (0.2, 0.8), with the use of
MinMaxScaler algorithm, we performed the training of the model by considering
the following parameters. The training is performed using 256 neurons and a batch
of size 128. The initial learning rate and the dropout ratio were set up to 0.001 and
0.2, respectively. In order to evaluate the robustness of the reconstructed PPG signal,
we calculated the frequency (Fourier Spectrum) of the PPG minimum points. In
particular, we considered the distance of these points by comparing the distance of
the original PPGminimum points to the distance of the reconstructed PPGminimum
points.

5 Conclusion

To conclude, we provided an effective LSTM-CNN based system to determine driver
drowsiness by evaluating cardiac activity through the PPG signal. Different from
other approaches, our method is based on reconstructing the PPG signal from facial
landmarks without involving a sensor system. As reported, we implemented the
LSTM pipeline in order to prove the robustness of the reconstructed PPG by using
facial landmarks time-series as input data and the PPG detected by sensors as target
data. In addition,we implemented aCNNmodel not only to classify the physiological
state of a driver but also to validate the LSTM prediction. Finally, we calculated Fast
Fourier Transform (FFT) spectrum of the original PPG minimum points and FFT
spectrum of the reconstructed PPGminimumpoints (Fig. 2). The results showed very
promising performances of the proposed approach as we were able to discriminate
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Fig. 2 Fast Fourier Transform (FFT) spectrum of the original PPG minimum points (blue) and
FFT spectrum of the reconstructed PPG minimum points (green)

drowsy subject from wakeful ones with accuracy near to 100%which coincides with
the average performance obtained by similar pipeline reported in scientific literature.
The authors are investigating such improvements of the proposed pipeline based on
the use of modified PPG sensor [12] as well as further processing of PPG signal by
means of ad hoc features learned by Stacked-AutoEconder architecture [13–15].
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Integration of Two-Dimensional MEMS
Ultrasonic Transducer Arrays
with Front-End Electronics for Medical
Ultrasound Imaging

Alessandro S. Savoia, Barbara Mauti and Giosuè Caliano

Abstract Electrostatically actuated MEMS ultrasonic transducers, also known as
Capacitive Micromachined Ultrasonic Transducers (CMUTs), offer better perfor-
mance with respect to conventional piezoelectric transducers in terms of bandwidth
and efficiency. The enhanced compatibility between MEMS and standard integrated
circuit technologies enables the integration of the transducer and the front-end elec-
tronics, and is currently leveraged in the development of new-generation diagnostic
systems for clinical, emergency and point-of-care uses. This paper reports on the
development of an integrated 2-D CMUT array designed for volumetric ultrasound
imaging. An acoustically optimized 3-D packaging technology has been applied to
the design, fabrication and characterization of aMulti-ChipModule (MCM) obtained
by 3-D interconnection of a 256-element CMUT spiral array and a 256-channel ana-
log front-end Application Specific Integrated Circuit (ASIC) with integrated pulsers,
low-noise receivers and a programmable TX beamformer.

Keywords CMUT · ASIC ·Medical ultrasound imaging · Analog front-end ·
Spiral array · Integrated beamformer · Low-noise amplifier · 3-D packaging

1 Introduction

Electrostatically actuated MEMS-based ultrasonic transducers for medical imag-
ing applications, also known as Capacitive Micromachined Ultrasonic Transducers
(CMUTs), offer better performance with respect to conventional piezoelectric trans-
ducers in terms of bandwidth and efficiency. In vivo ultrasound imaging using one-
dimensional (1-D) CMUT arrays was demonstrated more than one decade ago [1].
Two-dimensional (2-D) CMUT arrays with front-end electronics have been demon-
strated earlier [2] using conventional flip-chip bondingmethods, which, however, are
not suitable for the interconnection of large-area dice and for wafer-level packaging.
Moreover, conventional flip-chip bonding approaches do not represent a preferable
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solution for the integration ofmedical ultrasound imaging transducers due to the neg-
ative impact of the package characteristics on the acoustic performance. In this paper,
the development of an integrated 2-DCMUTarray for volumetric ultrasound imaging
is reported. A recently proposed acoustically optimized 3-D packaging technology
[3] has been applied to the design and fabrication of a Multi-Chip Module (MCM)
obtained by interconnecting a 256-element CMUT spiral array and a 256-channel
analog front-end Application Specific Integrated Circuit (ASIC) with integrated
pulsers, low-noise receivers and a programmable TX beamformer. The fabricated
MCM is packed in a prototype ultrasound probe head and acoustic characterization
results are shown.

2 Design and Fabrication of the Integrated Array

2.1 MEMS Ultrasonic Transducer Array

The array configuration was designed following a deterministic approach, in which
the array layout is achieved by positioning 256 one-wavelength-wide transducer ele-
ments according to a Fermat’s spiral. The aperiodicity characteristics of this layout,
together with a decreasing spatial density from the center to the edges of the aperture,
allows a reduction of the number of elements by a factor of 10 compared to a dense
array of equivalent dimensions [4]. The array was designed for a total aperture of
45 wavelengths, allowing volumetric beam steering over a 64° angular sector with a
maximum one-way side lobe level of−20 dB. The resulting 256-element spiral array
size was 10 mm and the single element size was 220µm. The CMUTmicrostructure
was designed for a two-way frequency response centered around 7MHzwith a−6dB
fractional bandwidth of 100%. Array microfabrication was carried out using CMUT
Reverse Fabrication Process [5]. Figure 1 shows show a detail of the single array
element composed by 19 CMUT cells arranged in hexagonal tiling and electrically
routed to a bond pad for ASIC interconnection, and of the 256-element spiral array.

2.2 Front-End Electronics

The developed integrated analog front-end, based on the transceiver architecture
shown in Fig. 2, comprises a high-voltage unipolar pulser, a T/R switch, and a
capacitive feedback low noise amplifier with state-of-the-art noise and power per-
formance. The specific circuit topologies used in the co-design of the single CMUT
array element and the transceiver integrated in the ASIC are detailed in [6–9].

The new ASIC features 256 transceivers provided with programmable transmit
(TX) pulse shaping parameters [9], including pulse frequency, number of cycles, duty
cycle, and rising and falling edge slope forCMUTharmonic distortion compensation,
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Fig. 1 Optical microscopy of one array element composed of 19 circular CMUT cells (a) and of
the 256-element spiral array (b)

Fig. 2 Architecture of the
transceiver integrated in the
256-channel front-end ASIC

and with programmable RX gain parameters. The ASIC integrates a TX beamformer
with a time-delay resolution of 10 ns. The 256 transceivers and the beamformer are
programmed and controlled by a digital interface based on four two-channel SPIs
and a daisy-chain clocked at 100 MHz. The ASIC was fabricated using a BCD-SOI
technology from STMicroelectronics (Agrate, Italy), modified to achieve a surface
topography optimized for the proposed 3-D packaging process.

2.3 Integration and Packaging

A MEMS-ASIC multi-chip module (MCM) was obtained by processing the fabri-
cated CMUT and ASIC wafers following the packaging procedure described in [3],
in which Cu pillars and SnAg solder reflow are used for electrical interconnection,
and patterned benzocyclobutene (BCB) formechanical bonding. The resultingMCM
[10] is accessible through 320 wire bonding pads located on the four sides of the
MEMS die.
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Fig. 3 Schematic representation of the MCM packed in a probe head

Fig. 4 TheMCM is electrically interconnected to a rigid-flex PCB and the resulting assembly (left)
is packed in a prototype probe head (right)

The fabricatedMCMwas packed according to the Reverse Fabrication Packaging
procedure [5], as schematically shown in Fig. 3: wire bonding was used to electri-
cally interconnect the MCM to a rigid-flex PCB; an acoustic backing with thermal
dissipation features was applied using bonding encapsulation material; the CMUT
array was finally released by etching the silicon fabrication substrate. The packed
MCM was finally integrated in the prototype probe head shown in Fig. 4.

3 Characterization

Acoustic characterizationwas carried out by connecting the prototype probe head to a
test board for ASIC power supply and programming. The test board was interfaced to
a computer-controlled digital pattern generator, and ASIC programming sequences
were implemented and used to configure the probe head for TX pressure and pulse-
echo testing of a single array element using a 7 MHz single-cycle pulse. The TX
pressure signal generated from a single array element was acquired at 3 mm using a



Integration of Two-Dimensional MEMS Ultrasonic Transducer … 181

Fig. 5 TX response ameasured using a hydrophone and b pulse-echo signal received by one array
element

needle-typeMHA9-150 hydrophone (Force Technology, Brøndby, Denmark). Pulse-
echo testing was carried out by using a planar reflector. Figure 5a, b show the
hydrophone and echo signals and the relative spectra, respectively, demonstrating
the functionality of the MCM.

4 Conclusion

A 2-D MEMS ultrasonic transducer array with front-end electronics for medical
ultrasound imaging has been developed. A MCM including a 256-element CMUT
2-D array and a 256-channel analog front-end ASIC was obtained using a wafer-
level compatible and acoustically optimized 3-D packaging approach. The CMUT
array layout was designed for volumetric ultrasound imaging. The front-end elec-
tronics integrates high-voltage pulsers, low-noise receivers and a programmable TX
beamformer. Acoustic characterization, including TX pressure and pulse-echo mea-
surements, was successfully carried out and demonstrated the functionality of the
CMUT array and the ASIC. The integration of the probe head in a 3-D imaging
system [11] is ongoing.
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Enhancement of PCR Reaction
Efficiency by Gold-Nanoparticles
Immobilized at Microreactor Surface

Salvatore Petralia, Giuseppe Nocito, Sabrina Conoci and Salvatore Sortino

Abstract Metal nanoparticles are widely employed in molecular biology as PCR-
facilitators for the improvement of the polymerase chain reaction efficiency. Various
metal nanoparticles were investigated such as Platinum, Silver and Gold, with var-
ious capping approach. The PCR enhancement mechanism could be related to the
excellent heat dispersion of metal nanomaterial, to the surface interaction with the
DNA template and with the enzyme polymerase. Herein we report the Real Time
PCR facilitator effect of Gold nanoparticles immobilized at microreator surface. The
Gold nanoparticles prepared with the standard chemical reduction method have been
immobilized on epoxy-silanized plastic microreactor surface. The PCR efficiency
was evaluated in presence of different amounts of nanoparticles. The results demon-
strated that the Gold nanoparticles immobilized at surface were able to increase the
polymerase chain reaction efficiencymainly bymetal thermal efficiencymechanism,
determining a sensitivity improvement of about 3 CT (corresponding to about one
magnitude order). The proposed approach is very promising for the application on
molecular diagnostics applications.

Keywords Gold nanoparticles · Polymerase chain reaction · Nucleic acids
detection

1 Introduction

The Polymerase Chain Reaction (PCR) discovered by Mullis (Nobel Prize in Chem-
istry in 1993) [1] is the most famous in vitro molecular biology method for the
amplification of DNA regions. It is used in many applications such as genotyping,
sequencing and molecular diagnostics. The Real Time PCR is the most innovative
and useful amplification method for the direct Nucleic Acids detection, largely used
on Point-of-care system [2].
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In 2005 Li and coworkers provided the first example of noble metal nanoparticle-
assisted-PCR to increase the amplification efficiency and to avoid the unspecific
amplification [3]. The main effects of metal nanoparticles as PCR-facilitators could
be explained by their excellent thermal efficiency [4], by metal surface interaction
with PCR primers and with enzyme DNA polymerase [5]. The main limitation of
NPs on biological application are addressable to their low stability and solubility
in aqueous media. To prevent particle aggregation some stabilizing agents such as
Thioglycolic acid, Polyvinylpyrrolidone, and Citrate are usually added during the
NPs preparation, to create a capping layer.

Although the positive effects of colloidal metal nanoparticles are widely reported
in literature [6], few examples of PCR facilitators effect for metal nanoparticles
immobilized onmicroreactor surface are disclosed.Hereinwe report the first example
of Real Time PCR facilitators effect of Gold nanoparticles (Au-NPs) immobilized at
microreator surface. TheAu-NPswere preparedwith the standard chemical reduction
method and have been immobilized on epoxy-silanized plastic microreactor surface.
In this case the capping layer is involved on interaction with the epoxy-layer surface.

The PCR efficiency was evaluated in presence of different amounts of both
nanoparticles. The results demonstrated that the Gold nanoparticles immobilized
at surface were able to increase the polymerase chain reaction efficiency mainly by
metal thermal efficiencymechanism, determining a sensitivity improvement of about
3 CT (corresponding to about one magnitude order), the proposed approach is very
promising for the application on molecular diagnostics applications.

2 Materials and Methods

2.1 Chemicals and Instruments

Theglycidoxypropyltrimethoxysilane (GPTS) for silanizationprocess and all reagent
for AuNPs preparation, Gold(III) chloride trihydrate and sodium citrate trihydrate,
were purchased by Sigma-Aldrich. Deionized water was used for cleaning steps.
All reagents for the Real time PCR experiments were purchased from Clonit and
used according to the instruction for use. The target used was the Hepatitis B virus
(HBV) clone (ref. product CLO-05960116HBVComplete Genome). Real time PCR
experiments were performed using standard Applied Biosystem thermocycler. The
384-PCR-microplateswere purchased byCorning. TheTEManalysiswas performed
by JEOL JEM-2010 instrument equipped with a thermo-ionic source of Lanthanum
exaboride (LaB6) and using bright field in conventional parallel beam mode. The
samples were prepared dispensing large and low amounts of NPs on Copper grid
surface. The Dynamic Light Scattering (DLS) measurements were carried out by the
Horiba LB-550 instrumentwith a 1 cmquartz cell. Eachmeasurementwas performed
three times. The UV/Vis spectra were recorded using a double-beam Perkin Elmer
Lambda 365 spectrophotometer in a 1 cm quartz cell.
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2.2 Gold Nanoparticles Preparation

The Au-NPs were prepared suing the standard Turkevich’s method, resumed and
modified by Polte et al. [7], when small and spherical AuNPs were formed by the
reduction of the Sodium citrate dihydrate to the gold precursor (HAuCl4 - Gold(III)
chloride trihydrate) that plays at the same time the role of the capping agent. In
detail a 35 mL aliquot of HAuCl4 5 × 10−4 M, prepared from dilution by the stock
solution, was heated, using a temperature-controlled oil bath, in a flask at 75 °C and
under stirring was added the same volume of a sodium citrate solution 5 × 10−3 M
(51.45 mg) pre-heated under the previous conditions. The reaction was conducted
at 75–80 °C for 20 min observing rapidly the discoloration of the initial yellow for
changing, to the end, in a light purple that becomes a purple-red when the solution
was cooled at room temperature.

2.3 Real Time PCR Experiments

Real time PCR experiments were performed using a Master Mix solution composed
by Clonit buffer 1× and Taq DNA polymerase, 0.5 µM of forward and reverse
primers, 2 µL of HBV clone (103 copies/µL). The PCR cycling was performed
in standard AB thermocycler by using the following thermal program: preheating
period of 10 min at 95 °C followed by a maximum of 45 cycles of 95 °C for 15 s and
60 °C for 60 s. Different temperatures of annealing were used for testing (60–63 °C).
Negative samples were prepared substituting the HBV clone with the same amount
of water. Each experiment was repeated 5 times.

3 Discussion

The 384-PCR-microplates were cleaned by Plasma-O2 method at 100 W for 10 min
and silanized with GPTS in vapor phase mode at 120 °C, 0.1 Atm for 4 h. After that
various amount of pre-formed Au-NPs (0, 6, 12, 18 and 24µg) were immobilized on
epoxy-silanized microreactors by overnight incubation at 35 °C and dried at 30 °C.

The effectiveness of the silanization chemical process was demonstrated by the
water contact anglemeasurements on test chips. In details, after the plasma-O2 clean-
ing step a very low water contact angle value of about 5° was measured to indicate
a hydrophilic surface; this value increase to about 80 ± 5° upon the silanization to
indicate the formation of the hydrophobic epoxy-silane layer.

The Gold-NPs diameter was investigated by DLS and TEM techniques. The TEM
analysis indicates an Au-NPs size of 7 ± 3 nm (Fig. 1 left) while the DLS measure-
ment reports a medium hydrodynamic diameter of 27± 0.7 nm. The UV-Vis optical
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Fig. 1 From left: the UV-Vis absorption spectrum shows the typical plasmon absorption band
centered at 530 nm and the representative TEM image of Au-NPs

absorption spectrum shows the typical plasmon absorption band centered at 530 nm
(Fig. 1 right).

The Real Time PCR experiments, performed on 384-PCR-microplates containing
various amounts of Au-NPs (Fig. 2 left), indicate a noticeable increasing of DNA
amplification with the increasing of Au-NPs amounts (Fig. 2 right). In particular,
straightforward sensitivity improvement of 10, 1.5 and 3 CT were recorded for the
AuNPs amount of 12 µg, 18 µg and 24 µg respectively.

Fig. 2 From left: the 384-PCR-microplates treated with Au-NPs and the decreasing of CT versus
the Au-NPs amount
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4 Conclusion

In this contribution, we report the PCR facilitators effect of Au-NPs immobilized
at 384-microreactors surface chemical finished with epoxy-silanized layer. The data
demonstrated that AuNPs immobilized at surface were able to increase the PCR
efficiency mainly by metal thermal efficiency mechanism, determining a sensitivity
improvement of about 3 CT (corresponding to about one magnitude order of sensi-
tivity). The proposed approach is very promising for the application on molecular
diagnostics applications.
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Analysis of the Potential Barrier
on the Behaviour of 4H-SiC JBS
Temperature Sensors

Luigi Di Benedetto, Gian Domenico Licciardo and Alfredo Rubino

Abstract In this paper we report the dependency of the potential barrier height in
4H-SiC Junction Barrier Schottky diodes on the channel width and on the junction
temperature. The model takes onto account geometrical parameters of the device and
physical parameters, like the work function of the Schottky metal and the doping
concentration of the epilayer. The obtained expressions are fully analytical so that
the dependency is well described. Moreover, the model results are compared with
numerical simulations in order to understand the goodness of the proposedmodel. It is
also shown the different effect of the temperature on the potential barrier height and, in
particular, the barrier reduces its values with the temperature when the channel width
is lower than 1 µm. That expects a different behavior of the devices as temperature
sensors, like sensitivity, in terms of the only channel width making the design of the
sensor easier.

Keywords 4H-SiC semiconductor device ·Modeling · Potential barrier ·
Temperature sensor

1 Introduction

4H-polytype Silicon Carbide semiconductor is a wide-bandgap material with supe-
rior physical properties respect to Silicon, like high critical electric field, saturation
velocity and radiation hardness [1]. Its relevant interest for the power electronics
permitted to improve its manufacturing processes developing more robust and stable
electronic devices [2–5]. Such aspects i.e. mature technology and superior properties,
allowed the development of new devices applied to several other applications, like
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optoelectronics [6] and sensing [7]. In particular, 4H-SiC Schottky and pin diodes
have been developed as temperature sensors working, respectively, up to 440 K [8]
and 873 K [9]. In this context, 4H-SiC Junction Schottky Barrier diodes can be used
to obtain temperature sensors with different characteristics, i.e. sensitivity and lin-
earity, respect to 4H-SiC Schottky and to 4H-SiC pin diodes thanks to the potential
barrier developed into the channel [10, 11]. Indeed, observing Fig. 1 a JBS diode
structure consists in a Schottky junction surrounded by two p+/n junctions, fabri-
cated by ion implantations [12], in which we define a channel region. Inside this
area, due to the interaction of the electric fields at two bipolar junctions, the potential
barrier, VSB/CH , is formed between the Schottky anode contact and the saddle point
in the middle of the channel region, similarly to JFET transistor [13–15] or to the
JFET-region of DMOSFET [16, 17], and can have a height higher than the built-in
voltage of the Schottky junction, Vbi,SCH . That causes that the electron flow from
the cathode to the anode is controlled by VSB/CH and not by the Schottky junction,
whose result is a rectifying characteristic with a turn-on voltage higher than that of a
Schottky diode and lower than that of pin diode. The advantages of such device are
to design a temperature sensor that it can operate at temperatures higher than that of
a Schottky diode and with interesting properties like bipolar diode [18], and that it
is not affected by the drawbacks of bipolar diodes, mainly the highest voltage drops
in ON-state and the bipolar degradation [19].

In this paper, we report the analysis on VSB/CH as function of the temperature and
of XCH . Indeed, the value of VSB/CH depends on the design of the channel region
and, in particular, on the channel width, XCH , and depth, YG, on the channel doping
concentration, NEPI , and on the metal work function, WF. It is worth to note that,
once the device process is fixed, XCH is the only structure parameter that can be
changed by designing device layout.

Fig. 1 Device cell structure
and relevant geometrical and
physical parameters
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2 Analytical Model

The device structure of Fig. 1 is a schematized JBS structure where the Schottky
contact has a WF = 5 eV with a Vbi,SCH of 1.03 eV, 0.83 eV and 0.62 eV at a
temperature of 300 K, 500 K and 700 K, respectively. The values of the physical and
geometrical quantities are reported in Fig. 1.

Themodel defines theGate/Channel potential barrier,VG/CH , as the lateral voltage
drop from the p-region to the saddle point in the centre of the channel [20] and
analytically calculates it in terms of all physical parameters [11] as follows:

VG/CH = VA + VB (1)

VA is the voltage drop in the region at the p+/n junction where the hole carrier
concentration reduces from the effective acceptor doping concentration of p-region
down to a concentration of a tens ofNEPI and equal to VA = VT ln

(
NA,e f f /20NEPI

)
,

VT the thermal voltage,NA,eff the effective doping concentration of the p-type regions,
VB mainly drops in the channel region and depends on the horizontal electric field
as follows:

VB = 1

2

(
EM

XCH

2

)
= XCH

4
(ELI N + ECY L) (2)

where ELIN is the maximum electric field obtained from 1-D Poisson equation [20]
andECYL takes into account the contribution of the corner effects at the p+-n junctions
[13]. Once the VG/CH is evaluated, VSB/CH can be calculated as:

VSB/CH = Vbi,pn − Vbi,SCH − VG/CH (3)

where Vbi,pn is the built-in voltage of p+-n junction.

3 Results

In this session our analytical model is compared with numerical simulation results,
obtained with the simulation framework ATLAS Silvaco [21] with the enabling
models: incomplete ionization of dopants, band–gap narrowing, field and doping
dependent carrier mobilities, SRH phenomenon and thermionic and field emission
models for the Schottky contacts [4, 10, 22].

In Fig. 2 the comparison between numerical simulation and analyticalmodel of the
potential barrier heights at different XCH is reported.When the channel is narrow, the
channel region is completely depleted and VSB/CH is higher than that at the Schottky
junction affecting the electron flow from the cathode to the anode; instead, when the
channel is enough wider, i.e. XCH > 2 µm, VSB/CH disappears and the device behaves
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as Schottky diode because the electron flow is controlled by the Schottky barrier. It is
worth to note that the reference potential is at the anode contact and for XCH > 2 µm
the potential in the channel is lower than that at the Schottky junction.

In Fig. 3 the effects of the temperature from 300 to 700 K is reported. It is
interesting to note that the increasing of the temperature strongly reduces VSB/CH

at narrow channel, whereas it weakly affected at wider channel, causing a different
temperature behavior of the diode current. That suggests the possibility to engineer
the sensor by only design the channel width.

Fig. 2 Comparison between
model and numerical
simulation results of VSB/CH
and of VG/CH as function of
XCH at r.t. and for the device
structure of Fig. 1

Fig. 3 Comparison between
model and numerical
simulation results of VSB/CH
as function of XCH at
different device temperatures
and for the device structure
of Fig. 1
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4 Conclusion

The proposed model permits to calculate the potential barrier height in 4H-SiC JBS
diodes in terms of physical and geometrical parameters as well as the temperature.
Themodel is fully analytical and in closed form that can be useful tomake explicit the
various dependencies. Indeed, it can be used to design the channel region in order to
achieve a particular value of the barrier height. Moreover, it is the first step to model
the electric characteristics of the devices because the diode current is defined by the
electron flow controlled by the potential barrier.
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Photochemical Activation
of Non-enzymatic Sensors Based
on Cu/TiO2

C. Espro, S. G. Leonardi, S. Marini, G. Neri and D. M. Tobaldi

Abstract In this paper are reported the photoelectrochemical properties of
CuO/TiO2 for glucose sensing in alkaline media. First, we synthesized by the sol-gel
method Cu-TiO2 samples having different Cu loading (from 0 to 10 wt%). The nano-
metric size of the materials synthesized is evidenced by the characterization done
with different methods, including scanning electron microscopy SEM/EDX, TEM
and X-ray powder diffraction XRPD. The influence of Cu loading over the photo-
catalytic performances of TiO2 was examined in detail carrying out electrochemical
sensing tests at different illumination conditions. The obtained results demonstrated
that the modified electrodes showed a higher specific response signal, lower detec-
tion limit and wider linearity range than the blank CuO electrode. The results of this
study offer then guidelines for the design of photo-electrochemical screen-printed
electrodes based on nano-sized CuO on titania for efficient detection of glucose.

Keywords Non-enzymatic sensors · Glucose · Copper nanoparticles · Titanium
dioxide

1 Introduction

Currently, the development of new screen printed electrochemical sensors for mon-
itoring biochemical substances is a very competitive and stimulating research area
and has high relevance and applications in the pharmaceutical and personal care
fields. Today, these devices are generally based on enzymes that are sensitive and
very specific. However, the activity of enzymes is affected by instability, high cost
of enzymes, complicated immobilization procedures and critical operating condi-
tions. To overcome the above mentioned drawbacks, non-enzymatic electrochemical
sensors have become of great interest, particularly through the modification of the
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electrode surfacewithmetal oxide nanoparticles. For example,metals oxides, such as
copper oxide (CuO) and nichel oxide (NiO), are often recognized for the oxidation of
glucose [1, 2]. Copper nanoparticles have been received considerable interest due to
the high activity towards glucose oxidation in alkaline conditions, whereas titanium
dioxide nanoparticles are well known to exhibits photo-catalytic properties in the
oxidation of organic molecules [3]. Moreover TiO2 NPs possess many advantages,
i.e. large surface area, excellent semiconducting properties, low-cost, high chemical
stability. CuO-TiO2 have been widely used as composite photocatalyst to decrease
the recombination of the photo-generated excitement, as well as increase reaction
kinetics, whereby charge carriers are transferred along junctions formed at the inter-
face between the semiconductor particles [4]. Therefore, we synthesised CuO-TiO2

samples with different CuO loading with the objective to study this heterojunction
system for glucose sensing. Photo-activated electrochemical (PEC) sensors based on
photocatalytic systems have been recently exploited for electroanalytical purposes,
attracting great attention for obtaining high sensitivity with low background noise
[5]. On the other hand, copper oxides have been already reported for PEC sensing of
some biomolecules under visible-light irradiation [6, 7]. Fallowing what was said,
TiO2 modified screen-printed carbon electrodes (SPCE) were fabricated and tested
in dark condition, laboratory illumination and halogen lamp illumination, with the
objective to investigate the performances of PEC CuO-TiO2 heterojunctions for an
efficient quantification of glucose.

2 Experimental

2.1 Synthesis of CuO/TiO2 Nanoparticles

Aqueous titanium(IV) hydroxide sols were made via the carefully controlled hydrol-
ysis and peptization of titanium(IV) isopropoxide (Ti-i-pr, Ti(OCH-(CH3)2)4) with
distilled water diluted in isopropyl alcohol (IPA, propan-2-ol), following a protocol
previously reported in detail [8]. CuO modified TiO2 sols, with a TiO2:CuO molar
ratio equal to 1/0.05 and 1/0.10, were prepared adding copper(II) nitrate trihydrate
(Aldrich, ≥98.5%) to the TiO2 sol. Afterwards, dried gels were thermally treated at
450 °C under a static air flow, at heating/cooling rate of 5 °C min−1 [9].

2.2 Characterization

Themorphologyof 10%Cu/TiO2 nanoparticleswas observed using aZEISS1540XB
FE SEM/EDX (Zeiss, Germany) instrument operating at 10 kV. Images of higher
magnification were obtained using a JEM-2100Plus Transmission Electron Micro-
scope (TEM) using an acceleration voltage of 200 keV. Analysis using X-ray powder
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diffraction (XRD) was carried out to quantify the weight percentage of crystalline
phases in the specimens prepared in addition to microstructural features.

XRD analysis were performed on the NIST SRM 660b standard (LaB6) with data
collected under the same conditions as those used for the TiO2 samples. The angular
range 20–145° 2θ was investigated, with virtual time per step of 500 s, so as to
employ data with high signal-to-noise ratio.

2.3 Sensor Fabrication

For the preparation of the modified sensors, 5 mg of each CuO-TiO2 nanocompos-
ites were dispersed in double distilled water (1 ml) then sonicated until homogenous
suspensions were obtained. The working electrode of commercial screen printed
carbon electrodes (SPCEs), purchased from DropSens, consisting of a planar sub-
strate equipped with a 4 mm in diameter carbon working electrode, a carbon counter
electrode and a silver pseudoreference electrode, was modified by wet impregnation
method, casting 5 ml of above suspension on its surface, then allow to dry at room
temperature.

3 Results and Discussion

SEM images, taken at different magnification, were acquired to investigate the mor-
phology of the synthesized CuO-TiO2 specimens. As shown in Fig. 1 the surface of
10%CuO-TiO2 is rough and constituted of NPs clusters around 20 nm± 5 nm. EDX
analysis maps (not shown) demonstrate that CuO NPs are very well distributed on
the TiO2 surface of larger clusters.

Fig. 1 SEM image of 10%
Cu-TiO2 cluster
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Fig. 2 a High magnification TEM picture of the surface of 10% Cu-TiO2. b XRD analysis of 10%
Cu-TiO2

Fig. 3 Linear sweep
voltammetry (LSW) of 10%
Cu/TiO2 for different
glucose concentration at a
scan rate of 50 mVs−1

TEM analysis confirmed the nanometer size of CuO/TiO2. In particular Cu
(∼2 nm) nanocrystals decorate the surface of TiO2 nanoparticles (Fig. 2a). XRD
analysis indicates that in 10% Cu/TiO2, titania is composed of 83 wt% of anatase,
together a small content of brookite and rutile phase (Fig. 2b). In addition, XRD
spectrum confirms that copper does not enter the TiO2 lattice.

Cu/TiO2 nanoparticles were then used to modify the working electrode of com-
mercial screen printed carbon electrodes (SPCEs). The electrochemical behaviour
of modified Cu/TiO2/SPCE electrodes was investigated by performing linear sweep
voltammetry (LSW) in 0.1 M KOH solution in the range of potential 0–1 V, with
different glucose concentration and at a scan rate of 50mVs−1 (Fig. 3). The oxidation
potential shifts towards more positive values increasing the concentration of glucose.
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Data reported in Fig. 4, collected performing tests under ambient light, shown
that the response to glucose is strictly dependent on Cu loading, confirming that
this specie acts as the precursor of active sites in the electro-oxidation of glucose in
alkaline environment [1].

The 10% Cu/TiO2 sensor has been also tested in dark and in presence of illumi-
nation by using a halogen lamp (50 W). Figure 5 shows the current value, subtracted
of background current, as function of glucose concentration for the different light
conditions.

It can be clearly observed that the 10% Cu/TiO2 electrode irradiated with halogen
light exhibits a more pronounced sensitivity to glucose, indicating that the use of
halogen light has a promoting effect in the oxidation of glucose.

Fig. 4 a Calibration curve for various Cu/TiO2/SPCE electrodes as function of glucose concentra-
tion; b current versus Cu loading

Fig. 5 Calibration curves
for 10% Cu/TiO2/SPCE
electrode, operated in
different illumination
conditions, as function of
glucose concentration
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4 Conclusion

CuO/TiO2 composites with different amount of copper were synthesized by sol-gel
method. After thermal treatment, the sample show a rough surface where small Cu
nanocrystals are distributed on the surface of titanium dioxide nanoparticles. Elec-
trochemical non-enzymatic glucose sensors were fabricated modifying the working
electrode surface of screen printed carbon electrodes. The modified Cu-doped TiO2

electrodes showed promising electrochemical performances in the electro-oxidation
of glucose. The glucose oxidation is strictly dependent on Cu loading. It can be also
observed that the tested TiO2–CuO electrode, irradiated with halogen light, exhibits
a more pronounced sensitivity to glucose, indicating that the use of halogen light has
a promoting effect in the oxidation of glucose. The excellent sensing performances
coupled with the long-term stability and low cost, make this material promising for
the development of non-enzymatic photo-electrochemical glucose sensors.

References

1. Leonardi SG, Marini S, Espro C, Bonavita A, Galvagno S, Neri G (2017) In-situ grown flower-
like nanostructured CuO on screen printed carbon electrodes for non-enzymatic amperometric
sensing of glucose. Microchim Acta 184:2375–2385

2. Marini S, Mansour NB, Hjiri M, Dhahri R, El Mir L, Espro C, Bonavita A, Galvagno S,
Neri G, Leonardi SG (2018) Non-enzymatic glucose sensor based on nickel/carbon composite.
Electroanalysis 30:727–733

3. Fujishima A, Rao TN, Tryk DA (2000) Titanium dioxide photocatalysis. J Photochem Photobiol
C 1:1–21

4. de Brito JF, Tavella F, Genovese C, Ampelli C, Zanoni MVB, Centi G, Perathoner S (2018) Role
of CuO in the modification of the photocatalytic water splitting behavior of TiO2 nanotube thin
films. Appl Catal B 224:136–145

5. Devadoss A, Sudhagar P, Terashima C, Nakata K, Fujishima A (2015) Photoelectrochemical
biosensors: new insights into promising photoelectrodes and signal amplification strategies. J
Photochem Photobiol C 24:43–63

6. Li H, Li J, Chen D, Qiu Y, Wang W (2015) Dual-functional cubic cuprous oxide for non-
enzymatic and oxygen-sensitive photoelectrochemical sensing of glucose. Sens Actuators B
Chem 220:441–447

7. Zhan W, Chen Z, Hu J, Chen X (2018) Vertical CuO nanowires array electrodes: Visible light
sensitive photoelectrochemical biosensor of ethanol detection. Mater Sci Semicond Process
85:90–97

8. Tobaldi DM, Lajaunie L, Caetano A, Rozman N, Seabra MP, Sever Skapin A, Arenal R, Labrin-
cha JA (2018) Impact of rutile fraction on TiO2 visible-light absorption and visible-light-induced
photocatalytic activity. https://doi.org/10.26434/chemrxiv.7461161.v1

9. Tobaldi DM, Pullar RC, Gualtieri AF, SeabraMP, Labrincha A (2013) Sol-gel synthesis, charac-
terisation and photocatalytic activity of pure, W-, Ag- and W/Ag co-doped TiO2 nanopowders.
Chem Eng J 214:364–375

https://doi.org/10.26434/chemrxiv.7461161.v1


Development of an Efficient Acetone
Conductometric Sensor Based
on NdFeO3

Z. Anajafi, M. Naseri, N. Donato, S. G. Leonardi and G. Neri

Abstract In this paper, NdFeO3 nanoparticles were prepared by thermal treatment
method and subsequent annealing at 700 °C. The morphological and microstructural
features ofNdFeO3 nancrystalswere investigated byX-ray powder diffraction (XRD)
and scanning electron microscopy (SEM). NdFeO3 nanoparticles were used for the
fabrication of conductometric sensors for monitoring acetone in air. The effect of
NdFeO3 loading andoperating temperature on sensing performancewas investigated.
Results of sensing tests indicate that NdFeO3 nanoparticles exhibit good response
to low concentration of acetone (2–40 ppm) in air at 200 °C. Finally, the developed
NdFeO3 sensor showed also excellent selectivity to acetone over other interfering
gases such as CH4, CO, CO2, H2, NH3, NO2 and NO.

Keywords Perovskite · NdFeO3 · Gas sensor · Acetone

1 Introduction

In the past years, conductometric gas sensors based on semiconducting metal oxides
have been widely used and investigated in the detection of a variety of gas and
vapors. Among the gases to be detected, acetone has a prominent importance in
the biomedical and environmental field. For example, very low concentration of
acetone vapors are found in the breath of patients with diabetes whereas, on the
other hand, high concentration of acetone vapors in the environment can lead to
vomiting, lethargy, acidosis, and even ephemeral disturbance of consciousness [1].
Today, researchers are therefore looking for new sensing materials to detect this gas
by means of simple and cheap conductometric sensors.

LnBO3 perosvskites (Ln: rare earth elements and B: transition metal ions) display
interesting properties and useful applications in many fields, including gas sensing
[2, 3]. In this paper, we report preliminary efforts made for developing a novel
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conductometric sensor for acetone based on NdFeO3 nanoparticles with perovskite
structure. Over the past years different methods have been proposed for the synthesis
of NdFeO3 nanoparticles materials such as sol-gel [4], solid state reaction [5] and
hydrothermal [6].

Previously, we optimized a procedure for the preparation ofNdFeO3 nanoparticles
by a new thermal treatment method [7]. The sensing properties of these NdFeO3

nanoparticles were investigated with the aim to develop NdFeO3 conductometric
sensors for detecting low concentrations of acetone in air and are here reported.

2 Experimental

2.1 Synthesis of NdFeO3 Nanoparticles

An aqueous solution of PVP was prepared by dissolving polymer in 100 ml of
deionized water at 90 °C, the metal nitrates with equal molar ratios were added to
the PVP solution while the temperature of solution was kept at 90 °C for 2 h. The
mixed solution was poured into a glass Petri dish and heated at 100 °C in an oven for
24 h to evaporate the water. The dried solid that remained was crushed and ground in
a mortar to form powder. The calcinations of the powders were conducted at 700 °C
for 3 h for the decomposition of organic compounds and the crystallization of the
nanocrystals.

2.2 Characterization

X-ray diffraction (XRD) results were collected on powder samples using a Scintag
X-II diffractometer with CuKα radiation (λ = 1.5046 Å) and a graphite monochro-
mator. Spectra were acquired over the angular range 20°–80°. The morphology
of the LaFeO3 nanocrystals was observed using SEM/EDX (Scanning electron
microscopy/electron dispersive X-ray analysis, FEI/Philips XL-30).

2.3 Sensor Fabrication

The devices for the sensing tests were fabricated by drop coating, depositing different
loading (0.01, 0.02, 0.04, 0.12 mg) of NdFeO3 on the Pt interdigitated electrode area
of the conductometric ceramic platform. Electrical and sensing tests were performed
by introducing the sensor in a stainless steel test chamber, controlling the gas con-
centration by using certified bottles and flow rate by mass flow meters. The sensor
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response was defined as the ratio Rg/Ra of the sensor resistance in presence of target
gases (Rg) and that in dry air (Ra).

3 Results and Discussion

Figure 1a shows the X-ray diffraction pattern of the synthesized NdFeO3 sample by
the thermal treatment method and annealed at 700 °C. It can be seen that there are
several peaks related to the planes of NdFeO3 nanocrystals which can be indexed to
an orthorhombic structure [8]. The average size of the NdFeO3 nanocrystallites, eval-
uated from XRD line broadening using the Debye-Scherrer equation, was calculated
to be about 17 nm.

The, structure, morphology and particle size of the NdFeO3 nanopowder were
investigated by SEM. Figure 2 shows SEM micrograph images of the NdFeO3

nanopowder taken at different magnifications. Low magnification image on the left
shows that NdFeO3 consists of loosely aggregated grains. High magnification image
on the right reveals that these grains are composed of extremely finer particles with
average particle size of about 22 nm. Furthermore, SEM images highlighted the high
porosity of the NdFeO3 sample.

The results of gas sensing tests are shown in Fig. 3. Figure 3a shows the tem-
perature dependence of baseline resistance, from 200 to 400 °C, for the fabricated
NdFeO3 sensors. As expected, the sensor baseline decreases increasing the loading
of NdFeO3 sensing layer; from these data it appears clear that more compact the
layer is, lower is the resistance of the sensing layer.
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Fig. 1 XRD pattern of NdFeO3 nanocrystals annealed at 700 °C
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Fig. 2 SEM images of NdFeO3 powder annealed at 700 °C
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Fig. 4 Comparison of the
response of NdFeO3 sensor
to acetone and different
interferent gases at 200 °C
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Figure 3b displays the response of sensors with different loading of NdFeO3

toward low concentration of acetone in air (from 0 to 20 ppm) at the working tem-
perature of 200 °C. All sensors display good response, with the sensor with 0.02 mg
NdFeO3 having the best performance and the sensor with 0.01mg having theweakest
response. That behavior is because thicker films could provide more adsorption sites.
However, increasing the loading from 0.04 to 0.12 lead to a decrease of response.
The effect of NdFeO3 loading on sensor response is more clearly showed in Fig. 3c.
The response increases with increasing NdFeO3 loading from 0.01 to 0.02 mg and
decreases for higher loading.

Figure 3d reports the sensing transients of theNdFeO3 sensor to 2–40 ppmacetone
recorded at 200 °C. It is evident that the response curves of the sensor increases
sharply with increasing concentration of acetone and then returns to the baseline
quickly when acetone atmosphere is replaced by air in the closed testing chamber,
indicating its quick, reversible and fast response and recovery time. Such a change in
the resistance indicates that NdFeO3 behave as p-type semiconductor during acetone
sensing.

Finally, the selectivity of NdFeO3 sensor with 0.02 mg NdFeO3 loading was
examined and the results are reported in Fig. 4. As it is observed, it exhibits excellent
selectivity to acetone with respect to CH4, CO, CO2, H2, NH3, NO2 and NO.

4 Conclusion

In summary, NdFeO3 nanoparticles synthesized by the thermal treatment method
were used for developing an acetone conductometric sensors. Different loadings of
the sensing layer were tested for optimizing the detection of very low concentrations
of the target gas (2–40 ppm) in air. At the temperature of 200 °C, the fabricated
NdFeO3-based conductometric sensor, demonstrate very good performances (in
terms of high response, fast response/recovery and high selectivity toward acetone).
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Palmprint Recognition Through
a Reliable Ultrasound Acquisition
System and a 3D Template

Antonio Iula and Monica Micucci

Abstract Biometric systems based on ultrasonic images have the merits of being
very resistent to spoof attacks. In this work, a 3D recognition procedure based on
palmprint ultrasound images acquired through a reliable system, which uses a gel
pad as coupling medium between the ultrasound probe and the hand, is proposed
and experimentally evaluated. Several 2D palmprint images, at different under-skin
depths, are extracted from the acquired volumetric image. For each of them a tem-
plate is generated through an original procedure. The various templates are then
opportunely combined to obtain a 3D template.

Keywords 3-D palmprint · Ultrasound imaging · Biometrics · Image processing

1 Introduction

In recognition systems that use features of the human hand as biometric charac-
teristics, like fingerprint, palmprint, hand and/or finger geometry, and vein pattern,
Ultrasound has several merits over other technologies [1]. It can provide volumetric
images of portions of the human body; ink or grease stains on the skin do not affect
the quality of images; ultrasound recognition systems are very difficult to counterfeit
because they can easily detect liveness by checking blood flow or venous pulse.

Among the other biometric characteristics, ultrasound fingerprint has been the
most investigated [2], especially since smartphone producers started to introduce
authentication through fingerprint in their devices. Nowadays, several companies
produce ultrasound sensors suitable to smartphone specifics.

Biometric systems based on Ultrasound that exploit features like inner hand or
finger geometry [3, 4], and vein pattern [5–7] have been proposed as well.

Palmprint is another characteristic that is currently object of intense scientific
research [8, 9]. In the last years, one of the authors has widely experimented with
ultrasound systems to extract various biometric characteristics, in particular palm-
print. Volumetric images of the human palmwere acquired by usingwater as coupling
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medium between human hand and ultrasonic sensor [10, 11]. Several kinds of 3D
features were extracted from these images [12] and excellent recognition results were
obtained by exploiting the information of under-skin depth of principal lines [13].
Successively, a more reliable system, which uses gel as coupling medium instead of
water, was proposed [14]. In the present work, 3D images acquired with this last sys-
tem are used to extract 2D features at several depths through an original procedure;
the 2D templates are then opportunely combined to achieve a 3D template with a
similar method as that presented in [13].

2 Experimental Setup

Figure 1 shows a photo of the experimental setup used for acquiring 3D ultrasound
palmprint images [14]. The user places his hand on in-house developed hand-holder,
where there is a window filled with a layer 20mm thick of commercial ultrasound gel
pad. The gel padworks as a couplingmediumbetween the palmof hand and the probe.
This system resultsmuchmore comfortable for the user than the previouswet systems
[10–13] and, consequently, the number of invalid acquisitions (mainly caused by
hand motion or misplacing) is dramatically reduced. The ultrasound commercial
probe LA435 (Esaote S.p.A., Genova, Italy) was driven by an ULtrasound Advanced
Platform (ULA-OP) research scanner [15]. 3D ultrasound imaging data of a volume
of the palm are acquired by mechanically shifting the probe along the elevation
direction. The system is able to scan and acquire a 3D ultrasound image of 38 × 25
× 7 mm3 in about five seconds. The 3D image can be then post-processed in order to
extract several 2D images a different under-skin depths. Figure 2 shows an example

Fig. 1 A photo of the
experimental set-up. The
ultrasound probe scan the
human palm to get a 3D
image. A gel pad ensures a
good acoustic coupling
between probe and hand
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Fig. 2 2D under-skin images extracted at several depths

where six 2D images are extracted at growing depths with step of 0.05 mm. As can
be seen, palm lines are individuated by dark pixels and the information on wrinkles
depth is related to the number of images that present dark pixels in the wrinkles.

3 Recognition Procedure

The procedure for generating a 3D template consists first in extracting a 2D template
from each 2D image and then in grouping these templates to achieve a 3D one. As
a preliminary operation, the first two images, acquired at depths of 0.05 mm and
0.10 mm, respectively, are merged by means of an appropriate filtering operation,
which consists in comparing the two images pixel by pixel: all pixels of the deeper
image that are darker than the corresponding ones in the other image, are replaced
with those ones.

Each of the resulting five 2D images is then filtered with a Speckle Reduction
Anisotropic Filter (SRAD) because speckle noise is a main problem in ultrasound
images [16, 17]. Subsequently, a bottom-hat operation is performed to extract the
darkest object on the background. In the proposed method, four phases of bottom-hat
are employed following a pointed direction (0°, 45°, 90°, 135°). The four images
are then collected by performing a logical sum. Finally, the image is binarized by
using an adaptive threshold and some classical morphological operations (closing,
thinning and pruning) are performed. As can be seen from the achieved 2D templates
(see Fig. 3), by increasing the under-skin depth secondary traits appears while some
principal lines gradually disappear. 2D templates are stored in a matrix Tk(X,Y),
where k is between 1 and 5. In order to achieve a 3D template, the first 2D template
is dilated and stored in T1(X,Y); then it is compared via the logical AND operation
with the second one. The result is dilated, stored in T2(X,Y) and then compared with
the third layer and so on. The dilate operation allows to account for the fact that traits
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(a) (b) (c)

(d) (e)

Fig. 3 2D templates corresponding to images extracted at: a 0.05–0.10mm, b 0.15mm, c 0.20mm,
d 0.25 mm, e 0.30 mm

Fig. 4 Color scale representation of the 3D template: red pixels corresponds to deepest lines

not necessarily develop along a direction orthogonal to the XY plane while the AND
operation acts a first filter for secondary or small traits. A graphical representation
of a 3D template is shown in Fig. 4.

4 Recognition Results

In order to provide a first evaluation of the proposed palmprint recognition system,
experiments of verification have been performed exploiting a database of 148 samples
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acquired from 24 different volunteers. Thematching formula adopted to calculate the
matching score R2D between two 2D templates is based on a classical pixel-to-area
comparison:

R2D = 2
∑n

X=1

∑m
Y=1 (Td(X,Y) > 0 ⊕ Tt(X,Y) > 0)

∑n
X=1

∑m
Y=1 Td(X,Y) + ∑n

X=1

∑m
Y=1 Tt(X,Y)

(1)

where Td and Tt are the database and test binary templates extracted by the first
image, respectively, and m × n is the template dimension. The matching score R3D

between two 3D templates was computed by inserting an additional term in Eq. 1:

R3D = 2
∑n

X=1
∑m

Y=1 |Td(X,Y) − Tt(X,Y)| < α ⊕ (Td(X,Y) > 0 ⊕ Tt(X,Y) > 0)
∑n

X=1
∑m

Y=1 Td(X,Y) + ∑n
X=1

∑m
Y=1 Tt(X,Y)

(2)

where Td, Tt and α assume integer values ranging from 0 to 5. The term (|Td(X,Y) −
Tt(X,Y)| < α) acts as an adaptive filter for secondary or low depth traits. The lower is
the value of α, the higher is the filtering effect. As is known, genuine scores represent
comparisons from different images that belong to the same person. Instead, impostor
scores represent comparisons from different images that belong to different persons.

Figure 5 shows the plot of the experimental False Acceptance Rates (FAR) versus
False Rejection Rates (FRR), called Detection Error Trade-off curve (DET), for
various values of α and for the best 2D template, i.e., the one extracted from the

Fig. 5 DET curves for the various recognition methods



212 A. Iula and M. Micucci

Table 1 EER for various recognition methods

Method 2D 3D (α = 2) 3D (α = 3) 3D (α = 4)

EER (%) 1.87 1.37 1.37 1.63

shallowest image. A parameter often used to compare different algorithms is the
Equal Error Rate (EER), i.e., the error obtained if the threshold is chosen in such a
way that FAR = FRR. As can be seen, for any α, the recognition procedure based
on the 3D template provides better results than that using a 2D template. Table 1
summarize achieved results.

5 Conclusion

A new palmprint recognition procedure for ultrasound images acquired through a
system that exploits gel as coupling medium is proposed and experimentally eval-
uated. Verification experiments have shown that the 3D procedure exhibits very
good recognition rates and outperforms the 2D one. Future works will be devoted
to improve the 2D features extraction procedure also by applying methods based on
deep learning [18, 19].
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Innovative Lab-on-Disk Technology
for Rapid and Integrated Analysis
of Pathogen Nucleic Acids

Emanuele L. Sciuto, Salvatore Petralia and Sabrina Conoci

Abstract Conventional nucleic acids (NA) analysis in diagnostics requires central-
ized laboratories and specialized staffs that are limiting towards the miniaturization
and integration typical of “genetic point-of-care” (PoC) technologies. Moreover, all
steps for the analysis need to be performed separately using different instruments
and procedures far away from the sample-in-answer-out approach. For these reasons,
we introduce an easy-to-use PoC technology based on a Lab-on-Disk miniaturized
system for pathogen genomes analysis. It is composed by a polycarbonate disk, a
silicon chip and a customized reader, integrating electronic and optical modules for
the disk driving and the genome detection by Real Time PCR (qPCR). For testing the
extraction and detection performances, we used samples of Hepatitis B Virus (HBV)
genome.

Keywords Point-of-care · Genome extraction · Genome amplification ·
Microfluidics · Silicon chip

1 Introduction

The development of portable systems able to perform the complete nucleic acids
(NA) analysis is one of the challenging fields of the research in biosensing. Yields
of both NA extraction and detection steps can be influenced by the complexity of
the biological matrices employed (blood, urine, saliva etc.), which means the need
of a sophisticated systems architectures and protocols. Therefore, the integration of
an effective sample preparation module with a NA detection module is a key point
for the development of portable device.

This integration can be achieved combining the performances of microfluidics
technology with the physical properties of silicon materials.
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Microfluidics introduces a series of advantages in the diagnostic systems (com-
pared to the macroscopic equivalent) such as the small volumes required for the
experimental setup and the possibility of a miniaturization together with a higher
surface-to-volume ratio [1–3].

On the other hand, silicon materials show physical properties, in terms of bio-
compatibility, low heat capacity, good thermal conductivity and possible patterned
structures to increase the surface–area ratio, which can help improving both the NA
extraction and detection [4–8].

In this sense, we introduce an integrated microfluidic biosensor platform based on
silicon-plastic hybrid disk able to perform both extraction and detection of nucleic
acids through Real-Time PCR (qPCR) technology. Both extraction and amplification
data are presented and discussed.

2 Materials and Methods

2.1 Chemicals and Instruments

Hepatitis B virus (HBV) clone complete genome (ref product 05960116), consisting
of the HBV genome 3.2 kbps and a plasmid PBR322 vector 3.8 kb in TE (Tris
10 mM, EDTA 1mM, pH_8), and the HBV real time PCR kit (ref product FO2 HBV
MMIXKIT 48) were fromCLONIT and used for the experiments. Biological sample
processing and NA collection were performed by Qiagen QIAamp DNA Mini Kit
(Ref. 51306), according to the provided protocol.

2.2 NA Extraction Strategy

The proposed strategy is based on the NA isolation from cell debris by elec-
trostatic interactions between genomic molecules and silica paramagnetic beads
in a microfluidic approach [9]. Thanks to the structural layout of the lab-on-
disk, the biological sample can be loaded as is (Fig. 1a-1) and then processed in
lysis-binding-washing-elution steps.

Disk rotations allow the sample to move through the reaction chambers (Fig. 1a-2
to a-4); in this phase, a specific buffer (1.25M sodium chloride and 10%polyethylene
glycol) creates cation bridges between the NA and the beads surface (Fig. 1b), so that
the genomic material can be isolated from cell debris. In the last chamber (Fig. 1a-5),
instead, a specific elution buffer removes the cation bridges and separates the NA
from beads for the final collection.

Disk rotations are performed by the reader reported in Fig. 2a, b. The disk is fixed
on top of a holder and a dedicated software manages the time and speed of rotations.
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Fig. 1 a Lab-on-Disk: sample (1), lysis (2), binding (3), washing (4) a.nd elution (5) chamber;
paramagnetic beads (*); buffer stickpacks (S.1 to S.5). b Detail of paramagnetic DNA adsorption
and isolation from biological sample

2.3 NA Detection Strategy

The detection strategy is based on the NA (isolated from biological sample) ampli-
fication through an integrated silicon chip for the Real-Time PCR reaction. This
was developed by STMicroelectronics [10] and integrates temperature sensors and
heaters in the rear part and for the thermal control of amplification reaction (Fig. 3).
On top, six micro-chambers are covered by a polycarbonate mask to load the NA
samples and perform the amplification.

The optical detection is performed by a module mounted below the lid of lab-on-
disk reader (Fig. 2c). It consists in a CCD optical detector collecting the fluorescent
signal during the NA amplification. The optical module contains of 4 independent
optical channels, for multiple Fluorescent reporters (FAM,VIC®). A thermal module
completes the system, driving the temperature sensor and heater of the chip to reach
the temperature values for qPCR.
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Fig. 2 a Lab-on-disk reader. Detail of disk holder (b) and electro-optical detection module (c)

Fig. 3 Silicon qPCR chip for the NA detection in lab-on-disk: a rear part containing the resistors
and heaters (blue line); b front part containing the reaction wells

3 Discussion

The performances of the lab-on-disk hybrid system, in terms of extraction effi-
ciency and detection sensitivity, were characterized by using a HBV synthetic clone
complete genome suspended in tap water.

For the extraction yield analysis, a 104 copies/µL HBV sample was prepared. A
volume of 200µLof samplewas loaded on hybrid disk and analyzed. Once collected,
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the starting and purified NA samples were loaded inside two wells of the integrated
silicon chip, for the final qPCR amplification and quantification.

The extraction experiment of the HBV sample was performed, also, with a
conventional QIAGEN kit, as comparison.

Results of HBV NA extraction yield evaluation are reported in Fig. 4. The data
show that the lab-on-disk is able to purify the NA sample with a yield that almost
reproduces the one of conventional QIAGEN method (Ct value of 30 and 29.6,
respectively). A detail of silicon chip after qPCR cycles is also reported in Fig. 4,
with a detail of loaded samples fluorescence appearing from the silicon chip wells.

For the detection sensitivity test, a negative sample (1 µL of water + 14 µL of
HBV master mix) and three positive controls (106, 105 and 103 copies/µL) of HBV
genome were loaded on chip. The same samples were amplified with an Applied
Biosystems equipment, as comparison.

Results of the detection module sensitivity analysis are reported in Table 1.
For all HBV NA concentration used, data show a gain for the on-board detection

module of about 0.5 Ct, respect to the commercial equipment. This enhancement is

Fig. 4 HBV NA extraction yield comparison: starting NA

Table 1 Lab-on-disk optical
detection sensitivity
compared to the commercial
Applied Biosystems

Lab-on-disk copies/µL: Ct Applied Biosystems copies/µL:
Ct

106: 19.4 106: 19.9

105: 23.9 105: 23.9

103: 28.5 103: 29.9
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the result of a synergy between the properties of the integrated silicon technology
and the quality of the electronic detection management involved in the amplification
process.

4 Conclusion

TheLab-on-Disk technology for pathogen nucleic acids qPCRdetection,we propose,
reported an optimization of sensitivity of about 1 Ct, thanks to the micro-chambers
layout and the reader performances, if compared to the conventional qPCR detection
systems (i.e. Applied Biosystem).

This achievement, together with the gain in time and integration of detection
process, paves the basis for the development of new Point-of-Care for diagnostic
applications on infectious disease.
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A Fast Gas Sensing Layer Working
at Room Temperature for IOT in Air
Quality Scenario

E. Massera, B. Alfano, M. L. Miglietta, T. Polichetti, S. De Vito,
F. Formisano, G. Di Francia, P. Delli Veneri, M. Ferdinandi and M. Molinara

Abstract The work deals with a technique adopted to calibrate in laboratory
chemiresistor gas sensing film based on graphene that work at room temperature
installed on a micro sensor board for applications in open air and IOT scenario. From
the study in controlled environment the beginning of poisoning due to chemisorption
can be estimated for the sensing layer and is possible to avoid harmful exposure to
the analite during the calibration.

Keywords Gas sensors · Graphene · Calibration · Embedded system · IOT

1 Introduction

The exceptional sensing properties of graphene are well known [1]. However, after
more than 10 years since its discovery, this material has not yet overcome the chronic
problems afflicting the gas-sensitive films that operate at room temperature [2]. Elec-
trical stability, repeatability of measurements, desorption of the target gas have a key
role for the successful use of a chemoresistive film that can be used in open air in
wearable scenario.

Nitrogen dioxide, an important air pollutant, on a sheet of graphene can be
physisorbed or chemisorbed. Physisorption involves a fast and weak bond with a
good charge exchange between the surface of graphene and the NO2 molecules.
Chemisorption at room temperature is a slower and deeper phenomenon that mainly
acts on dangling bonds and surface defects. In order to exploit the graphene nanos-
tructure and obtain a rapid and quite reversible response it is essential to find a way to
promote physisorption and to avoid chemisorption. Lowering the temporal integral
of nitrogen dioxide exposure during calibration seems to be a good way to promote
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physisorption. The classical laboratory calibration, based on different phases of sta-
tionary gas concentration, can lead to a poisoning of the sensor compromising the
usability of the sensitive layer. So we adopt a “non-stationary” calibration technique
measuring, with high precision, the linearity of the sensor response with sub-ppm
concentration of nitrogen dioxide not only in the absorption phase of the target gas
but also in the desorption phase. In this way it is possible to estimate the right param-
eters for a good correlationwith the gas concentration for the correct use of the sensor
device that minimize chemisorption poisoning.

2 Experimental and Results

2.1 Experimental Setup and Calibration Method

Once prepared, the detection device [3] (Fig. 1a) is connected to the SENSICHIPS
board for powering sensor signal conditioning and data acquisition. The SEN-
SICHIPS technology platform (Fig. 1b) is a miniaturized chip with connectivity with
external sensing elements. Cross-platform software is based on the java language set
and records the electrical parameters including graphene sensor conductance with a
high sampling rate (up to 20 Hz).

The sensor system composed by the Sensichip and the chemiresistive graphene
sensing device are installed on a steel base with electrical terminals (Fig. 1c) that can
be sealed in a 0.4 lt chamber of aGas Sensor Characterization System (GSCS). Inside
the chamber, the air composition (humidity, chemical compounds concentration) can
be settled up thanks to an inlet of GAS flux precisely controlled by certified Mass
Flow Controllers (MKS 1179 series). The accuracy of the gas chemical composition

Fig. 1 a The graphene sensing device. b The sensing platform SENSICHIPS for the sensor pow-
ering and readout. c The sensor device and the SENSICHIPS platform connected ready for the
laboratory characterization in controlled environment
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is ensured by the mixing of certified bottles (Rivoira). Temperature and humidity
are recorded with industrial sensors (LSI Pt100). The calibration method consists in
injecting in the inlet tube of the chamber a constant flow of the target gas properly
diluted at the maximum concentration (C0) with humid synthetic air. The time-rising
concentrationC(t) of the target gas is precisely predicted by the following exponential
law that, in general, describes a transition between two steady states of a physical
parameter under a time constant perturbation [3]:

C(t) = C0

(
1 − e− t

τ

)
(1)

At room temperature and for volume under a liter with a chamber of cylindrical
geometry the characteristic time (τ) is independent from the gas pollutant and its
concentration and can be precisely estimated using a calibrated sensor.

On the other side, also the kinetic response of a sensor to a constant pollutant
concentration can be described by the same law with a characteristic time (τs). If τs
� τ (fast chamber and slow sensor), we can formally exchange the characteristic
times τs with τ and consider the output of a fast sensor in a slow chamber with an
equivalent gas concentration (Ce) described by

Ce(t) = C0

(
1 − e− t

τs

)
(2)

So with this strategy and fitting the output data with the formula (2) is possible
to estimate τs and correlate each sampling of the sensor output to the equivalent gas
concentration i.e. the gas concentration that the sensor measure in a stable state.

The calibration procedure (run) consists of three time steps: first, synthetic air is
injected for the unperturbed state recording of the sensor output (baseline); while
in the second step, gas target properly diluted in the gas carrier is injected and the
adsorbing phase of the sensor response is recorded; finally the third step is the test
chamber washing in a constant flow of synthetic air recording the desorbing phase
of the sensor output. With this procedure is possible to verify the sensor output
behaviour during the adsorbing and desorbing phase of the chemical compounds on
the sensors surface. Sensing hysteresis or poisoning can be detected and measured.

With a gas flow of 0.5 lt/min, the τ of the chamber is estimated to be 25 ± 5 s.

2.2 Results

In Fig. 2a the calibration curve between 0 and 1000 ppm of the sensor 1 exposed
to nitrogen dioxide with an integral adsorbent value of 8930 ppb per min. In the
adsorption phase (black dots), with a high concentration value, the poisoning effect
is clearly visible as a distortion of the response from the linear regression with the
concentration of nitrogen dioxide.
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Fig. 2 a Calibration curve of the sensor device 1. b Calibration curve of the sensor device 2. Black
dots are the experimental points recorded during the adsorbing phase; the red dots are referred to
the desorbing phase

The sensitivity value during adsorption is 45%/ppmwhile in the desorption phase
it falls to 27%/ppm. The response time in the adsorption phase is less than 1 min
while in the desorption phase it is more than 6 min and the lack of conductance
recovery is measured by the intercept of the linear regression of the sensitivity on
the y axis. The poisoning effect due to chemisorption accelerates the aging of the
sensitive layer. As chemisorption increases, the sensitivity to NO2 decreases and the
response time increases.

In Fig. 2b the calibration curve between 0 and 500 ppm of the sensor 2 device
this time exposed to a total adsorbing value of nitrogen dioxide of 1800 ppb per
minute. This device has a lower sensitivity in the adsorption phase (33%/ppm) and
the response time is less than 2 min, but the chemisorption effect is rather reduced. A
better performance in the recovery phase can be seen in the lowering of the intercept
on the y axis of the desorbing phase linear regression in the test on the sensor 2. All
this shows the ability to perform a calibration of the detection device keeping under
control the effect of poisoning due to the chemisorption of nitrogen dioxide.

3 Conclusion

In this contribution we introduce a different approach for the calibration procedure
in laboratory of gas sensing chemiresistor based on graphene that work at room
temperature. This non static calibration minimizes critical problems linked to the
poisoning effect due to the analite chemisorption.

Acknowledgements Thanks to SENSICHIPS srl for providing software and micro-hardware for
the chemical sensors readout.
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Rapid Parallel Calibration
for Environmental Bulky Gas Sensor
Systems

E. Massera, B. Alfano, M. L. Miglietta, T. Polichetti, S. De Vito,
F. Formisano, G. Di Francia and P. Delli Veneri

Abstract This work explains a technique for the parallel calibration in laboratory of
several embedded sensor systems for the air quality monitoring. Thanks to a Large
Volume Test Chamber and to a precise injection of the target gas in the chamber is
possible to measure with the right precision and accuracy the sensitivity curve of the
gas sensors contained in embedded systems for the Internet of Things.

Keywords Gas sensors · Calibration · Embedded system · IOT

1 Introduction

In the solid state sensor universe, gas sensors stand out for the difficulties that arise
in the calibration procedure. Sensors show non homogeneity, aging and drift, their
response is affected by interference of environmental parameters such as temperature,
humidity as well as by non-target gases and this compromise their predictability
[1]. Today the Laboratory Calibration remains the mainstream solution to obtain
a certified calibration curve that can ensure the correct usage of a gas sensor in its
application scenario. Long time procedures are needed to obtain a reliable calibration
curve. Actually it is necessary to expose the gas sensor to several known levels of
the target gas concentration waiting a steady state to be reached both for the gas
concentration and for the gas sensor output. In the past, a time consuming procedure
for gas sensor calibration was not considered a bottleneck because the application
scenarios did not request a large number of sensors. Today, thinking to wearable
devices and IOT, time consumption in a gas sensor calibration became a fundamental
issue for gas sensors manufacturers [2]. To tackle this issue, we have developed a
calibration method that with only one calibrated injection of the target gas in a closed
chamber can continuously measure and correlate the gas sensors response to the gas
concentrationwith themaximumprecision and accuracy achievable by the laboratory
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instruments. A large volume test chamber is useful to maximize precision and allows
calibrating several sensors at the same time.

2 Experimental and Results

2.1 Experimental Setup and Calibration Method

A 15 lt “Large Volume Test Chamber” (LVTC, see Fig. 1) has been installed in a state
of art Gas Sensor Characterization System (GSCS). In brief the GSCS is composed
by a stainless air-tight Test Chamber closed in a adjustable thermal box.

In the LVTC the air composition (humidity, chemical compounds concentration)
can be settle up thanks to an inlet of GAS flux precisely controlled by certified Mass
Flow Controllers (MKS 1179 series). The accuracy of the gas chemical composition
is ensured by the mixing of certified bottles (Rivoira). Temperature and humidity are
recordedwith industrial sensors (LSI Pt100). The LVTC can sustain the calibration of
several complete sensor systems at once. The calibrationmethod consists in injecting
in the inlet tube of the LVTC a constant flow of the target gas properly diluted at the
maximumconcentration (C0)with humid synthetic air. The time-rising concentration
C(t) of the target gas is precisely predicted by the following exponential law that,
in general, describes a transition between two steady states of a physical parameter
under a time constant perturbation [3]:

Fig. 1 Photo of the 15 lt “Large Volume Test Chamber” (LVTC)
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C(t) = C0

(
1− e−

t
τ

)

The characteristic time (τ) can be precisely estimated using a calibrated sensor,
this parameter is proportional to the free space inside the chamber and must be
opportunely corrected when several sensors are inside the chamber.

The calibration procedure (run) consists of three time steps: first, synthetic air is
injected for the unperturbed state recording of the sensor output (baseline); while
in the second step, gas target properly diluted in the gas carrier is injected and the
adsorbing phase of the sensor response is recorded; finally the third step is the test
chamber washing in a constant flow of synthetic air recording the desorbing phase of
the sensor output.With this procedure is possible to verify the sensor output behavior
during the adsorbing and desorbing phase of the chemical compounds on the sensors
surface. Sensing hysteresis or poisoning can be detected and measured.

With a gas flow of 1 lt/min, the τ of the LVTC is estimated to be 1100 ± 50 s.
This means that in 3 h, several sensors with a time response faster than 2 min can be
calibrated with maximum precision allowed from 0 to C0.

2.2 Results

The calibration method is applied to the MONICA wireless sensor systems for air
pollution monitoring, equipped with Electrochemical gas sensors [4]. Our LVCT
allow to place up to 8 of this sensor systems (Fig. 2).

Sensors calibration is performed versus 0–500 ppb of Nitrogen Dioxide and 0–
5 ppm of Carbon Monoxide at a controlled and constant temperature and humidity.
The right part of Fig. 2 shows a graph of the time log for a sensor output during a
calibration run with injection of 5 ppm of carbon Monoxide. It’s easy to distinguish
the three steps of the calibration run, the red line underline the adsorbing phase while
the blue line the desorbing phase. As a result of the calibration run, a sensitivity curve
is estimated by the sensors output log using a script in R language [5]. Once estimated
the sensitivity (Fig. 2 left part) with a Linear regression of the data, is possible to
explore the precision of the sensor output in all the range of calibration as illustrated
in Fig. 3 (right) where is reported the relative error of the sensor estimated gas
concentration versus the gas concentration.

3 Conclusion

The illustrated work indicates a non-conventional calibration procedure for embed-
ded gas sensor systems in laboratory that overcome critical problems linked to the
adoption of a large volume test chamber necessary to contain a complete gas sensor
system.
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Fig. 2 On the left, 8 MONICA wireless sensor systems for air pollution monitoring, during the
calibration run. On the right, the time log graph for one sensor output during an injection of 5 ppm
of carbon monoxide. The red line is the adsorbing phase, the blue line is the desorbing phase of the
sensor output

Fig. 3 On the left the sensitivity curve and the linear regression for the sensor output in the range
0–5 ppm during the adsorbing (black dots) and desorbing (red dots). On the right, the graph of the
relative error for the estimated gas concentration by the sensor output with the calculated sensitivity
versus the gas concentration
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Electrochemical Sensors Based
on Conducting Polymers:
Characterization and Applications

Giulia Selvolini, Alina Adumitrachioaie, Mariagrazia Lettieri, Oana Hosu,
Cecilia Cristea and Giovanna Marrazza

Abstract In this work, we present the development and the characterization of
a simple sensing platform based on graphite screen-printed electrodes, which were
properly modified with a conducting copolymer nanofilm. The platformwas realized
by the simultaneous electropolymerization of aniline and anthranilic acid monomers
in equal proportion onto the graphite electrodic surface. The obtained copolymer was
fully characterized through cyclic voltammetry by using [Ru(NH3)6]2+/3+ reversible
couple as redox probe. The electroactive surface area was calculated by means of
the Randles-Sevcik equation and compared with those of the individual polymers
(polyaniline and polyanthranilic acid). The selected platform could be then used for
different applications, e.g. as a scaffold to immobilize a biological receptor.

Keywords Conducting polymer · Sensing platform · Graphite screen-printed
electrodes

1 Introduction

In the last decade, advanced hybrid materials represent an emerging field in the syn-
thesis of new sensing systems. These are a very large and heterogeneous class of
materials, starting with molecular and supramolecular assembled materials, poly-
mers or nano-sized objects to nanostructured and hybrid architectures with inor-
ganic, organic or biological character, having or combining particular properties
that cannot be found in other type of materials. Of those synthesized nanomate-
rials, conducting polymers composites have been widely used in the construction
of sensor surfaces. Over the last decades, conductive polymers have emerged as
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an alternative to traditional electrode materials [1]. Conducting polymers i.e. poly-
thiophene, polyaniline, polymethylene blue, polyanthranilic acid, polypyrrole, and
poly(o-phenylenediamine) display advantages due to their charge transport proper-
ties and electrochemical redox efficiency, which are attributed to the delocalization
of π-electrons over the polymeric backbone [2, 3]. For a greater enhancement of the
electrochemical sensor performance, different electrode systems have been devel-
opedbasedon surfacemodificationwith nanomaterials [4]. The synergyofmultifunc-
tionalmaterials, recognition elements, and electrochemical methods is improving the
selectivity, stability, and reproducibility, thus promoting the development of sensors
for assays and bioassays. Great advancement has been made in the synthesis of novel
metal nanomaterials with various sizes, shapes, composition and structure, since all
these properties are closely related to their physicochemical properties. In this work,
conductive polymers such as polyaniline (PANI) and polyanthranilic acid (PAA),
were combined and used to obtain a nano/micropatterned surface at graphite screen
printed electrodes (GSPEs). This electrodeposition method combines the portability
of screen-printed cells and of a computer-controlled instrument with the low-cost and
the easiness of modification. The obtained polymeric films were electrochemically
characterized by cyclic voltammetry (CV) to assess their performance as a sensing
platform with applications in the biosensors field.

2 Materials and Methods

2.1 Chemicals

Aniline (C6H7N), anthranilic acid (C7H7NO2), perchloric acid (HClO4), N-(3-
dimethylaminopropyl)-N′-ethylcarbodiimide hydrochloride (C8H17N3·HCl, EDC),
N-hydroxysuccinimide (C4H5NO3, NHS), potassium chloride (KCl), hexaam-
mineruthenium(II) chloride ([Ru(NH3)6]Cl2), hexaammineruthenium(III) chloride
([Ru(NH3)6]Cl3) were purchased from Merck (Milan, Italy). Deionized water was
used for all preparations.

2.2 Apparatus

Cyclic voltammetrymeasurementswere carried outwithPalmSens portable potentio-
stat/galvanostat (PalmSens BV, Houten, The Netherlands) and the results were ana-
lyzedwithPSTrace5.6 software.Theplatformwasdevelopedbyusing screen-printed
cells based on graphite-working electrodes (3 mm diameter), each one with its own
silver pseudo-reference electrode and graphite counter electrode. The screen-printed
cells were purchased from EcoBioServices (Florence, Italy).



Electrochemical Sensors Based on Conducting … 235

3 Results and Discussion

Conducting polymers have recently attracted a lot of attention in sensing and biosens-
ing, since they show several features (e.g. biocompatibility, flexibility, low cost, pro-
cess ability) that make them suitable for being applied in this field, as they are a
fertile farm for the immobilization of bioreceptors. Among all organic conjugated
polymers, polyaniline (PANI) is a very attractive conducting polymer in the field of
biosensing. Since PANI shows conductive features only in acidic pH values, which
makes its application in biosensing a big deal, it is often doped with something that
can increase its conductive properties, such as noble metal (e.g. gold) nanoparticles
or conjugate carboxylic acids [5]. PANI doped with gold nanoparticles had been
already characterized and successfully applied as an electrochemical platform for
the biosensing of pesticides in environmental field [4, 6], while poly-anthranilic acid
(PAA), a carboxylated aniline based polymer capable of self-doping, is of interest as
a soluble derivative of PANI that had been already used in clinical analysis [7]. The
primary surface modification of the graphite screen-printed electrodes was obtained
by electrodepositing PANI and PAA via CV. The obtained co-polymer combines
conductive properties of aniline with the ability of anthranilic acid to bind the bio-
components through its carboxylic groups [8]. The polymerization process of the
monomer mixture (2.5 mM equimolar mixture in 50 mM HClO4) were compared
with those of individual aniline and anthranilic acid. The number of cycles for the
electropolymerization was optimized taking into account the growth of the current
peak height after each cycle. No significant differences in the redox peaks were found
by using 10 cycles and thus this value was used for the following experiments. The
obtained CV patterns are consistent with previous studies of electropolymerization
of PANI [4] and PAA [7], since the redox peaks of the copolymer are located at an
intermediate position between the ones of the individual polymers. Table 1 reports
the position (e.g. the potential value) of the oxidation peak of the monomers as well
as the position of the oxidation and reduction peaks of the polymers.

The observed shift in the potential values confirms that the resulting copolymer
has a different structure from the ones obtained by electropolymerizing the individ-
ual monomers. The polymers and the copolymer were then characterized through
CV at different scan rates (ranging from 25 to 150 mV/s) in presence of 1 mM

Table 1 Cathodic and anodic potential values for the copolymer poly(aniline-co-anthranilic acid
(PANI-PAA) and for the individual polymers polyaniline (PANI) and polyanthranilic acid (PAA)

Platform Scan number Ep,a (V) Ep,c (V)

PANI Monomer
Polymer

1
10

0.70
0.18

−0.11

PAA Monomer
Polymer

1
10

0.75
0.30

−0.20

PANI-PAA Monomer
Polymer

1
10

0.72
0.23

−0.03
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Fig. 1 Characterization
through CV of unmodified
GSPE (solid line),
PANI-modified GSPE
(dashed line), PAA-modified
GSPE (dotted line) and
PANI-PAA-modified GSPE
(dashed-dotted line)

[Ru(NH3)6]2+/3+ (equimolar mixture in 0.1 KCl) as redox probe and the response
was compared with that of an unmodified GSPE. Figure 1 reports the comparative
voltammograms of the different electrochemical platforms recorded at 100 mV/s.

The current peak height was plotted against the square root of the scan rate and the
electroactive surface area was calculated from the angular coefficient of the obtained
linear regression by applying the Randles-Sevcik equation [9]. The results are shown
in Fig. 2.

The electroactive area of the unmodified GSPE is higher than electroactive area of
modified platforms with PANI (even if its use leads to a more reproducible surface)
because there is a charge repulsion between positive charge of [Ru(NH3)6]2+/3+ and
the positive charge of amino groups. In fact, this is not verified in the case of modi-
fied platforms with the copolymer and PAA because repulsiveness between charges
decrease with presence of negative carboxylic groups provided by anthranilic acid.
As amatter of fact, with this positively-charged probe, the electroactive area increases
for modified electrodes with PAA and the copolymer.

Fig. 2 Electroactive area
values obtained for the
different electrochemical
platforms: unmodified
GSPE, PANI-modified
GSPE, PAA-modified GSPE
and PANI-PAA-modified
GSPE
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4 Conclusions

The realized platform, based on graphite screen-printed electrodes (GSPEs)modified
with poly(aniline-co-anthranilic acid) copolymer (PANI-PAA), provides a high sur-
face area and an improved conductivity. These preliminary results encourage its appli-
cation in the next future for biosensor development, as it can be further functionalized
with a biological recognition element in an easy way, e.g. though the use of N-(3-
dimethylaminopropyl)-N′-ethylcarbodiimide/N-hydroxysuccinimide (EDAC/NHS)
chemistry.
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The Best Approach for Early Detection
of Fungi in Tomato Sauce

Domenico Palumbo, Luigi Quercia, Antonella Del Fiore, Patrizia De Rossi
and Annamaria Bevivino

Abstract The detection of fungal contaminations, specifically moulds, in tomato
sauce stored in the refrigerator is of great importance and very attractive in smart
emerging applications. Using an electronic nose (e-nose) and a Fourier transform
infrared (FTIR) spectrometer, we examined two sampling methods to early detect
fungal contamination: the first method looks at the accumulated headspace while the
second one at the actual headspace. Interestingly, we found that we can use only one
sensor to detect the moulds even before their visual development.

Keywords Mould early detection · E-nose ·Machine learning

1 Introduction

The detection of fungal contaminations, specificallymoulds, into jarred tomato sauce
for pasta using an electronic sensory system is of great importance not only because
Italy is a world leading producer but also because of its usefulness in smart emerging
applications very attractive for the consumer, like the smart fridges [1–3]. The main
fungal contaminants of vegetables, such as tomato, both in the field and in the post-
harvest, belong to thePenicillium genus, including species responsible for vegetables
rot [4]. Some strains belonging to Penicillium spp. are tolerant to low temperatures
and, therefore, are able to contaminate and grow on tomato, but also on tomato sauce
stored at low temperatures [5].

In the present work, we used a combined approach based on conventional culture-
based method and electronic sensory system in order to detect fungal contamination
in tomato sauce. We aimed at determining the best experimental approach to early
detect fungal contamination in the headspaceof tomato sauce stored in the refrigerator
in order to evaluate if the sauce has been contaminated once opened.

Twoapproacheswere examined.Thefirst one takes into account the headspacehis-
tory of the sample: in this case the headspace was not perturbed from the opening till
the measurements were performed, therefore, detecting the accumulated headspace.
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The second one looks at the actual state of the headspace: before each measurement
the accumulated headspace was removed by using an inert carrier so that only the
actual, and hence, the real headspace was measured.

2 Measurement Methods

2.1 Measurement Method Which Looks at the Accumulated
Headspace

Using a commercial portable e-nose (PEN3.5, AIRSENSE Analytics) we analysed
tomato sauce headspace of artificially contaminated (psychrophilic Penicillium spp.)
and not contaminated samples during 14 days of refrigerated storage at 8 °C.

The samples consisted of glass containers filled for 1/4 with tomato sauce. A
psychrophilic strain ofPenicillium spp., previously isolated from tomato sauce stored
at +4 °C, was used to artificially contaminate the samples. Conidial suspension of
this fungal strain grown on Potato Dextrose Agar (PDA) slopes was achieved by
recovering the conidia with sterile water/Triton X100 solution, followed by filtration
through sterile filter paper (Whatman No. 1) to remove fungal hyphae. Conidial
concentrationwas therefore determined byThoma chamber counting.Contamination
of samples was achieved by inoculating 1 ml of Penicillium spp. conidial suspension,
corresponding to 104 conidia in 400ml of tomato sauce. Then all samples were stored
at 8 °C.

Three biological replicates of fungal treated and not-treated samples were per-
formed. In order to directly verify the fungal growth during storage in refrigerated
conditions, microbiological analyses were performed at the 0th, 3rd, 7th, 10th and
14th day from the inoculation, for both contaminated and not contaminated samples,
by plating serial dilutions of tomato sauce on PDA plates in triplicates. In detail, at
each sampling time, sauce aliquots (5 ml) were taken from the inoculated and not
inoculated jars and tenfold serial dilutions (10−1, 10−2, 10−3, 10−4) were carried out
in triplicate. A volume of 100 µl of each dilution was then plated onto PDA plates
containing 300 mg/L and 150 mg/L of streptomycin and neomycin, respectively, to
prevent unwanted bacterial growth.After that, plateswere incubated in a thermostatic
chamber for one week at 25 °C. The fungal counts were carried out by enumerating
the number of colony forming units (CFU) developed on agar plates after 5-days
incubation.

In parallel, we also measured the same headspaces using a FTIR (Thermo Fisher
Nicolet iS10, 2 m ZnSe gas cell). From these spectral measurements we considered
the region 600–740 cm−1 to calculate, using a multiple linear regression,1 the CO2

content of the headspaces of all the samples. Since the CO2 content in the headspaces

1All the elaborations in this research were done using Matlab 2015b (MathWorks).
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is the result of fungi “respiration” in the contaminated samples, its measurement
should be a direct indicator of the contamination.

We performed the measurements under a constant aspiration of 60 sccm of nitro-
gen for 500 s (the effective FTIR spectra were taken at 250 s from the beginning).
The e-nose measurements followed a similar procedure but the aspiration was settled
to 400 sccm and lasted 300 s. The headspace accumulated was pumped in the mea-
surement system allowing the ambient air to enter the containers through an opening
in the lid.

2.2 Measurement Method Which Detects the Actual
Headspace

To be more confident on the measurements and to detect the development of mould
before it is visually evident, it is necessary a measurement method which “pho-
tographs” the effective conservation of the sauce. This new measurement method
focuses on the actual state of the tomato sauce “looking” inside the sauce itself by
removing the headspace history. This is done by means of a constant flux of an inert
gas which flows through the headspace of the sample under measure so that, reject-
ing the first part of the atmosphere which contains the history of the sample, we
monitor the sauce VOCs (Volatile Organic Compounds) emitted in real time. In this
case, samples consisted of 20 ml sterile vials with 2 ml of tomato sauce taken from
tomato sauce jars artificially inoculated with Penicillium spp. (104 conidia in 240 ml
of tomato sauce), and from jars with not inoculated sauce. All vials were sealed in a
sterile cabinet and stored at 3 °C. Three biological replicates for each condition were
performed. The procedure to measure a sample using a FTIR was the following:
2 min of nitrogen flux to remove the accumulated headspace followed by 15 min
in oven at 30 °C to generate the headspace, next we performed the measure under
a constant flux of 60 sccm of nitrogen for 500 s (the effective FTIR spectra were
taken at 250 s from the beginning). The e-nose measurements followed a similar
procedure except for the flux settled to 400 sccm and the time settled to 300 s. FTIR
spectra measurements were taken at the 5th, 6th, 7th, 10th, 11th and 13th day from
the inoculation whereas e-nosemeasurements on the same samples were taken at 6th,
7th, 8th, 11th, 12th and 14th day from the inoculation for time necessity. Figures 1a,
b show two emblematic spectral regions of the FTIR spectra whereas Fig. 1c shows
an example of e-nose measurement.
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Fig. 1 a and bActual headspace examples of FTIRmeasured bands, for the tomato sauce at the 5th,
6th, 7th, 10th, 11th and 13th day from the inoculation. c Actual headspace e-nose measurements
at the 6th day; Control (C) refers to tomato sauce without inoculation and inoculated (I) to tomato
sauce inoculated with psychrophilic Penicillium spp. The mould is visually evident from the 10th
day

3 Results

3.1 Accumulated Headspace

The e-nose measurements showed a signal enhancement 10 days after the fungal
inoculation, when the mould content was visually evident. Correspondingly, the
microbiological analysis revealed an increased mycelium growth of Penicillium spp.
on the 10th day from the inoculation, 2.5×104 CFU/ml, which reached the value of
4.7×104 CFU/ml on the 14th day. The same happened for the FTIR measurements
and the estimated ppm of CO2 which rose 10 days after inoculation, although the
variance associated with the estimations was high. This was probably due to the
measurement method which looked back to all the history of the samples (Fig. 2b).
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Fig. 2 Accumulated headspace. Measurements in tomato sauce inoculated with psychrophilic
Penicillium spp. at the 0th, 3rd, 7th, 10th and 14th day from the inoculation. a E-nose signals
(dashed-control; Continuous-inoculated); b Estimated ppm of CO2 using FTIR spectra; A, B and
C are the three biological replicates

3.2 Actual Headspace

There exist different interesting regions of the FTIR spectra in the case of actual
headspace which are useful to distinguish between the inoculated and the control
samples. An interesting one is the band around 1050 cm−1 fully compatible with
the sensible hypothesis that FTIR discrimination could be related to the increase
of alcohols following fermentation of contaminated tomato sauce [6]. Actually the
two methods look at different compositions (see Fig. 3): the accumulated headspace
essentially reveals the CO2 (gas) whereas the method which looks at the actual sauce
conservation reveals amore complex headspace composition (VOCs) useful to easily
distinguish between contaminated and not contaminated samples through the use of
either FTIR or e-nose measurements and allows an early mould detection before its
visual evidence.

Figure 4 shows principal component analysis (PCA) done on FTIR and e-nose
measurements in the case of actual headspace. Differently from the case of accumu-
lated headspace, a great separation in both cases is evident between control samples
and inoculated samples as early as the 5th day, even before mould growth even with
one e-nose sensor.
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Fig. 3 All the FTIR spectra measurements of the actual headspace. In the band 600–740 cm−1,
apart someoutliers,we revealed theCO2 concentrationwhereas around 1050 cm−1 we distinguished
between the inoculated and the control samples in the actual headspace whereas the accumulated
headspace was not useful

4 Conclusion

Byusing themethod that examines the actual sauce conservation andbyusing specific
wavelengths or few, even just one, sensor we have detected the differences between
food samples before the mould development occurred. This method could therefore
be useful for monitoring the qualitative decay of tomato sauce after the eventual con-
tamination of the tomato jar, during the domestic consumption and storage, allowing
a correct management and prevention of waste production.
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Fig. 4 PCA analysis done on FTIR and e-nose measurements in the case of actual headspace.
a PCA done on FTIR wavelength 1050 cm−1; b PCA done on e-nose measurements; c E-nose
values of the sensor n° 2 of the e-nose

Acknowledgements This work was partially supported by Safe & Smart, Nuove tecnologie abil-
itanti per la food safety e l’integrità della filiera agro-alimentare in uno scenario globale, project
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UV Autofluorescence Spectroscopy
for Cyanobacteria Monitoring
and Discrimination in Source Water

Gianluca Persichetti, Genni Testa, Romeo Bernini, Emanuela Viaggiu,
Roberta Congestri, Victor Dumas and Laurent Labbe

Abstract An analytical technique allowing a distinction between cyanobacteria and
other microscopic life forms that exploits autofluorescence in the deep ultraviolet
has been developed. The proposed approach is based on the amplitude of relative
fluorescence peaks of natural pigments or metabolites in unicellular microorganisms
commonly present in the waters. The experimental results showed a clear distinction
between cyanobacteria and other planktonic species. This approach has been applied
to an aquaponics system receiving input water from the Drennec lake, in France,
correctly detecting the presence of cyanobacteria.

Keywords Fluorescence spectroscopy · Cyanobacteria · Autofluorescence ·
Portable sensor

1 Introduction

The monitoring of cyanobacteria is of great importance in prevention or intervention
in the case of algal blooms that often affect water resources [1]. Usually water
quality monitoring requires rather complex techniques or expensive equipment. In
some cases, devices for water monitoring are unsuitable for in situ measurements or
not able to provide results in real-time (e.g. counting, image analysis [2]).

Autofluorescence spectroscopy is becoming an increasingly usedmethod in water
monitoring. Compared to conventional approaches, this method of analysis can mea-
sure samples without preliminary operations such as extraction or separation and its
advantages lie in simplicity, rapidity as well as extreme sensitivity [3].
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2 Fluorescence Analysis

A portable system based on autofluorescence that exploits ultraviolet excitation at
270 nm has been developed. The elements of the setup have been selected by con-
sidering also their portability, therefore this device is suitable for in situ measure-
ments. The elements composing the portable sensor consist an UV LED source
emitting at 270 nm, a system for a water jet waveguide approach [4] that is useful
for containing the solution and for providing enhancement in the fluorescence col-
lection and a mini-spectrophotometer used for the detection. A laptop manages the
mini-spectrophotometer and the LED driver via USB.

Eleven representative microorganisms were selected for this procedure: nine
cyanobacteria, one diatom and one green alga. Their spectra, acquired with the devel-
oped sensor, are shown in Fig. 1. In the same figure, spectral ranges attributable to
the specific autofluorescent pigments are also reported [5–7].

More specifically, theLEDemitting at 270nmallowed to excite thefluorescenceof
chlorophylls, phycobiliproteins such as phycocyanin (PC) andphycoerythrin (PE) but

Fig. 1 Fluorescence spectra acquired with the portable sensor. The transparent bands indicate the
spectral ranges corresponding to the specific autofluorescent pigments
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also the cellular metabolites that exhibit autofluorescence such as tryptophan, nicoti-
namide adenine dinucleotide [NADH or NAD(P)H], flavins [derivative of riboflavin
such as flavin mononucleotide (FMN) and flavin adenine dinucleotide (FAD)].

The wavelength ranges corresponding to the fluorescence of these pigments
(defined in Fig. 1) have been used in an original procedure for cyanobacteria discrim-
ination. This procedure, already described in [8] it is reported here for convenience.
The discrimination approach is based on the four following steps:

(1) Calculation of the fluorescence peaks areas subtended by the wavelength range
corresponding to specific pigments.

(2) Calculation of the ratio between the areas of the peaks and the area of the peak
corresponding to the tryptophan.

(3) At each tested organism is attributed a numerical set of values corresponding to
the peak ratios.

(4) All possible ratio combinations have been considered and the ratios showing
greater separation/grouping capacities are shown in Fig. 2

The arrangement of the points thus associated allows a grouping of cyanobacte-
ria clearly distinct from that of the green alga (Tetradesmus obliquus) and that of
the diatom (Staurosirella pinnata). The proposed method allows a straightforward
implementation in systems for the real-time detection of cyanobacteria that are based
on autofluorescence. At the same time, this approach provides an interpretation of
the results that is directly related to the presence of specific pigments possessed by
the analyzed species.

The previously described method was applied to test water coming from an
aquaponics system within the facilities of INRA-PEIMA located in Sizun (France)
during a potential algal bloom event in the Drennec lake. PEIMA is one of the largest
salmonid experimental station in Europe, this facility uses the Drennec lake to supply

Fig. 2 Ratio of peaks (phycocyanin + chlorophyll)/tryptophan—NADH/tryptophan—(FAD-
riboflavin)/tryptophan



250 G. Persichetti et al.

Fig. 3 Spectra of samples coming from different points of an aquaponic farm during a period of
suspect presence of cyanobacteria

water to the farm and its aquaponics system. Water samples were taken at different
points in the aquaponics farm, and then sent to our laboratories in an adiabatic con-
tainer kept at low temperature and in dark conditions. The plot in Fig. 3 shows some
of the spectra, acquired with the developed sensor, relative to two sampling points
placed near the dam in proximity to the plant, and in a point corresponding to the
final settler of the facility. Then, the procedure, described in Sect. 2, was applied to
the data and the results are shown in Fig. 4.

Subsequent measurements, carried out at an independent laboratory, showed that
algal bloom had originated from the cyanobacteria Planktotrix isotrix.

3 Conclusion

In this study, a sensor based onUVautofluorescence and an effective procedure based
on UV autofluorescence have been applied to the recognition of unknown microor-
ganisms present in freshwater during an algal bloom. The procedure has correctly
detected the presence of cyanobacteria in an aquaponics system. The effectiveness
of the approach, in terms of cyanobacteria distinction from other microalgae in the
phytoplankton, has been demonstrated in spite of the use of a single excitation wave-
length. Obviously, further improvements of this technique are expected with the use
of multiple excitation wavelengths. This should in fact guarantee a more intense
fluorescence of compounds which are more weakly excited at the wavelength of
270 nm.
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Fig. 4 Results of the cyanobacteria recognition procedure, applied to unknown samples (circled
by a black dotted ellipse) and compared with known results
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Application of Polyvinylidene Fluoride
Interdigital Capacitors as Parasitic
Temperature-Sensing Loads in Passive
HF RFID Transponders

Riccardo Miscioscia, Carmela Borriello, Giuseppe Pandolfi,
Giovanni De Filippo, Tommaso Fasolino, Bruno Lanza, Giovanna Zappa
and Carla Minarini

Abstract In this work, the introduction of small variations in the electrical
impedance of HF (High Frequency) RFID (Radio Frequency Identification) tags has
been exploited in the proximity sensing of temperature by applying Polyvinylidene
Fluoride (PVDF) interdigital capacitive sensors as a modification of the transpon-
der’s circuitry. The adopted electrical parasitic sensing load introduces a shift in
the primary resonance peak of the tag. The impedance spectra have been acquired
by a dedicated laboratory setup allowing to apply simultaneously thermal forcing
and RF signals to the transponder itself. The sensitivity of the modified tag has been
assessed after taking into account the thermal response of the transponder chip which
is relevant in the formulation of thermal-sensing transponders.

Keywords RFID · PVDF · Thermal sensors · Resonant sensors

1 Introduction

RFID (RadioFrequency Identification) [1] is awell-established technologyutilized to
uniquely identify tagged objects. Passive RFIDs have the main advantage to operate
wirelessly at short distance (usually about 5–6 cm) with inexpensive transponders
and without requiring a continuous power supply. A passive High-Frequency (HF)
RFID tag harvests power from the carrier coming from the reader, appearing from
the electrical point of view as an inductively coupled resonant RLC circuit tuned at
13.56 MHz. In the recent years, remarkable works have been carried out in the field
of RFID systems for remote sensing [2] and temperature monitoring of foods [3] by
applying custom integrated circuits equippedwith signal processing and data acquisi-
tion hardware [4]. However, the adoption of dedicated chips to acquire the transduced

R. Miscioscia (B) · C. Borriello · G. Pandolfi · G. De Filippo · T. Fasolino · B. Lanza ·
C. Minarini
ENEA, C. R. Portici, p. le E. Fermi 1, 80055 Naples, Italy
e-mail: riccardo.miscioscia@enea.it

G. Zappa
ENEA, C. R. Casaccia, via Anguillarese 301, 00123 Rome, Italy

© Springer Nature Switzerland AG 2020
G. Di Francia et al. (eds.), Sensors and Microsystems, Lecture Notes
in Electrical Engineering 629, https://doi.org/10.1007/978-3-030-37558-4_38

253

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-37558-4_38&domain=pdf
mailto:riccardo.miscioscia@enea.it
https://doi.org/10.1007/978-3-030-37558-4_38


254 R. Miscioscia et al.

physical quantities, increases the cost of tags and, inmany cases, requires also specific
readers to gather the sensed data. Therefore, it could be convenient to experiment tag
formulations which rely solely on standard RFID chips (e.g. MIFARE© Classic −
1 K) and moving to reader-side equipment the task of acquiring the sensed quantity.

Given the specifications of commonRFID systems [5], drifts from the ideal tuning
conditions could be tolerated if a performance loss in terms of reading range is con-
sidered acceptable. Therefore, a sensor can be introduced into the transponder circuit
and the sensed quantity be remotely acquired by measuring the impedance spectrum
of the tag and still keeping the capability of a standard chip to interface itself to
an RFID reader/system. Such impedance-spectrum acquisition can be performed in
laboratory by the means of Vector-Network Analyzers (VNAs) and dedicated setups
[6] or by cheaper (and simpler) portable devices as demonstrated in our patented pro-
totype [7]. Flexible Polyvinylidene Fluoride (PVDF) capacitive sensors have already
demonstrated their feasibility in resonant transducer circuits for temperature sens-
ing [8] but, at the best of our knowledge, the integration of such sensors as parasitics
in an passive chip-provided HF RFID tag/proximity integrated circuit card has still
not been attempted.

In the present work, a temperature-sensing Interdigital Capacitor (IDC) has been
experimented as parasitic load in passive HF RFID tags in order to sense temperature
changes the reader and the tag are coupled in proximity conditions. In order to
interpret the measured data more clearly, the variation of the electric capacitance of
the RFID chip and of an IDC having PVDF as dielectric were also measured as a
function of the temperature. A customized test-fixture was used to impose thermal
variations during the tag impedance spectrum acquisition.

2 Experiment Setup

A passive RFID transponder has been carried out on an ISO/IEC 7810 ID-1 shaped
Printed Circuit Board (PCB—size about: 85 × 54 mm) 1.6 mm thick FR4 substrate
covered by a 35 µm copper conductor. In detail, the layout of an inductive antenna
connected to an IDC has been manufactured on the PCB as shown in Fig. 1a by
mechanical milling. The IDC had 4 finger per electrode, 7 gaps, 200 µm of gap
distance between fingers, 200 µm of finger width and 1600 µm of finger length.
Then, a MIFARE© Classic MF1K-compliant chip has been soldered to the antenna
pads and commercially-available PVDF dielectric (Sigma Aldrich, average Mn ~
71,000) has been deposited on the IDC electrodes by drop-casting from a solution of
PVDF in Dimethylformamide (DMF). Therefore, in this approach, the IDC has been
introduced as electrical load in a passive HF RFID tag by connecting it in parallel to
the chip in order to acquire the tag’s temperature in the form of impedance spectrum
deviation.

A customized test-fixture has been applied in order to impose thermal variations
to the capacitor and the chip while measuring the impedance spectrum of the tag. The
characterization fixture (see Fig. 1a, b) presents both a round antenna coil (inductance
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(a) (b)
IDC

Chip

Peltierís cell Interrogation coil RF

VNA

N2 inlet

RF inputThermocouple Heat sink

Fig. 1 A picture of the HF RFID tag (including the IDC sensor) placed on the top of the fixture
(a); a detail of experimental setup (b)

L = 7 µH) and a 20 W Peltier cell to the back surface of the tag. The temperature
of the top surface of the tag has been measured by a k-type thermocouple and the
RF stimulus has been applied to the interrogation coil by a VNA through a BNC
connector (see Fig. 1). The impedance spectra of the system were acquired in a
frequency range from 12 to 15 MHz by the means of an Agilent E5061B network
analyzer.

In order to evaluate the electrical and thermal characteristics of the main compo-
nents included in the tag circuitry, the thermal response of the chip has been acquired
separately through an impedance analyzer (4192A LF Impedance Analyzer) in a
nitrogen-saturated chamber on an ESPEC thermal chuck embedded in a Cascade
Summit 11,000 manual probe station at the base frequency of 100 kHz in a shielded
four-terminal configuration.

The same experimental setup adopted for the Capacitance/temperature measure-
ments performed on the chip has been employed tomeasure the capacitance response
to temperature of a single IDC carrying drop-casted PVDF as dielectric.

Physical characteristics of this sample are reported in Fig. 2

Finger material: Gold
Finger width: 400μm
Gap between fingers: 300μm
Finger to Finger faced length: 4200μm
Finger thickness: 80μm
Side contacts width: 1000μm
Number of fingers: 10 (5 per electrode)

Fig. 2 Picture and layout dimensions of the reference IDC sample



256 R. Miscioscia et al.

3 Measurements and Results

When coupled to the fixture, the tag showed a resonance frequency of 13.40 MHz at
25 °C and a bandwidth of 1.81MHz. The communication channel of the tag, after the
introduction of the capacitive load is still capable to interface the chip to commercial
readers. A commercial NXP MFRC522 reader has been used to prove that.

The resonance frequencies have been estimated from the real part [Re(Z)] plot
of electrical impedance Z versus frequency in a temperature range +20 °C/+ 40 °C,
due to setup limits. Collected data are shown in Fig. 3.

The tag resonance frequency decreases linearly with the increase of temperature
with a sensitivity S = −5190 Hz/ °C.

This decrease is probably due to an increase of load capacitance. If we consider
the load capacitance (Ctot) to be the resultant of substrate (Csubstrate), chip (Cchip)
and sensor (Csensor) capacitances connected in parallel, the load capacitance can be
expressed as the sum of such contributions Ctot = Cchip + Csubstrate + Csensor.

After neglecting antenna resistance, the sum of sensor and substrates capacitance
Css = Csensor + Csubstrate, can be extracted as follows:

Css(T ) = 1

Lant (2π fr (T ))2
− Cchip(T ) (1)

where f r is the resonance frequency of the tag; Lant is the tag’s antenna induc-
tance being approx. Lant = 5.402 µH and Cchip (the variation of chip capacitance
vs temperature). Both Lant has and Cchip have been acquired through the impedance
analyzer setup as described in the experimental part. By fitting measured data (here
not reported) of Cchip(T) versus T, its variations could be empirically modeled as
Cchip = 14, 22[pF]+ 5,96 [fF/°C] * T[°C]. Then, by applying this model to Eq. 1, an
estimation of the variation of sensor’s capacitance can be graphed versus temperature
as in Fig. 4.

Fig. 3 Graph of tag
resonance frequencies versus
temperature

20 25 30 35 40

13,30

13,32

13,34

13,36

13,38

13,40

13,42

13,44

13,46

 Resonance Frequency
 model

R
es

on
an

ce
 F

re
qu

en
cy

 (M
H

z)

Sample Temperature (°C)



Application of Polyvinylidene Fluoride Interdigital Capacitors … 257

Fig. 4 Sum of the PVDF
capacitance of the sensor and
substrate capacitance (Css)
plotted versus temperature
(b) in the
temperature-sensitized RFID
tag
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The observed behavior is coherent with the increase in capacitance of PVDF
capacitors with temperature reported in literature [8] and shows a sensitivity of
14.4 fF/°C. In order to compare the data for the capacitance Css(T) estimated from
the resonance frequency of the tag to the intrinsic behavior of the PVDF capacitor, a
reference sample (see Fig. 2) has been characterized at the base frequency of 100 kHz
in the same temperature range of the tag. The reference IDC has been found to have
a capacitance rest value at+20 °C of about 2 pF. Its variations have been normalized
at the value measured at+20 °C and compared to Css(T) (see Fig. 5) extracted from
the above mentioned procedure.

As it can be stated by the graph in Fig. 5, Css versus temperature plots are in
agreement with the reference capacitor too. Sensor curve and tag curve differ for a
scale factor due to different IDC extension/geometries and because of the presence
of substrate capacitances (from the coil to the PCB).

Fig. 5 Relative variations of
capacitance referred to T =
20 °C. Squares: Capacitance
of the IDC on Alumina
(reference sensor). Circles:
CSS extracted from the
resonance frequency of the
tag

20 25 30 35 40

0,10%

1,00%

no
rm

. c
ap

ac
ita

nc
e 

va
ria

tio
ns

Temperature (°C)

 IDC PVDF sensor only (on Al2O3)
 Css - transponder on PCB



258 R. Miscioscia et al.

4 Conclusions

The feasibility of PVDF-based capacitors as parasitic sensing loads in passive HF
RFID tags has been demonstrated. The resonance frequency of the tag decreases as
the temperature increases because the load capacitance increases with temperature.
The sensitivity of the tag to temperature has been estimated however, for a correct
evaluation of the sensor’s status, the thermal response of the capacitance of the chip
had to be taken into account. Even if experimental setup has still to be improved to
characterize tags at temperatures below ambient conditions, these preliminary results
point out to the possibility of application of PVDF to temperature sensing RFID tags
once unintentional drifts introduced by the chip and other tag components are sort
out. Interestingly, the adopted kind of chip has been found to contribute in the sensing
of the temperature. Beyond the specific context, the presented information could be
useful also generically in the integration of non-thermal transducers as capacitive
loads in RFID tags.
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Stability of Hydrogenated Amorphous
Silicon Diodes as Thin Film Temperature
Sensors

N. Lovecchio, G. de Cesare, A. Nascetti, A. Buzzin and D. Caputo

Abstract This work reports on the characterization of stability of amorphous silicon
diodes used as temperature sensors in lab-on-chip systems. We found that under
constant forward current injection, the voltage drop over the diode changes depending
on the values of current and injection time. The optimized operating conditions for
practical applications have been established on the base of the obtained experimental
data.

Keywords Amorphous silicon diodes · Temperature sensors · Stability · Current
injection

1 Introduction

Lab-on-chip (LoC) are miniaturized systems able to implement the analytical proce-
dures needed to perform a biomolecular analysis in shorter time and with lower
reagent consumption than a standard laboratory [1, 2]. The analytical functions
include chemical surface treatment [3, 4], preparation and treatment of the sam-
ple [5] as well as detection of an electrical [6, 7] or optoelectronic property [8–11]
after the biomolecular recognition.

In particular, most of clinical diagnostics techniques, such as DNA amplification
[12, 13], require thermal treatments of the analyte. The thermal power can be provided
by a bulky metal block [14] thermally coupled with the LoC or by an integrated thin
film heater [15, 16]. A very interesting approach in this context is represented by
the integration of both thin film heaters and thin film temperature sensors on the
same substrate in order to monitor and control the temperature of the target LoC area
[17, 18]. To this aim, hydrogenated amorphous silicon (a-Si:H) diodes are appealing
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as thin film temperature sensors since they can be deposited on different kind of
substrates such as plastic, metal and in particular on glass, one of the most used
material in biological analysis, and because they show a sensitivity greater than
those found in crystalline silicon [19].

As it is well known, biasing a diode in constant forward current and reading the
voltage drop across it (Vdrop) as a function of temperature (T) brings to a linear
behavior of Vdrop versus T. However, one of the main issue concerning the use of
a-Si:H device is its metastability under non-equilibrium conditions, as determined
by light illumination or current injection [20]. Therefore, it is worth to understand
and characterize the behavior of a-Si:H temperature sensors under working condi-
tions. Within this framework, here we present a study of stability of a-Si:H diodes
under different values of injected current and injection times. The optimized driving
conditions for the a-Si: temperature sensors are derived from the experimental data.

2 Temperature Sensor Structure and Fabrication

The a-Si:H temperature sensors are metal/amorphous silicon carbide (a-SiC:H) p-
type/a-Si:H intrinsic/a-Si:H n-type/metal structure deposited on a Borofloat glass
substrate provide by Zaot s.r.l. (Vittuone, Milan, Italy). A structure cross section is
reported in Fig. 1, which shows also the thickness of each layer.

The microelectronic fabrication foresees 4 photolithographic steps:

a. vacuum evaporation of 30/150/30 nm-thick Cr/Al/Cr stacked layers, acting as
bottom contact;

b. patterning of the metal layer by conventional photolithography and wet etching
process (mask #1);

c. deposition by Plasma Enhanced Chemical Vapor Deposition (PECVD) of the
a-Si:H stacked structure.

d. deposition by vacuum evaporation of a 50 nm-thick Cr layer, behaving as top
contact;

e. wet etching of the 50 nm-thick Cr layer and dry etching of the a-Si:H layers for
the mesa patterning of the diodes (mask #2);

Fig. 1 Schematic cross
section of the fabricated
temperature sensors.
Thicknesses of the deposited
layers are also reported (not
in scale) p-type a-SiC:H

i-type a-Si:H
n-type a-Si:H

SU-8

CrSi
Cr

Cr/Al/Cr

glass substrate

Ti-W

1.2 mm

210 nm
50 nm

350 nm
10 nm
~3 nm
50 nm

250 nm
5 μm

5 μm
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Table 1 Deposition parameters of the PECVD process

Parameters N-type Intrinsic P-type δn-type

SiH4 (sccm) 40 40 40 40

B2H6 (sccm) 5

CH4 (sccm) 60

PH3 (sccm) 10 10

RF Power (W) 4.6 4.8 4.6 4.6

Tdep (°C) 300 280 210 300

Time (s) 180 2100 70 3

f. deposition by spin coating of a 5 μm-thick SU-8 3005 (from MicroChem, MA,
USA) passivation layer and its pattering for opening via holes over the diodes
(mask #3);

g. deposition by sputtering of a 250 nm-thick Ti/W alloy layer and its patterning
for the definition of the top contacts and of the connection to the pad contacts,
which are located on the edge of the glass (mask #4);

h. deposition by spin coating of a 5 μm-thick SU-8 3005 passivation layer.

Table 1 reports the deposition parameters (gas flux, temperature, chamber pres-
sure, power density and time) of the a-Si:H layers. The PECVD process ends with
a very thin (2–3 nm) δn-type film, which enhances the formation of a chromium
silicide and in turn the achievement of an ohmic contact on the p-type layer [21].

3 Temperature Sensor Stability Study

As preliminary characterization step, the diode current-voltage curves in dark con-
dition have been measured. Results are reported in Fig. 2, which shows in forward
bias voltage two distinct conduction zones.

Below 0.5 V, which corresponds to a current of about 2 nA, the device behavior
reflects the ideal diode law ID = IS[exp(VD/ηkT)–1], where ID is the diode current,
IS the reverse saturation current, VD the diode drop voltage, η the quality factor, k the
Boltzmann constant and T the absolute temperature. Above 0.5 V, the dependence
of ID versus VD is still exponential but with a much higher IS and much larger η.
Even though the conduction mechanism controlling this higher-current regime can
be related to high injection conditions, its detailed model is out of the scope of this
work and will be the object of future works.

Stability of the fabricated temperature sensor has been investigated bymonitoring
the variations of the diode characteristics in different operative conditions, varying
both the value of the forward current and its application time. In particular, the
variations of the voltage across the diodes have been recorded at different injection
currents (1, 5 and 50 nA) around the knee of the forward IV curve for different
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Fig. 2 Current-voltage
temperature sensor curve
measured in dark condition

measurement times (1, 2, 5 and 10 h). The current has been provided by a Source
Measure Unit Keithley 236 in current sourcemode. Careful attention has been paid in
the control of the environmental conditions to keep constant the sensor temperature
at 25 °C.

Results are summarized in Fig. 3, which reports, for each injected current the
variation of the diode voltage drop as a function of time.

The voltage variation related to the first experiments (performed at 1 nA) is equal
to 2.5 mV. Considering that the slope of the voltage/temperature characteristic of
our devices is about 3.6 mV/°C [3], this means that, in this case, the temperature
measurement error is about 0.7 °C. For the experiments performed at 5 nA, the
voltage variation is 7 mV, with a related temperature error of 1.9 °C. A significant
degradation of the device characteristic is recorded only for the highest injection
current (50 nA), where the voltage variation is 42 mV, corresponding to an error of
11.7 °C.

Taking into account the current-voltage characteristics reported in Fig. 2, we
can state that biasing the a-Si:H temperature sensors in the forward region, whose
conduction mechanism is dominated by the ideal diode law, leads to stable behavior
of the diode. Indeed, the error in temperature monitoring related only to the intrinsic
behavior of the sensor is below 1 °C, which fully satisfies the requirements for
biomedical applications in lab-on-chip systems.

4 Conclusion

This research has investigated the stability of amorphous silicon diodes acting as tem-
perature sensors. Monitoring the diode voltage drop under constant current injection
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Fig. 3 Time evolution of diode voltage drop under a 1 nA, b 5 nA and c 50 nA constant current
injection at room temperature

in forward bias in dark conditions, we have established that the optimized operat-
ing conditions are achieved when the devices are biased in the conduction regime
described by the ideal diode law. Polarization outside this region leads to an error on
the temperature measurement not acceptable in practical biomedical applications.
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Piezoelectric Multi-Frequency Nonlinear
MEMS Converter for Energy Harvesting
from Broadband Vibrations

M. Baù, M. Ferrari and V. Ferrari

Abstract This paper proposes a MEMS piezoelectric converter for energy harvest-
ing from vibrations which exploits nonlinear effects to broaden the operating band-
width. The converter is composed of an array of cantilevers with different geometric
dimensions. Piezoelectric layer and electrodes have been deposited on the cantilevers
by a custom low-curing temperature post process. Nonlinearity is achieved by the
magnetic interaction of a magnet and ferromagnetic particles deposited on the can-
tilever tips. Preliminary results show that the converter behaves like a nonlinear
system and a downshift of the resonant frequency of the cantilevers with respect to
the linear resonant frequency is observed, as expected.

Keywords MEMS · Piezoelectric converter · Nonlinear energy harvesting ·
Low-curing piezoelectric ink

1 Introduction

One of the most challenging issues of future smart devices will be the trade-off
between dimension downscaling and power consumption [1]. Besides traditional
solutions based on batteries, other strategies are being extensively investigated, such
asRFIDor contactless techniques [2–5]. In both cases, the energy and the information
is exchanged through an electromagnetic link, but in the former case the smart device
has active electronic on board, while in the latter can be completely passive [6, 7].

Alternatively, an emerging strategy is based on energy harvesting from ambient
sources, such as vibrations, movements, and thermal gradients [8]. In the last decade
several strategies have been adopted to improve the effectiveness of energy harvesters
from broadband vibrations based on piezoelectric conversion principle [9–11]. The
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aim was to overcome the limitations of linear energy harvesters which best oper-
ate at their resonant frequency. One option is to combine the output from different
converters to implement a Multi-Frequency Converter Array (MFCA). Differently,
nonlinear conversion principles have been demonstrated effective in this regard. In
particular, frequency-up techniques, like the one based on impact [12, 13], have been
considered, as well as the adoption of configurations with nonlinear mechanisms
induced by magnets [14] or other physical principles [15]. As a further step, the
possibility to combine the nonlinear and multi-frequency array approaches has been
already demonstrated at macro-scale level [16–18].

In this paper, a piezoelectric multi-frequency nonlinear MEMS converter for
energy harvesting from broadband vibrations is presented.

2 Background Theory and System Description

Figure 1a shows a sketch of the architecture of the converter. The device is composed
of an array of tapered piezoelectric cantilevers clamped along a circular frame. A
magnet is fixed at the center of the structure and can interact with ferromagnetic
masses fixed to the cantilever tips. Figure 1b shows a schematic diagram of the
working principle of the proposed converter considering the simplified case with
only two cantilevers.

The magnet interacts with the cantilevers through the vertical forces FAv1 and
FAv2, which depend on the displacements x1 and x2, while the horizontal forces FAh1

and FAh2 are balanced by the clamps. Both the vertical and horizontal magnetic
forces depend also on the distances d1 and d2. When the base undergoes mechanical
excitation, the dynamical behavior of the cantilevers is determined by the magnetic
forces FAv1 and FAv2 and the elastic forces Fel1 and Fel2 due to the flexural stiffness
of the cantilevers. In the considered configuration, the mechanical behavior of each
cantilever is independent from the others, i.e. the cantilevers do not interact. Depend-
ing on the distances d1 and d2 each cantilever behaves like a nonlinear monostable
or a bistable system [18].

Fig. 1 Sketch of the nonlinear multi-frequency converter array (a). Model of the nonlinear system
for the simplified case with only two cantilevers (b)
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Fig. 2 Microfabricated
harvester with a permanent
magnet held in a fixed
position and an enlarged
view of the deposited
ferromagnetic mass (inset)

Figure 2 shows a picture of the fabricated prototype with an enlarged view of
the deposited ferromagnetic mass in the inset. The MEMS device has been fabri-
cated in Bonded and Etched-back Silicon On Insulator (BESOI) technology at the
Centro Nacional de Microelectrónica (CNM) of Barcelona, Spain. The sixteen sili-
con cantilevers have thickness of 15 µm and exhibit increasing lengths in the range
1800–2500 µm with a step of 50 µm.

The width at the tip is 260µm and the width of the clamped edge is in the range of
500–700 µm. A hollow cylinder with an inner diameter of 2 mm has been fabricated
in the center of the die to easily align the permanent magnet. A layer of low-curing
temperature Ag conductive paste has been screen printed on the top surface of the
MEMS as the bottom electrode. The piezoelectric layer and the top electrodes have
been deposited by post-processing procedures using the printing system SonoPlot
GIX Microplotter Desktop equipped with a custom-developed extrusion tool. In
particular, the piezoelectric layer has been obtained by exploiting an ink composed
of PZT (Lead Zirconate Titanate) commercial powders (Piezokeramika APC856)
dispersed in a low-curing-temperature binder [19–21]. The layer and the electrodes
have been cured at 150 °C for 10 min. Subsequently, the piezoelectric layer has been
poled with an electric field of 5 MV/m at 130 °C for 10 min.

3 Experimental Results

The equivalent capacitanceCp and the parallel resistanceRp of the piezoelectric layer
have been measured under no mechanical excitation with a HP4194A impedance
analyzer at 100 Hz, resulting in about 10 pF and 10 M�, respectively. The MEMS
array has been characterized both in the linear regime, obtained without the magnet,
and nonlinear regime with the fixed magnet.

Preliminarily impulsive response tests have been carried out to determine the
resonant frequency of the cantilevers, measuring the open-circuit output voltages
generated by the converters as a result of suitable small impulsive mechanical exci-
tations. Figure 3 shows the waveform for the cantilever named in the following M1
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Fig. 3 Open-circuit output
voltage of M1 under
impulsive mechanical
excitation

where the measured frequency is 10.136 kHz. Subsequently, the microfabricated
device has been mounted on the electrodynamic shaker and a stationary sinusoidal
excitation has been applied. Similar results, not shown, have been obtained for the
cantilevers named M2 and M3, measuring resonance frequencies of 10.352 kHz and
10.413 kHz, respectively.

Figure 4 reports the typical open-circuit output voltages of the cantileversM1,M2
andM3when the excitation frequency equals the resonant frequency of the converter
M2. In this case, the sinusoidal acceleration imparted to the device has a peak value
of about 1 g. The measured output voltage of the converter M2 is larger than the
outputs of M1 and M3 as expected. Similar results have been obtained for the other
cantilevers excited at their own resonant frequency.

Preliminary results on the nonlinear behavior have been achieved by placing
a permanent magnet in the central hollow cylinder of the MEMS converter and
depositing ferromagnetic masses on the bottom side of the cantilever tips, as shown
in the inset of Fig. 2. Considering the intensity of the magnetic field and the distance
from the cantilever tips and themagnet, the systembehaves as a nonlinearmonostable
system. Figure 5 compares the open circuit output voltages generated by converter
M3*, i.e. the converter M3 with the added ferromagnetic tip mass, due to a suitable

Fig. 4 Open-circuit output
voltages of M1, M2 and M3
under sinusoidal excitation
with frequency equal to the
resonance of M2
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Fig. 5 Response of M3* for
the linear (without magnet)
and the nonlinear conditions
(with magnet) under small
impulsive mechanical
excitation

Linear

With magnet

small impulsive mechanical excitation in the linear regime (without magnet) and in
the nonlinear regime (with magnet).

It can be observed that the effect of the interaction between the magnet and
ferromagnetic mass is to lower the resonant frequency from 6.877 kHz (linear case)
to 6.218 kHz (nonlinear case), as expected.

The output voltages from the converters can be rectified and combined with
suitable circuits to accumulate energy in storage capacitors for powering an elec-
tronic load, exploiting, depending on the voltage levels, series-like or parallel-like
combination of the converter outputs [22–24].

4 Conclusion

A nonlinear multi-frequency piezoelectric MEMS energy converter array has been
presented. The MEMS device has been fabricated in a BESOI process and post-
processed with custom procedures to deposit both the top and bottom electrodes and
the piezoelectric layer adopting low-temperature curing inks. Ferromagnetic parti-
cles have been deposited at the tips of the cantilevers to allow for the interaction with
a magnet located at the center of the MEMS device. The device has been experimen-
tally characterized showing a monostable nonlinear behavior when it undergoes base
vibrations. The proposed approach is aimed to decrease the cantilever sensitivities
to the amplitude of the mechanical excitation, therefore increasing the overall effec-
tiveness of the converter array. In the future, the possibility to combine the outputs
of the array converters to power an electronic load will be investigated.
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Automatic Compensation of Parallel
Capacitance of TPoS MEMS Resonator
for Accurate Frequency Tracking
with PLL-Based Oscillator Circuit

M. Baù, M. Ferrari, V. Ferrari, A. Ali and J. E.-Y. Lee

Abstract This paper proposes an oscillator circuit based on a phase-locked
loop which automatically compensates for the parasitic capacitance of Thin-film
Piezoelectric-on-Silicon (TPoS) contour-mode resonators. The circuit enables accu-
rate tracking of the mechanical parameters of the resonators in demanding sensor
applications by advantageously combining their favorable Q-factor with the elec-
trical resonance enhancement arising from the automatic cancellation of parallel
capacitance. Preliminary results on tracking the resonant frequency of a TPoS res-
onator due to temperature variations show a temperature coefficient of frequency of
53.4 ppm/°C.

Keywords Piezoelectric resonators · Thin-film Piezoelectric-on-Silicon resonator ·
Phase-locked loop · Automatic capacitance compensation · Oscillator circuit

1 Introduction

Piezoelectric MEMS resonators vibrating in contour mode are extensively investi-
gated as promising tools for measurements in air and liquid environments, for their
favorableQ-factor also in full immersion in liquidmedia [1, 2]. Themonitoring of the
resonant frequency of piezoelectric resonators can be achieved through impedance
measurement techniques, which allow also multiple-harmonic analysis [3].
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In addition, piezoelectric resonators have been demonstrated to be suitable for
contactless operation with readout techniques in frequency [4] and time [5] domains,
as is the case of Quartz Crystal Resonators (QCRs) and Resonant-Piezo-Layer (RPL)
sensors [6].

Oscillator circuits which track the resonant frequency of the resonator can be
adopted but they can be challenging to implement due to possibly low signal-to-noise
ratio coming from the variations of parallel capacitance, especially when dielectric
loading is present [6–9]. This demands for compensation techniques of the parallel
capacitance. One option is the adoption of dummy resonators [10].

As an alternative, this work presents an oscillator circuit with Automatic parallel
Capacitance Compensation (ACC) for the accurate tracking of the series resonant
frequency and Q-factor of Thin-film Piezoelectric-on-Silicon (TPoS) contour-mode
resonators. The circuit is based on a Phase-Locked Loop (PLL) which automatically
compensates for the parasitic capacitance [11, 12].

The proposed circuit allows accurate tracking of the mechanical parameters of
TPoS resonators (e.g. resonant frequency and Q-factor) in demanding sensor appli-
cations. It exploits the favorable Q-factor of the TPoS resonators and combines it
with the electrical resonance enhancement arising from the cancellation of parallel
capacitance implemented automatically.

2 System Description

Figure 1a shows a picture of the adopted MEMS resonator to be embedded in the
circuit. The MEMS resonator is an Aluminum Nitride (AlN) TPoS disk with a diam-
eter of 200 μm, which is suspended by four T-shaped tethers. The two Al/Cr top
electrodes P1 and P2, and the bottom ground electrode PS allow the operation of the
device as a two-port resonator or, by shorting P1 and P2, as a single-port resonator
between the connections A and B, as shown in Fig. 1b.

Figure 2 shows the block diagram of the proposed oscillator circuit. The resonator
is represented by its modified Butterworth-Van-Dyke (BVD) equivalent circuit [13].

Fig. 1 Picture (a) and sketch
(b) of the TPoS resonator



Automatic Compensation of Parallel Capacitance of TPoS MEMS … 275

Fig. 2 Block diagram of the ACC oscillator with the output relevant signals

The motional arm is composed of Rm − Lm −Cm, whileC∗
0 = C0+Cp represents

the total parallel capacitance, whereC0 is the parallel electrical capacitance whileCp

represents any additional parasitic capacitance. The TPoS resonator has mechanical
admittance Ym =Rm+jωLm + 1/jωCm, while the mechanical resonant frequency and
the quality factor are f s = [2π(LmCm)1/2]−1 and Q = (Lm/Cm)1/2/Rm, respectively.

The working principle of the ACC oscillator circuit is to simultaneously excite the
resonator at two frequencies, i.e. at f out and at an auxiliary frequency f L generated by
a Local Oscillator (LO). The signalVL at f L is processed in a low-frequency feedback
loop which measures and automatically compensatesC∗

0 . In particular, the integrator
DC output voltageVC adjusts the gainG of the Voltage-Controlled Amplifier (VCA),
which, in turn,modifies the equivalent negative compensating capacitanceCC. There-
fore, VC is proportional to the compensated parallel capacitance C∗

0 according to the
following expression:

Vc = α

(
1 + C∗

0

C

)
· 1V (1)

where α = R2/(R1 + R2). The signal VH at f out is processed by a PLL resulting in
the locked condition f out = f s. Additionally, the circuit provides the auxiliary signals
VQ and VC related to Q and C∗

0 , respectively.

3 Experimental Results

Figure 3 shows the normalizedmagnitude of the signal (V 2 −V 1)/VHL =αZ3Y versus
frequency, i.e. proportional to the admittance spectrum Y = Ym + jωC∗

0 − jωCC

of the compensated resonator, for different values of −CC, both in the over- and
under-compensated cases. The compensated case, i.e. CC = C∗

0 , corresponds to the
symmetric curve.
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Fig. 3 Normalized
frequency responses of the
signal |(V2-V1)/VHL| for
different values of the
compensating capacitance
CC near the resonance

To assess the circuit effectiveness, tests have been performed by varying the
temperature of the resonator by means of a heater. Figure 4 shows the time record of
the relevant output signals when the resonator undergoes a temperature variation of
about 20 °C measured by a Pt1000 sensor close to the resonator.

The signal f out follows the temperature variations with an opposite correlation as
expected,whileC*

0 is nearly constant at about 72 pF, accounting for bothC0 = 43.4 pF
and the total parasitic capacitance Cp. Interestingly enough, this suggests that f out
variations can be ascribed to variations in themechanical parameters, while dielectric
properties, i.e.C0, are unaffected.Moreover, a slight increase temperature-dependent
trend of VQ is observed.

Figure 5 shows the measured f out versus temperature. On the same plot, reference
values of f s measured by an impedance analyzer (HP4194A) at selected temperatures
show a good agreement with the values measured by the oscillator circuit. A Tem-
perature Coefficient of Frequency (TCF) of about−53.4 ppm/°C has been estimated.
The results qualify the circuit as suitable for measurements where compensation of
C*

0 is a key issue to improve accuracy in tracking the f s of the resonator, like real-time
liquid-phase measurements.

4 Conclusion

This work has presented the design and experimental validation of an oscillator
circuit based on a PLL for the automatic compensation of the electrical parallel
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Fig. 4 Output signals of the
circuit obtained with the
TPoS resonator subjected to
a temperature variation of
about 20 °C

Fig. 5 Measured f out versus
temperature. Red circles
represent reference values of
f s measured with an
impedance analyzer
(HP4194A)
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capacitance of TPoS contour-mode MEMS resonators. The circuit advantageously
generates an output signal related to the Q factor and to the equivalent compensated
capacitance. The circuit has been applied to track the temperature-induced variations
of the resonant frequency of a test TPoS device, allowing to estimate a TCF of −
53.4 ppm/°C. Further developments will aim to apply the circuit for mass-loading
applications or liquid-phase measurements.
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Doped Zinc Oxide Sensors for Hexanal
Detection

A. Malara, L. Bonaccorsi, A. Donato, P. Frontera and G. Neri

Abstract Hexanal is a volatile compound considered important for food storage
and food quality control. Despite this, hexanal has not been extensively studied
yet. In a previous work, sensors based on metal oxides semiconductors have been
studied and zinc oxide showed promising sensing properties. In this work, the topic
was further investigated by preparing zinc oxide-based resistive sensors, together
with the aluminum-doped and indium-doped form, for hexanal monitoring in food
applications.

Keywords Gas sensor · Hexanal · Humidity · Zinc oxide

1 Introduction

Metal oxide semiconductor have attracted a lot of attention over the last decade being
commonly employed in resistive gas sensors field. Among these, zinc oxide due to
high chemical sensitivity, non-toxicity, and low cost, has been widely use [1, 2].
Moreover, the performance of zinc oxide sensor can be easily improved by addition
of dopants [3]. In fact, doping with metals enhances the sensitivity and selectivity of
gas sensors by changing the energy-band structure and morphology, increasing the
surface-to-volume ratio and creating more centers for gas interaction on the metal
oxide semiconductor surface, as well its acidity or basicity [1, 4].

In this study, zinc oxide-based resistive sensors (ZnO), together with the
aluminum-doped (ZnO:Al) and indium-doped (ZnO:In) form were developed for
the monitoring of hexanal. Indeed, the determination of hexanal concentration is
of great importance for food quality control and its detection is being a significant
indicator of food quality in packaging [5–7]. For instance, hexanal formation is often
monitored as a means of determining the onset of rancidity in meat [8]. Anyway,

A. Malara (B) · L. Bonaccorsi · A. Donato · P. Frontera
Department of Civil, Energy, Environment and Material Engineering, Mediterranean
University of Reggio Calabria, Via Graziella, Loc. Feo Di Vito, 89122 Reggio Calabria, Italy
e-mail: angela.malara@unirc.it

G. Neri
Department of Engineering, University of Messina, Contrada Di Dio, 98166 Messina, Italy

© Springer Nature Switzerland AG 2020
G. Di Francia et al. (eds.), Sensors and Microsystems, Lecture Notes
in Electrical Engineering 629, https://doi.org/10.1007/978-3-030-37558-4_42

279

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-37558-4_42&domain=pdf
mailto:angela.malara@unirc.it
https://doi.org/10.1007/978-3-030-37558-4_42


280 A. Malara et al.

despite its importance as a quality marker in the food industry, very few works deal
with its detection. To this regard, In2O3, ZnO, SnO2 based resistive sensors have
been proposed for hexanal sensing and monitoring [9, 10]. Indeed, as previously
reported [10], ZnO, among the investigated oxides, showed the best compromise
between sensing temperature and response. It resulted highly sensitive but saturated
at high hexanal concentration. In this study, zinc oxide-based resistive sensors, ZnO,
ZnO:Al and ZnO:In, were synthesized and tested for monitoring of low hexanal
concentrations, as low as its limit threshold, in dry and humid air, as to accurately
replicate the real operating conditions.

2 Experimental

2.1 Synthesis of Sensing Materials

The starting materials used for the synthesis of doped zinc oxides were zinc nitrate
hexahydrate, aluminium acetate and indium nitrate hydrate. All the reagents used
were of analytical grade and were used as received without further purification.
Powders were synthesized by chemical co-precipitationmethod. For this, an aqueous
solution of aluminium or indium precursor was added to the zinc aqueous solution,
keeping the Al/Zn or In/Zn molar ratio equal to 0.01, and stirred till the homoge-
nization. The solution was then hydrolyzed with an aqueous potassium carbonate
solution (1 M). The precipitates were then filtered, washed with deionized water,
dried at 110 °C for 12 h and then calcined at 500 °C for 2 h in air.

2.2 Characterization

Samples were characterized by means of complementary investigation techniques.
Structural characterization was performed by XRD analysis (Bruker, D2 Phaser) in
the 2θ range 10–80°, in steps of 0.02° and a count time of 2 s per step (Cu Kα1 =
1.54056 Å). Powders morphology was studied by Scanning Electron Microscopy
SEM (Phenom ProX) equipped with an energy-dispersive X-ray (EDX). EDX
analysis was used to evaluate the content and the dispersion of dopants [11].

2.3 Sensor Fabrication

In order to prepare the sensor, a paste was obtained by mixing the oxide powder with
a proper quantity of ethanol and deposited on an alumina planar substrate (3 mm
× 6 mm) supplied with interdigitated Pt electrodes and a heating element on the
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back side. The device was positioned in a stainless steel testing cell and sensing tests
were performed flowing a mixture of dry/humid air and hexanal vapor at different
concentrations. A moisturizer was used to produce water moisture and the relative
humidity level was detected by a humidity meter (Humidity and Temperature Trans-
mitters HMT120, Vaisala). The hexanal vapor was obtained by bubbling dry air in
liquid hexanal maintained at a controlled temperature by a refrigerated circulating
bath (temperature range−5/−15± 0.01 °C) [10]. Fluxes were measured by Brooks
mass flow controller systems for a total gas stream of 100 sccm. The sensors resis-
tance data were collected in the fourpoint mode by an Agilent 34970A multimeter
while a dual-channel power supplier instrument (Agilent E3632A) allowed to con-
trol the sensor temperature. Sensor response S to hexanal was defined as the ratio
of the resistance registered in air (Rair) and that in hexanal vapor (Rhexanal). Hexanal
concentrations as low as 5, 15 and 30 ppm were considered, at different operating
sensors temperatures (200, 250 and 300 °C) and different relative humidity (RH)
conditions at room temperature (10, 40 and 60%).

3 Results and Discussion

The XRD spectra of the ZnO, Al- and In-doped ZnO samples are showed in Fig. 1.
Patterns show the characteristic diffraction peaks of hexagonal wurtzite zinc oxide
(Fig. 1a). The crystallite size for ZnO and doped ZnO samples was determined by
Debye-Scherrer equation: D = Kλ/(β cos θ), where, D is the crystallite size, K is a
dimensionless shape factor assumed 0.9, λ is the wavelength of X-ray, β is the full
width at half maximum of the peak and θ is the Bragg angle. The crystallite sizes of
the samples are reported in the inset table of Fig. 1b.

The calculated values indicated that crystallite sizes of doped samples changed
due to the doping effect. Indeed, the crystal size of In- and Al-doped samples were

Fig. 1 XRD spectra of ZnO, ZnO:Al and ZnO:In samples and crystallite sizes determined by
Debye-Scherrer equation
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Fig. 2 SEM micrographs and energy-dispersive X-ray (EDX) maps

smaller than that of the ZnO sample proving that In and Al atoms settled inside the
lattice of ZnO and in turn control its nucleation rate, thus a change in the crystal size
[12].

From SEManalysis it became clear that the synthesized oxides consisted of grains
in the ZnO and ZnO:Al powders (Fig. 2a and c), and composed of fine particles
densely aggregated in the case of ZnO:In sample (Fig. 2b). EDX analysis gave the
qualitative composition of nanoparticles and also indicated the quantitative presence
of indium and aluminum dopants well as their dispersion, homogeneous throughout
the zinc oxide matrix (colored points overlapped on the SEMmicrographs in Fig. 2b
and c).

In Fig. 3, the responses of ZnO, ZnO:Al and ZnO:In as a function of temperature,
different hexanal concentrations and relative humidity conditions are shown.

Zinc oxide response to hexanal concentration of 5, 15 and 30 ppm in dry air, at
different operating temperatures is shown in Fig. 1a. The sensor is sensitive in all
the tested conditions, giving the highest response at 250 °C. In order to study the
effect of humidity, the sensor response to different humidity range was registered
operating at the temperature of maximum sensitivity. Figure 1b reports the response
of ZnO sensor when humid air at 10, 40 and 60%RH (@ 25 °C) was used. As clearly
evident, increasing humidity the response has worsened and, moreover, the recovery
time has increased as shown in Fig. 4. For a sensor temperature higher than 150 °C,
the water vapor in the air stream cannot forms a continuous monolayer covering the
oxide surface but is partially chemisorbed by interaction with the surface hydroxyl
groups [13].

The chemisorbed water increases the electrical conductivity of the semiconductor
oxide mainly for two reasons: the displacement of the adsorbed oxygen species and
the interaction of hydronium ions with the lattice oxide [14, 15]. The combined effect
of these two mechanisms, however, caused the reduction of the sensor response
with humidity observed for ZnO in Fig. 3b. The oxygen species displacement by
the adsorbed water molecules lowered the sensitivity of the ZnO sensor because a
decrease of oxidation sites available for the hexanal detection [13–15].
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Fig. 3 Sensors response evaluated as Rair/Rhexanal as function of temperatures and hexanal
concentrations in dry air (a, c, e) and RH (b, d, f)

Fig. 4 ZnO sensor response
at 250 °C and 15 ppm
hexanal in dry and wet air
(RH 40% @ 25 °C)



284 A. Malara et al.

An increasing trend with T, reaching the highest response at 300 °C, was observed
for the ZnO:Al sample (Fig. 3b), even if, unless for the higher operating temperature
(300 °C), the sensitivity resulted lower than pure ZnO, proving the inefficient effect
of Al dopant at low temperatures. The Al doped zinc oxide showed a sensitivity
decrease at increasing RH% similar to the undoped metal oxide, as shown in Fig. 3d.

As regards ZnO:In behavior, the response versus temperature in dry air showed
a slight increment compared to ZnO (Fig. 3e) with a maximum sensitivity at T =
250 °C. In wet air, the ZnO:In response was higher at the highest operating tempera-
ture (300 °C) and, surprisingly, demonstrated to be less sensitive to water interaction
even at the maximum tested humidity of 60% RH (@ 25 °C), as evident in Fig. 3f.
The reasons for this improved behavior of In doped zinc oxide was ascribed to lower
grain size (Fig. 1b) that is know to improve the sensor response in general [2, 3, 14]
but that effected in this case also the water chemisorption on the sensor surface [15].

4 Conclusion

In conclusion, zinc oxide and doped zinc oxide based sensors, synthesized by chem-
ical co-precipitation method, were used for hexanal sensing. Very low hexanal con-
centrations both in dry and humid airwere tested. The comparison of the three sensors
demonstrated that ZnO is an interesting candidate although negatively influenced by
a humid environment. The inefficient effect of Al dopant at low temperatures was
reported, whereas doping zinc oxidewith indium oxide showed to improve the sensor
response in dry air and to be only partially influenced by wet air up to 60% RH if an
operating temperature of 300 °C is used.
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An Optical SPR Sensor for Monitoring
Accelerated Ageing of Oil-Paper
Insulation of Transformers

L. De Maria, L. Cice, D. Bartalesi, J. Borghetto, A. Tavakoli, F. Scatiggio,
D. Gasparini and M. Pesavento

Abstract Degradation of electrical insulation due to the oil-paper insulating system
is one of the main factors that affect power transformer service life. Although the end
of life failure is inevitable, the life of the insulating paper can be maximized through
careful monitoring and maintenance. In this paper an optical SPR sensor is reported
for high sensitive detection of a chemicalmarker of the transformers’ insulating paper
degradation. Temperature tests were carried out on oil–paper specimens representa-
tive of the solid insulating system of transformers, subjected to initial different drying
processes and successively exposed to aging temperature. A comparative analysis
with standard methods (HPLC—High Performance Liquid Chromatography) con-
firms that the chemical concentrations detected in oil–paper sampling of different
specimens with optical SPR sensors are in good agreement with those measured by
standard techniques.

Keywords Optical sensor · Surface plasmon resonance · Oil-paper insulation ·
Power transformers

1 Introduction

The power transformer is a key element of the electricity transmission and distri-
bution network. The out of service of a transformer produces serious disservices to
users with relevant economic impact. During its operation, the transformer can be
subjected to high overloads which can affect windings integrity; for example, under
particularly severe operating conditions, an early degradation of the transformers’
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solid insulating system (paper and mineral oil) can occur, leading to a drastic reduc-
tion of the transformer’s life [1]. Actually, the deterioration of the winding’s solid
insulating system, which generally occurs towards the end of the transformer design
life (35–40 years), can be anticipated if undesired thermal, oxidative and hydrolytic
processes occur during the service of the component. A sudden and premature fail-
ure of the transformer could be avoided by planning suitable maintenance actions to
slow down the degradation of the insulating system and to extend the transformer’s
life. An early detection of physical and chemical parameters involved in these degen-
erative processes, by means of suitable monitoring techniques, is therefore timely
for Utilities and Electrical Operators. It is widely reported that furaldehyde, 2-FAL,
is one of the main decomposition by-product of the transformers’ insulating kraft
paper [2]. The measurements of 2-FAL concentrations in oil sampling is therefore
an indirect way to assess the integrity of the windings inside transformers. Gener-
ally the standard method used for 2-FAL measurements in oil sampling is based
on High Performance Liquid Chromatography (HPLC); this is a complex method
which requires specialized operators both for acquisition and data analysis. Recently
an optical sensor based on Surface Plasmon Resonance (SPR) was described by the
authors in [3, 4] as a potentially suitable for 2-FAL detection directly in standards
and in used mineral oil.

In this paper the feasibility of the optical SPR approach to transformer oil control
has been investigated on oil samples of specimens, representative of the solid insu-
lating system of transformers, exposed to controlled thermal treatment to simulate
aging of the insulating paper.

2 Optical SPR Sensor

The optical sensor is based on the excitation of Surface Plasmon Resonance (SPR)
[2] at the interface between a thin metal film and a sensing receptor. The SPR optical
platform is implemented in a D-shaped plastic optical fibre (POF). The removal of
the cladding layer in the POF sensing region is accomplished by hand-polishing the
fibre along half the circumference.

A buffer layer of photoresist (Microposit S1813), about 1.5 μm thick, is spin
coated on the exposed core; a thin gold film (60 nm thickness) is then deposited on
the buffer layer by means of Electron Beam Physical Vapor Deposition (EBPVD) or
sputtering techniques. Finally a Molecular Imprinted Polymer (MIP) sensing layer,
which behaves as artificial receptor for 2-FAL molecule in the oil sample, is spin
coated on the gold film. The procedure for prepolymerix mixture preparation and
for the polymer layer formation by thermal polymerization have been previously
reported [3]. Figure 1 shows a scheme of the SPR POF-MIP sensor and a picture of
the manufactured chemo-sensor.

A white light source (Halogen Lamp) is used for the spectral interrogation of the
SPR chemo-sensor. The light spectrum transmitted through the sensor is measured



An Optical SPR Sensor for Monitoring Accelerated Ageing … 289

(a) (b)

10mm

D-shaped POF sensing region
sensing region 

Fig. 1 The SPR-MIP sensor scheme (a) and an example of the manufactured SPR chemo-sensors
top view (b)

by means of a spectrum analyser for visible light (Ocean Optics USB2000+), con-
trolled by a computer. The measured SPR transmission spectra are normalized to
the reference spectrum measured with air as external medium and recorded on the
computer. The local binding of the MIP combination sites with 2-FAL molecules,
induces a change in the refractive index of the MIP layer at the interface. In SPR
spectral interrogationmode the change ofMIP refractive index (δn) is read as a wave-
length shift δλ (nm) of the SPR resonance. For this type of sensor the sensitivity S
is conveniently defined through the following equation:

S = δλ

δC
(nm/M)

in which δC represents the change in 2-FAL concentration. The spectral shift δλ (nm)
is correlated to the 2-FAL concentration in oil.

3 Experimental Setup and Method

A set of four oil-paper specimens with a simplified parallel-plate capacitor geometry
(Wafer configuration,W), were used for ageing tests (Fig. 2). Each specimen consists
of vertical stacks of six copper plates covered with insulating paper (kraft paper) and
clamped together by means of fiberglass rods and bolts. The copper plates are spaced
from each other by paper layers or pressboard spacers to allow moisture diffusion
through both surfaces. Each specimen was inserted into a stainless steel cylindrical
cell filled with about 5 litres of uninhibited mineral oil (Nynas Libra), to simulate
the most common mass ratio of oil, paper/pressboard and copper inside of power
transformers.

The mineral oil was previously degassed to eliminate moisture contents. Before
being inserted into the test cells, the specimens were subjected to different thermal
treatments, that is, autoclave treatment forW1,W3 andW4 and vapor-phase forW2,
in order to reproduce different initial conditions of moisture content, as reported in



290 L. De Maria et al.

Fig. 2 Test bench for simulating accelerated aging of oil paper specimens and a detail of the wafer
specimen, before being inserted into the stainless steel cylindrical chamber

Table 1 Expected moisture
content of wafer specimens

Oil-paper specimen Moisture content (%)

Wafer 1 (W1) 2

Wafer 2 (W2) 0.1

Wafer 3 (W3) 2

Wafer 4 (W4) 4

Table 1, which may critically accelerate the aging of the paper. The specimens have
been successively exposed to temperature up to 80 degree in a controlled oven. The
changes in the insulating oil volume due to temperature inside the steel chambers
are compensated by means of an external expansion chamber.

Standard methods have been used to test oil moisture contents (Karl Fisher Titra-
tion according to the IEC60814 standard [4]) and 2-FAL concentrations (HPLC
analysis according to IEC61198 [5]) in oil sampling of each paper oil specimen,
respectively.

During thermal exposure stressed oil samples have been periodically extracted by
means of airtight syringes from each steel test chamber. Few microliters (μL) of the
oil sampling have been used for 2-FAL optical detection. A set of four SPR optical
sensors have been prepared for the 2-FAL analyte detection in the Libra oil samples
of whole series of specimens.

4 Results

Figure 3a shows the trend of 2-FAL concentrations in the insulating oil of wafers
(W1, W2, W3 and W4) exposed to increasing temperature values were measured by
HPLCmethod (left axis, blue line) and optical SPRmethod (yellow dot). On the right
axis the optical response is reported as the shift of the resonance wavelength (nm).
As expected, the paper degradation is dramatically influenced by the initial moisture
content of the wafers, artificially produced by drying the insulating paper. The lowest
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Fig. 3 a Comparison between 2-FAL HPLC analysis (left axis) and optical SPR response (right)
assessed on different stressed oil samples of wafer specimens (W) (The left scale is uncorrect),
b 2-FAL concentration values obtained by Langmuir model from SPR sensor experimental data
against values determined by HPLC

2-FAL concentration is for the W2 specimen, which was dried under vapour-phase
pre-treatment. Considering samples W1 (at 80 °C) and W4 (at 20 °C), the 2-FAL
concentration (0.4 ppm) is the same and it has also been correctly measured by the
optical sensor, confirming the efficacy of the method. On the other hand, it appears
that the determinable concentration range is smaller in the case of the optical sensing,
which is due to the limited number of receptors sites which are present in the MIP
at the sensor surface.

The concentrations of 2-FAL in each wafer at different thermal exposure were
subsequently assessed by measuring the whole series of Libra oil samples with each
of the four SPR-MIP sensors. For each oil sample and for each SPR-MIP sensor, the
SPR wavelength shift, δλ (nm), with respect to white (oil not containing 2-FAL) was
evaluated and the Langmuir model [3] was applied for quantification. The parameters
were the same for all the oil samples measured with the same SPR-MIP sensor and
were those obtained from standardization curves previously determined on fresh
Libra oil [3]. Figure 3b shows results of the values of 2-FAL concentration assessed
by optical SPR method against the values determined by HPLC. The line with slope
P = 1 and origin OO = 0, corresponding to the perfect equivalence of the two
methods, is reported too for comparison. A good agreement is observed between the
values determined with the SPR optical sensors compared to HPLC. The observed
differences in SPR responses among the various optical sensors, used for the tests,
are essentially due to the hand polishing method applied for the preparation of the
SPR sensor surface.

Anyway for all the SPR sensors used it clearly emerges that the SPR sensor is
able to detect low concentrations, as expected due to the high sensitivity of the SPR
transduction method.
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5 Conclusion

Preliminary results of comparative analysis showed that the optical SPR sensor
response is not affected neither by the nature of the specimen nor by its thermal
pre-treatment and that the trend of the new SPR sensors’ response is in good agree-
ment with that of data acquired by standard methods (HPLC—High Performance
Liquid Chromatography). Further tests are on-going on different family of speci-
mens, in order to assess the final performances of the SPR sensors in real samples,
in terms of reproducibility and reversibility, on a wider statistical base.
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Distance-Independent Contactless
Interrogation of Quartz Resonator
Sensor with Printed-on-Crystal Coil

M. Ferrari, M. Demori, M. Baù and V. Ferrari

Abstract A novel quartz crystal resonator sensor, which embeds a conductive
printed planar coil that enables electromagnetic contactless interrogation techniques
is presented. An aerosol-jet process is used to precisely and accurately deposit elec-
tronic inks onto a 330 μm-thick bare piezoelectric quartz crystal to print the pla-
nar coil and the electrodes. The proposed interrogation technique enables distance-
independent operation, and is based on themeasurement of the reflected impedance of
the quartz resonator sensor through the planar primary coil of the coupled inductors.
The resonant frequency, measured without contact using the primary coil connected
to an impedance analyzer, results 4.790260MHz. Contactless operation distances up
to 12.2 mm have been obtained. The experimental results have a maximum deviation
of about 50 Hz, i.e. 10.5 ppm, with respect to reference measurements taken via
contact probes.

Keywords Quartz crystal resonator (QCR) · Distance-independent contactless
interrogation · Printed coil · Electromagnetic coupling

1 Introduction

Acoustic-wave resonators, such as quartz crystal resonators (QCRs), have been
widely used for sensing in-air and in-liquid environment as microbalances [1–5]. To
track the fundamental resonant frequency, higher harmonics and Q-factor of QCRs,
measuring techniques based on oscillator circuits or impedance measurements have
been adopted [6–8]. Contactless interrogation of QCRs [9, 10], resonant piezo layer
(RPL) devices [11] andmechanical resonators [12, 13] has been demonstrated both in
frequency and time domains. Electromagnetic contactless interrogation techniques
for LC resonant sensors have been demonstrated [14–19], also exploiting circuits and
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techniques to ensure distance-independent measurements [20–22]. In several appli-
cations, in particular for in-liquid operation, classical QCR sensors with contactless
interrogation need to be connected to an external coil that could become unpractical.

In this paper, a novel quartz resonator sensor with printed-on-crystal coil is pre-
sented. The sensor does not require any additional component or cable connection,
as it is completely passive and equipped with a coil that can be electromagnetically
coupled with a readout coil to perform contactless interrogation.

2 Quartz Resonator Sensor with Printed-on-Crystal Coil

Figure 1a shows the sketch of the proposed quartz resonator sensor. The substrate is a
bareAT-cut crystalwith diameter and thickness of 25.4mmand 330μm, respectively.
The aerosol-jet process used to print the coil and the electrodes exploits the aerody-
namic focusing by a sheath gas to precisely and accurately deposit electronic inks
onto the crystal. The conductive ink (Novacentrix Metalon HPS-108AE1) is placed
into the atomizer of the machine (Optomec AJ300-UP), which creates a dense mist
of material, and is then delivered to the deposition head where it is focused. The
minimum feature sizes and the minimum space between lines are about 10 μm and
50 μm, respectively. After the deposition, a 15-min curing process at 150 °C has
been performed. The measured thickness of the obtained conductive path is about
15 μm. The 5.5-mm electrode and the planar coil terminating at Pad A have been
printed on the top side, while the 5.5-mm electrode terminating at Pad B has been
printed on the bottom side. Figure 1b shows a picture of the fabricated prototype
with an enlarged view of the planar coil.

Fig. 1 Sketch of the quartz resonator sensorwith printed-on-crystal coil (a). Picture of the prototype
with enlarged view of the planar coil deposited by aerosol-jet printing technology (b)
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3 Experimental Results

The impedance ZAC = R2 + jωL2 of the printed planar coil and the admittance
YBC = G + jB of the quartz crystal resonator have been measured using contact
probes and an impedance analyzer (HP4194A) by keeping pads A and B in open-
circuit configuration. The equivalent circuit and the sensor parameters measured
are reported in Fig. 2, where the QCR is represented with the Butterworth-Van
Dyke (BVD) equivalent circuit. The series resonant frequency f S = (4π2LSCS)−1/2,
measured by taking the frequency where the admittance G reaches its maximum,
results 4.790260 MHz.

Pads A and B have been then shorted to allow the contactless interrogation of
the sensor. Figure 3 shows the schematic diagram of the working principle and the

Fig. 2 Equivalent circuit and measured ZAC = R2 + jωL2 (a) and YBC =G+ jB (b) of the printed
coil and the quartz crystal resonator, respectively (pads A and B in open-circuit configuration)

Fig. 3 Equivalent circuits of the readout coil and quartz resonator sensor (pads A and B shorted)
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Fig. 4 Experimental setup for the electromagnetic distance-independent interrogation of the quartz
resonator sensor (pads A and B shorted)

measured equivalent parameters. The coil L1 is electromagnetically coupled to the
coil L2 of the QCR sensor, enabling the electromagnetic contactless interrogation of
the sensor.

Figure 4 shows the experimental setup for the contactless interrogation, in which
the primary planar coil has been connected to the impedance analyzer, and the
quartz resonator sensor has been placed at different distances d ranging from 1
up to 12.2 mm.

The distance-independent interrogation technique is based on the measurement of
the frequency where the real part of the reflected impedance Z1 reaches its maximum
[21]. Figure 5 shows the real part Re{Z1} and imaginary part Im{Z1} measured with
different interrogation distances d, maintaining pads A and B shorted, where red
unfilled dots represent the frequency at max(Re{Z1}). Figure 6 shows the frequency
and magnitude at max(Re{Z1}) measured with different interrogation distances d,
evidencing that the mutual inductance M acts as a scaling factor on the magnitude
of Re{Z1} without affecting the measured readout frequency.

The experimental results show a good agreementwith the referencemeasurements
of Fig. 2, with a maximum deviation of the readout frequency of about 50 Hz, i.e.
10.5 ppm, in the considered distance range.

4 Conclusion

In this paper, a novel quartz resonator sensor with printed-on-crystal coil has been
presented. An aerosol-jet process is used to precisely and accurately deposit the
planar coil and the electrodes onto a 330 μm-thick bare piezoelectric quartz crystal.
The proposed distance-independent contactless interrogation technique exploits a
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Fig. 5 Real and imaginary parts of the impedance Z1 measured with different interrogation
distances (pads A and B shorted). Red unfilled dots represent the frequency at max(Re{Z1})

Fig. 6 Frequency and
magnitude at max(Re{Z1})
measured with different
interrogation distances (pads
A and B shorted)

pair of electromagnetically coupled inductors, and it is based on the measurement of
the frequency where the real part of the reflected impedance reaches its maximum.

The experimental results confirm that the mutual inductance M acts as a scaling
factor for the magnitude of the reflected impedance, without affecting the measured
readout frequency for operation distances up to 12.2 mm. A good agreement with the
referencemeasurements taken via contact probes has been obtained,with amaximum
deviation of about 50 Hz, i.e. 10.5 ppm,

Further optimization of the coil layout, as well as the use of passivation layers,
will be carried out towards the improvement of the maximum interrogation distance
and the effectiveness of the sensor for in-air and in-liquid operation.
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“Green” Sensors Based on Bacterial
Cellulose

Giovanna Di Pasquale, Salvatore Graziani, Antonino Pollicino
and C. Trigona

Abstract An all-organic Bacterial Cellulose (BC)-PEDOT:PSS composite, impreg-
nated by Ionic Liquids (ILs), working as a vibrating transducer, in cantilever con-
figuration, is here investigated as sensing element. The generating properties of the
composite will be presented, demonstrating the possibility of motionmeasuring. The
sensing system is based on cheap, flexible, biodegradable and ecofriendly materials,
suitable for the realization of next to come smart ubiquitous sensing systems. The
performance of the sensing system are described in the following.

Keywords Bacterial cellulose · Ionic liquids · Greener transducers ·
Biodegradable devices

1 Introduction

Green sensors and transducers represent an emerging research area that implies
the development of devices based on new materials and innovative technologies.
The main aim is obtaining systems having the prerogatives of being: eco-friendly,
bio-compatible [1, 2], recyclable, environmentally safe, and biodegradable. In this
context, recently, we started investigating the possibility of using Bacterial Cellulose
(BC) as a suitable compound for realizing green sensors [3, 4]. BC is a substitute of
plant-derived cellulose and it presents the advantage to be much more eco-friendly
and green, in the realization and purification processes, as respect the classical cel-
lulose. In literature, manuscripts are available demonstrating the electromechanical
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Fig. 1 a Family of sensors based on BC with several quantities of polymer used as electrodes.
b SEM micrographs of BC

transduction properties of this family of compounds, however the field of sensor
based on BC is somehow new and few papers started to appear in the scientific
community [5].

In particular, BC with Ionic Liquids (ILs) and polymeric electrodes has been
investigated to realize mass and deformation sensors [3, 4]. Figure 1a shows a family
of realized devices with various configurations and thickness of polymeric contacts
(notice the different shades of black). Furthermore, Fig. 1b shows a SEM picture of
BC, after being impregnated with ILs.

2 Setup and Measurement System

2.1 Experimental Setup

In order to study the sensing properties of the composite, the tailored setup, shown
in Fig. 2, has been used. It is composed of: a shaker, for mechanically exciting the
structure, a signal generator for driving the shaker, an oscilloscope, for data acquiring
and two laser sensors, for measuring the displacement of the sensor at the tip and at
the anchor. For the validation of the sensing principle, several different mechanical
excitations have been applied and various analyses have been pursued.

2.2 Experimental Results

In particular, Fig. 3a shows the output FFT of the sensor for several applied sinusoidal
waveforms. The FFT shows the resonant frequency of the BC beam and, in accor-
dance with the theory [4], the spikes decrease in frequency, when the device is driven
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Fig. 2 Setup used to test the BC-based transducer

Fig. 3 a FFTs of the output signal, when the system is excited with a sinusoidal motion. Several
frequencies have been considered. b Step response of the BC-based sensor. The graph includes the
output voltage of the device and the tip displacement

by frequencies different than its mechanical resonant frequency. Figure 3b shows the
step response. More specifically, the graph includes the output voltage and the tip
displacement of the beam. Work is in progress for an exhaustive characterization of
BC-based sensors.

3 Conclusion

In this paper, the implementation of a bacterial cellulose compound able to be used as
a sensing element has been presented. The conceived sensor is based on a nanocom-
posite consisting of BC, impregnated with ILs, and covered with a conductive poly-
mer. The structure is mounted in cantilever configuration and its flexural behaviour
has been studied. The beam deforms as function of the external mechanical source
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and it capability of generating a voltage signal related with the measurand has been
confirmed. Both the frequency behaviour and the step response of the system have
been studied. It is worth noting that the proposed solution is a demonstration of the
generating sensing properties of this class of compounds, which can be used for the
realization of sensors having the prerogative to beflexible, ecofriendly, biodegradable
and low-cost.
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Piezoelectric Beams, Magnets
and Stoppers as Fundamental Blocks
for Transducers and Autonomous
Sensors

C. Trigona, Bruno Andò and Salvatore Baglio

Abstract This paper reports the development of a family of devices that are all based
on fundamental blocks compose of: piezo electric beams, magnets, and mechanical
stoppers that act as electric contacts. We have implemented combination of the pro-
posed building blocks in order to realize devices for harvesting kinetic energy from
weak and wide spectrum sources. It is worth noting that a proper use of these blocks
has been also exploited to demonstrate the realization of devices which can be used
as voltage rectifiers and multiplication circuits.

Keywords Piezoelectric transducer ·Magnetic materials ·Mechanical
transducers · Stoppers · Fundamental blocks

1 Introduction

Transducers for vibration energy harvesting are receiving a considerable amount of
interest in the scientific community [1]. It is worth noting that several works focused
on autonomous solutions to power small-scale electronicmobile devices also through
the adoption of piezoelectric materials. Furthermore, novel configurations of man-
agement architectures arouse interest also in vibrationally noisy environments and
in presence of weak levels of generated voltage [1, 2]. This specific task has been
studied and, in particular, here we address a family of devices which exploit the
interaction of piezoelectric materials, flexible beams, magnets and mechanical stop-
pers together with the study of nonlinear dynamics used to develop architectures for
autonomous sensors, smart nodes and measurement systems in vibrating environ-
ments [2–4]. We address here a review, starting from a single block (main block),
able to work in presence of kinetic sources, to convert this mechanical signal into an
electrical power and it is capable to manage the power also in presence of voltage
levels <100 mV (voltage levels less than the diodes threshold, which typically, must
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Fig. 1 Functional blocks in a vibration energy harvesting system

be accounted in “classical” conditioning circuits for harvesting and sensing). Con-
sidering the functional blocks in a vibration energy harvesting system, as shown in
Fig. 1, a large family of devices has been developed using amain block. Starting from
this device, it has been developed a diodeless voltage multiplier AC/DC, DC/DC,
filter, harvesters and rectifiers operating at any voltage level without the necessity of
diodes.

2 Family of Transducers

Figure 2 shows a family of transducers suitable to be used in autonomous sensor
nodes as converters and conditioning circuits for signals. In particular from the top
of the figure to the bottom, it is possible to note a voltage multiplier [5] realized
starting from the main block. It is able to multiply the level of voltage produced
by a piezoelectric transducer and it is based on capacitors and mechanical switches
(cantilever beams and stoppers) with a specific connection. It is worth noting that
no diodes are required nor active circuits. Two blocks coupled with two permanent
magnets have been also used to realize nonlinear energy harvesters [6] able to save
energy inside a capacitor and useful to supply sensor nodes. The nonlinearities have
been exploited in order to increase the bandwidth of response in order to collect more
energy from the environment. A similar structure has been also used as diodeless H-
bridge voltage rectifier [7] where two piezoelectric bistable cantilevers, that respond
anti-symmetrically to environmental mechanical vibrations, are used to store energy,
implementing, at the same time, the desired rectifying action. A configuration based
on twoor three coupled blocks have been also used to implement conditioning circuits
based on switched capacitor topologies [8]. Configurations of amplifiers, and filters
have been implemented both used as conditioning circuits for sensors and, at the same
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Fig. 2 Family of transducers for autonomous sensors able to work in vibrationally noisy
environments

time, as harvesters. A proper use of these blocks has been also exploited in this review
to show the realization of devices which can perform well, in presence of stimulus
of external vibrations, as conditioning circuits, sustainers and energy harvesting for
autonomous or quasi autonomous sensor nodes. The work is in progress through the
implementation of macroscale device and coupled architectures, such as proposed
in Fig. 3, with a realization in MEMS technology.

Fig. 3 Macroscale prototypes
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3 Conclusion

In this paper the development of a family of devices based on fundamental blocks
has been presented. In particular we have implemented combination of the pro-
posed building blocks in order to realize devices for harvesting kinetic energy from
weak and wideband signals. Furthermore a proper use of these blocks has been also
accomplished to demonstrate the realization of devices which can be used as voltage
rectifiers, multiplication circuits and conditioning architectures based on mechanical
transducers.
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Influence of Oxygen Vacancies in Gas
Sensors Based on Metal-Oxide
Semiconductors: A First-Principles
Study

Soufiane Krik, Andrea Gaiardo, Matteo Valt, Barbara Fabbri,
Cesare Malagù, Giancarlo Pepponi, Davide Casotti, Giuseppe Cruciani,
Vincenzo Guidi and Pierluigi Bellutti

Abstract Despite advantages highlighted byMOX-based gas sensors, these devices
still show drawbacks in their performances (e.g. selectivity and stability), so further
investigations are necessary. SnO2 is themost used semiconductor for chemoresistive
gas sensors production due to its broad spectrum of physical-chemical properties,
and then it represents the best candidate for the innovative work here proposed.
Indeed, among the gaps in research on this material, it is placed the study of oxygen
deficiency and its impact on the tin dioxide physicochemical properties. A series of
first-principles studywas carried out in order to study the impact of oxygen vacancies
on the physical-chemical properties of SnO2. The results showed a high electrical
conductivity for the samples with oxygen vacancies, which can give a decrease of
the operating temperature that sensing material needs to be thermo-activated. The
arrangement of the impurity states is one of the important parameters that involve
the reactions on the material surface, making the excitation of weakly bound valence
electrons into the unoccupied energy levels in the conduction bands.

Keywords Oxygen vacancies · SnO2 · Gas sensor · DFT

1 Introduction

In order to forecast the performanceof a gas sensor basedon semiconductingmaterial,
it is mandatory to deeply investigate its physical-chemical properties. In this work,
we propose a study concerning the influence of oxygen vacancies in Metal-OXide
(MOX) sensing materials, widely used for chemical sensors [1].

SnO2 is themost studied semiconductor for chemoresistive gas sensors production
[2], and then it represents the best candidate for the innovative work here proposed.
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Hitherto, literature presents lacks of studies on how number and arrangement of
oxygen vacancies affect the sensing performance.

The physical-chemical properties of materials emerging from the total energy, is
the DFT calculations principle. The basis of the approximate exchange-correlation
functional within the framework of Density Functional Theory (DFT) [3] are The
Local Density Approximation (LDA) [4] and the Generalized Gradient Approxima-
tion (GGA) [5], which improve the LDA results taking into account the electron
density gradient due to the non-homogeneity of the electron density. Both methods
have proved their ability to accurately determine the structural properties ofmaterials
[6]. Nevertheless, their applications underestimate the band gap energy of materials
compared to experimental results [7, 8]. To improve the results about the band gap
energy the Tran-Blaha’s modified Becke-Johnson exchange potential model (TB-
mBJ) [9], which is a semi local approximation, has been implemented in theWien2k
code and it gave a better concordance with the experimental data.

In the present investigation, a series of first principles study was carried out. It
was used the most successful method to solve the Khon Sham equation [10], i.e. The
full potential linearized augmented plane wave (FPLAPW) method [11] within the
framework of DFT implemented in the Wien2k code [12].

Moreover, in this work the GGA parameterized PBE (Perdew-Burke-Ernzerhof)
[13] has been used for structural properties calculations, for the electrical and the
electronic ones the TB_mBJ potential has been adopted. To calculate the electrical
conductivity of the material studied, we applied the Boltzman’s transport theory [14]
as implemented in the BoltzTrap package [15] enforced in the wien2k code.

2 Computational Details

Cassiterite SnO2 structure (Fig. 1a) has been constructed using literature, the crystal
structure has the space group P42/mnm (No. 136) [16]. The initial cell parameters
were a = b = 4.7374 Å and c = 3.1864 Å [16]. The coordinates of tin atoms were:
(0, 0, 0), (1/2, 1/2, 1/2) and those of oxygen atoms were:±(u, u, 0);±(1/2+ u, 1/2−
u, 1/2) with u = 0.3056 corresponds to the internal parameter. Then a (1 * 1 * 3)
supercell was created (Fig. 1b), which gave us a material containing 18 atoms in
total: 6 of tin and 12 of oxygen (Sn6O12), afterwards we created oxygen vacancies
with two different concentrations that gave us two different samples of SnO2−x (x =
0.17, Fig. 1c and x = 0.33, Fig. 1d).

The self-consistent field (SCF) cycleswere performed using 2.1 and 1.81 as values
of the muffin tin radius for Sn and O respectively. The sampling of the Brillouin zone
was carried out according to the Monkhorst-Pack scheme [17] and the number of k
points was optimized to obtain a well convergence in the calculations, the set value
was 190. The number of plane waves in a Fourier expansion of the potential in the
interstitial region (RMT×Kmax)was also optimized for aminimum total energy and
the set value used was 7.5. The geometry of the structure was relaxed by minimizing
the forces acting on each atom reaching values below 2 mRy/a.u.



Influence of Oxygen Vacancies in Gas Sensors Based on … 311

Fig. 1 The structures used during calculations in this work: a cassiterite SnO2, b (1 * 1 * 3)
supercell “Sn6O12”, c one oxygen vacancy V0 have been introduced “Sn6O11” and d two atoms of
oxygen V0 have been removed “Sn6O10”

3 Results and Discussions

3.1 Stochiometric SnO2

In a first step we simulated the physical-chemical properties of the stochiometric
SnO2 (Fig. 1a) using GGA-PBE. The structural properties calculated in this work
and those identified in literature are reported in Table 1. Crystal lattice parameters a
and c are optimized by adjusting the total energy to the Murnaghan state equation
[18]. The obtained results are close to the experimental [19, 20] and to other simulated
[21, 22] ones: theGGA-PPEmethod gave results for the parameters a, c and u in good
agreementwith the experimental datamentioned inRefs. [19, 20]with a relative error
of about Er (a) = 0.025 and Er (c) = 0.024, respectively with Er = (El − Es)/El ,
here El is the value identified in literature and Es is the simulated value on this work.

We can notice an underestimation of the bulkmoduleB and the pressure derivative
B′ [18],which canbe explained taking in account thatGGA-PPEmethodmiscalculate
the bulk module [23].

Table 1 The structural parameters obtained in this work compared to those identified in literature

a c c/a u B B′

Simulated Present work 4.8174 3.2399 0.671 0.3055 185.892 4.865

[21] 4.699 3.165 0.674 0.340 244.7 4.44

Experimental [19] 4.754 3.19 0.671 N/A N/A N/A

[20] 4.7367 3.1855 0.672 0.3070 205 7.4
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3.2 Impact of Oxygen Vacancies

The TB-mBJ exchange-correlation potential has been applied to calculate the elec-
tronic and electrical properties that are very important for gas sensing application.
Figure 2a–c illustrates the total Density of State (DOS) calculated for our samples.
As shown in Fig. 2a, it is obvious that stoichiometric SnO2 is a semiconductor with a
band gap of about 3.346 eV, which is in agreement with the experimentally reported
value of 3.6 eV.

By introducing oxygen vacancies, we have a creation of impurity states (Fig. 2b
and c) at 1.55 eV for the small concentration of oxygen vacancies and at 1.15 eVwhen
the number of oxygen vacancies increased inside the material. We can notice that in
Fig. 2d and e the concentration of the charge careers increases in the impurity level
by increasing the number of oxygen vacancies, this lead to increase the conductivity
of the material and consequently to enhance the reactions on its surface. We can
conclude then, the increase of oxygen vacancies concentration gives a decrease in
the energy that electrons need to be excited from the defect state to the conduction
band. Decreasing of that energy makes the ionization of the dopant level easier and
involves the reactions on the material’s surface.

Besides, Fig. 3 represents the electrical conductivity over the relaxation time
(σ/τ) versus temperature. We can notice an increase in the electrical conductivity
with the increase in the number of oxygen vacancies inside SnO2, which can give a
decrease in the temperature that sensing material needs to be thermo-activated.

Fig. 2 Calculated total density of state for: a stochiometric SnO2, b Sn6O11, c Sn6O10, d and
e zoom of the framed area in both figures (b) and (c), respectively. The Fermi level has been set at 0
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Fig. 3 The electrical conductivity versus temperature for the stochiometric SnO2 (black curve),
Sn6O11 and Sn6O10 (red and blue curves, respectively)

4 Conclusion

The impact of oxygen vacancies creation on the physical-chemical properties of tin
dioxide was studied from a theoretical point of view. Obtained results show clearly
an influence on electrical properties of SnO2, which is one of the most relevant
properties of MOX semiconductors for their use as sensing film for chemoresistive
gas sensors. This open up to further theoretical and experimental works to deeply
investigate the influence of this kind of defects inside MOX semiconductors for
sensing applications.
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W-Sn Mixed Oxides: New Materials
for Gas Sensing

Ambra Fioravanti, Maria Cristina Carotta, Sara Morandi, Alessia Amodio,
Mauro Mazzocchi and Michele Sacerdoti

Abstract Thick films of tungsten trioxide (WO3), tin dioxide (SnO2), and tungsten-
tin (W-Sn) mixed oxides at different nominal Sn molar fraction (0.1 and 0.3) were
prepared. The functional materials were synthesized and characterized by SEM,
X-ray diffraction, specific surface area measurements (BET), UV-Vis-NIR and IR
spectroscopies. The gas sensing measurements highlighted that the mixed oxides
based sensors offer a better response towards NO2 with respect to pure WO3 being
almost insensitive to CO.

Keywords W-Sn mixed oxides · Thick film gas sensors · UV-Vis-NIR and FT-IR
spectroscopies

1 Introduction

Nowadays there is a variety of structures, materials and working principles
exploitable to realize gas sensors. Among them, semiconductor gas sensors using
metal oxides (MOX) as gas sensing element are a convenient choice to detect a wide
range of gases [1] both in scientific research and in industrial and environmental
applications.

Road traffic, industrial processes and fuel combustion utilities strongly influence
the air quality in urban atmosphere, above all NOx and CO in addition to particulate
matter. Thereby, the monitoring of the atmospheric pollutants is an important issue.
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Portable and versatile devices based on thick film MOX gas sensors, having low
requirements in terms of power, consumables, maintenance and installation costs is
an effective solution [2].

In this work, sensors to detect atmospheric pollutant gases like NOx and CO have
been taken into account.

Pure oxides SnO2 and WO3 were prepared through sol-gel route. W-Sn mixed
oxides at increasing nominal Sn molar fraction (0.1 and 0.3) were synthesized by
sol-gel co-precipitation with the aim to join advantages of high sensitivity toward
oxidizing gases for WO3 [3] and Sn addition to reduce WO3 grain growth with
temperature.

2 Materials, Methods and Results

2.1 Materials and Methods

The single oxides WO3 and SnO2, W-Sn mixed oxides were synthesized in from of
nanopowders and used to prepare thick filmgas sensors.W-Snmixed oxides (nominal
Sn molar fraction of 0.1 and 0.3) were obtained by sol-gel co-precipitation method
using required stoichiometric proportions of Tin(II) 2-ethylhexanoate in a proper
amount of 1-butanol andWCl6 dissolved in absolute ethanol. Diluted HNO3 solution
was added to catalyze the hydrolysis process and the resultingyellowishgreenpowder
was calcined at 550 °C for 2 h. The prepared materials were characterized through
FE-SEM electron microscopy, BET and XRD analysis. Diffuse reflectance UV-Vis-
NIR and absorbance FT-IR spectroscopies, in situ conditions, were employed to
characterize the electronic properties of the materials. Screen printing technique was
used to deposit the sensing layers and the corresponding thick films (all fired at 650 °C
in this work) were tested for sensing in a sealed test chamber using the flow-through
technique.

2.2 Morphological and Structural Characterizations

FE-SEMobservations confirmed that the addition of Sn toWO3 successfully reduced
the coalescence of WO3 grains as shown in Fig. 1 in which the images of all calcined
materials are reported.

XRD analysis, performed onto pure SnO2 powder (Fig. 2), attributes a tetragonal
crystalline structure (space group P42/mnm) with an average crystallite size of 12 nm
calculated by Scherrer’s formula.

XRD patterns of pure WO3, W-Sn(0.1) and W-Sn(0.3) powders correspond to
monoclinic pseudo-cubic crystal structure (space group P21/n) of polycrystalline
WO3 without any other phases (Fig. 2). No change in the W-Sn materials unit cell
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200 nm

200 nm

200 nm

200 nm

Fig. 1 SEM images of pure SnO2,W-Sn(0.3),W-Sn(0.1) and pureWO3 powders calcined at 550 °C

Fig. 2 XRD pattern of pure SnO2, pure WO3, and W-Sn powders with nominal Sn molar fraction
of 0.1 and 0.3

parameters and unit cell volumewas observed with respect to pureWO3. The crystal-
lite size of the above powders, evaluated by Scherrer’s formula, being 85, 25, 24 nm,
respectively.

The trend of the crystallite size is in agreement with the specific surface area
measurements (Table 1): coherently, the smaller is the crystallite size the higher is
the BET surface area.
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Table 1 Specific surface
areas and mean crystallite
sizes of the powders

Sample Crystallite size (nm) Specific surface area
(m2/g)

SnO2 12 27.9

W-Sn(0.3) 24 24.5

W-Sn(0.1) 25 23.9

WO3 85 9.7

2.3 Spectroscopic and Electrical Characterizations

All studied materials behave as n-type semiconductors because of lattice defects as
highlighted in the Arrhenius plots (not shown here for sake of brevity) in which
the semiconductor behavior was modulated by the Schottky barrier formation at
gas–semiconductor interface. UV-Vis-NIR and FT-IR spectroscopies (see Fig. 3)
highlighted the main electronic defects in the examined materials. In CO reducing
atmosphere,WO3 shows polarons formation (band in the near IR region), while SnO2

shows the increase of mono-ionized oxygen vacancies (band in the medium IR). The
mixed oxides W-Sn(0.1) and W-Sn(0.3) show polarons formation as in WO3.

In Tables 2 and 3, the electrical responses for all samples to 50 ppm of car-
bon monoxide and to 1 ppm of nitrogen dioxide obtained at different working
temperatures are reported.

It can be observed, that the only studied material really effective toward CO was
SnO2. On the other hand, SnO2 was poorly responsive towardNO2 except at very low
temperatures, while all other materials were almost insensitive to CO, but exhibited

Fig. 3 Vis-NIR and IR spectra of SnO2,W-Sn(0.1),W-Sn(0.3) andWO3 samples during interaction
with CO/O2 (1:5, pCO = 5 mbar) at the temperature of the maximum absorption intensity
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Table 2 Responses of all sensors to 50 ppm of CO reported as GCO/Gair at different working
temperatures

Sample Temperature

250 °C 300 °C 350 °C 400 °C 450 °C

SnO2 1.94 2.83 6.01 4.98 3.83

W-Sn(0.3) 1.05 1.09 1.08 1.09 1.05

W-Sn(0.1) 1.03 1.05 1.09 1.08 1.09

WO3 1.06 1.10 1.10 1.10 1.10

Table 3 Responses of all sensors to 1 ppm of NO2 reported as Gair/GNO2 at different working
temperatures

Sample Temperature

250 °C 300 °C 350 °C 400 °C 450 °C

SnO2 2.49 1.81 1.72 1.43 1.14

W-Sn(0.3) 30.24 22.12 19.03 10.21 2.87

W-Sn(0.1) 24.32 16.47 14.29 8.22 2.13

WO3 21.85 16.15 13.54 5.12 1.64

high responses to NO2. In particular, the sensor with nominal Sn molar fraction of
0.3 exhibited the highest response in the dynamical measurement toward 1 ppm of
NO2.

3 Conclusion

The single oxides WO3 and SnO2 and the W-Sn mixed oxides, with nominal Sn
molar fraction of 0.1 and 0.3, were successfully synthesized without the presence of
any other phases. The mixed materials W-Sn(0.1) and W-Sn(0.3) achieved the goal
to reduce the WO3 grain growth with temperature.

All studied materials, SnO2, WO3, and W-Sn behaved as n-type semiconductors
because of lattice defects. In SnO2, oxygen vacancies acted as electron donor levels,
while WO3 andW-Sn were characterized by polarons as evidenced by spectroscopic
analysis. The gas sensing measurements toward NO2 and CO highlighted that SnO2

was more performant in CO detection. The mixed oxide sensors offered a better
response with respect to pure WO3 toward NO2, at the same time maintaining the
characteristics of almost complete insensitivity to carbon monoxide.
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Lossy Mode Resonance Enabling
Ultra-Low Detection Limit
for Fibre-Optic Biosensors (INVITED)

F. Chiavaioli, A. Giannetti, S. Tombelli, C. Trono, I. Del Villar, I. R. Matias,
P. Zubiate, C. R. Zamarreño, F. J. Arregui and F. Baldini

Abstract The combination of optical fibre-based biosensors with nanotechnologies
is providing the opportunity for the development of in situ, portable, lightweight,
versatile and high-sensitivity optical sensing platforms. We report on the generation
of lossy mode resonances (LMRs) by means of the deposition of nm-thick SnO2

film on optical fibres. This allows measuring precisely and accurately the changes in
refractive index of the fibre-surroundingmediumwith very high sensitivity compared
to other optical technology platforms, such as long period grating or surface plasmon
resonance. This approach, mixed with the use of specialty fiber structures such as D-
shaped fibres, allows improving the light-matter interaction in strong way. Different
imaging systems, i.e. SEM and TEM alongwith X-EDS tool, have been used to study
the optical features of the fiber coating. The shift of the LMR has been monitored
in real-time thanks to conventional wavelength interrogation system and ad hoc
developed microfluidics. A big leap in performance has been attained by detecting
femtomolar concentrations in human serum. The biosensor reusability has been also
tested by using a solution of sodium dodecyl sulphate.

Keywords Lossy mode resonance · In-fiber optical sensing platform · Nanofilm
deposition · Femtomolar concentration · Reusability
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1 Introduction

Compact, portable, lightweight and high sensitivity devices are more and more
demanded by industrial companies as well as novel sensing concepts are continu-
ously studied in fundamental research. Great advantages are offered from fibre-optic
devices over other optical technology platforms thanks to the peculiarities of optical
fibres [1, 2]. Moreover, the opportunity of depositing nanometre films on optical
fibres with a high degree of accuracy, precision and reproducibility has allowed the
broadening of the application domains of this technology [3, 4].

One of the most widespread phenomenon related to metallic thin films for sensing
is surface plasmon resonance (SPR) [5]. More recently, starting from the studies on
semiconductor waveguides [6], the concept of guided mode resonance was also
applied to fibre-optic, under the name of lossy mode resonance (LMR) [7]. LMR
occurs when the real part of the thin film permittivity is positive and greater in
magnitude than both its own imaginary part and the permittivity of the material
surrounding the thin film [8]. Therefore, metallic oxides and polymers are used
to generate LMRs [9], instead of the metallic materials typically used to generate
SPRs [10]. Differently from SPR, both TE- and TM-polarized light can excite LMR.
Another important characteristic is the possibility of tuning the spectral position of
the LMR by adjusting the thin film thickness [7].

LMR-based sensors have been recently implemented in D-shaped single-mode
fibres instead of usingmulti-mode fibres, where LMRs are broader andmore difficult
to analyse [11]. Due to the asymmetric shape of the transversal section of the D-
shaped fibre, it is possible to excite more than a single LMR, thus it allows tracking
the wavelength shifts of the first LMR, the most sensitive LMR, at wavelengths in
the infrared region, where the sensitivity is also improved if compared to the visible
region [12].

Biosensing with optical fibres should gain a great push from this technology, since
the requirement of very low limit of detection (LOD) is high in many applications.
This causes in turn a change.

In this paper, we present the performance of SnO2-coated D-shaped fibre-optic
LMR biosensor by developing an IgG/anti-IgG immunological assay. The sensing
principle is quite simple: when a target analyte interacts with the fibre surface firstly
coated with an nm-thick film and then suitably functionalised, this induces a change
in the spectral position of the LMR that can be measured accurately and precisely
by means of a conventional wavelength interrogation system and an ad hoc inte-
grated microfluidics [12]. The results detail that it is possible to achieve femtomolar
concentrations of the analyte.
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2 Materials and Methods

The fibre-optic used here was a D-shaped single-mode fibre (SMF) purchased from
Phoenix Photonics Ltd. (Birchington, UK). This fibre consisted of a standard SMF
(SMF-28, Corning®) with a side-polished length of 17 mm (Fig. 1). Afterwards, the
polished surface of the fibre, hereafter called sensitive region, was coated with a
thin film of SnO2 with a 99.99% of purity and purchased from ZhongNuo Advanced
Material Technology Co. TheD-shaped SMFwas carefully handled and placed on an
ad hoc developed substrate in a DC sputter machine (ND-SCS200, Nadetech S.L.).
The fabrication parameters were: 9 × 10−2 mbar argon partial pressure and 90 mA
current intensity. The experimental setup is sketched in Fig. 1. It consisted of a broad-
band multi-LED light source (FIBRELABS, Inc., SLD-1310/1430/1550/1690), an
optical spectrum analyser (OSA, Anritsu MS9030A-MS9701B), an in-line polarizer
and a polarization controller, which allowed exciting the selected TE or TMpolarized
travelling light.

Fig. 1 Experimental wavelength interrogation system consisting of a broadband light source, a
linear polarizer, a polarization controller, an optical spectrum analyser and the sensitive region
(D-shaped fibre biosensor). The sensitive region along the D-shaped fibre, the device structure and
immunosensing protocol are also detailed
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The functionalisation of the sensitive region was achieved by the deposition of a
co-polymer (Eudragit L100, Evonik Degussa GmbH) that provided free functional-
ities, necessary for the antibody immobilization. The fibre was immersed in 2 mM
(0.04% w/v) Eudragit L100 in ethanol for 1 min and then let the solvent evaporate in
the air for about 15 min. Afterwards, the fibre was inserted inside a thermo-stabilised
microfluidics. Reference [13] detailed all the steps performed for the preparation
of the biological sensing layer, with the assay completed with the injection of the
specific analyte at increasing concentrations from 1 ng L−1 up to 10 mg L−1. The
biosensor specificity was evaluated by spiking the analyte in CRP-free human serum.

A TEM (CM 12 PHILIPS) equipped with an OLYMPUS Megaview G2 camera
and a field emission SEM (FESEM, UltraPlus Carl Zeiss Inc.) were used to measure
the film thickness. X-ray energy dispersive spectroscopy (X-EDS) tool of FESEM
was also used to feature the chemical elements present in the deposited thin film.

3 Results and Discussion

The features of SnO2 thin film were firstly studied. A high magnification FESEM
image of the functionalised sensor is detailed in Fig. 2a, whereas a SEM image
and the corresponding X-EDS spectrum taken in correspondence of the thin film
are detailed in Fig. 2b and c, respectively. Figure 2d and e account for the TEM
images of another similar sensor coated with SnO2 film and SnO2 + Eudragit layers,
respectively. An averaged film thickness of (160 ± 5) nm was obtained for the first
case and it increased up to (220± 5) nm after the deposition of the polymer, deducing
a thickness of the polymer of roughly 60 nm.

The implementation of the IgG/anti-IgG immunological assay was then carried
out to monitor in real-time the binding interactions using SnO2-coated LMR fibre
biosensors. The biochemical steps of the immunoassaywere followed by tracking the
shift of the LMR wavelength. A washing step in PBS was mandatory to measure the
LMR shift due to the effective receptor-analyte bond. Figure 3 details the calibration
curve showing the LMR shift as a function of the analyte concentration. The respec-
tive standard deviation of each experimental point (15 subsequent acquisitions under
the same experimental conditions) is also detailed, together with the sigmoidal fit by
using the Hill equation (blue curve), formally equivalent to the Langmuir isotherm,
a well-accepted mathematical model used to quantify the interaction level between
ligand binding sites.

By means of the calibration curve, it was possible to obtain the biosensor LOD.
Considering the blank signal plus 3σ of the blank (0.18 nm), a LOD of 0.15 ng L−1

(1 fM) was obtained; if 3σ of the maximum standard deviation obtained from all
the experimental points (0.27 nm) is considered, a different LOD of 0.6 ng L−1 (4
fM) was attained. Moreover, the performances were compared with other highest-
performance fibre-based biosensors from the literature. Biosensors based on long
period fibre gratings [13, 14] claimed a LOD of the order of μg L−1 (tens of pM) or
slightly less.
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Fig. 2 a FESEM image of the cross-section of a D-shaped fiber coated with both SnO2 thin film
and Eudragit layer. b SEM image under less magnification taken for X-EDS microanalysis. c X-
EDS spectrum of the elements present in the thin film region detailing the spectral energy lines of
interest. TEM images of the cross-section of a D-shaped fiber coated with SnO2 film d and with
Eudragit layer too (e)

4 Conclusion

We proposed an optically absorbing material, i.e. SnO2, that was deposited on
D-shaped single-mode fibres for generating lossy mode resonances, which are a
recently-explored physical phenomenon that allowed the development of label-free
biosensors able to obtain high sensitivity and resolution inmeasuring refractive index
changes of the fibre-surrounding medium.

TEMandSEMimaging allowed tuning theLMRs in the selectedwavelength range
and, hence, using a standard experimental wavelength interrogation system in NIR.
In addition, the proposed biosensor was integrated into a thermo-stabilised microflu-
idics, thus addressing all the typical requirements that a real biosensor must possess
towards the development of an in situ, portable, lightweight and high-sensitivity
optical device for biochemical and biomedical applications.
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Fig. 3 Calibration curve of the SnO2-coated LMR-based D-shaped fibre biosensor, together with
the sigmoidal fit of the experimental points and their respective standard deviation (black error bars)

The results have proved a big leap in performance thanks to the ability to detect
analyte concentrations down to ngL−1 (few fM) in human serum, enhancing the LOD
by three orders of magnitude when compared with other fibre-based configurations
and reaching a value comparable with the best optical technology platforms, such as
SPR or localised SPR.
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Test Platform for Data Fusion
Application in Indoor Positioning

M. Carratù, S. Dello Iacono, M. Ferro, V. Paciello and A. Pietrosanto

Abstract A low-cost platform for development and testing of attitude and position-
ing algorithms is presented. In addition to an IMU a barometer is added to the data
fusion to further improve the quality. An array of MEMS microphones and laser
sensor is the key measurement instrument for the control strategy. The platform is
accompanied by the implementation of a 10 DoF AHRS algorithm used to improve
the movements in indoor environment.

Keywords Inertial Measurement Units (IMU) · Attitude Heading Reference
Systems (AHRS) · Data fusion ·Micro Electro-Mechanical Systems (MEMS)

1 Introduction

Inertial Measurement Units (IMUs) are commonly used in industrial and consumer
applications, ranging from automotive, robotics, wearable devices for entertainment
or sport, in the monitoring of medical environments [1] and even in autonomous
surveillance systems. An IMU is primary composed by accelerometer, gyroscope
and magnetometer, they are mainly Micro Electro-Mechanical Systems (MEMS)
sensor. This facilitates the integration in IoT application where power consumption
represents a problem [2].

The sensors included in the IMU are already vastly adopted in several field like
automotive where they can be used as a replacement for mechanical sensors [3, 4], or
even as complement to pre-existing sensors to implement fault diagnosis [5, 6]. The
fusion of measurements of acceleration data, gyroscope and magnetometer sensor
further improves the quality of measurement and can bring information about motion
and orientation. It is possible to evaluate the relative position between the platform
and the motion direction [7, 8]. Different advanced data fusion techniques [9, 10]
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Fig. 1 Free flying balloon, shaped like a shark, equipped with sensors and custom boards

are used in most of these applications to calculate accurate measurements regarding
relative spatial positioning.

In addition to the IMU, a digital barometer could be integrated in an IMU to
obtain an absolute measurement of altitude. The common implementation of Atti-
tude Heading Reference System (AHRS) with only gyroscopes, accelerometers and
magnetometers is unable to give information about the absolute position of a device
in the space, but with the addition of the barometer it is possible to obtain information
about the absolute altitude.

The authors propose a low-cost platform for the implementation and validation
of Authors propose a low-cost platform for the implementation and validation of
algorithms for indoor navigation and target following scenarios of critical devices
where a common Global Positioning System (GPS) is not available.

More in details, raw data from digital sensors have been fused to compute the
attitude of a free-flying balloon [11] (see Fig. 1) equipped with a custom low-cost
board.

2 Test Platform

The free-flying balloon adopted as test bed has the appearance of a shark (as depicted
in Fig. 1). It is equipped with two actuators: the first one allows the movement of the
caudal fin for the forward propulsion and the second one shifts a weight under the
trunk for the fixing of the altitude.

The IMU platform used is located on the board attached to the bottom of the
balloon. It contains a tri-axial accelerometer and gyroscope LSM6DS, tri-axial
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Fig. 2 Details of the data fusion and target following algorithms

magnetometer LSM303AGR and a LPS22HB pressure sensor, all the sensors are
manufactured by STMicroelectronics in an integrated evaluation board.

An AHRS algorithm with 9 Degrees of Freedom (DoF) has been implemented
[11] using the data coming from tri-axial accelerometer, tri-axial gyroscope, tri-axial
magnetometer. The absolute pressure sensor has been integrated reaching 10 DoF
(see Fig. 2).

As reported in Fig. 2, an array of digital MEMS microphone has been integrated
in the algorithm to obtain target following capability: a predefined sound source can
be localized and followed using an algorithm based on the RMS value of the received
signal.

Multiple Time of Flight ranging sensors have been added to the prototype; more
in details six VL53L0X sensor by STMicroelectronics are placed in couples of two
on the three sides of the balloon and connected to the control board. They are used
for obstacle detection in conjunction with the tracking algorithm. For the elabo-
ration of data coming from all the presented sensors and for the management of
the both communication and control strategy, a STM32L4 ARM Cortex-M4 based
microcontroller has been used, it is mounted on the control board together with the
sensors.

When the target following strategy is enabled, then altitude and relative target
position are used to control the prototype flight direction. On the other hand, if target
following strategy is not enabled, the prototype follows a predefined route using only
data coming from the modified AHRS. In both cases, a supervision algorithm avoids
possible obstacles like walls. When the shark does not detect any target, it is capable
of floating in a stationary position, reacting to light wind and fluctuations thanks to
the 9 DoF AHRS algorithm enhanced by the addition of the barometer.
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3 Conclusion

The shielding of the GPS signal in indoor scenarios lead to the need of alternative
strategies for the absolute positioning using complex and resources hungry algo-
rithms. The presented low-cost platformwell dealswith the increase in computational
load required by this application.

The authors show how it is possible to develop a low-cost platform (about 20$) for
the test of enhanced attitude estimation algorithms usingMEMS sensors. The control
of the flying balloon positioning in an indoor scenario has been tested implementing
an AHRS proposed in literature [12] on the embedded device.

Care is devoted to both small dimensions (3 cm by 4 cm) and low weight (less
than 50 g) in order to integrate this platform in different contexts like drones, medical
applications, automotive, environmental monitoring and industry 4.0 applications.
The attention to low power in term of choice of both devices and algorithms permits
a longer time duration of the presented test bed.

The IMU platform alone gives information about the movement but the inclusion
of an absolute reference as the barometer allows a more precise estimation of the
position that can be used in the control strategy.
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Design and Implementation
of a Diagnostic Scheme for Stroke
Sensors in Motorcycle Semi-active
Suspension Systems

D. Capriglione, M. Carratù, S. Dello Iacono, A. Pietrosanto, P. Sommella
and M. Avoci Ugwiri

Abstract Today the reliability of electronic systems strictly depends on the correct
operations of the sensor involved in the normal use. This fact is more evident in
applications where the security and safety of end-users are involved, reason why a
suitable Instrument Fault Detection Scheme (IFD) including also Isolation feature
(IFDI) becomes fundamental. The automotive field is one of the main areas where
an IFDI scheme is mandatory. As an example, systems designed to on-line adapt and
to electronically control the suspensions of motorcycles are today of great interest
for motorcycle and after-market manufacturers. By the way meanwhile semi-active
suspension systems can drastically improve the comfort and the traction performance
of motorcycle, a promptness detection of faults involving this kind of system is
fundamental for the safety and performance of the motorcycle. With this aim, the
paper proposes an Instrument Fault Detection and Isolation (IFDI) scheme using
analytical redundancy for the fault diagnosis of the front and rear stroke suspension
sensors. Both suitable mathematical links and soft sensors based on artificial neural
networks are proposed for the residuals generation in order to design and validate
the proposed IFDI scheme.

Keywords IFDI · Semi-active suspension system · ANN · Soft sensor

1 Introduction

Continuously we are concerned by the diagnosis of man-made physical systems
characterized by a continuous type operation. Such a system includes industrial
production equipment (power station, brewing industry, chemical plants, etc.) trans-
portation vehicles (automobiles, ships, airplanes, etc.). The components in the system
susceptible to be in failure or malfunction state are parts of equipment proper as well
as sensors and control actuators attached to it. Very often, the diagnosis task consists
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to detect and isolate the malfunction [1–4]. Thanks to the increasing of microcon-
trollers and signal processing devices, smart computing and artificial intelligence it
is henceforward possible to improve the efficiency of the detection using the on-line
Fault Detection (FD) and Instrument Fault Detection and Isolation (IFDI). However,
the challenge still remains in the reliability and the fault tolerance [5–8], since most
fault tolerances required redundancy in the hardware components in order to make
the systems more reliable [9–11]. In [12, 13] an approach has been undertaken with
the aim of improving in a motorcycle the comfort and the traction performance in
both racing and original equipment manufacturer applications. This paper proposes
the extension of the diagnostic procedure to the rear suspension stroke sensor. A com-
plete scheme based on analytical redundancy and plausibility checks was proposed.
A suitable test campaign has been carried out in one hand for detecting different kind
of fault which symptom and time dynamic are different. In another hand, the test
evaluated the performance of the proposed IFDI scheme.

2 Diagnosis Scheme: Methods and Results

Since insured system integrity is a requirement, systems need to be fault tolerant,
reliable and safe. To set up a fault tolerant system, it must be able to recognize faults
sensible and fast. This is possible by the plausibility checking. In contrast, analytical
redundancy provides higher potential in term of precision and detection time. This
paper presents both approaches due to their complementarity.

a. Plausibility checks

In general, plausibility checks enable the controller to take adequate error handling
measure depending on the safety relevance of the system and the severity of the fault.
In automotive IFDI, they are typically adopted to verify the electrical consistency
of the sensor signal by considering the output range. In this draft, Eqs. (1) and (2)
proposed a mathematical model for the detection and isolation of the short circuit
(Fsc) and open circuit fault (Foc), for each stroke sensor Si (with i = 1, 2).

FSC,Si = 1 i f :
k∑

n=1

VSi (Td − nT )/k > VL ,Si − 3�q (1)

FOC,Si = 1 i f :
k∑

n=1

VSi (Td − nT )/k < VH,Si − 3�q (2)

In the above equations, VL ,Si and VH,Si are the extrema of the sensor output
range.�q is the quantization error and Td the detection time. It is important to notice
that the digital block computes the derivative V

′
Si of the stroke sensor output and the

number of the thresholds exceeding during the observation interval Tobs . Equation (3)
establish the necessary condition on Tobs .
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Fig. 1 Consistence of analytical redundancy

FAging,si=1 if

⎧
⎨

⎩

∣∣V ′
si (n0T )

∣∣ > V′
si ,MAX

∃n ≥ n:
∣∣V ′

si [(n0 + k)T ]
∣∣V′

si ,MAXmax

and ki T < Tobs,∀i ≤ n
(3)

Regarding the above condition, the faulty sensor is isolated within the detection
time kmax .

b. Analytical redundancy

Very often, diagnosis algorithmbased on analytical redundancy consist of twoblocks:
residual generator and decision maker, shown in Fig. 1.

In this paper, the residual generator compares the prediction S1,m and S2,p of the
software based on the NARX neural networks with the outputs S1,m and S2,m of the
corresponding sensors. A technique based on moving the average is employed for
computing more accurate residuals:

Emean1,L(i) = 1

Ls

LS−1∑

k=0

∣∣∣∣
S1,p(i − k) − S1,m(i − k)

S1,m(i−k)

∣∣∣∣ (4)

Emean2,L(i) = 1

Ls

LS−1∑

k=0

∣∣∣∣
S2,p(i − k) − S2,m(i − k)

S2,m(i−k)

∣∣∣∣ (5)

Ls represents the number of samples including in the moving window of the
length L. Actually, residuals are quantities that presents the inconsistency between
the actual variables and the mathematical model. They are ideally equal to zero. The
plant observables include the measurable values for measured plant variables and
command values for the controlled inputs.

Proposed Decision maker detected and isolated the losing calibrated fault when
the corresponding block exceed a fixed threshold Th% longer than an integermultiple
nuncal of the sliding window L according to the following relations:

Funcal,s1(iT ) = 1 if

⎧
⎪⎪⎨

⎪⎪⎩

Emean1,L( jT ) > Th%
∀ j ∈ [i − (nuncal × Ls); i]

Emean2,L( jT ) > Th%
∀ j ∈ [i − (nuncal × Ls); i]

(6)
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Funcal,s2(iT ) = 1 if

⎧
⎪⎪⎨

⎪⎪⎩

Emean2,L( jT ) > Th%
∀ j ∈ [i − (nuncal × Ls); i]

Emean2,L( jT ) > Th%
∃i ∈ [i − (nuncal × Ls); i]

(7)

2.1 Proposed Scheme

Based on methods described previously, Fig. 2 presents for automatic detection and
isolation of different faults such as: open circuit, short circuit, aging and losing
calibration a meaningful scheme which easily should act on the operating behavior
of the front and rear stroke sensor in terms of highlighted symptoms. Both approaches
analytical redundancy and plausibility checks are adopted according to different level
of fault danger and desired detection time.

It should be noted that the plausibility checks use also to be adopted for detecting
and isolating the aging fault for each stroke sensor by verifying the consistency of
the stroke velocity with the expected range.

Fig. 2 The proposed IFDI scheme for the suspension stroke sensors
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2.2 Overview of the Experimental Results

For the purpose of performance analysis and validation of the proposed scheme, a
SUZUKI GSX-1000 equipped with a suitable semi-active suspensions system was
used. Linear potentiometers used are the SLS3130 Penny and Giles, one gyroscope
of type ST L3GD20 and one velocity encoder of type Dorman 970–711, were used
for this study. A Controller Area Network (CAN) operating at 1 Mbps was used for
acquiring signals provided by sensors. Signals were recorded on 40 km of travelling
with a sampling frequency of 100 Hz. For all faults, in order to statistically analyze
the performance of the proposed scheme, a number of 100 trials have been realized
for each considered fault, generated each time by randomly varying the instant at
which the fault was applied.

In Fig. 3, Correct decision percentage (CD%), False alarm percentage (FA%) and
Missed Detection percentage (MD%) are evaluated for each kind of fault.

Some observations can be noted from these results:

• Detecting and isolating open circuit, short circuit and aging faults thanks to the
proposed scheme is effectively possible. The reliability has high percentage since
it is always 100%, FA % and MD % are also at 0%.

• As for the losing calibration faults, as expected, the higher the input/output
curve slope variation, the higher the CD % and the lower MD %. Moreover, the
performance achieved for S1 and S2 are very similar.

As far as the dynamic performance is concerned, Fig. 4 shows tIFDI value for
each considered fault by reporting the mean value (μ), the standard deviation (σ )
and maximum value (M) observed for tIFDI .

As expected, chosen window length of 50 samples allows the detection of short
circuit and open circuit, this means tIFDI = 0.5 s. Highest variability of tIFDI tell

Fig. 3 Diagnosis performance of the proposed IFDI scheme
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Fig. 4 Time performance of the proposed scheme

more generally about aging and losing calibration faults. Aging faults are detected
and isolated with tIFDI ≤ 150 s and tIFDI ≤ 35 s for S1 and S2 respectively. losing
calibration faults show tIFDI values which decrease (down to maximum values of
88.8 s and 95.0 s for S1 and S2, respectively) as the entity of the fault increases (i.e.
25%) whereas the detection and isolation require more time (up to maximum values
of 117.0 s and 185.7 s for S1 and S2, respectively) when smaller losing calibrations
(i.e. 10%) are considered.

3 Conclusion

The proposed IFDI scheme shows two main paths designed for accomplish different
sensitivity and promptness required for detecting and isolating the faults in a semi-
active suspensions system. More in details, the quantities measured by the sensors
involved in the suspension control strategy have been used to extract the analyt-
ical redundancy existing among them and design suitable soft sensors (based on
NARX networks) for generating the residual functions adopted in the fault diagnosis
scheme. The experimental results have verified the diagnostic and dynamic perfor-
mance against different typology of faults proving the very good behavior of the
proposed IFDI procedure. The scheme has shown the correct detection and isolation
of the faults in all considered situations (with Correct Decision percentage approach-
ing 100%) in an acceptable delay for the kind of faults considered. As an example,
open and short circuit faults were always detected and isolated up to 0.5 s, whereas
aging and un-calibration faults were always detected up to 200 s.
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A New Conditioning Method
for PZT-Based Microsensors

A. Fort, C. Trigona, E. Panzardi and V. Vignoli

Abstract A conditioning circuit able to simultaneously actuate and measure the
output of an integrated MEMS cantilever mass-sensor fabricated in PiezoMUMPs
technology is presented. The MEMS is a resonator with an embedded aluminum
nitride (AlN) layer. The basic idea is to use the active layer properties to excite the
device and simultaneously read the mechanical response by detecting the resonant
frequency. In order to do this a suitable conditioning system has been developed, and
a hybrid solution based on microelectronic devices has been realized. The proposed
measurement system allows to detect the main parameters characterizing the electro-
mechanical device response in real time, allowing the monitoring of the sensed
quantity.

Keywords Mass sensing · AlN based MEMS · Cantilever resonator

1 Introduction

Resonant sensors and oscillating sensing elements have been applied to many and
different application fields in recent years [1]. In particular, resonant mass sensors
for chemical and bio-sensing have proved to be one of the most successful solutions,
especially exploiting micro-scale systems [2] and MEMS technology. It should be
noted that this family of sensors find applicability in various fields including industrial
applications, e.g. chemical, biomedical, automotive, etc. As known MEMS resonant
mass sensors are based on amechanical oscillator, such as out-of-plane beam, bridge,
and more generally second order mass-spring-damper systems [2]. The method of
measurement, in order to estimate the measurand (i.e. mass, viscosity, temperature,
etc.), is to evaluate the natural mechanical frequency of the resonator and how it
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changes as function of the physical quantity to be measured [2, 3]. It is worth noting
that several mechanisms can be used to perform the conversion of the mechanical
vibration into an electric signal, and/or vice versa to excite the mechanical structure
through an electrical signal, including electromagnetic, capacitive, piezoresistive,
piezoelectric, etc. [4–7]. In particular, in the perspective to implement a low-power
sensor, simple, and able to be electrically excited and, at the same time, tomeasure the
target quantity, a self-sustained approach based on activematerials (i.e. piezoelectric)
is particularly attractive. In this context, some recent process has been proposed in
MEMS technology in order to realizemicrosensors based on aluminum nitride (AlN)
layers, as piezoelectric active material. The literature presents several works on such
sensors but, very often, the active layer is used as sensing embedded element to
transduce the vibration of the oscillator into an output voltage, whereas the actuation
is realized by using external transducers, such as piezoceramic solutions or shaker-
based platforms [4–7]. It should be noted that typically the signals, during the sensing
procedures, are very weak and the idea to excite the system and to read its output
(with the same layer) during its mechanical transient is something interesting.

In this work the feasibility of this method is shown and, on the basis of the results
obtained by authors in [8], an autonomous mass measurement system based on a
MEMS resonance structure and microelectronic device is proposed.

2 Measurement System Setup and Working Principle

The basic idea of the proposed measurement system is to exploit the piezoelec-
tric characteristics of the resonant structure embedded in a MEMS device in order
to implement a “self-generating” system. Indeed, an AlN layer embedded in the
resonant structure allows for the simultaneous actuation and sensing of the electro-
mechanical response of the device [8, 9]. The mass sensing is obtained exploiting
a cantilever beam structure embedded in the device which presents a natural fre-
quency of about 200 Hz. A change in the resonant frequency �f indicates a change
in the cantilever system mass according to the well-known relation of the resonant
structures as:

� f = 1

2π

√
k

m + �m
. (1)

where k and m are the spring constant and the effective mass of the cantilever,
respectively and �m indicate the occurring mass change.

The proposed measurement system is summarized in Fig. 1 and it consists of
three main parts such as a microcontroller unit (MCU), the device under test (DUT),
which is the MEMS structure, and a properly designed conditioning electronics.

The microcontroller device is the STM32L476 board, it contains a 32-bit micro-
processor with amaximal clock frequency of 80MHz. In particular, themicroproces-
sor has been used to generate a voltage pulse signal Vp via the DAC (12-bit) to excite
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Fig. 1 Schematic of the proposed measurement system architecture

the device resonant transient response and to acquire the MEMS output via a precise
12-bit ADC. The sampling frequency is set to 100 kHz and frames with length of
0.3 s are acquired and processed. The data processing includes the frequency mea-
surement of the device transient response and its damping factor. The processing
method is based on the enhanced features of the synchronization mechanism of the
MCU timers and on the MCU implemented software algorithms for the waveform
peak detection.

The conditioning system contains a first stage (A), used to properly amplify the
voltage signal Vp to be applied to the DUT (Vin= AVp), and a dedicate front-end
electronics which transduces the generated piezoelectric current im into a voltage
signal Vout .

The mass sensing features of the device has been deeply investigated by authors
in [8], the device has a mass sensitivity of about 1 Hz/10 µg and a very stable and
repeatable response with a resonant frequency standard deviation of about 0.004 Hz
and 0.038 Hz for short and long term, respectively.

Accordingly, by setting the MCU timer clock (TIM2CLK) to 8 MHz it is enough
to guarantee a minimum measured frequency f m without a timer counter overflow
given by

fm = T I M2CLK

Nc
≈ 0.002Hz; (2)

where Nc= 232 and indicate the length of the timer counter.
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3 Measurement Results

The system provides the possibility to perform the real time monitoring (1 s)
of the device resonance frequency and the transient response damping factor. In
Fig. 2 is reported the device resonance frequency during approximately 6 min of
measurement.

Whereas in Fig. 3 the acquired device transient response is reported in the fre-
quency domain for two cases. The blue curve refers to the response obtained with
the pristine device whereas the red curve is the one obtained after a deposition of a
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Fig. 2 Measured resonance frequency as a function of time
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Fig. 3 The normalized FFT of the pristine device response compared to the one with a deposited
mass of 160 µg at the end of the beam
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Fig. 4 A time window of the acquired device transient response

rigid mass of 160 µg on the free end of the cantilever beam. The obtained results
shown an appreciable oscillation frequency shift due to the mass deposition.

Figure 4 shown an example of an acquired time window of the device transient
response. The related data are used by the MCU implemented firmware to perform
the oscillation frequency measurements and the damping factor assessment.

4 Conclusion

In this work the authors propose a new method for mass measurements based on
PZT-microsensors and a microcontroller unit. The feasibility of a “self-generating”
measurement system exploiting the piezoelectric characteristics of theMEMSdevice
and an ad hoc designed low-cost measurement system is presented. The measure-
ment system exploits the capability of a microcontroller unit for the data processing.
The working frequency range of the MEMS device and the features of the selected
microcontroller guarantee the implementation of a robust, compact and low power
solution, suitable for in field measurement.
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Outstanding NO2 Sensing Performance
of Sensors Based on TiO2/Graphene
Hybrid

M. L. Miglietta, B. Alfano, J. P. Santos, I. Sayago, T. Polichetti, E. Massera,
Paola Delli Veneri, G. Di Francia, Carlos Sanchez and Jesús Lozano

Abstract Titanium oxide nanoparticle decorated graphene sensors have been stud-
ied for the detection of lowconcentrations of nitrogen dioxide at several temperatures.
A remarkable response, in terms of sensitivity and response time, has been obtained
at room temperature.

Keywords Graphene · Sensor · Nanoparticle · Nitrogen dioxide

1 Introduction

Nitrogen dioxide (NO2) is one of the major urban pollutants. The last report of the
European Environment Agency shows that NO2 concentrations above limit values
were widely distributed across Europe [1]; consequently the demand for detecting
this toxic gas at environmentally relevant concentrations is pressing. Graphene is
able to detect gas analytes even at room temperature (RT) and has shown a particular
sensitivity towards NO2 but its sensing performances are somehow jeopardized by its
kinetic behavior: slow response, recovery rate and poor reversibility are in fact major
drawbacks [2–4]. To overcome these issues numerous functionalization approaches
have been proposed. In particular, it was shown that the addition of metal oxides
to graphene is able to tune the selectivity of the material as well as to improve the
overall sensing performances toward NO2 [5], achieving in some cases a sensitivity
gain of around two order of magnitude [6]. Herein, we show the outstanding effect
of TiO2 decoration on graphene based sensors for NO2 detection at environmental
conditions. Devices based on this hybrid material operate at room temperature and
show amore than hundredfold increase of the sensing response aswell as a significant
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reduction of the sensing times. These sensing features are ascribed mainly to the
enhanced reactivity of TiO2 nanoparticles promoted by the interaction with graphene
nanosheets. The sensitivity achieved in environmental conditions opens the way to
the NO2 monitoring in extremely low concentrations.

2 Materials and Methods

2.1 Sensing Layer Fabrication

Graphite flakes were dispersed into a mixture of ultrapure water and i-propanol and
sonicated. Un-exfoliated graphite crystallites were removed by centrifuging. The
concentration of the graphene suspensionwas 0.1± 0.01mgml−1. Graphene powder
was obtained by freeze drying of graphene suspension. 2.5 mg of graphene powder
was mixed with 4 mg of TiO2 nanoparticles (25 nm) and microwave irradiated for
5 min at 1000 W. The resulting powder was dissolved in isopropyl alcohol/water.
The process is illustrated in Fig. 1.

The sensing material was deposited onto silicon microhotplates by drop casting
and onto on silicon and oxidized silicon substrates for morphological and structural
characterizations.

Fig. 1 Sensing layer fabrication process
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Fig. 2 a Sensor chamber and microhotplate, b thermostatic box

2.2 Sensing Layer Characterization

The sensing layers were characterized by SEM (Quanta 3D FEG, FEI Com-
pany), TEM (FEI TECNAI G12 Spirit-Twin) and Raman (Renishaw InViaReflex
spectrometer).

2.3 Measurement Setup

The sensors have been characterized in an automated gas line (GSCS, Kenosistec
equipment) with the test chamber of 1 cm3 of volume shown in Fig. 2a placed in a
thermostatic box (Fig. 2b).

The measurement parameters were: Flow rate, 500 mL/min; RH, 50%; operation
temperature 25–300 °C; adsorption time, 10 min; desorption time 20–90 min. NO2

concentration were varied from 0.1 to 1 ppm.

3 Results and Discussion

3.1 Sensing Layer Characterization

Raman spectra of pristine graphene (black line) andGTiO2 (red line), shown in Fig. 3,
exhibit the typical profile of carbon-based material with three prominent features:
the D band (~1350 cm−1), ascribed to breathing mode of the carbon rings; the G
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Fig. 3 Raman spectra of Gr (black line) and GTiO2 (red line)

peak (~1580 cm−1) which is related to the in-plane bond stretching of sp2 pairs; the
2D band (~2700 cm−1) that represents the overtone of the D band.

A red shift of both G and 2D peaks can be noted: this may be indicative of the fact
that the p-doped starting graphene, in the interaction with an electron donor material,
such as TiO2, is partially neutralized, causing a redshift of the peaks.

SEM and TEM images are shown in Fig. 4. TiO2 nanoparticles are distributed
around the flakes showing some agglomeration. In SEM image a continuous
nanoparticle film on top of the graphene flakes is appreciated.

Fig. 4 SEM (left) and TEM (right) images of the TiO2 loaded graphene layer
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Fig. 5 Optical image of the sensing layer onto the whole chip (left) and detail of one of the
membranes (right)

3.2 Device Characterization

Optical images of the deposited layer onto the silicon microhotplate can be seen in
Fig. 5.

Increasing the operating temperature results in a decrease of the chemiresis-
tor resistance. NO2 exposition induces an increase of the sensor resistance so the
behaviour is that of an n-type semiconductor. Dynamic response curves show the
resistance as a function of time. Static response curves (or simply response curves)
show the percentage variation of the resistance with respect to its initial value: r(%)
= 100 * R − R0/R0 where R is the sensor conductance upon its exposure to NO2

and R0 is the sensor baseline conductance. Responses were very high at room tem-
perature (over 900% to 250 ppb) and experimented an abrupt decrease at the other
operating temperatures. In the range 100–300 °C the response increased from 13 to
27%. Response times were very fast, in the order of seconds for the whole temper-
ature range, although desorption times were longer. These responses are two orders
of magnitude greater than pristine graphene sensors [7].

In order to check the influence of the graphene we also fabricated a TiO2 nanopar-
ticle sensor. Its temperature behaviour was quite different. It only began to detect
NO2 at 150 °C and had a máximum response of 145% at 250 °C, much lower than
that of the GTiO2 sensor (Fig. 6).

The effect of the carrier gas on the sensor response was also investigated. Figure 7
shows the response at room temperature to several NO2 concentrations in air and
nitrogen. Higher responses in nitrogen were obtained.
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Fig. 6 Dynamic response of the GTiO2 sensor (left) and the TiO2 sensor (right) to 250 ppb of NO2
in air at room temperature and at 250 °C

Fig. 7 Response of GTiO2 sensor at room temperature in air and nitrogen

4 Conclusion

Herein, we have shown the outstanding effect of TiO2 decoration on graphene based
sensors for NO2 detection at environmental conditions. The sensitivity achieved in
environmental conditions opens the way to the NO2 monitoring in extremely low
concentrations. Detection mechanism deserves further investigation.
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Graphene Patterning
via Photolithography

B. Alfano, E. Massera, M. L. Miglietta, T. Polichetti, Eugenia Bobeico,
Paola Delli Veneri and G. Di Francia

Abstract We present a proof of concept to scale graphene based device fabrication
combining Liquid Phase Exfoliated (LPE) method for the production of graphene
flakes and standard photolithography for patterning high-resolution areas of graphene
films (film widths down to 0.5 µm). The subsequent silver electrodes are created to
test the patterned graphene films towards low NO2 concentrations at room tempera-
ture. The results prove that the combination of LPEmethod and standard photolithog-
raphy could be a powerful strategy for building high-performance graphene based
device with low cost and in large-scale.

Keywords Photolithography · Graphene patterning · NO2 detection

1 Introduction

In the last decade, various areas of research have focused the attention on possible
exploitation of graphene as functionalmaterial. Specifically, the sensor sector intends
to take advantage of its outstanding electrical properties in order to obtain more
innovative and increasingly better performing devices [1]. Recent studies have been
carried out in order to use this exceptional material for technological applications
[2, 3].

There are a lot of new manufacturing techniques to produce large scale and high-
quality graphene films [4–6]. Nevertheless, the only way to get a graphene large-
volume manufacturability is to succeed in a large scale transfer to the final substrate
used for the specific application.

The current technology for transferring is slow, consequently this step could rep-
resent a bottleneck in the industrial-scale production [7–9]. Among transfer tech-
niques, standard photolithography could be a concrete helpful to realize graphene
based micro-nano/device on a massive scale.
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In this work, we present a proof of concept to combine Liquid Phase Exfoliated
(LPE) method for the massively production of graphene flakes with standard pho-
tolithography to transfer efficiently graphene, patterning high-resolution areas onto
appropriate substrate for devices fabrication.

The method is accomplished by photolithography printing polymer pattern, LPE
graphene solution drop-casting and removing the polymer pattern via lift-off process
to create the patterned graphene film (PGF).

Furthermore,wedemonstrate the sensingbehavior of thePGFbycreating adevice,
operating at room temperature towards low concentration of NO2 (200–800 ppb).

2 Experimental

2.1 Material Fabrication

Pristine graphene was obtained by a liquid phase exfoliation (LPE) of graphite flakes
in a hydro-alcoholic solution as described in detail in our previous publication [6].
Briefly, graphite powder were dispersed into a water/iso-propyl alcohol mixture
(7:1 v/v) and sonicated for several hours. An subsequent step of centrifugation is
useful to separate not exfoliated material obtaining a final suspension of few-layer
graphene.

After an initial cleaning of the SiO2/Si substrate, a photoresist layer (Clarion,
AZ 9260) was spun coated onto the silicon substrate and heated (pre-bake) in an
oven (115 °C 20 min). Then, an ultra-violet photolithography defines windows in
the photoresist, exposing portions of the photoresist that are to be removed. An AZ
400 K developer was used to remove the exposed areas, revealing the underlying
SiO2/Si substrate. A cleaning process removed the remaining photoresist and yields
a photoresist layer with SiO2/Si patterned areas on its surface. Next, graphene solu-
tion was drop casted over the polymer patterned surface. A post baking process was
subsequently conducted in a convection oven (115 °C 5 min) to remove solvents and
simultaneously improve the physical bond between the substrate and the graphene.
Finally, the photoresist was completely removed and lifted-off by dipping the sub-
strate into acetone bath. The final result is the formation of well-defined graphene
areas with widths down to 0.5 µm.

Figure 1 shows the flowchart for the scalable fabrication of graphene area based
on standard photolithography technology.
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Dipping in acetone

Fig. 1 Schematic of fabricating patterned graphene film (PGF) by photolithography

2.2 Experimental Apparatus

Transmission Electron Microscopy (TEM) images were acquired on FEI TECNAI
G12 Spirit-Twin. The Raman spectra were acquired by means of Renishaw InViaRe-
flex spectrometer for 514 nm wavelength incident laser light, in backscattering
configuration.

Surface images of the patterned graphene film and their roughness were analysed
using an optical profilometer (KCL Tencor). The profiles were indicative of com-
plex shape of graphene surface. The roughness parameter Ra (average roughness)
is inadequate for this irregular material, hence Rq (root–mean–square roughness)
parameter is evaluated.

Electrical contacts were deposited onto PGF for device testing. The sensing mea-
surements were performed in a Gas Sensor Characterization System (Kenosistec)
that has electrical feed-through connections to an HP parameter analyzer. The cur-
rent change of the sensor was measured upon exposure to various gases while a
constant bias was applied.

2.3 Experimental Results

Graphene Ink characterization

Figure 2 displays a TEM image of pristine graphene where overlapped flakes are
clearly observable.

Patterned Graphene Film characterization

A big problem for fabricating graphene devices through photolithography is orig-
inated from effect due to residual photoresist, which would damage the graphene
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Fig. 2 TEM image of the
pristine graphene
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properties. The Raman spectroscopy performed on PGF showed that the process did
not modify the peculiar characteristics of graphene material (Fig. 3).

The patterned graphene was characterized with both optical microscopy (OM)
and profilometer in order to analyze PGF surface morphology.

OM was used (Fig. 4a) to observe graphene deposition. It displays relatively
smooth morphology across the surface but with high surface area due to randomly
oriented graphene flakes.

As can be seen in Fig. 4b, the profile on the surface displays some deep gaps.
These gaps are distributed regularly and the whole material can be considered almost
homogeneous. Even if it is impossible to define exactly the roughness of bottom and
top graphene layers, the root-mean-square roughness (Rq) is around 16 Å and the
difference between the highest peak and the deepest valley is 150 Å

Electrical property is a significant parameter before to characterize the perfor-
mance and potential of sensing device based on PGF. Metal contacts composed of
silver paste were deposited onto PGF surface. Current-voltage (I-V) characteristic
measured for a typical device is plotted in Fig. 5.
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Fig. 5 I-V characteristics of
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By photolithography, the graphene patterned film is sufficiently adhered to the
substrate as evidenced by Ohmic behavior.

The sensing capability of the patterned graphene using photolithographic method
was first characterized upon NO2 analyte, setting temperature and relative humidity
at 22 °C and 50%, respectively.

Figure 6 shows the calibration curve for PGF based device.
This sensing characteristic shows how the PGF is linearly sensitive to variations

in the NO2 in the sub-ppm range at RT.
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Fig. 6 Calibration curve for
PGF based device

NO
0 200

0.
00

0.
01

0.
02

0.
03

0.
04

0.
05

0.
06

0.
07

400 600 800

2 (ppb)

Se
ns

or
  c

on
du

ct
an

ce
re

sp
on

se
(a

.u
.) 

Sensitivity=8.47e-05/ppb

3 Conclusion

Results indicated that the Liquid Phase Exfoliation (LPE) method for the production
of grapheneflakes and standard photolithography for patterning high-resolution areas
of graphene films could be a well-suited for a rapid solution in order to prototyping
graphene film on substrates for numerous applications including chemical sensing.

In conclusion, thiswork presents a proof of concept to scale graphene based device
fabrication by combining Liquid Phase Exfoliation (LPE) method for the production
of grapheneflakes and standard photolithography for patterning high-resolution areas
of graphenefilms.Thedevicewas completedwith silver electrodes and tested towards
low NO2 concentrations at room temperature. The results prove that the combination
of LPE method and standard photolithography could be a powerful strategy for
building high-performance graphene based device with low cost and in large-scale.
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Conducted Disturbance Robustness
Evaluation of a Magnetic Short-Range
Localization System

G. Betta, D. Capriglione, G. Cerro, L. Ferrigno and F. Milano

Abstract In this article, a metrological characterization of the performance of a
wireless localization system is carriedout, considering the typical disturbances affect-
ing the medical environment. Such system will be used in specific biomedical appli-
cations, including a glove for accurate tracking of unconstrained movements. To this
purpose, the authors participate to a national project “Six DOF scalable finger track-
ing system”, whose goal is to develop a short-range wireless localization systemwith
six degrees of freedom. The realized system will guarantee the real-time tracking
of the fingers of the hand to provide support for the rehabilitation of patients with
reduced motor skills. Obtained results, which exhibit a worsening in localization
error due to disturbance effects, paths the way to a more robust transmission method
able to reject or minimize single ton disturbance effect.

Keywords Wireless localization system · Magnetic measurement ·
Electromagnetic compatibility

1 Introduction

In the biomedical field, wireless monitoring systems can offer an important solution
[1]whenever the condition of the line of sight (LoS), relative to instruments or organs,
is not guaranteed. Interesting applications involve open surgery, traumatology and
remote virtual sonography [2]. Recently, the use of wireless tracking has also been
proposed in radiotherapy [3] to compensate for movement, in those patients whose
age–related decline leads to a reduction in motor functioning. Therefore, there is a
need for systems that provide a low-cost objective measurement of the functional
capabilities of free subjects in the home environment. In detail, a localization system
based on the alternating magnetic fields generation and their measurement through
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circular and planar coils has been developed in [4]. This system is robust with respect
to multipath effect, it can be realized with low–cost components, and enables the
position and orientation of the mobile node to be measured simultaneously. In this
work the authors, stemming from their experience in magnetic sensors [5, 6], mon-
itoring systems [7, 8], RF measurements [9–12] and electromagnetic compatibility
[13, 14], perform a characterization of system performance when it is subjected to
conducted disturbances, whose features are accurately chosen among those deriving
from medical environment.

2 The Localization System and the Algorithm Used

The designed system requires the mobile node (Tx coil) to be active, generating a
magnetic field that is measured by a series of passive beacons (Rx coils). To improve
the usable capacity of the system and the consumption of the active mobile node,
the coils have been transformed into resonant circuits by connecting appropriately
sized capacitors in parallel. In addition, an instrumentation amplifier was added to
each beacon. The measurement model used is based on magnetic dipole moments,
according to which the magnetic field vector �B generated by the active node in a
given position is described by Eq. (1).

�B = μ0

4π
mtx
d3

[
3
(
n
∧

t x · n∧d
)
n
∧

d − n
∧

t x
]

(1)

where μ0 is the magnetic is the permeability of the vacuum, d and n
∧

d describe the
module and the direction, respectively, of the distance vector �d between the Tx coil
and the considered position, mtx e n

∧

t x describe the module and the direction of the
magnetic dipole moment vector �mtx that characterizes the active node. The termmtx

is in turn equal to the product Ntx Stx I, in which Ntx and Ntx are respectively the
number of turns and the area of the Tx coil, crossed by a known current I. The output
voltage to the i-th receiving circuit (Vi) is given by Eq. (2).

Vi = 2π f0Ni SiGi �Bi · n∧i (2)

where f 0 is the operating frequency, Ni and Si are respectively the number of turns
and the area of the i-th Rx coil, �Bi is the induced magnetic field in the i-th beacon
position, n

∧

i describes the direction of the i-th beacon, and Gi is a gain term, which
takes into account both the merit factor of the resonator, and the gain of the amplifier.
Once the beacons output voltages have been measured, the position of the mobile
node can be estimated using a numerical technique. Assuming that the position and
orientation of the Tx coil are described by the variable θ , the position estimate has
been realized minimizing with respect to θ , through the Nelder–Mead algorithm, the
cost function reported in Eq. (3).
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F(θ) =
17∑

i=1

[
Ṽrms,i − Vrms,i (θ)

]2
(3)

where Ṽrms,i indicates the voltage measured at the i-th beacon, while Vrms,i (θ) indi-
cates the voltage that should be measured if the position and orientation were equal
to θ .

3 Disturbances in the Medical Environment

Like any electrical or electronic device, electromedical equipment can be subject to
phenomena related to electromagnetism. Each electromedical device can represent
a source of disturbance and, at the same time, it can suffer the influence of nearby
devices capable of generating electromagnetic waves. The possible effects of EM
interference on the functioning of an electromedical device are varied and can lead
to serious consequences for the health of patients. In the medical field it is not dif-
ficult to find high frequency signal sources in the vicinity of particularly sensitive
receptor devices, increasing the risk of possible discomfort. In this work, electro-
magnetic immunity tests were carried out for conducted disturbances introduced in
the localization system. All the tests were conducted in the semi–anechoic chamber
of the University of Cassino. Among the different types of disturbances present in the
medical environment, conducted disturbances induced by radiofrequency (RF) fields
were chosen. The reference standard for this type of disturbance is EN 61000–4–6.
In particular, the analyzed frequency range goes from 150 kHz to 80 MHz, with dis-
turbance signals modulated in amplitude at 80% of the depth and with a modulation
frequency of 1 kHz. The voltage levels used for the disturbances are 1 and 3 Vrms.

4 Set-up Explanation

The localization system adopted is composed of 17 receiving devices, positioned in
fixed and known positions, and by a mobile transmitter free to move in a space of 30
× 30 × 30 cm. The mobile node powered by a sinusoidal signal having 10 V peak-
to-peak voltage and a frequency of 200 kHz. The receiving devices are connected
through a data acquisition (DAQ) to process the induced voltages as explained in
the previous section. In a first phase, a test was carried out in ideal conditions, i.e.
without the introduction of the disturbances. In particular, the Tx coil was placed
in a known position and an average location error (ε) was obtained, in accordance
with 4, of 7.2 mm and a standard deviation (σ) of 0.18 mm. The number of measures
repeated during the test was 100.

ε =
√

ε2x + ε2y + ε2z (4)
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Fig. 1 Schematic set-up used for conducted immunity tests

Fig. 2 Immunity test to RF conducted disturbances

Subsequently, the EM TEST CWS 500 certified noise generator and the CDN–
S25 coupling/decoupling networkwere introduced for immunity tests in the presence
of disturbances. The CDN allows to introduce the disturbances both towards the
dreceiving devices and towards the data acquisition. Both directions were considered
for testing. Figure 1 shows the block diagram of the set-up adopted for the injection
of disturbances, while Fig. 2 shows the distances to be respected, according to the
standard, for the connection of all the devices.

5 Obtained Performance

In order to carry out ametrological characterization of the performance of the system,
against the introduction of disturbances, the Tx coil was placed in the same position
assumed during the ideal test. In Figs. 3, 4, 5 and 6, the obtained results are reported
in terms of the mean error in the three spatial directions and standard deviation,
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Fig. 3 Performances obtained with disturbance towards Rx coils and voltage equal to 1 V
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Fig. 4 Performances obtained with disturbance towards Rx coils and voltage equal to 3 V

compared with the performances obtained in the case of absence of disturbances. To
check the compatibility between the various measurements, a coverage factor equal
to 2 has been adopted.

6 Conclusions

The results obtained show a performance degradation when the frequency of the
disturbance is close to the power supply frequency of the transmitting coil. In this
situation, the repeatability of the measurement process also deteriorates compared to
the ideal case without disturbance. In all other cases, in which the frequency of the
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Fig. 5 Performances obtained with disturbance towards DAQ and voltage equal to 1 V
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Fig. 6 Performances obtained with disturbance towards DAQ and voltage equal to 3 V

disturbance is far from that of the transmitting coil, there is compatibility between
the performance obtained in the ideal case and that achieved by the injection of the
disturbances.
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Fabrication and Characterizations
of Pristine and Metal Oxide
Nanoparticles Decorated Graphene
Sheets

T. Polichetti, M. L. Miglietta, B. Alfano, E. Massera, F. Villani, G. Di Francia
and P. Delli Veneri

Abstract Poor selectivity, slow response and long recovery times are the main
bottlenecks that have emerged since the fabrication of the first graphene-based sensor,
consequently limiting its application in the sensingfield.Tomitigate these drawbacks,
the following research has turned to the decoration of the material with metal and
metal oxide nanoparticles, thus demonstrating their ability tomodulate the selectivity
of the material and to improve the overall performance. Starting from these premises,
we present different materials obtained by functionalizing graphene with ZnO, SnO2

and TiO2 metal oxide nanoparticles in comparison with pristine graphene.

Keywords Graphene functionalization ·MOX nanoparticles · ZnO · SnO2 · TiO2

1 Introduction

Since the fabrication of the first graphene-based sensor device, the huge potential of
this material in sensing field has highlighted several limits, including poor selectivity,
slow response and long recovery times [1]. Different methods have been employed in
order to overcome the above mentioned drawbacks: for instance thermal heating [2,
3] and the exposure to UV radiation [4] have been proved to speed up the desorption
process, since they can provide the energy needed to separate the analyte molecules
from the sensing material. Nevertheless, the aforesaid approaches require a com-
plicate design of the sensing device with the integration on board of a micro-joule
heater or a UV-light emitting diode.

In order to surmount these downsides, successive research has focused on chang-
ing the properties of thematerial through its functionalization. A technique to achieve
this goal is to decorate the graphene surface withmetal andmetal oxide nanoparticles
(NPs), and actually several works have demonstrated the possibility of modulating
the selectivity of the material, improving its overall detection performances [5–9].
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This paper aims to illustrate a simple and effective technique for functionalizing
graphene (Gr) with of metal oxides NPs capable of producing different types of
hybrid materials, in the present case graphene functionalized with ZnO (GZnO),
graphene functionalized with SnO2 (GSnO2) and graphene functionalized with TiO2

(GTiO2).

2 Experimental

The preparation of the materials was carried out by a sonication-assisted exfoliation
of graphite flakes in a hydro-alcoholic solution as described elsewhere [10]. Briefly,
80ml of water/IPAmixture (7:1 v/v) was employed to disperse 80mg graphite flakes.
A black, homogeneous suspension of few-layer graphenewas obtained after a sonica-
tion treatment in a low power bath for 48 h and a following centrifugation at 500 rpm
for 45 min. Such suspension was successively freeze-dried and the resulting powders
were mixed with NPs metal oxide (3:1 mol/mol) and finally microwave irradiated for
5 min at 1000 W. The samples were imaged by FEI TECNAI G12 Spirit-Twin TEM
operating at 120 kV and by FESEM LEO 1530-2 coupled with an Energy Dispersive
Analysis System (EDS) working at an acceleration voltage of 5 kV. The morpholog-
ical characterizations were supplemented by AFM imaging, performed by Digital
Instruments Dimension Nanoscope IV in tapping mode. Structural characterization
was performed by using a Raman spectrometer (Renishaw inVia Reflex) @ 514 nm
excitation, in backscattering configuration.

3 Results and Discussion

Pristine graphene, GZnO, GSnO2 and GTiO2 were initially characterized by means
of TEM imaging techniques. The samples were prepared by dipping standard holey
carbon grids (400mesh) into the colloidal suspensions and drying at room conditions.

The images of graphene and its hybrids are displayed in Fig. 1; in particular, Fig. 1a
depicts pristine graphene, which appears consisting of overlapped flakes with lateral
size ranging between 300 and 500 nm. Figure 1b–d show the morphology of the
three hybrid materials where the GR flakes appear covered by metal oxide NPs,
re-arranged into scattered clusters, mostly deposited on the edges of the GR sheets.

SEM analyses on GZnO, GSnO2 and GTiO2 were carried out on samples pre-
pared by drop-casting few microliters of the solutions directly onto Si substrates and
diplayed in Fig. 2a, 2c and 2e, respectively. The micrographs confirm the morphol-
ogy identified through TEM. The related EDS analysis provides evidence that the
NPs visible on the surface and at the flakes edges are made up of metal oxides, thus
proving that the applied synthesis technique truly produces the adhesion of the NPs
to the GR surface (Fig. 2b, 2d and 2f).
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(a) (b)

(c) (d)

Fig. 1 TEM images of a pristine Gr, b GZnO, c GSnO2 and d GTiO2

The samples drop-casted on Si substrate were also characterized by Atomic Force
Microscopy. In Fig. 3 both the topography and the phase image of a graphene flake
detail, decorated with TiO2 NPs, are reported as an example; the picture highlights
the material stratified structure with a number of layers ranging between 3 and 5. The
NPs, whose mean size varies between 15 and 25 nm, aggregate in clusters having an
average diameter of 250–300 nm, and mostly stick to the edges of the material.

To verify the presence of a real interaction between the nanoparticles and the
graphene surface, Raman investigations have been carried out; in this case spectra
were acquired on films drop-casted onto oxidized silicon wafers (SiO2 300 nm).
Raman spectra of the three hybridwere compared to that of pristine graphene (Fig. 4).

All the analyzed materials exhibit a typical spectrum of carbon-based materials,
with the presence of the three main bands, the D, the G and the 2D band. The com-
parison of these profiles with that of the pristine material highlights an appreciable
redshift of both G and 2D peaks, systematically observed for all graphene materials
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(a) (b)

(c) (d)

(e) (f)

Fig. 2 SEM images of functionalized materials: a and bGZnO and related compositional analysis;
c and d GSnO2 and related compositional analysis; d and f GTiO2 and related compositional
analysis

decorated with metal oxide herein presented. It is plausible to ascribe this displace-
ment to the circumstance that as prepared graphene nanosheets are naturally p-type
doped, and consequently the G peak and 2D band are upshifted with respect to intrin-
sic material [11]. Decoration with electron donor materials, such as metal oxides,
lead to a partial doping neutralization, expressed in a redshift of the peaks. This
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Fig. 3 Detail of a graphene flake decorated with TiO2 NPs, observed under the AFM. On the left
the topography, on the right the phase image

suggests that the functionalization technique here adopted determines a real interac-
tion between metal oxide nanoparticles and graphene, thus modifying the physical
properties of the material which certainly reflect on its sensing behavior.

4 Conclusion

In this contribution a simple approach to functionalize the graphene surfacewas illus-
trated. Morpho-structural analyzes indicate that the technique is able to grow metal
oxide nanoparticles on the material flakes, also modifying their physical properties.
These results provide good indications on the potential to modulate the selectivity
and sensitivity of the graphene towards the analytes. On this regard, measurements
in the test chamber towards the main environmental pollutants are ongoing and part
of the results are the subject of another publication in this volume.
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Fig. 4 Raman spectra of functionalized materials (red solid line) compared to that of pristine
graphene (black solid line): a G band and b 2D band of GZnO; c G band and d 2D band of GSnO2;
e G band and f 2D band of GTiO2
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Chemicals Detection in Water
by SENSIPLUS Platform: Current State
and Ongoing Progress

Carmine Bourelly, M. Ferdinandi, M. Molinara, L. Ferrigno
and Roberto Simmarano

Abstract The challenge to detect contaminants inside water solutions is addressed
in this paper, through the use of an integrated, low-cost, smart and IoT platform,
namely SENSIPLUS. In particular, the complete process from the sensing phase
to classification and results analysis is provided with further investigations about
the limitations of the current proposal and the description of a further processing
technique that promises to improve classification accuracy. The classification is per-
formed by adopting machine learning techniques, particularly Artificial Neural Net-
work, that well fits the implementation on a low-cost microcontroller, as the one
SENSIPLUS platform uses.

Keywords Water quality · Contaminant detection ·Machine-learning · Sensors ·
IoT

1 Introduction

Life quality is a crucial aspect that employs several scientific sectors, trying to moni-
tor every single pieces of data that could be related to the improvement or worsening
of human and other species’ lives. Water [1, 2] purity is one of the most monitored
quantities, since such element is pervasive on the earth and its level influences the
way people live and the planet survival. Many reasons affect water contamination,
as the wide-spreading of the industrial sector and the usage of polluting substances
in people’s daily routine, whose disposal often conveys to water. Therefore, two dif-
ferent operations are necessary: human behavioural change and reliable monitoring
of water state all over the planet. Literature offers important solutions [3, 4] in this
sense that mainly focus their attention on two distinct aspects: the sensing phase, i.e.
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the usage of suitable sensors and sensing materials to be sensitive to water contami-
nants, and data processing techniques that, starting from sensors’ data could achieve
classification purposes. In terms of sensing, the common knowledge leads any novel
research effort to adopt sensors array, since a single sensor sensitivity appears limited
when several contaminant typologies are to be detected. Large number of sensors,
needed to compose sensors array, implies high volumes of data and this aspect pushes
the processing techniques to be focused onArtificial Intelligence (AI). On this aspect,
many scientific references, which mostly treat the problem as separate issues, can
be found. In this work the authors, stemming from their past experience in data pro-
cessing [5–7], impedance measurement [8, 9], AI applications [10], communication
networks [11, 12], propose a fully-integrated system allowing both the sensing and
classification phases, using an ad hoc platform, namely SENSIPLUS [13], having
low-cost, low-power and smart capabilities. To the best of our knowledge, this is
one of the few examples in literature showing the full system working from raw
data to classification output. The paper is organized in the following sections: the
procedure and the set-up are reported in Sect. 2, obtained results are described in
Sect. 3, further raw data processing to improve classification accuracy is treated in
Sect. 4. Conclusions follow in Sect. 5.

2 The Adopted Set-up and Procedure

The set-up is focused on the adoption of the SENSIPLUS platform, owned by Sen-
sichips S.r.l., already adopted for application regarding people’s health in industry
environment. It is endowed with an ad hoc chip, able to perform electrical impedance
measurements, and other sensors, as temperature, adopted to corroborate contam-
inant classification. As for contaminant-detection sensors, two interdigitated elec-
trodes (IDEs), built in gold and copper, are used. They are completely immersed in
water and communicate with the platform as in Fig. 1.

Fig. 1 Block diagram of the developed set-up
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Gold and copper material differently react to the contaminants and their responses
can be merged to obtain more selectivity for classification purposes. In terms of
adopted procedure, a three-step method has been employed:

• clean water impedance measurement for 350 s, in order to monitor environmental
background;

• contaminant injection in water;
• measurement of electrical parameter (namely R, C) for another time period equal
to 1300 s.

The impedance measurements are carried out at two different frequency stimuli:
2 and 78 kHz, in order to exploit diversity in frequency response by the used sensors.

In terms of used contaminants, typologies are: alcohol, bleach, detergent, sodium
chloride and sulfuric acid. Obtained measurements consist of 8 values for each time-
step, i.e. resistance and capacitance at the chosen frequencies for each sensor.

The so-big amount of data is pre-processed, according to a technique known as
Principal Component Analysis (PCA), and results are then used to train, in the first
phase, and test, in the second one, an artificial neural network (ANN) that outputs
the classified items.

3 Results

Since the amount of data is quite high and they are not expressed in the same mea-
surement unit, a normalization process is required before applying neural network
algorithms. In this sense, the PCA technique is used. It extracts the most important
components of the raw data and this process reduces the amount of data being input
of the ANN. In particular, for each time-step, the useful data are reduced from 8 to
3 and, according to the metric used to evaluate data loss in PCA application, more
than 95% of data are kept with such a transformation.

In Fig. 2, the results of PCA is proposed. Here, different substances are reported
in a 3D representation with dimensions reporting the value of the specific substance
projected on that component. The more the substances diverge each other, the best
the classifier is able to differentiate them.

After having trained the ANN, classification results are reported in Fig. 3. Each
line represents the percentage detection rate for a specific substance. On x-axis, truly
injected contaminants are reported. Ideally, each line should have its peak (equal
to 100%) in correspondence of the correct substance and be constantly equal to
zero at all other cases. Some contaminants (alcohol and bleach) got almost 100%
recognition rate, while others are slightly confused with substances having similar
chemical composition. Worst situation is represented by Sulfuric Acid, confused
with Detergent.
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Fig. 2 Principal component analysis decomposition

Fig. 3 Classification results obtained with ANN technique

4 Further Development in Data Pre-processing

In order to improve the capability to detect contaminants, another technique is cur-
rently being used to acquire raw data. It is known as cyclic voltammetry. In this case,
the electrodes in water have a potential that ramps up with time to come back to its
initial value in a cyclic manner. The underlying idea is that there is a special potential
difference that induces redox reactions in water, thus provoking electron release and,
consequently, increase in current flow. This process can be useful for classification
purposes because different substances should have different “breakthrough” poten-
tials, provoking large current increase. Estimating such threshold value, it could be
possible to understand which substance has induced the phenomenon.
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5 Conclusions and Future Developments

In this work, first classification results for contaminant detection in water have been
proposed. In detail, data have been acquired from sensors according to a parallel R-C
equivalent circuit, processed through PCA, finally tested with an Artificial Neural
Network. Obtained results show very good performance for some substances and
some confusion for chemically similar contaminants. For that, a different processing
technique, namely cyclic voltammetry is actually being adopted to improve data
pre-treatment and allow the neural network to have higher classification rates. In
future, classification results obtained with the novel techniques are envisioned to be
proposed and compared with the actual ones.
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Thickness Measurements with Eddy
Current and Ultrasonic Techniques

G. Betta, L. Ferrigno, M. Laracca, A. Rasile and A. Sardellitti

Abstract In the industrial applications, innovative solutions for thickness measure-
ments are investigated in this last years. In particular, technical solutions character-
ized by proper metrological performance and at the same time small size, low cost,
and simple integrability are followed with the aim of operating within the modern
industrial context. In these scenarios, the paper describes a two thickness measure-
ment techniques directly derived from Non-Destructive Testing (NDT) are analyzed
and compared. In particular, the first technique is based on the induction of eddy cur-
rents (EC) in conductive materials, while the second technique is based on ultrasonic
(UT) propagation within materials. A deep experimental analysis is carried out to
verify themetrological performance of the two proposed techniques, and the obtained
results have shown that is allows reaching metrological performance suitable for the
typical industrial applications.

Keywords Eddy current · Ultrasonic · Thickness measurement · Non destructive
testing
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1 Introduction

In recent years, the concept of safety in the industrial sector, especially in the automo-
tive sector, is increasingly at the center of attention. It is necessary that the structural
components of a vehicle fall within the safety intervals established by increasingly
restrictive regulations.

In this context, thickness measurements play a crucial role, because they define
the quality of these components in terms of strength and elasticity. The methods used
to measure thickness in the industrial sector are many and fall into the category of
non-destructive tests (NDT).

Contrary to destructive tests, in which the component to be tested can be damaged
or destroyed during the examination process, non-destructive tests allow the inspec-
tion of materials without destroying them and guaranteeing their use once the test is
complete. The main objective of NDT is to guarantee the integrity and reliability of
the product, to maintain a uniform quality level [1].

The NDT can be applied during the production phase, to guarantee the quality
of the materials produced and improve the production processes. These aspects are
very important in all those application fields such as the automotive sector, aerospace
and so on, where the integrity of the components has a direct impact on the safety of
human beings. The presence of a wide variety of materials and components has led
to the development of different investigation techniques based on different physical
principles: ultrasound, thermography, radiography, electromagnetism, etc.

In this paper, the authors, starting from their experience on NDT and magnetic
sensors [2–5], ultrasound sensors [6], impedance measurement [7, 8], electromag-
netic measurement [9] and monitoring systems [10–12], propose the analysis and
the comparison of two thickness measurement techniques directly derived from non-
destructive tests (NDT). In particular, the first technique is based on the induction of
parasitic currents (EC) in conductive materials, while the second technique is based
on ultrasonic propagation (UT) inside the materials.

2 Thickness Measurements Techniques

2.1 Thickness Measurements with Eddy Current Technique

The typical basic operating principle of eddy currents is very simple. An excitation
coil induces eddy currents in the test sample while magnetic sensors or sensing coils
measure the reaction magnetic fields. The analysis of the reaction magnetic field
allows defining the characteristics of the investigated material.

In particular, from previous studies and through themathematical model proposed
by Dodd and Deeds [13–16], it is possible to associate the thickness of the analyzed
sample to a specific frequency (f). In detail, using a system that involves the use of two
coils, one for the induction of the magnetic field in the material and one for detecting
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the reaction magnetic field, it is possible to identify the thickness of the material by
observing the variation of the imaginary part of the overall inductance of the two
coils (Im(�L)) as a function of frequency. It is possible to calculate this variation by
evaluating the imaginary part of the difference between the impedance measured on
the material (Z(f)) and the impedance measured in air (Zair(f)), normalized in relation
to the frequency value, Eq. (1).

Im(�L) = Im((Z(f) − Zair(f))/(j · 2 · π · f)) (1)

The thickness of the sample is related to the frequency (f) identified by the min-
imum point of the curve obtained, by Eq. 2, where α0 is the spatial frequency char-
acteristic of the two coils used as probe, which depends on their geometry, σ is the
electrical conductivity of the material and μ0 is the magnetic permeability of the
vacuum.

Thickness = (2 · α0)/(σ · μ0 · 2 · π · f ) (2)

2.2 Thickness Measurements with Ultrasonic Technique

As for the Ultrasonic Non-Destructive Test (US-NDT), they can be performed by
several techniques [17, 18]. Techniques based on the pulse-echo approach, which
represents the amplitude of the detected echoes versus the signal covered distance
or the elapsed time, are the most widely adopted. In such applications, the ultrasonic
beam is injected into the object tested by a transmitting probe, reflected by its edges
and finally detected by a receiving probe. In some cases, the same probe acts as a
transmitting and receiving probe. In this way, the evaluation of the number of echoes
received, their amplitudes and their shape characteristics can reveal the geometric
characteristics of the sample. In detail, knowing the ultrasonic propagation speed in
the considered material (v), the thickness is identified by Eq. (3), where t is the time
measured between the transmitted signal and the received one.

Thickness = t · v (3)

In particular, using the pulse-echo technique, Eq. (3) is divided by a factor 2,
Eq. (4), since the measured time is relative to the round-trip path of the ultrasonic
signal in the material.

Thicknesspulse-echo = (t · v)/2 (4)
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3 The Measurement Set Up and the First Experimental
Results

A schematic block diagram of the measurement setup is shown in Fig. 1. The mea-
surement station realized, common for both measurement techniques used, consists
of a hardware section, including the instrumentation for the execution of the test, and
a software section dedicated to the generation of excitation signals for the probes,
conditioning and digital processing of the acquired data.

Referring to Fig. 1, the hardware section is based on the use of a TIE PIE Engi-
neering Handyscope HS5-540XMS-W5™ digital scope card. It is a high-speed USB
oscilloscope, in which the arbitrary analog output channel is used to provide excita-
tion signals to the probes, while the two analog input channels acquire the received
signals. Finally, a Labview™based software running on a Personal Computer guides
the TIE PIE system through a suitable graphical environment.

In the application of the induced current method, a probe consisting of two coaxial
coils, one as excitation coil and the other as a receiver coil, were used [3], both having

Fig. 1 A schematic block diagram of the measurement setup for eddy current and ultrasound test
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Fig. 2 The trend of Im(�L)
when the frequency of the
excitation signal changes on
the examined plates

the same. The tests were carried out going to feed the upper coil of the probe with a
constant sinusoidal current while the voltage on the lower coil wasmeasured. Several
tests have been carried out going to vary the frequency of the excitation signal from
200 Hz to 20 kHz, measuring for each frequency value the total impedance of the
probe. Figure 2 shows the trends of the quantities of interest obtained in the tests
performed on the plates described in Fig. 5.

As regards the application of the ultrasonic method, the probe used is a piezo-
ceramic contact probe, that is Olympus Videoscan V109RB™ with a frequency
bandwidth of 5 MHz, used both as an excitation transmission probe and as an echo
reception probe respectively.

For signal conditioning for the probe, an Analog Device AD8331TM amplifier is
used, with a gain up to 44 dB and a maximum frequency of 120 MHz.

The tests were carried out by feeding the transmission probe with different excita-
tion signals (chirp signals, sinusoidal signals and impulsive signals), with frequency
ranges from 3 to 7 MHz.

Several tests have been carried out by varying the duration of each excitation signal
and measuring the time delay of the reflection echoes, using a special processing
software based on the matched and filter technique. Figure 3 shows an example of an
ultrasonic signal, transmitted and received in the time domain, by the measurement
system described above. While Fig. 4 shows the same signal after digital processing,
inwhich it is possible to observe that the thickness of the analyzed sample is identified
by the peak of the signal.
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Fig. 3 Example of the ultrasonic signal transmitted and received for thickness measurement

Fig. 4 The ultrasonic signal after digital processing for thickness measurement

3.1 First Experimental Results

All tests were performed on two 2024T3 aluminum plates, Fig. 5. Both plates have
a square shape, with a side of 20 cm. The thickness of the aluminum plates is 2 mm
and 1 cm respectively.

The results obtained are shown in Table 1. It can be observed that with both
measurement methods the maximum error committed is less than 0.8%.
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Fig. 5 The samples tested for thickness measurements

Table 1 First experimental results

Sample thickness [mm] Measured thickness [mm] Error [%]

EC UT EC UT

2 2.011 2.003 0.55 0.15

10 9.921 10.047 −0.79 0.47

4 Conclusion

The document proposes an experimental comparison of two non-destructive tech-
niques for measuring thickness. The results obtained show, for both measurement
techniques, that the metrological performances are acceptable for the context of
industrial applications and are comparable to those of the solutions currently used.
Current efforts are focused on the development of methods for increasing the
immunity of the system to external disturbances.

Future work will concern the improvement of the analyzed techniques and the
development of experimental set-ups able to improve performance and guarantee its
applicability in industrial environments.
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Long Period Fiber Grating Sensors
Fabricated by Electric Arc Discharge
Technique

Anubhav Srivastava, Flavio Esposito, Agostino Iadicicco
and Stefania Campopiano

Abstract This work reports about the fabrication and characterization of Long
Period Gratings (LPGs) sensors in pure silica core optical fibers having significant
differences in physical and geometrical design, by means of Electric Arc Discharge
(EAD) technique. EAD leads to a point-by-point LPG inscription, due to localized
tapering of the transversal size of the core and cladding regions along the fiber, and
to changes of the silica refractive index due to the stress relaxation induced by local
hot spots. LPG in standard fiber is well known for its physical, chemical and bio-
logical sensing while specialty fibers permit to widen the horizon of application of
fiber optic technology towards unconventional field of research. For instance, pure
silica fibers are extensively appealing in high energy and space applications. This
work aimed at identifying an appropriate “recipe” for each fiber, to fabricate LPGs
with strong and narrow attenuation bands, trivial power loss supported by smaller
grating length. Hence, a suitable combination of arc power, arc time, fiber tension
and electrodes gap, is a must for the appropriate core and cladding modulation and in
turn for the desired LPG spectral features. Finally, the surrounding refractive index
(SRI) and temperature characterization of these LPGs were performed to investigate
the sensitivity features.

Keywords Electric arc discharge technique · Pure silica fiber · Long period
grating sensor

1 Introduction

A long period grating (LPG) whose period typically lies in the range of 100 μm–
1 mm, is a wavelength selective in-fiber device in which periodic longitudinal mod-
ulation can be created by acting on the refractive index of silica and/or on the waveg-
uide geometry along an optical fiber, that couples the fundamental core mode and
forward propagating cladding modes at specific resonant wavelengths. As a result,

A. Srivastava · F. Esposito · A. Iadicicco (B) · S. Campopiano
Department of Engineering, University of Naples Parthenope, Centro Direzionale di Napoli
Isola C4, 80143 Naples, Italy
e-mail: iadicicco@uniparthenope.it

© Springer Nature Switzerland AG 2020
G. Di Francia et al. (eds.), Sensors and Microsystems, Lecture Notes
in Electrical Engineering 629, https://doi.org/10.1007/978-3-030-37558-4_59

395

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-37558-4_59&domain=pdf
mailto:iadicicco@uniparthenope.it
https://doi.org/10.1007/978-3-030-37558-4_59


396 A. Srivastava et al.

the transmission spectrum is characterized by discrete attenuation bands which obey
the phase-matching condition given by:

λres,i =
(
nef f,co − ncl,i

) · � (1)

where neff,co and ncl,i are the effective refractive index of the core and of the ith order
cladding mode respectively and � is the grating spatial period. Vengsarkar et al. for
the first time in 1996 highlighted about LPGs devices for gain equalization in opti-
cal communication systems along with its sensitivity towards the effects induced by
strain and temperature, which in turn established the foundation for their use in dif-
ferent domain of sensing applications [1, 2]. LPG being one of the most demanding
devices nowadays, is getting employed in various biological and chemical applica-
tions due to its highly intrinsic property of sensitivity to surrounding refractive index
(SRI) changes [3, 4].

There are different techniques available to fabricate LPGs, the most important
of being namely UV radiation [3], CO2 lasers [5], IR femtosecond lasers [6], and
electric arc discharge (EAD) [7].

The EAD technique, which creates the perturbation by applying an arc discharge
to the fiber with specific periodicity, has gained significant attention in the recent
years due to having an intrinsic property of inscribing the gratings in all kinds of
fiber. In addition, it is flexible, economical and requires simple instrumentation since
it eliminates the need for expensive laser systems, as well as avoiding the need for
pre-hydrogenation of the fiber and consequent post thermal annealing to stabilize the
gratings. Since recent years, EAD technique has been applied to fabricate the LPG in
pure-silica core and radiation resistant fibers [8–11], Er-doped [12], P-doped fibers
[13], polarization-maintaining [14] and micro-structured fibers [15–17]. The most
important limitation of EAD technique lies in the difficulty in fabricating the LPGs
with smaller spatial periods (i.e. shifting to higher order cladding modes), for which
many efforts are still in progress.

Nowadays, specialty optical fibers (i.e. pure silica core fibers) is getting highly
demanded for the areas ranging from low radiation levels of medical applications
to space-borne equipments and high energy applications, assessed in terms of their
resistance under various radiation environments. The predominant aspect concerning
radiation (i.e. gamma, neutron…) environments is the radiation-induced attenuation
(RIA), for which pure silica core fibers show to have more resistance to it, which
in turn can be applied as an environmental sensor in radiation conditions or in radi-
ation dosimetry. Recently we fabricated LPGs in F-doped fiber through EAD and
investigated them under different radiation environments [9, 11].

In this work, the fabrication of LPGs is reported with our recent experimental
results, by employing EAD technique in different pure silica core optical fibers i.e.
endlessly single mode PCF from NKT Photonics and Nufern solid F-doped cladding
singlemodefiber. For the fiber stated above, a proper parameter set has been identified
to fabricate LPGs with deep and narrow attenuation bands (>20 dB), trivial power
loss along with grating length (25–30 mm). The sensitivity features towards SRI and
temperature changes has also been reported here.
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Fig. 1 a Schematic of EAD fabrication set up and b Real time experimental set up

2 Fabrication Mechanism of LPGs via EAD Technique

The basic working principle for fabrication of LPGs via EAD technique involves
a certain stripped section of an optical fiber, firmly fixed on a remotely controlled
precision translation stage at one side and through constant axial tension at other
side, positioned between the two electrodes in order to create perturbation with even
power distribution via arc discharge.

The state-of-the-art schematic and computer assisted step-by-step fabrication plat-
form for LPGs is reported in Fig. 1a and b. Here, the main effect of the arc discharge
is of two-fold: (i) a modification in the geometry of the optical fiber, and (ii) a change
in the silica refractive index, due to the stress relaxation induced by local hot spots.
Overall setup was designed to permit the fabrication of gratings without creating any
bending in the fiber during the process. The selection of the power and duration of the
electrodes supply current, as well as the axial tension in the fiber, allows the control
of the modulation strength and thus LPG spectral features. Moreover, we acted on
the gap that is reduced up to 0.9mm between the two electrodes to permit the fabrica-
tion of LPGs with lower periods to achieve higher order cladding modes. Finally, the
LPG transmission spectra were recorded by using optical spectrum analyzer (OSA)
Yokogawa AQ6370B and a broadband source (SLED in range 1100–1700 nm).

Here, we fabricated LPGs in two different types of pure silica core optical fibers
as summarized in Table 1, for which the period and arc discharge parameters were
chosen based on the type of fiber used (Fig. 2).

3 SRI and Temperature Sensitivity Characterization

The sensitivity characteristics towards SRI and temperature changes for the LPGs
fabricated in above stated fibers are discussed in this section and the experimental
set up for performing these characterizations are shown in Fig. 3a and b.

The SRI sensitivity arises from the dependence of the effective refractive index
of the cladding modes on the external medium refractive index, hence from Eq. (1):
we have,
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Fig. 3 LPG characterization
set up for a SRI and
b Temperature

SRI Temp
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∂λres,i

∂next
= ∂λres,i

∂ncl,i
· ∂ncl,i
∂next

(2)

where ncl,i is the effective refractive index of the cladding mode and next is the
surrounding medium refractive index.

The LPGs were characterized towards SRI changes, by placing them inside the
liquid environment with known refractive index ranges from 1.33 to 1.44. The wave-
length shifts of an attenuation band for the different LPGs are reported in Fig. 4a, with
respect to the value in air. Generally, for fibers with solid core and cladding regions
made of different materials, the attenuation bands experience shifts towards lower
wavelengths when SRI increases, with maximum sensitivity occurring at refractive
index values approaching to that of the cladding, while in PCF, it experienced red
shifts. In particular, the sensitivity (S1.33–1.35) for the PCF and Nufern fiber is found
to be at +37.94 nm/RIU and −98.47 nm/RIU respectively.

The temperature characterization of LPGs forwhich the set up as shown in Fig. 3b,
has been done by placing the grating region into an aluminium chamber housed on
a precision heater having length of 10 cm and diameter of 2 mm, whose real time
monitoring was done using a commercial FBG-based sensor as a reference and the
range investigatedwas 20–100 °C. The temperature sensitivity of LPG can be derived
from Eq. (1), yielding for a given cladding mode:
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Fig. 4 Sensitivity analysis of PCF and Nufern LPG in a SRI characterization and b Temperature
characterization

∂λres,i

∂T
= λres,i ·

[
1

δnef f,i
·
(

∂nef f,co
∂T

− ∂ncl,i
∂T

)
+

(
1

Λ
· ∂�

∂T

)]
(3)

where δneff,i, is the difference between the effective refractive index of the core and
cladding mode. The first term on the RHS side is related to the core and cladding
thermo-optic effects whereas the second term is due to silica thermal expansion.

The resonant wavelength shifts are reported in Fig. 4b with respect to the value
at a room temperature of 25 °C. Depending on the type of fiber and its structure,
the attenuation bands could experience shifts towards both shorter and longer wave-
lengthswith temperature increasing, following a linear dependence in the range under
investigation. Here, the temperature sensitivity is found to be positive for PCF and
Nufern fiber with sensitivities noted as 4.6 pm/°C and 30.0 pm/°C, respectively. The
lower temperature sensitivity for PCF could be attributed to the fact that the pure
silica fibers has lower thermo-optic and thermal expansion co-efficient. Also, since
light propagates mainly through the silica, and hence the variations in the effective
indices of the core and cladding modes with the refractive index of silica nearly
cancels each other. The overall effect is a red shift of only a few picometers which
signals about weak sensitivity of PCF LPG to temperature and hence can act as a
temperature insensitive device. While Nufern LPG showed higher temperature sen-
sitivity than PCF but lower than standard Ge-doped core fiber due to the fact that
Fluorine depresses the cladding thermo-optic coefficient.

4 Conclusions

The fabrication of LPGs by means of EAD technique with our recent results, in
different pure silica core fibers as stated above has been analyzed and discussed. The
above LPGs is presented with strong attenuation bands (20–30 dB), trivial power
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loss (<0.5 dB), and shorter length and characterized towards SRI and temperature
changes. The resonance wavelength was found to be red shifted in PCF while it
was blue shifted in Nufern fiber during SRI tests. Temperature sensitivity shows that
the different pure silica fiber resulted in the same positive polarity of their thermal
response where PCF sensitivity was found to be 4.6 pm/°C, which is much lower
than Nufern fiber which was noted as 30.0 pm/°C. These results are useful for the
design and fabrication of LPG-based sensors to be employed in bio-chemical sensing
and sensitive radiation environments.
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Relative Humidity Sensor Based on Tip
of Multimode Optical Fiber Integrated
with Photonic Crystal of Hydrogel
Coated Polystyrene Nanoparticles

Pasquale Di Palma, Lucia Sansone, Chiara Taddei, Stefania Campopiano,
Michele Giordano and Agostino Iadicicco

Abstract A relative humidity (RH) sensing device based on photonic crystal col-
loids auto-assembleddirectly on the tip of amulti-modeoptical fiber is here described.
The core-shell nanospheres are obtained by Polystyrene (PS) nanoporous structures
(core) incorporated into a poly(N-isopropylacrylamide) (PNIPAM) hydrogel (shell)
and are subsequently deposited via a vertical dip-coating technique on a multimode
optical fiber tip. The sensing capability is due to the hydrogel shell that swells depend-
ing on the relative humidity that inducewavelength shift and amplitude changes in the
photonic bandgappeak. Spectral characterization and sensing analysis are performed,
and the obtained results show that spectral characteristics are highly non-linear and
strongly manufacturing dependent. A resolution of 1% RH is measured at 30% RH
that significantly decreases at higher RH. Hereby, numerical simulations based on
the finite element method (FEM) have been performed in order to investigate the
sensing mechanism.

Keywords Optical fiber sensors · Deflection monitoring · Structural health
monitoring · Strain measurement

1 Introduction

The measurement of relative humidity (RH) is of a great significance in several
industrial and research applications and thus intensive effort has been devoted to the
development of reliable sensors. Even if a large number of electrical and optoelec-
tronics humidity sensors have been proposed in last decades [1, 2], there is still a
need to search for other low cost, highly stable and low power consumption devices,
which can be used in a wide range of areas. On the other side, in-fiber optic sensor

P. Di Palma · S. Campopiano · A. Iadicicco (B)
Department of Engineering, University of Naples Parthenope, Centro Direzionale Isola C4,
Naples 80143, Italy
e-mail: iadicicco@uniparthenope.it

L. Sansone · C. Taddei · M. Giordano
Institute for Polymers, Composites and Biomaterials, IPCB-CNR, 80055, Portici, Italy
e-mail: gmichele@unina.it

© Springer Nature Switzerland AG 2020
G. Di Francia et al. (eds.), Sensors and Microsystems, Lecture Notes
in Electrical Engineering 629, https://doi.org/10.1007/978-3-030-37558-4_60

403

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-37558-4_60&domain=pdf
mailto:iadicicco@uniparthenope.it
mailto:gmichele@unina.it
https://doi.org/10.1007/978-3-030-37558-4_60


404 P. Di Palma et al.

technology has gained a lot of popularity offering [3–6] numerous advantages over
conventional electrical sensors, such as small size, intrinsic multiplexing capability,
chemical inertness, immunity to electromagnetic interference, chemical inertness and
remote sensing ability [7–10]. In this scenario, the research of integration between
photonic crystal (PhC) lattice structures and optical fiber technology is increased.
PhCs can offer unique characteristic to manipulate the light or permitting light matter
interaction.

Recently, we demonstrated an efficient and cost effective approach to integrate a
PhCmade of polymeric nanospheres with optical fiber technology [11]. The PhCwas
made of commercial polystyrene (PS) nanospheres with 200 nm diameter deposited
by self-assembly vertical deposition technique directly on fiber optic tip. The res-
onances band in the reflected signal shown significant sensitivity to surrounding
refractive index. In this paper, a similar methodology is explored with core-shell
nanospheres.

2 Experimental

With the aim of obtain RH sensing devices, PS-PNIPAM core/shell nanoparticles
were chemically prepared as in [12] and then deposited on the tip of an optical fiber.
An IR-VIS multimode silica fiber optic, 125/105 μm cladding/core diameter, was
selected and then prepared by using a high precision cleaver.

PS-PNIPAM nanospheres are deposited directly on the optical fiber tip by means
of an automated dip coater system.An ordered 3D structure of core-shell nanospheres
has been formed on the fiber tip after the evaporation of solvent, as shown by the
scanning electron microscope (SEM) image in Fig. 1.

In order to test the fabricated device as function of the environmental relative
humidity the setup, schematically plotted in Fig. 1, has been used. The optical

R1

R2

dry flow

Op cal setup

Electrical setup

RH setup

RH chamber

coupler
Op cal source

Op cal receiver

humidifier

RH setup

SEM

Fig. 1 Schematic view of the experimental setup with a SEM image of the fiber probe
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part of the setup, for the reflectance spectral monitoring, consists of a spectrom-
eter (OceanOptics HR2000 + 190–1100 nm) for reading the optical spectra, a 1
× 2 50/50 coupler that enable the reflection interrogation and a VIS optical source
(Avantes AvaLight-HAL-(S)-Mini). Moreover, to change the RH around the probe
a dry air source (~20% RH) is switched in two lines equipped with regulators: the
first line is connected directly to the chamber, the second one is connected via a
humidifier. Hence, by varying the flow regulators R1 and R2, this setup permits to
change the relative humidity from 20 to 95% in a chamber where are placed the
optical probe and an electrical humidity sensor used as reference (model HIH-4000).

Optical spectra exhibit resonant peaks starting from 470 nm wavelength
attributable to the photonic bandgap of the ordered nanospheres structure assembled
on the fiber tip.

The spectral characterization of the sensing probe as function of the environmental
RH reveals a red shift of the resonant wavelength and a decreasing of the peak
amplitude occur increasing the relative humidity, as you can see from the Fig. 2a
where all spectra are normalized to the reflectance of the bare fiber signal. This
behaviour is attributable to the PhC core-shell nanoparticles and, in particular, to
the fact that hydrogel-shells can reversibly swell (or shrink) as function of water
absorption amounts.

Concerning the peak wavelength trend vs RH, we can observe that the sensitivity
increases with RH itself, Fig. 2b. Indeed, for RH around 30% sensitivity of about
30 pm/RH% is estimated, whereas, when the RHmoves to the 80 and to 95% the sen-
sitivity of the sensormoves to 300 and 6000 pm/RH%.Moreover, a good reversibility
is obtained. Finally, for comparison we also investigated the bare PS based sample
versus RU: as expected, the absence of the hydrogel shell does not induce wavelength
shift as function of the RH.
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Fig. 2 a Experimental spectra as function of relative humidity; and b resonant peak wavelength
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3 Numerical Modelling

In order to investigate the sensing mechanism, numerical simulation based on the
finite element method (FEM) has been performed by means of the commercial soft-
ware COMSOLMultiphysics (RF module). Basing on the swelling capability of the
PNIPAM shell, two limit behaviors (schematically depicted in Fig. 3a–c) have been
hypothesized and a mathematical model for the spatial period has been built. In the
first case it is supposed that the hydrogel expands into the empty spaces between
the nanospheres without modifying the spatial period of the photonic crystal when
the RH increases. Instead in the second the conservation of the spherical shape in
the nanoparticles is assumed, therefore the filling factor is constant, and the spatial
period increases with the increase of the RH.

In practice, we hypothesized that an intermediate behavior occurs, then the lattice
period Λ can be modelled as:

Λ = Λ0 + 2 · α · �tshell

where Λ0 is the lattice period for 0% RH, �tshell is the shell thickness variation and
the parameter α describes the different possible swelling behaviors of the photonic
crystals.

Numerical spectra as function of the shell thickness tshell , ranging in 5–15 nm, in
the two limit behaviors, α = 0 and α = 1, are reported in Fig. 4a, b respectively. The
simulation parameters are set after the morphological characterizations done with
SEM, TEM (transmission electron microscopy) and DLS (dynamic light scattering)
techniques as in [13].

In both cases, the increase of tshell (swelling of the hydrogel) induces red shift of
the reflected resonant peak. The resonant wavelength shifts to 496.9 and 500.8 nm
for α = 0 and α = 1, respectively, when the tshell moves to 15 nm. Instead, the peak
amplitudemoves in different direction in dependence on the α value. The former case

Glass base Glass base Glass base

dPS

Λ0
t0shell

(b) (c)(a)

Λ0
Λ

Fig. 3 Schematic view of the core-shell lattice structure in a dry environmental and in wet
environmental with b α = 0 e and c α = 1
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(a) (b)

Fig. 4 Numerical spectra as function of the shell thickness increase when a α = 0 and b α = 1

exhibits a decrease of the peak amplitude of 21% behavior whereas in the second
case the peak amplitude slightly increases of 11%.

4 Conclusion

In this work, a core-shell PS-PNIPAM nanospheres suspension is prepared and
deposited on a multimode optical fiber by means of a vertical dip-coating method
combining the intrinsic humidity sensitivity of the hydrogels with the intrinsic
periodicity dependence of the photonic crystal template.

Under the action of the relative humidity, the PNIPAM shell swells and a red
shift in the reflectance spectrum is induced. The fabricated device exhibits a very
interesting sensibility when the RH exceeds the 50%.

The simulations done for the two limit behaviors have highlighted that in both
cases a resonant red shift occurs, instead the amplitude decrease is principally
attributable to the gap filling due to the refractive index contrast decreasing and/or
increasing of the filling factor.

The comparison between the numerical and experimental results showed that the
swelling of the hydrogel-shells should mainly fill the air gap between the spheres.
We think that this is due to the very small PNIPAM Young’s modulus.

Further study, experimentation and characterization on this topic are devoted to
investigate the reproducibility of the sensor fabrication and sensing characteristics.
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LSTM Networks for Particulate Matter
Concentration Forecasting

S. Ferlito, F. Bosso, S. De Vito, E. Esposito and G. Di Francia

Abstract Last years have witnessed an increasing interest in particulate matter
present in the air and a greater awareness for its toxic effects. Fine particulate matter
(PM2.5) concentration, i.e. particulate with diameter less than 2.5 µm, pose a severe
risk to public health. This type of particulate matter due to its tiny dimensions can
get deep into lungs and eventually even reach the bloodstream. Recent studies relate
high levels of PM2.5 to lungs and heart disease. It can be very beneficial to be able
to provide reliable forecasts for PM2.5 in the short-term horizon (24 h ahead). In this
paper, a deep learning model based on a Long Short-Term Neural (LSTM) network
has been evaluated. The dataset taken into consideration to validate experimentally
the proposed model is publicly available at UC Irvine Machine Learning Reposi-
tory and consists of hourly PM2.5 levels, from Jan 1st, 2010 to Dec 31st, 2015, for
Beijing city, as well as atmospheric variables. The developed LSTM network is able
to find useful patterns in previous values of PM2.5 that in conjunction to exogenous
atmospheric variable provide reliable forecasting of PM2.5 in the short period 1–6 h,
showing a progressive reduction in accuracy as the forecasting horizon increase. The
accuracy of the proposed LSTM, expressed by the root mean square error (RMSE),
has been evaluated using a rolling window validation methodology. Performance
results, within the forecasting horizon of three hours, are interesting and qualify the
proposed model as a “soft” indicative measurement method in the framework of
current EU AQ Monitoring.

Keywords Deep learning · Long short-term memory · PM2.5 forecasting

1 Introduction

Air pollution is a serious problem that afflicts the urban population and to a greater
extent densely populated cities. Among different air pollutant, PM2.5 is a particulate
matter with an aerodynamic diameter less or equal to 2.5 µm. As stated by last
researches in the field [1], this type of particulate matter poses a severe risk for
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human health causing respiratory and cardiovascular disease. China is one of the
regions that is greatly affected by problems caused to PM2.5 exposure [2]. As reported
in some recent papers [3], the data collected from air quality monitoring stations
in 338 big cities in China show that the range of annual average concentrations
of PM2.5 in 2015 was 11–125 µg/m3 with an average value of 50 µg/m3. In year
2016 has been registered an increase of PM2.5 levels, that varies in the range 12–
158 µg/m3, although with an average value of 47 µg × m−3 with PM2.5 being the
main pollutant for more than 80.3% of the days with severe pollution [4] (in the year
2015 has registered the 66.8%). PM2.5 can consequently be considered as the main
cause of atmospheric particulate pollution in China. It can be very beneficial, in this
scenario, to be able to provide reliable forecasts for PM2.5, especially in the short-
term horizon (24 h ahead) so as have at our disposal a useful tool to support decision
making for environmental agencies [5]. During the last years, efforts by researchers
all around the world have produced several papers focused on methods useful to
provide forecasts for PM2.5 levels. Techniques usually employed to predict PM2.5

concentration levels can be grouped into three main categories: physical-model-
based, data-driven models, and hybrid. Belongs to the first category, physical-model-
based,models such as CommunityMultiscaleAirQuality (CMAQ) [6]. In the current
era of Big Data and Internet of Things (IoT), there is a huge mass of data related
to air quality, i.e. measured PM2.5 concentration levels as well as atmospheric data.
This gave rise to many data-driven methods, among these statistical methods usually
employed for time series prediction task, such as AutoRegressive Moving Average
(ARIMA) [7], with its variations, Exponential Moving Average (ETS) [8], as well
as Machine Learning (ML) based models, most of them employing some type of
neural network [9]. Finally, hybrid models combine different physical-based-models
with data-driven one to build a comprehensive model that aims to encapsulate the
strengths of both types of models [10]. In recent years many papers employing
some form of Machine Learning have been published, mainly neural networks of
different architecture have successfully been applied to forecast PM. In [11], the
authors employed a recursive network known as Long Short-TermMemory (LSTM)
using PM concentration values plus meteorological data to provide PM forecast
with a horizon of 1–24 h. In design this LSTM model, authors extended classical
LSTM architecture exploiting also spatiotemporal data using data from 12 air quality
stations located in Beijing; the resulting architecture has been named by authors as
LSTME. This peculiar LSTME was able to provide a good accuracy, expressed in
term of mean absolute percentage values (MAPE), of 11.93% for forecasts at 1 h
ahead and 31.47% for forecasts at 13–24 h ahead. In this paper, a Long Short-Term
Neural (LSTM) network has been designed and evaluated. The dataset taken into
consideration is publicly available at the Irvine Center for Machine Learning and
Intelligent Systems at the University of California (UCI) repository and consists of
PM2.5 levels as well as atmospheric variables for the city of Beijing. The developed
LSTM is able to find useful patterns in previous values of PM2.5 that in conjunction
to exogenous atmospheric variable provide reliable forecasting of PM2.5 in the short
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Table 1 Dataset description Variable Significance & unit measure

PM2.5 PM2.5 concentration (µg/m3)

DEWP Dew point (°C)

TEMP Temperature (°C)

PRES Pressure (hPa)

HUMI Humidity (%)

cbwd Combined wind direction

Iws Cumulated wind speed (m/s)

period 1–6 h while showing a progressive reduction in accuracy as the forecasting
horizon increase. The proposed LSTM has been evaluated with a rolling window
validation procedure.

2 Data and Methods

2.1 Data Description

The dataset used for training the proposed LSTM model is taken from UCI Reposi-
tory. It consists of hourly PM2.5 concentration values [µg/m3] for five Chinese Cites
concerning a period that spans from Jan 1st, 2010 to Dec 31st, 2015 for a total of
52,854 records. In this paper, the data concerning Beijing only have been evalu-
ated since this was the most complete dataset and even the more challenging due to
the great variability of PM2.5 values registered in this city. Table 1 reports a list of
variables, with their respective unit of measure, used by the proposed LSTM.

In Fig. 1 is reported aKernel Density plot for PM2.5, with an added rug plot, for the
entire dataset. Appear clear that PM2.5 values for Beijing show great variability, from
a minimum of 1 µg/m3 to a maximum of 994 µg/m3, a median value of 69 µg/m3

and a mean value of 95.90 µg/m3. Extremely high values for PM2.5, i.e. even greater
than 400 µg/m3, in Beijing are quite common.

2.2 LSTM Model

Long-Short-Term-Memory (LSTM) neural network is a special type of Recursive
Neural Network (RNN). As the name implies, its main feature is its capability to
take into account both long and short-term dependency into input sequence, while
RNN from which it derives, is not able to take into account long term dependency
due to the well-known “vanishing gradient” problem. LSTM was selected to predict
PM2.5 values as this type of RNN show some peculiar and interesting features: (i)
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Fig. 1 Density plot PM2.5

are pretty good at extracting patterns from long sequences, (ii) can easily model
multivariate forecasting problems, (iii) show great flexibility in modeling multi-step
ahead forecasting problem with the ability to set the look-back window used to
predict the current step (or steps).

2.3 Accuracy Metrics

For performance evaluation has been utilized RMSE as described in Eq. (1), this is
a common choice resulting in a dimensional accuracy metric that allows to easily
compare this work’s results with similar works.

RMSE =
√∑N

n=1(targetn − predictionn)
2

N
(1)

2.4 Network Architecture

The proposed LSTM has been designed and evaluated using Python and KERAS
framework, it is made up by an LSTM layer with 80 neurons and activation function
RELU, followed by a Dense layer with 24 neurons. For the LSTM layer has been
specified a dropout of 0.1 with a recurrent dropout of 0.01. The LSTM has been
trained using a batch-size equal to 15 for 100 Epochs (using early stopping). Loss
function was set to mean squared error (MSE), while optimizer was set to Adam. The
look-back window was set to 3 days. The above hyperparameters have been chosen
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by a grid search procedure. All numerical data was standardized (resulting in data
with mean 0 and standard deviation 1) prior to being feed into the LSTM for training.
The unique categorical variable, combined wind direction was converted to numeric
using one-hot-encoding. Training made up by 33,094 sample (66.75% entire data
set), while 16,483 samples for testing (33.25% entire data set).

2.5 Performance Evaluation Methodology (Rolling-Window
Validation)

In machine learning to evaluate model performance the entire data set is split into a
train and a test set: the training set used to prepare the model, tuning the hyperpa-
rameters, while the test set is used to evaluate it. A common technique to provide
a robust estimate of model performance is to use k-fold cross-validation (CV) that
repeats this process by systematically splitting the data into k groups, each given
a chance to be a held-out model. CV technique cannot be directly used with time
series data because it assumes that there is no relationship between the observations
and that obviously does not hold for time series where each observation is not inde-
pendent. For time series K-fold splits have to respect the temporal order in which
values were observed to avoid data leakage. In this paper, a methodology known as
rolling-window validation has been implemented. This procedure providing a more
robust estimation of model accuracy performance [12].

3 Results and Discussion

Figure 2, summarizes the experimental results obtained by the proposed LSTM in
terms of RMSE values.

From results shown in Fig. 2, appear that the proposed LSTM is able to provide
satisfactory results, in comparison to what can be found in literature, for a short
forecasting horizon, 1–3 h, while exceeding 3 h ahead the RMSE rapidly increase.

4 Conclusion

In this paper, an LSTM deep neural network is proposed to forecast PM2.5 con-
centration. The dataset used to evaluate the performance of the proposed model is
publically available at the UCI repository. The LSTM provide forecasts into the short
term period, 1–24 h, using PM2.5 values of previous 3 days as well as some predicted
atmospherical variables: humidity, combinedwind direction, wind speed. The LSTM
network has been evaluated using a rolling window validationmethodology (keeping
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Fig. 2 Experimental results in term of RMSE

training window fixed in size and without retraining), a type of cross-validation suit-
able for time series, to provide a more accurate evaluation of model’s performance,
characterizing the error, expressed in term of RMSE, for a forecasting horizon vari-
able from 1 to 24 h. Performance results, within the forecasting horizon of three
hours, are interesting (RMSE = 24.37 µg/m3 at 1 h ahead, RMSE = 30.29 µg/m3

at 2 h ahead, RMSE = 37.27 µg/m3 at 3 h ahead) and qualify the proposed model
as a “soft” indicative measurement method in the framework of current EU AQ
Monitoring.

References

1. World Health Organization, Regional Office for Europe (2013) HealtH effects of particulate
matter

2. Miller L, Xu X (2018) Ambient PM2.5 human health effects-findings in China and research
directions. Atmosphere (Basel). 9:1–16. https://doi.org/10.3390/atmos9110424

3. Yang N, Zhang Z, Xue B,Ma J, Chen X, Lu C (2018) Economic growth and pollution emission
in China: structural path analysis. Sustain. 10:1–15. https://doi.org/10.3390/su10072569

4. Lin Y, Zou J, Yang W, Li CQ (2018) A review of recent advances in research on PM2.5 in
China. Int J Environ Res Public Health 15. https://doi.org/10.3390/ijerph15030438

5. RelvasH,MirandaAI (2018)Anurban air qualitymodeling system to support decision-making:
design and implementation.AirQualAtmosHeal 11:815–824. https://doi.org/10.1007/s11869-
018-0587-z

6. Buonocore JJ, Dong X, Spengler JD, Fu JS, Levy JI (2014) Using the community multiscale
air quality (CMAQ) model to estimate public health impacts of PM2.5 from individual power
plants. Environ Int 68, 200–208. https://doi.org/10.1016/J.ENVINT.2014.03.031

7. Mehdipour V, Stevenson DS, Memarianfard M, Sihag P (2018) Comparing different methods
for statistical modeling of particulate matter in Tehran. Iran Air Qual Atmos Heal 11:1155–
1165. https://doi.org/10.1007/s11869-018-0615-z

8. Mahajan S, Chen L-J, Tsai T-C, Mahajan S, Chen L-J, Tsai T-C (2018) Short-term PM2.5
forecasting using exponential smoothing method: a comparative analysis. Sensors 18:3223.
https://doi.org/10.3390/s18103223

https://doi.org/10.3390/atmos9110424
https://doi.org/10.3390/su10072569
https://doi.org/10.3390/ijerph15030438
https://doi.org/10.1007/s11869-018-0587-z
https://doi.org/10.1016/J.ENVINT.2014.03.031
https://doi.org/10.1007/s11869-018-0615-z
https://doi.org/10.3390/s18103223


LSTM Networks for Particulate Matter Concentration Forecasting 415

9. Kleine Deters J, Zalakeviciute R, Gonzalez M, Rybarczyk Y (2017) Modeling PM2.5 urban
pollution usingmachine learning and selectedmeteorological parameters. J Electr Comput Eng
(2017):1–14. https://doi.org/10.1155/2017/5106045

10. Chen LJ, Ho YH, Lee HC,Wu HC, Liu HM, Hsieh HH, Huang YT, Lung SCC (2017) An open
framework for participatory PM2.5 monitoring in smart cities. IEEE Access 5:14441–14454.
https://doi.org/10.1109/ACCESS.2017.2723919

11. LiX, PengL,YaoX,Cui S, HuY,YouC, Chi T (2017) Long short-termmemory neural network
for air pollutant concentration predictions: method development and evaluation. Environ Pollut
231:997–1004. https://doi.org/10.1016/j.envpol.2017.08.114

12. BergmeirC,HyndmanRJ,KooB (2015)Anote on the validity of cross-validation for evaluating
time series prediction

https://doi.org/10.1155/2017/5106045
https://doi.org/10.1109/ACCESS.2017.2723919
https://doi.org/10.1016/j.envpol.2017.08.114


A Software System for Predicting
Trihalomethanes Species in Water
Distribution Networks Using Online
Networked Water Sensors

G. Fattoruso, A. Agresta, G. Guarnieri, M. Toscanesi, S. De Vito,
M. Fabbricino, M. Trifuoggi and G. Di Francia

Abstract Drinking water chlorination reduces the risk of pathogenic infection, but
it may be harmful to human health because of trihalomethanes formation. At present,
trihalomethanes concentrations are periodically monitored in fixed points along the
water distribution network by in situ sampling and laboratory tests. Simulation mod-
els combined with online data sources can be useful for reproducing trihalomethanes
concentrations in all part of the network and over time. The current challenge is to
make reliable the model predictions. At this scope, a novel method and software sys-
tem has been developed able to reproducing reliable trihalomethanes concentrations,
including their species, in all parts of the water network and over time. The system
has been tested on the real aqueduct Santa Sofia, disinfected by sodium hypochlorite
and monitored by seven networked online multi-parameter sensors.

Keywords Trihalomethanes predictions · Online water sensors · Online simulation
models · Open source software · QGIS console ·Model uncertainty

1 Introduction

Drinking water chlorination reduces the risk of pathogenic infection, but it may be
harmful to human health because of disinfection by-products (DBPs) formation due
to the chlorine’s reaction with the natural organic matter (NOM). The by-products
include species such as trihalomethanes (THMs) and haloacetic acids (HAAs) that
are characterized by recognized toxicity and carcinogenicity so that their concentra-
tions along the entire water distribution network (WDS) have to be maintain below
threshold values according to national and European regulation. At present, THMs
concentrations are periodically monitored in fixed points along the WDSs by in situ
sampling and laboratory tests. On the contrary, the dynamic behavior of the WDSs
would require to monitor contaminant concentrations in real-time and in all part of
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the WDS in order to timely identify and manage critical changes when they occur,
minimizing the population exposure to an unsafe water supply.

At the same time, thematurity of smartwater technologies formonitoringWDSs is
increasing and the deployment process is becoming easier and faster, moving more
and more water utility companies towards an approach “Smart WAter Network”
(SWAN) for an optimized management of their aqueducts.

Smart, data-driven water technologies have resulted in a rising amount of infor-
mation being available for operators. In the aftermath of these real-time data sources,
which includes onlinemeasuring sensors (OMSs) [1], meters and telemetry, the chal-
lenge is to make sense of these data effectively and transform it into intelligence to
better inform operational and maintenance decisions. A way is to couple the constant
stream of data by online monitoring systems with predictive modelling capabilities,
obtaining a proactive management of the WDSs.

In recent literature, most of the investigatedmodels capable of reproducing THMs
concentrations in WDSs depend on a first water parameter such as residual chlorine
as well as organic matter, among others. They are developed using laboratory or field
data and investigated on their applicability to real WDSs. The challenging aspect,
to be still investigated, is to make reliable their performances when used in real
situations, minimizing the uncertainty of their predictions.

A this scope, a novelmethod and software systemhas been developed and patented
by ENEA [2], able to reproducing reliable residual chlorine and disinfection by
products (i.e. THMs and HAAs including their species) concentrations in all parts
of the WDS and over time by coupling online networked sensors with simulation
modeling and addressing the uncertainty of predictions. The system has been tested
on the real aqueduct Santa Sofia, disinfected by sodium hypochlorite and monitored
by six networked online multi-parameter sensors.

2 The System Architecture

The developed system for the control of water quality in the WDSs provides reliable
(near-) real time and predictive estimates of the residual chlorine and THMs, HAAs
concentrations, including their species, in all part of the WDS.

Online networked water sensors [3], fixed and/or mobile (i.e. human) that make
available continuous and distributed quality/quantitative measurements (including at
least chlorine and pressure data) along the aqueduct are a prerequisite because the
proposed system provides reliable THMs predictions.

The system includes a mix of software components, developed ad hoc or as
extensions of solver engine, integrated within an unique open source GIS-based
platform and connected to online networked water sensors data sources. It provides
the following capabilities:
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• modeling hydraulic behavior and reproducing residual chlorine, THMs and their
species concentrations in all parts of the WDSs and over time, assimilating the
live-data gathered by the online water sensors

• performing an automated and periodic model calibration
• defining optimal sampling schemes by fixed or mobile (human) sensors.

This system intends to provide the control rooms of the water utilities with a
comprehensive and effective analytics set of capabilities for identifying, monitoring
and tracking residual chlorine and THMs concentrations along the network and
consequently activating timely and effective protection actions in order to mitigate
the risks on human health of water contamination events as they occur.

2.1 The Case Study

The developed system has been tested on the pilot real aqueduct of Santa Sofia
(located in Southern Italy), one of trunks of the Acquedotto della Campania Occi-
dentale (ACO), managed da Acqua Campania SpA. The main pipeline runs from the
San Prisco reservoir for about 22 km, suppling water to 28municipalities, with a total
discharge equal to 2000 l/s. In San Prisco reservoir, the network is disinfected by
0.2 mg/l of sodium hypochlorite. The aqueduct consists in a main pipeline with NPS
1400 and three pipelines with NPS 800 and one with NPS 700. Then, it is equipped
by seven networked online multi-parameter water sensors—ENDETEC-KAPTATM
3000, for chlorine, temperature, pressure, conductivity.

2.2 Modeling Capabilities

For ensuring a safe water supply, it is useful to have models able to reproduce
contaminant concentrations in all part of a WDS and over time, especially online
models so that the operator can use them for timely identifying critical events when
they occur. The most important factors influencing THMs formation are operational
parameters, such as free chlorine and contact time, pH, environmental conditions,
organic content (e.g. Total Organic Carbon—TOC, Dissolved Organic Carbon—
DOC) among others. So that the models in literature, grouped in empirical and
kinetic, are expressed through a function of these parameters. Furthermore, due to
the recent developments of thewater technologies (e.g.OMSs), they canbemonitored
in continuous by online water sensors, installed along the network.

The proposed system provides online modeling capabilities by an extension of the
EPANET and EPANET-MSX solver engines enabling to assimilate online pressure
and flow data as well as online quality data (e.g. chlorine), and performing extended-
period chlorine decay and DBPs formation simulations within the WDS.
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Fig. 1 The system interface

An important system feature is its interface (Fig. 1), developed ad hoc, that pro-
vides a high level of interaction and control from operators. Through this interface
it is possible to select the WDS and hence one or more simulation models to be
performed for reproducing residual chlorine and THMs concentrations, including
the several species, in all part of the network and over time.

The set of available models have to be previously investigated in their ability of
reproducing reliable concentrations in real situations. Then, through a setup editor,
the operator can create and modify the models setup defining the model parameters.
At the same way, the model calibration setup can be edited, specifying, for example,
the rate at which the calibration has to be repeated.

For the pilot aqueduct, the system’smulti-model component includes the hydraulic
model, and the chlorine decaymodel [4], and two kinetic DBPs formationmodels [5–
7]. Thefirst of thempredicts twelve types ofDBPs precursors, four THMs species and
heightHAAs species [5, 7], dependingonTOCconcentration. The latter simulates the
total THMs concentrations as a function of residual chlorine [6]. The hydraulicmodel
is given as input at the water quality models. Similarity, the online data, gathered by
the networked water sensors, are assimilated by thesemodels, taking into account the
real condition of the system. This realizes a dynamic system modeling component.

Running the model tools, the several output spatio-temporal simulation scenarios
are visualized within a QGIS console (Fig. 2.) where can easily be compared, queried
and analyzed.
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Fig. 2 QGIS console for visualizing the residual chlorine and THMs predictions in all part of the
WDS and over time

2.3 Model Calibration Capabilities

Before any intended use of the WDS models, it has to be ensured that the models
predict the behaviour of the real network with reasonable accuracy. The predic-
tion accuracy can be influenced by several factors. Among others, there are input
parameters of the model. An efficient calibration process of the models can signifi-
cantly reduce the uncertainty of their predictions. This process modifies the models
uncertain parameters (e.g. pipe roughness, kinetic constants) until model predictions
match closely with measured values on the real system, under a range of operating
conditions within acceptable error bounds.

It is widely acknowledge that hydraulic andwater quality behavior changes during
the seasons due to variable environmental and operational conditions. Thus, periodic
model calibrations represent a best practice for ensuring reliable predictions.

For facing these requirements, the system includes a tool, developed ad hoc, for
the automated and periodic models calibration that uses the online data gathered by
networked water (multi-parameter) sensors. By combining genetic algorithms with
model solver engines, the automated calibration procedure generates and evaluates
a large number of uncertain parameter sets, solving a optimization problem with an
objective function of the weighted least squares of the involved parameters. In par-
ticular, by means of a two-steps approach, the developed procedure first calibrates
the hydraulics parameters using online pressure and flow measurements. Then, fix-
ing them, the parameters involved within the selected chlorine decay and THMs
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formation models are estimated through a second calibration using the live data of
influencing parameters. Through the system interface, the operator can run single
automated model calibrations as well as periodic calibrations setting the time-period
value by the setup editor.

2.4 Optimal Sampling Design

To make WDS simulation models useful, it is necessary to calibrate them. A cal-
ibration process needs a collection of data measured in various points of the real
system and over time. The field measurements are generally considered uncertain.
Their uncertainty is propagated intomodel predictions by the samemodel calibration
procedure. At this scope, a closely related issue to be considered is the selection of
appropriate collection locations, called sampling design (SD). In general, the aim
of the SD procedure is to find a set of optimal network locations at which place
measurements devices/sensors. Optimal locations are determined with the aim of
collecting data that when used for hydraulic and other models calibration will yield
the best parameter estimates and predictions.

The developed system provides a tool that performs optimal location schemes
of (multi-) water sensors (fixed or mobile sensors). The developed SD procedure
use a stochastic approach where the SD problem is formulated and solved as a two-
objective optimization problemunder parameter uncertainty, by identifying sampling
designs that have the optimal trade-off between calibrated model accuracy and the
sampling design cost.

Applying this tool at the Santa Sofia aqueduct, the existing water sensor network
has been evaluated referred to the hydraulic and chlorine decay models. In Fig. 3, it
is evident that the pressure and chlorine predictions accuracy increases, raising the
sensor number.

The actual locations of 7 water multi-parameter sensors reduces the residual
chlorine predictions uncertainty of about a 40%.

Fig. 3 Table of uncertainty
values associated to
hydraulic and residual
chlorine decay models
performed by the system tool
for the Santa Sofia aqueduct
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3 Conclusion

The proposed System returns THMs predictions in all part of the pilot aqueduct with
a mean error of 16%, remaining almost constant over the two annual semesters. The
predictions accuracy returned by our system is reasonably acceptable and close to
the recent literature values.

Through the set of tools available within the system, the operator of the control
room can identify in (near-) real time critical THM concentrations and quantify the
single species; locate the single pipelines affected; analyze the spatio-temporal evo-
lution of the phenomenon; defining optimal SD during the emergency; evaluate the
behavior of the WDS changing the chlorine dose used in the disinfection; minimize
the negative effects on the population when contamination events occur and finally
ensure a safe and continuous water service.
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Could the Experience of a Photovoltaic
Testing Laboratory be of any Help
to the World of Sensors?
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Giuseppe Nardelli and Arturo Matano

Abstract Sensors should exhibit many different characteristics which have to be
provided all along their life time and that requires extensive experimental activity.
But the world of sensors is very wide, covering different kind of materials and mech-
anisms of transduction, with a large variety of types and applications and it is hard to
find either Standards or technical Specifications or Protocols these devices shall be
complying to. As a consequence it is no oneway for classifying sensors, to categorize
them and to find either Standards or Technical Specifications suitable for all the sen-
sors. So there are traditional sensors that must comply with applicable Standards (for
instance the ASTM International, formerly known as American Society for Testing
and Materials, is an international organization that develops and publishes voluntary
consensus technical standards for a wide range of materials, products, such sensors)
but other more innovative devices where Standards and Technical specifications can
be hardly found. Laboratory PVSMART of CR ENEA in Portici, near Naples (I), has
been active for so many years for quality and reliability of photovoltaic devices such
as solar cells and modules and owns a very deep experience on laboratory artificial
ageing processes and compliance to Standards. Although the field could seem quite
different, nevertheless this competence might be useful for the world of sensors; in
thatway in the past the laboratory has already provided technical support to some cus-
tomer by testing specific detectors. In this paper, the experience of this investigation
is summarized and the potentials for a more general use is then proposed.

Keywords Sensors · Testing · Photovoltaics

1 Introduction

The world of sensors is very wide, covering different kind of materials and mecha-
nisms of transduction, with a large variety of types and applications and it is hard to
find either Standards or technical Specifications or Protocols these devices shall be
complying to [1]. But they are swiftly finding their way into real-world applications
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and intensively invading our daily activities so experimental activities to demonstrate
their reliability and their compliance as well to the existing Standards, if any, should
be necessary. Laboratory PVSMART of CR ENEA in Portici, near Naples(I), has
been active for so many years for quality and reliability of photovoltaic devices such
as solar cells and modules and owns a very deep experience on laboratory artificial
ageing processes and compliance to Standards. Although the field could seem quite
different, nevertheless this competence might be useful for the world of sensors; in
thatway in the past the laboratory has already provided technical support to some cus-
tomer by testing specific detectors. In this paper, the experience of this investigation
is summarized and the potentials for a more general use is then proposed.

The ageing process could be very complicated depending on the real conditions of
exposure of the devices and their endurance. Besides it could last toomuch to provide
useful information on experimental scale. For that reason accelerated ageing pro-
cesses need to be provided at experimental stage. Table 1 describes the main severity
mechanisms that are used during the artificial ageing process for photovoltaics.

2 Sensors

2.1 Classification of Sensors

The world of sensors is very wide, covering different kind of materials and mecha-
nisms of transduction, with a large variety of types and applications. Different types
of sensors are already in our homes, offices, cars etc. working to make our lives
easier, for instance by turning on the lights by detecting our presence, adjusting the
room temperature, detect smoke fire, make us delicious coffee, open garage doors
as soon as our car is near the door and many other tasks. Besides standard sensors
used for process measuring such as temperature, pressure, flow, location, to name a
few there are a plenty of innovative and exotic now on the market [2]. In Figs. 1 and
2 different examples are shown.

As a consequence is that there is no one way for classifying sensors.
They can be divided into active and passive.Active sensors are thosewhich require

an external excitation signal or a power signal. Passive Sensors, on the other hand,
do not require any external power signal and directly generates output response. The
other type of classification is based on the means of detection used in the sensor.
Some of the means of detection are Electric, Biological, Chemical, Radioactive etc.
Another classification is based on conversion phenomenon i.e. the input and the out-
put. Some of the common conversion phenomena are Photoelectric, Thermoelectric,
Electrochemical, Electromagnetic, Thermooptic, etc. The last classification of the
sensors is Analog and Digital Sensors. Analog Sensors produce an analog output



Could the Experience of a Photovoltaic Testing Laboratory … 427

Table 1 List of tests being in use for photovoltaics

Severity Range Time/cycling/dose Facilities provided at
CR ENEA in Portici

Temperature/relative
humidity

85 °C/85% 10 cycles/1000 h Damp heat, humidity
freeze and thermal
cycling tests
controlling the
temperature and the
relative humidity, from
−40 °C ± 1°up to
110 °C ± 1° and from
0–90% respectively.
Chamber sizes are
2.5 m as height, 4.5 m
as depth and 3 m as
width

Thermal cycling 200 cycling from −40
to 85 °C

50 or 200 cycles

Sun irradiation 600–1000 Wm−2 Stabilization after
different intervals of at
least 43 kWh · m−2

each over periods
when temperature is
between 40 and 60 °C

Light exposure of
600–1000 Wm−2

under resistive load
until Pmax is stable
within 2%.
Class BBB solar
simulator, in
accordance with the
IEC 60904

UV irradiation Parameters adjustable
between 20 and 80 °C
in temperature and
between 20–90% as
relative humidity with
irradiance on the
testing plane as much
as 250 W/m2

UV test to determine
the ability of the
module to long
exposure to ultra violet
radiations, especially
A and B part of the
spectrum.
Sizes of chamber are
about 2 m × 1.2 m

Biasing From −1000 V up to
1000 V

Salt spray pH <7, salinity Chamber sizes are
3.8 m. long 1.8 m.
wide and 1.9 m. high.
The temperature range
is between room
temperature and 55 °C
and the relative
humidity range
between 50% up to the
saturation condition
(rain). Nozzles on the
floor level can spray a
pre-prepared mixture
of water upright so
that the ensuing fall of
the raindrops can
impinge the samples

Combination of some
of the above stress
factors

85 °C, 85 R. H Light
and DC bias
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Fig. 1 A sort of standard sensors for process control

Fig. 2 Sensors used for physical activity

i.e. a continuous output signal with respect to the quantity being measured. Digital
Sensors, in contrast to Analog Sensors, work with discrete or digital data. The data
in digital sensors, which is used for conversion and transmission, is digital in nature.
Another effect is that it is hard to find either Standards or Technical Specifications
suitable for all the sensors.

2.2 Different Types of Sensors

The following is a list of different types of sensors that are commonly used in various
applications. All these sensors are used for measuring one of the physical properties
like Temperature, Resistance, Capacitance, Conduction, Heat Transfer etc.

• Temperature Sensor
• Proximity Sensor
• Accelerometer
• IR Sensor (Infrared Sensor)
• Pressure Sensor
• Light Sensor
• Ultrasonic Sensor
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• Smoke, Gas and Alcohol Sensor
• Touch Sensor
• Color Sensor
• Humidity Sensor
• Tilt Sensor
• Flow and Level Sensor.

2.3 Characteristics of Sensors

Sensors should exhibit many different characteristics which have to be provided all
along their life time. They are as given below:

1. Accuracy
2. Environmental condition—usually has limits for temperature/humidity
3. Range—Measurement limit of sensor
4. Calibration—Essential formost of themeasuring devices as the readings changes

with time
5. Resolution—Smallest increment detected by the sensor
6. Cost
7. Repeatability—The reading that varies is repeatedly measured under the same

environment.

3 Photovoltaic World Support

The world of photovoltaics has been quite different. From one side there isn’t such a
large variety of devices as sensors, from the other PV modules and systems should
comply with numberless Standards usually issued by Technical Committee 82 (Solar
Photovoltaic Energy System) of IEC International Electrotechnical Commission.
Another challenging effort that PV devices has always required to demonstrate has
been their reliability; to do that before their lunching to the market the prototypes
has to pass many trials with different levels of severity such the ones indicated in
Table 1.

4 New Frontier Experience

Although the above mechanisms have been ruled and optimized in the field of photo-
voltaics, nevertheless they can be adapted, even with some modifications, to objects
coming from a different world, such as the sensors. Just to provide an evidence, some
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Fig. 3 Stabilization temperature curves of different samples

samples from aerospace industry were asked to prove their attitude to the excessive
heating when exposed to solar radiation during the flight. The goal of the experi-
ment was to investigate the optical behavior of thermal sensors installed on aircrafts,
according to different coating materials with different values of optical absorbance
material, when deployed on aircraft after absorption of sun radiation. In this case the
laboratory exposed the samples to artificial sun radiation at more than 1000W/m2 for
almost two hours while the measurements of the temperatures have been recorded.
Figure 3 shows the charts for the samples.

5 Conclusion

Conclusion is that, according to the nature of the particular sensor, a combination of
severities can be found or agreed with customer to provide useful information on the
performance and the endurance of the device.
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Inkjet Printed Graphene-Based
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Abstract Nanotechnology has driven the research toward new advanced materials
and innovative fabrication methods in different fields including sensing applications.
In this framework, chemical graphene-based nanodevices have been developed and
characterized for NO2 detection at low concentrations. The chemiresistors have been
manufactured by the digital printing technique inkjet, one of the most attractive
deposition methods for miniaturized systems. Graphene, in form of hydro-alcoholic
solution (water-isopropanol mixture), has been formulated through Liquid Phase
Exfoliation method and used as sensing material-based ink. The devices’ response to
sub-ppm NO2 concentrations has been measured at different temperatures, from RT
up to 200 °C. The electrical characterization of the sensors has highlighted that there
is an increase of the response as the NO2 concentration and the heating temperature
increase.

Keywords Graphene · Inkjet printing · Aqueous dispersion · Chemi-device ·
Sensor · Nitrogen dioxide

1 Introduction

Nitrogen dioxide is one of the main pollutants with a great impact on human health
therefore many efforts are spent to develop proper sensor devices with improved
sensitivity, selectivity, stability, power consumption and cost. To this aim, the nan-
otechnology has driven the research toward new advanced materials like graphene
and graphene related materials which, thanks to their physical properties, are able
to detect gas analytes even at room temperature (RT) [1–3]. In particular, pristine
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graphene, although, as other room temperature operating sensing layers, has perfor-
mances affected by slow response, recovery rate and poor reversibility, which rep-
resent some of its major drawbacks, displays a marked sensitivity towards different
gases [4].

As further advantage, graphene can be deposited also by printing techniques well
addressing miniaturization applications. In this context the inkjet printing (IJP) tech-
nology, a deposition method from liquid phase, permits an efficient use of different
functional inks thanks to its simultaneous capability of printing and patterning very
small areas, so reducing the amount of waste products. These peculiarities of the IJP
technique are the main strengths exploited in several electronic applications [5–9],
including the sensor devices’ field [10–13].

Here we present a feasibility study of graphene-based sensors inkjet printed onto
micromechanized substrates, constituted of four microhotplates in a TO-8 package
[14]. Graphene, in form of hydro-alcoholic solution, has been made by Liquid Phase
Exfoliation (LPE) method [15] and employed as ink. The sensing responses of the
devices have been analyzed at different concentrations of nitrogen dioxide and at
different heating temperatures.

2 Experimental

2.1 Ink Formulation

Graphene has been prepared by LPEmethod starting from commercial graphite pow-
der (Sigma-Aldrich, product 332461). The formulation of LPE graphene-based ink
has consisted in dispersing the powder in a mixture of water/isopropanol (IPA/H2O,
(1:7)) as solvent and sonicating the obtained dispersion for about 48 h. After that,
the subsequent and last process step has been to centrifuge the suspension, in order
to remove the larger graphitic structures and the unexfoliated flakes, and then to take
the surnatant [15]. The overall process is schematized in Fig. 1.

The final suspension of graphene in hydro-alcoholic solution at the concentration
of 0.1 mg/mL has been employed as ink.

Fig. 1 Scheme of graphene preparation process
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Fig. 2 Micromechanized
substrates with architecture
to host four microhotplate
devices in a TO-8 package
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2.2 Device Fabrication

The sensor devices have been manufactured onto micromechanized substrates, con-
stituted of four microhotplates in a TO-8 package [14]. In Fig. 2 is displayed the
scheme of the micromechanized substrates.

The printing process has been performed by the inkjet equipment DimatixMateri-
als Printer 2831 (DMP2831) of FUJIFILM—USA.This systemuses the piezoelectric
drop-on-demand technology to eject droplets through a multi-nozzles printhead.

The printing parameters have been optimized in order to obtain uniform, con-
ductive and reproducible sensing films. The sensing films have been realized by
printing multiple overlapped layers with squared pattern. After printing, a thermal
treatment has been applied by keeping the devices on hot-plate at 100 °C for 15 min
so removing the residual solvent.

2.3 Sensing Characterization

Tests for sensing analysis upon the analyte NO2 have been carried out by placing the
printed devices in a stainless steel cell inside a propermeasuring apparatus (WiNOSE
5.0). This equipment consists in a 4-channel electrometer with a scanner card (6517
and 6522, Keithley, Cleveland, OH, USA) operating at a constant bias voltage of
1 V. Voltage for the device heaters has been driven from a 4-channel voltage source
through a programmable power supply (V4CH, Ray IE, Mirabel, Spain).

Agasmixing unit (GMU-06,Ray Ingeniería Electrónica,Mirabel, Spain) has been
used to generate the desired NO2 concentrations from calibrated cylinders (Praxair,
Madrid, Spain). All the measurements have been performed keeping the analyte flow
constant (200 mL/min).
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The sensing properties of the devices have been investigated measuring their
response to different NO2 concentrations varying from 0.1 to 1 ppm for different
operating temperatures, from RT up to 200 °C. The sensors have been exposed to
increasing NO2 concentrations for 30 min (adsorption time) followed by a recovery
phase of 60 min in air (desorption time). Device responses have been calculated as
the ratio of the maximum resistance value in NO2, R, to the resistance in air, R0.

3 Results and Discussion

In order to investigate the possibility to fabricate graphene-based sensor nanodevices
by inkjet technology, the ink has been formulated by dispersing graphite flakes in a
hydro-alcoholic mixture and printed onto micromechanized substrates.

The morphological and electrical properties of the printed layers were studied
by atomic force microscopy (AFM), scanning electronic microscopy (SEM) and
volt-amperometric measurements in an our previous study [11]. Both AFM and
SEM analyses highlighted the presence of restacked aggregates formed by planar-
structured flakes, randomly distributed, also overlapped in some regions, with cracks
and gaps between neighbouring sheets. Despite the rather inhomogeneous material
distribution, I-V measurements pointed out evident ohmic behavior of the material.

Starting from this state-of-the-art on the surface and electrical characteristics of IJ-
printed aqueous LPE graphene-based films the sensing property of the nanochemire-
sistors has been tested by exposing them to gas vapours of NO2 at different concen-
trations from 100 to 1000 ppb by heating the devices from RT up to 200 °C. All the
electrical characterizations have been carried out by biasing the single device at 1 V.

The typical sensing responses of printed graphene-based nanodevice as function
of NO2 concentration at different heating temperatures and as function of the heating
temperatures at fixed NO2 concentration are displayed in Figs. 3 and 4, respectively.

In both graphs the sensing responses have been reported in terms of the inverse
of R/R0 due to the p-type nature of the material.

In detail, by observing Fig. 3, for all investigated temperatures, the graphene-
based device shows a slow but continuous increase of the response as the NO2

concentration increases. Additionally, from Fig. 4, at fixed NO2 concentration, the
response is higher as heating temperature increases: this behavior is more evident at
high analyte concentrations.

4 Conclusion

In this study we have demonstrated that the inkjet printing technology can be suc-
cessfully adopted for the fabrication of sensing devices in miniaturized architectures
by employing micromechanized substrates.
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Fig. 3 Sensing responses of
graphene-based device as
function of NO2
concentration at different
heating temperatures

Fig. 4 Sensing responses of
graphene-based device as
function of the heating
temperatures at fixed NO2
concentration

Graphene, in form of hydro-alcoholic solution, has been made by Liquid Phase
Exfoliationmethod and inkjet printed. The sensing properties of the nanodevices have
been investigated as function of the analyte (NO2) concentration (100÷ 1000 ppb) by
heating the substrate at different temperatures (25÷ 200 °C). Sensing measurements
towards the target gas have been performed at a constant flow of 200 mL/min, with
an exposure window towards analyte of 30 min, followed by a recovery phase of
60 min. The electrical characterization of the sensors, carried out at a constant bias
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voltage of 1 V, has highlighted that there is an increase of the response as the NO2

concentration and the heating temperature increase.
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