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Preface

Bone tissue remains a highly researched topic investigated by many fields of sci-
ence. Research in this topic has been continuous in recent decades, producing
clinically and analytically relevant results. Generally, bone remodelling plays a vital
role in the regulation of human skeleton. Since bone acts as a mineral repository of
calcium and phosphorus, bone is responsible for the maintenance of mineral
homeostasis. Highly reactive to its mechanical environment, bone tissue structurally
adapts itself and induces the repair of its own damaged tissue. This self-repair
process is commonly known as bone remodelling. Since the first observations of the
bone tissue remodelling phenomenon, researchers have attempted to describe it,
document it and predict it. With the advent of computer technology, several
mathematical models and algorithms have been developed to simulate and to
predict such a complex phenomenon.

Thus, with this book, a group of experts in bone tissue computational mechanics
was gathered, aiming to combine their knowledge and insight in one single doc-
ument. This book consists in three parts, covering the macro- and micro-scale
biological mechanical behaviour of the bone tissue, the most recent bone tissue
remodelling algorithms considering mechanical and chemical stimuli and the
numerical simulation of bone and its adjacent structures.

Part I “Biological Characterization of Bone Tissue” includes two chapters,
addressing the function, regulation, morphology, physiology, structure and quality
of bone tissue. In the first chapter, M. T. Oliveira and J. C. Reis describe the
tissue complexity, along with its response to external and internal stimuli. The
overview goes from embryogenesis to endocrine regulation and bone remodelling.
With this chapter, the reader becomes aware of the contribution of bone’s cellular
structure and tissue organization to bone remodelling. In the second chapter,
J. M. D. A. Rollo and colleagues focus on bone quality assessment, providing a
description of several methods and techniques to evaluate the micro-architecture of
dried trabecular bones in vertebrae. The authors show the importance of such
microstructural characterization in the evaluation and detection of osteoporosis.
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Part II “Bone Remodelling Algorithms” focuses on numerical techniques to
predict the transient response of bone tissue. Thus, in the first chapter of this part,
M. C. Marques and colleagues present an extensive review on bone remodelling
and regeneration models. Three distinct classifications of models are proposed and
presented: the mechanoregulated models, the bioregulated models and the
mechanobioregulated models. Furthermore, the chapter addresses the benefits of
combining these mathematical models with advanced discretization meshless
techniques. Next, it follows a chapter fully dedicated to the mathematical
description of the dynamic behaviour of bone remodelling processes, involving
physiological phenomena. Furthermore, R. M. Coelho and colleagues review the
most recent models, highlighting those that include the main cellular processes,
along with the biochemical control, and the pharmacokinetics/pharmacodynamics
(PK/PD) of the most common treatments for diseases, such as cancer. In the end,
they present their numerical results. In a subsequent chapter, Madalena M. A.
Peyroteo and colleagues present a novel model to simulate the biological events
during bone remodelling. For the first time, the model combines advanced dis-
cretization meshless techniques with temporal-spatial biological bone remodelling
models. Furthermore, the proposed model enhances previous models by adding an
additional spatial variable. In the last chapter of this second part, X. Wang and
J. Fernandez present an innovative mechanostatistical approach to predict bone
remodelling across scales. In this chapter, the authors propose a multiscale
framework, bridging the gap between relevant spatial scales by passing data from
different sources across a multitude of spatial scales to solve both organ-level and
Haversian-level biomechanical states. The solutions stored in a database are then
used by a statistical method to rapidly estimate the load-adaptation response.

Part III “Numerical Simulation of Bone Tissue and Adjacent Structures” consists
of computational simulation of bone structures using well-established numerical
techniques. In the first chapter of this last part, F. M. P. Almeida and António
M. G. Completo present a review on the application of the finite element method to
bone tissue analysis. From a historical point of view, the authors provide a survey
on the most relevant works documented up to date, focusing on the kind of used
elements, constitutive models and experimental validation.

In the second chapter of this third part, C. Bandeiras and António M.G. Completo
show the performance of a computational approach for tissue engineered constructs.
Since growth and remodelling (G&R) computational models are invaluable to interpret
and predict the effects of experimental designs, the authors propose a computational
framework to simulate the mechanical stimulation response of biotissues. In the last
chapter, A. P. G. Castro and colleagues show a finite element method application of the
intervertebral disc, compressed by two vertebrae. The findings are in accordance with
different sources of experimental and numerical literature data.

Dedicated to the computational analysis of bone tissue mechanics, this book
aims to contribute to the enhancement of the state of the art in bone tissue analysis,
combining the knowledge of researchers from the biomedical and the engineering
science fields. Intended readers include researchers interested in computational
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mechanics applications dealing with bone tissue structural analysis and/or remod-
elling response.

With this book, we hope to contribute to the enlargement of the scientific
repository of this important and interesting field of computational biomechanics.
We would like to finally thank all contributors for their effort and patience in
making this book possible.

Porto, Portugal Jorge Belinha
Barcelona, Spain Maria-Cristina Manzanares-Céspedes
Aveiro, Portugal António M. G. Completo
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Bone: Functions, Structure
and Physiology

Joana da Costa Reis and Maria Teresa Oliveira

Abstract In this chapter, bone functions, regulation, morphological structure and
physiology are revisited. Bone is a highly complex tissue, very sensitive and respon-
sive to external and internal stimuli, and intimately intertwined with other organs.
From embryogenesis to endocrine regulation and bone remodelling, a global assess-
ment is presented. Considering the scope of this book, special emphasis is given
to how cell structure and tissue organization modulate the response to mechanical
stimuli.

1 Introduction

The deeply dynamic nature of bone may be missed by a less attentive eye. Bones are
resilient and apparently quite rigid structures. They vary in shape, size and number
and are divided in the axial and appendicular skeleton. Through life, they are sub-
jected to loads and strains that temper their shape, with oldmatrices being replaced by
newly formed ones, maintaining bone volume and strength. When trauma and frac-
tures occur, bones are capable of healing if enough stability and proper alignment
are guaranteed.

Osteogenesis, bone repair and remodelling are directedby the exchanges involving
the environment, cell-to-cell interactions and cell–extracellular matrix.

Mechanical forces are crucial in early embryonic development. Morphogene-
sis is controlled through fluid flow mechanisms and by cellular contractility. Early
embryo shaping depends on morula contraction determined by cohesivity. Multi-
ple layers result in the development of endoderm, mesoderm and ectoderm in the
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blastula [1–4]. Mechanical forces, cell geometry, and oriented cell division together
orchestrate normal airway tube morphogenesis [5] and may help determine the neo-
cortical organization [6]. Cells generate tension through contraction of actin-myosin
cytoskeleton filaments, which are transmitted through cadherin-mediated adhesion
sites to surrounding structures, these being either cells or extracellular matrix. The
cytoskeletal conformation and cell shape stress-dependent changes regulate cell phe-
notype; interactions with the extracellular matrix are of paramount importance for
cell phenotype [2]. Organ lateralization and asymmetry depend on unidirectional
fluid flow, generated by specialized motor protein complex dynein. The fluid flow
induces differences in key molecules’ expression (such as the TGF-family signalling
molecules) [7–10]. Lateralization may also depend on fluid shear, in the embryo,
by acting on a group of non-motile cilia, coupled to calcium channels; fluid flow
generated shear may cause the intracellular calcium concentrations to increase and
initiate the cascade of events responsible for lateralization [11].

The mechanical environment is also a determining factor for vasculogenesis,
angiogenesis [12, 13] and neuronal development [14–17].

The embryo mesoderm is constituted by spindle- or star-shaped cells called mes-
enchymal stem cells (MSCs). MSCs are the utmost pluripotential cells in the organ-
ism, originating different tissues such as the connective tissue, muscle, cardiovas-
cular tissue and the whole skeletal system. Bone, cartilage, tendons and ligaments
develop through mechanisms of proliferation, migration and differentiation, but also
programmed cell death/apoptosis [18].

We now begin to address how complex bone is in its functions, how its macro-
architecture, microarchitecture and arrangement at molecular level play together
remarkably, ensuring its responsiveness to external and internal stimuli and close
entwining with other organs.

2 The Complexity Behind Simplicity

2.1 Bone Functions

Osseous tissue is the most rigid and resilient tissue of the body. Bone is composed of
dense connective tissue; it is the primary skeleton component, thus providing struc-
ture, support and protection to vital organs, like the brain (skull), the spinal cord
(vertebrae) and the heart and lungs (ribs and sternum). Vertebrae also participate in
the spine shock absorbance—providing adequate load cushioning for the fibrocar-
tilaginous joints at the intervertebral discs. Long bones provide structure, stability
and, along with the joints, enable bodymovement—providing levers for the muscles.

Moreover, bones act as the major source of blood, since haematopoiesis occurs
in their medullary cavity. In infants, the bone marrow of all long bones is capable of
blood synthesis. With ageing, part of the red marrow turns into yellow fatty marrow,
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no longer capable of haematopoiesis. Functional red marrow in adults is limited to
the vertebrae and the extremities of femur and tibia.

Bones also partake a vital role as:

• Mineral storage: mostly calcium, phosphate andmagnesium; bone plays an impor-
tantmetabolic role,mediated by several hormones, regulatingmineral homeostasis
[19–21].

• Acid-base balance, as bone can buffer blood against extreme pH changes by
absorbing or releasing alkaline salts, through bone cells’ activity [22–24].

• Osteoblasts have been shown to produce growth factors, with production regulated
by systemic hormones and local mechanical stress [25]. The bone matrix holds
several growth factors such as insulin-like growth factors I and II, transform-
ing growth factor beta, acidic and basic fibroblast growth factor, platelet-derived
growth factor and bone morphogenetic proteins, released when resorption occurs
[26].

• Adipose tissue storage (yellow bone marrow functions as a fatty acid/energy
reserve) [27–29].

• Heavy metals and other foreign elements, after detoxification from the blood, are
stored in bone and later excreted [30, 31].

• Bone functions as an endocrine organ, as it produces two known circulating
hormones:

a. FibroblastGrowthFactor 23 (FGF23): FGF23wasfirst described byYamashita
et al., and it is produced mainly by osteocytes [32, 33], but also by osteoblasts
[34]. FG23 acts on the kidneys, inhibiting 1α-hydroxylation of vitamin D and
promoting phosphorus excretion in urine [35–37]. FGF23 also decreases phos-
phorus absorption in the intestine, regulating inorganic phosphate metabolism
and thus mineralization [35]. Serum calcium concentration regulates FGF23
production [38], thus making FGF23 into a calcium–phosphorus regulatory
hormone [39]. Hence, FGF23 excess or deficiency results in anomalies of
phosphate metabolism. Excess FGF23 hinders renal phosphate reabsorption
and 1,25 dihydroxy vitamin D3 [1,25(OH)2D] production, causing hypophos-
phatemia and suppression of circulating 1,25(OH)2D levels and, eventually,
rachitic changes in bone [40]. These changes occur in autosomal domi-
nant hypophosphatemic rickets and osteomalacia [41] and, in tumour-induced
osteomalacia (TIO), a paraneoplastic syndrome [42]. In contrast, reductions
in FGF23 cause tumoral calcinosis syndrome, characterized by hyperphos-
phatemia, increased 1,25(OH)2D and soft tissue calcifications [40, 43]. An
obligate FGF23 co-receptor was identified—Klotho [44]. Klotho is essential
to activate FGF receptors and their signalling molecules. Secreted Klotho sup-
presses either by direct interaction or interferencewith receptors, the activity of
several growth factors: insulin, insulin-like growth factor-1 (IGF-1) [45], Wnt
[46] and TGF-β1 [47]. The FGF23-Klotho axis represents a specialized system
responsible for the external and internal calcium and phosphorus balance in
the bone, intestine and kidney. FGF23-Klotho axis works under parathormone
regulation, with parathormone increasing serum FGF23 levels and directly
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promoting FGF23 expression by osteocytes [48, 49]; FGF23 exerts negative
feedback by inhibiting the parathyroid glands [50, 51]. FGF23 production in
the osteocyte may be inhibited by osteopontin [52].

b. Osteocalcin is a protein produced by osteoblasts in bone, and it is a major
regulator of insulin secretion by direct action over the pancreatic β-cell. Osteo-
calcin also increases insulin sensitivity of peripheral tissues, e.g. muscles and
liver, up-regulating glucose uptake and energy expenditure, thus contributing
to glycaemia regulation [53–56]; it also reduces fat deposition by inducing
adiponectin secretion by adipocytes [57, 58]. Blood osteocalcin levels are sig-
nificantly lower in diabetic patients when compared to non-diabetic controls,
and osteocalcin levels are inversely related to fat mass and blood glucose [59,
60]. Lastly, osteocalcin influences male fertility, by enhancing testosterone
production by Leydig cells in the testes [61].

2.2 Bone Structure and Mechanical Behaviour

Bone is a composite material; the inorganic portion of bone comprising 70% (of
which 95% is hydroxyapatite and 5% are impurities impregnated in hydroxyapatite),
whilst 22–25% are organic (of which 94–98% are mainly collagen type I and other
non-collagen proteins and 2–5% are cells); 5–8% is water [62].

Bone mechanical properties depend on porosity, composition, mineralization
degree and organization of solid matrix. Therefore, the mechanical behaviour of
an entire bone is highly dependent on its properties at a microscale [63, 64].

Bone can be classified according to its structural features at a microscopic level
in woven and lamellar bones.

Woven bone is immature or pathologic, primary bone, and it is present in growth,
fracture healing and diseases such as Paget’s disease. Cells and matrix are laid ran-
domly.Woven bone is formed during intramembranous, endochondral or rapid appo-
sitional bone growth. In large animals (whether reptiles, birds or mammals), woven
bone with large vascular canals is rapidly deposited in the subperiosteal region.
Canals are lined with osteoblasts that gradually deposit lamellae until the canal has
a reduced diameter; the resulting structure is a primary Haversian system or osteon.
The random distribution of its components explains woven bone’s isotropy.

Lamellar bone is organized, mature bone, and it is morphologically classified
into two different types: cortical or compact bone and cancellous or trabecular bone.
Cortical and cancellous bone types differ in both structure and functional properties,
but both are highly anisotropic.

The typical structure of a long bone, such as the femur or the humerus, comprises
the cylindric shaft, or diaphysis, and the extremities, or epiphyses (Fig. 1). The outer
surface is covered by a layer of dense connective tissue called periosteum, except
for the areas of mobile articulation, covered with hyaline cartilage. The periosteum
is highly vascularized and responsible for appositional bone growth. The endosteum
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Epiphysis

Trabecular bone 

Cortical bone

Fig. 1 Illustration of a long bone structure, showing the distribution of two different types of
lamellar bone: cancellous and cortical compact bone

is a thin layer of connective tissue that lines the inner surface of the diaphysis,
containing the medullary canal. The epiphysis consists of an outer layer of cortical
bone surrounding the porous network formed by trabecular bone. Within the spaces
between trabeculae lays red bone marrow [65]. Long bones, fundamental for load
bearing and leverage, evolved as structures in which stiffness along the long axis was
favoured.

Cortical bone (Fig. 2) accounts for approximately 80% of the skeletal mass. Cor-
tical bone is vital to skeletal mechanical competence, both of long and flat bones.
It is formed by tightly aligned collagen fibrils, making concentric lamellae. Each
lamella is 2–3 μm thick and is arranged in distinct layers of parallel fibrils, each

Fig. 2 Microphotographof cortical bone inproximal tibia (undecalcifiedbone sectionof sheep tibia,
Giemsa-Eosin, 40×magnification; slide digitalized usingNanoZoomer SQ, Hamamatsu Photonics,
Portugal). Haversian systems are evident, as are the concentric lamellae. Osteocytes are visible in
their lacunae, in between lamellae
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layer with a different fibril orientation [66]. Mineralization occurs by apatite crystals
(mainly carbonated apatite) deposition within and around these fibrils. The lamellae
form cylinders containing a hollow central canal where blood vessels and nerves
run, composing the cortical bone microstructural unit, called Haversian system or
osteon. From the centre of the osteon (Haversian canals), blood vessels form a three-
dimensional network and penetrate the cortical bone layer perpendicularly (running
within Volkman’s channels) [67]. In between, the osteons are incomplete osteons,
known as interstitial systems or interstitial bone.

Cancellous (or trabecular) bone is highly porous and adapted to compressive
loads. The lamellae are organized in a parallel manner, forming trabeculae. These
rod- and plate-shaped struts are organized into a flexible lattice with variable degrees
of interconnectivity (Fig. 3).

The trabecular network is light and of utmost importance for load transfer in long
bones, absorbing and distributing sudden stresses. In vertebrae, cancellous bone is
the main load-bearing structure and essential for shock absorption. Trabeculae are
approximately 200 μm thick and are orientated according to routine load-bearing
direction [68]. This is evident in epiphyses and metaphyses of long bones, but also in
the vertebrae and ribs. Trabeculae are covered by osteoblasts and bone-lining cells.
Osteoblasts actively lay extracellular matrix (ECM), and bone-lining cells are in an
inactive state. The metabolic rate of trabecular bone is higher than that of cortical
bone and the remodelling phenomena more prominent. [18, 69].

Bone endures both compressive and tensile stresses. Bone is subjected to bending
and torsion [62]. In humans, there is a large variation in strains, ranging from to 400
to 2000 μstrains or even as high as 4000 μstrains [62, 70, 71].

Fig. 3 Image of trabecular bone (undecalcified bone section of the proximal epiphysis of sheep’s
tibia, Giemsa-Eosin, 5× magnification; slide digitalized using NanoZoomer SQ, Hamamatsu
Photonics, Portugal). The picture illustrates the sponge-like structure of cancellous bone
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The bone exhibits a stress–strain response of sequential elastic and plastic
responses. In its elastic region, no permanent damage is caused to the bone structure;
if the stress increases, a gradual transition to a plastic response occurs. Post-yield
deformations are permanent and cause trabecular fracture, cement lines and cracks.
Crack formation and growth allow energy dissipation and are a powerful stimulus
for bone remodelling in healthy bone.

The mineral component contributes to compression strength, while collagen fib-
rils are fundamental for tensile strength. The mineral phase is highly related to stiff-
ness, whilst collagen is determinant for toughness [72]. A higher Young’s modulus
corresponds to less ductility and higher brittleness [73].

Bone material properties reflect, therefore, high functional specialization and
depend on architecture, composition and component spatial distribution.

2.2.1 The Bone Matrix

Structure and material properties of the bone depend on collagen. The collagen I
molecule is composed of three long peptide sequences, arranged helicoidally. Col-
lagen is produced by osteoblasts and goes through several enzymatic modifications
whilst still within the cell [74]. After leaving the cell, collagen molecule under-
goes further cross-linking within itself and with other collagen molecules. Col-
lagen chain mutations lead to diseases such as osteogenesis imperfecta [74, 75].
The triple tropocollagen units are aligned in fibrils and display a permanent dipole
moment. Consequently, collagen acts as a piezoelectric and pyroelectric material
and as an electromechanical transducer [76, 77]. The native polarity and the piezo-
electric properties of collagen are associated with the mineralization process. Under
compression, negative charges on the collagen surface become uncovered and attract
calcium cations, which are then tailed by phosphate anions [77, 78]. Collagen can
actively control mineralization, functioning in synergy with other non-collagenous
proteins, inhibitors of hydroxyapatite nucleation. The positive net charge close to
the C-terminal end of the collagen molecules promotes the infiltration of the fibrils
with amorphous calcium phosphate; at the gap and overlap regions of the colla-
gen molecule, the clusters of charged amino acids form nucleation sites and the
amorphous calcium phosphate are changed into parallel oriented apatite crystals
[79].

Non-collagenous proteins such as osteopontin, fibronectin, osteonectin and bone
sialoprotein are present in much smaller quantities but are, nonetheless, essential for
normal bone function and properties.

Osteopontin (OPN) is a non-collagenous glycoprotein, present in the bonematrix,
binding to the cell surface and hydroxyapatite. It is mostly produced by proliferating
pre-osteoblasts, osteoblasts and osteocytes, but also by fibroblasts, osteoclasts and
macrophages [80, 81]. OPN intervenes in cell migration, adhesion and survival in
diverse cell types. OPN is a key player in bone remodelling processes. Its production
is modulated by mechanical loading, being up-regulated both by loading and by
loading deprivation [81–83]. OPN has been proved to inhibit mineralization, but
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its deficiency significantly lessens bone fracture toughness and causes anomalous
mineral distribution, leading to increased FGF23 production [52, 84–86].

Fibronectin mediates many cellular interactions with the ECM, playing an impor-
tant part in cell adhesion, migration, growth and differentiation. It is determinant
for vertebrate development and is mostly synthesized by osteoblast precursors and
mature bone cells; it can also be produced at distant sites (such as the liver) and enters
the systemic circulation. Some studies suggested that only circulating fibronectin
exerts effects on the bone matrix [74, 87]. Fibronectin binds to collagen and may act
as an extracellular scaffold, facilitating interactions of BMP1 with substrates [88].
Fibronectin may also be vital for the osteogenic differentiation of mesenchymal cells
[89, 90].

Osteonectin or secreted protein acidic and rich in cysteine (SPARC) is secreted by
osteoblasts during bone formation, and it is one of themost abundant non-collagenous
proteins in the bone matrix. Osteonectin is a regulator of bone mineralization; its
attachment to collagen can inhibit or promotemineral formation. It interacts alsowith
apatite through its N-terminal domain, inhibiting crystal growth [91]. Osteonectin
knockout mice suffer from osteopenia due to osteoblasts and osteoclasts defective
function and low bone turnover. Changes in the osteonectin encoding gene have also
been linked to idiopathic osteoporosis and osteogenesis imperfecta [92].

Thrombospondin-2 (TSP-2) is another matricellular protein that also exerts its
effects on osteoblast proliferation and function, being involved in MSCs adhesion
and migration; it has also influence on angiogenesis and tumour growth and metas-
tization [93–96]. TSP-2 likely participates in bone remodelling, since it promotes
osteoclastogenesis through the RANKL-dependent pathway [95, 96].

Bone sialoprotein (BSP) is a highly glycosylated and sulphated phosphoprotein
that is found almost exclusively in mineralized connective tissues [97]. BSP knock-
out mice have higher trabecular bone mass and reduced amounts of cortical bone;
they also present a very low turnover. BSP defective mice maintain unloading bone
response, as opposite to OPN knockout mice [98]. The absence of BSP also leads to
changes in the growth plates, decreased bone length and delayed ossification [99].
BSP and OPN are part of the small integrin-binding ligand N-linked glycoproteins
(SIBLING) family, and the recent studies suggest the interplay in between these
proteins is determinant in bone biology [100].

Proteoglycan (PG) encoding genes are expressed in skeletal and non-skeletal
tissues but with stronger expression in bone, joints and liver. PGs are a large family
of molecules and perform many biological functions. PGs help to structure bone by
mediating collagen secretion and fibril organization; they also act as mineralization
inhibitors. PGs also modulate cytokines and growth factors’ biological activity in
bone [101]. In bone, PrG4 gene expression is under the control of PTH [102].

From the reviewed above, it becomes clear that non-collagenous and collagen
matrix proteins are fundamental for bone morphology and material properties, inter-
acting with each other and with cells and responding to stimuli generated locally
or systemically. It is also evident that matrix components have a multiplicity of
functions. The role of a molecule is modulated by changes in its structure and by
interactions with other substances.
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Fig. 4 Osteoblasts are cuboidal cells that when actively deposing matrix on bone surfaces
(microphotograph, decalcified sheep bone section, Mason trichrome, magnification 40×; black
arrows point line of active osteoblasts). When quiescent, osteoblasts appear as flat bone-lining cells

2.2.2 Bone Cell Population

Mature bone contains three core cell populations: osteoblasts, osteocytes and
osteoclasts.

Osteoblasts

Osteoblasts arise from MSCs, sharing a common background with chondrocytes,
myoblasts and fibroblasts. Osteoblasts differentiate under the influence of a variety
of hormones, cytokines and the local mechanical environment [103]. These cells,
when active, are cuboidal/round (Fig. 4), with specific features consistent with their
secretory functions, such as prominent Golgi complexes and endoplasmic reticulum
(with multiple vesicles and vacuoles); these are even more evident during matrix
secretion and early stages of mineralization [104].

Osteoblasts can also remain on bone surfaces as flat bone-lining cells, in a qui-
escent state, with few apparent cell organelles. During the osteoblast maturation
process, there are increased levels of expression of pro-collagen, osteopontin and
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osteocalcin; bone sialoprotein seems to be more strongly expressed at intermediate
phases of differentiation [105, 106]. Osteoblast differentiation is impaired when gap
junctions are inhibited, suggesting communication to neighbouring cells is essential
for differentiation [107]. Osteoblasts produce non-mineralized matrix—osteoid—
that becomes gradually mineralized, wherein they become trapped and some differ-
entiate into osteocytes. Runx2 induces the expression of major bone matrix protein
genes in vitro. Runx2 expression is up-regulated in pre-osteoblasts, being maxi-
mal in immature osteoblasts and down-regulated in mature osteoblasts. Although
Runx2 is weakly expressed in undifferentiated mesenchymal cells, it induces their
osteogenic commitment [108]. Once Runx2 is activated, cells undergo the three
stages of differentiation, with the synthetization of different molecules: in stage 1, the
cells proliferate and express fibronectin, collagen, TGFβ receptor 1, and osteopontin;
during stage, osteoblast will differentiate and act on the extracellular matrix through
alkaline phosphatase and collagen; at stage 3, the osteoblast will assume its charac-
teristic cuboidal shape and secrete significant amounts of osteocalcin. Osteocalcin
will promote matrix mineralization [109]. Osteoblast differentiation is influenced by
1,25(OH)2D3 and mechanical stimuli, amongst other factors [110].

Osteocytes

Osteocytes are the most abundant cells of bone, comprising more than 90% of the
osteoblast lineage and contributing to bone formation and resorption [111, 112].
They are fully differentiated osteoblasts embedded in the mineralized matrix, inside
the osteocytic lacunae. Lacunae are located between the lamellae and connected with
surrounding lacunae by a canalicular system (Fig. 5). Osteocytes have long dendritic
cell processes (50–60 by cell) that laywithin the canaliculi. The extremities of the cell
processes connect osteocytes amongst themselves and allow contact with osteoblasts
and bone-lining cells [18, 113, 114]. The resulting functional syncytium shares a
common environment [115].

Osteocytes have no matrix secretion functions; however, they are responsible for
sensing changes in the bone structure and commanding bone remodelling.

Pre-osteoblasts and osteoblasts are less responsive to fluid shear stress than
osteocytes. Mechanosensitivity seems to increase during differentiation. However,
osteoblasts are able to modulate their response according to the mechanical stimuli
intensity [62]. Osteocyte functions include mechanosensing and maintaining bone
matrix [116, 117]. The sensation of electrical signals may be one of the functions
of osteocytes, and electrical signals mediated by osteocytes may regulate the cell
behaviour in bone tissue [118]. Flexoelectric fields are generated by fractures in the
bone mineral and may be large enough to induce osteocyte apoptosis and initiate
bone remodelling [119].

The same mechanical stimulus may cause a different response in osteocytes
according to their cell body shape [120]. Recently, a study reports that osteocyte
plasma membrane disruptions, caused by mechanical loading, act as triggering
mechanosensing events, both in vitro and in vivo [121].
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Fig. 5 Detail of microphotograph of an undecalcified bone section of sheep tibia, Giemsa-Eosin, on
the left, showing osteocytes (Giemsa-Eosin, 40× magnification and 200% zoom; slide digitalized
using NanoZoomer SQ, Hamamatsu Photonics, Portugal). The canaliculi where cell processes
run are observable. The image on the right illustrates a simplified version of the resulting three-
dimensional syncytium

Osteocytes’ early response to mechanical loading results in vesicular ATP release
by exocytosis, tuned according to the magnitude of the stimulus [122]. Mechanical
stimulation of osteocytes also causes fluctuations in intracellular calcium levels; these
are responsible for calcium-dependent actin contraction and release of extracellular
vesicles containing bone regulatory proteins [123]. In fact, osteocytes respond to
mechanical stimuli by producing various messenger molecules, such as nitric oxide
and prostaglandins, namely prostaglandin E2 (PGE2) [117, 124, 125]. This response
is dependent on the function of stretch-activated calcium channels [126], although
reserves of intracellular calcium also contribute [123]. PGE2 has anabolic effects,
stimulating osteoblast activity and new bone formation [127]. Nitric oxide inhibits
bone resorption, by suppressing osteoclast formation and increasing the expression
of osteoprotegerin [128, 129].

The lifespan of osteocytes is highly variable and likely associated with the rate of
bone remodelling, depending on mechanical and environmental factors such as hor-
mones; osteocytes apoptosismay be inhibited or induced by a variety of physiological
and pathological conditions.Osteocyte apoptosismay be induced by biological effec-
tors such as hormones, without being accompanied by increased osteoclastogenesis
[130–134].

Young osteocytes are polarized towards the mineralization front, just like
osteoblasts are, with the nucleus remaining close to vessels [104]. As lamellar bone
matures, the osteocytes tend to spread their processes perpendicular to the longitudi-
nal axis of trabeculae and long bones and appear as flattened cells. In immature bone,
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Fig. 6 A microphotograph of TRAP positive osteoclasts firmly attached to the bone surface. The
ruffled border membrane is visible in direct contact with bone. This is the resorbing organelle; along
its enlarged ruffled contact surface, proton pumps lower the local pH, dissolving hydroxyapatite

plump osteocytes with randomly distributed processes predominate [130]. Osteocyte
density is closely related to bone architecture and thus to its mechanical behaviour
[135].

Ageing has been correlated with smaller canaliculi, in lower numbers per lacuna,
leading ultimately to reduced mechanosensitivity in the aged individual [136, 137].

Osteoclasts

Osteoclasts are multinucleated cells and belong to the same lineage as macrophages
and monocytes (Fig. 6). Like macrophages, osteoclasts are able to merge and form
multinucleated cells and to phagocytize [138]. The cell precursor may differentiate
into either an osteoclast or a macrophage. The differentiation path depends on the
progenitor cell being exposed to a receptor activator of several ligands (receptor
activator of nuclear factor-κB ligand—RANKL, osteoprotegerin and osteoclast dif-
ferentiation factor—ODF) or to colony-stimulating factors related to immune system
[139–141].

The osteoclast presents distinctive functional features:

• osteoclasts can attach firmly to the bone surface, isolating the area under the
cell membrane from its surroundings; the membrane domain responsible for the
isolation of the resorption site is called sealing zone [142, 143];

• osteoclasts acidify the mineral matrix by the action of protons pumps at the ruf-
fled border membrane, a resorbing organelle; the lowering of the pH causes the
dissolution of the hydroxyapatite crystals [144–146];
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• osteoclasts are capable of synthesizing and secreting enzymes such as tartrate-
resistant acid phosphatase (TRAP) and cathepsins in a directional manner; the
proteases secreted by osteoclasts cleave the organic matrix; through the combined
action of lysosome enzymes,matrixmetalloproteinases and the pH reduction, bone
is resorbed [147, 148];

• osteoclasts can phagocytize the resultant organic debris and minerals, removing
them from the resorption lacunae, through a transcytosis process [149, 150].

The bone resorption process begins with differentiation and recruitment of osteo-
clast precursors, which merge and originate matured multinucleated bone-resorbing
osteoclasts. Bone resorption begins when the osteoclast attaches to the mineralized
bonematrix through the interaction of integrinswithmatrix proteins, like osteopontin
and bone sialoprotein, previously laid down by osteoblasts [143].

2.3 Regulation of Bone Metabolism (Modelling/Remodelling)

The bone cell populations are responsible for bone remodelling and repair. These
processes are regulated systemically byhormones, neuropeptides andothermediators
and locally by cytokines and growth factors [151, 152].

2.3.1 Parathormone (PTH), Vitamin D and Calcitonin

The bone mineral metabolism (calcium and phosphorus) is regulated by parathor-
mone (PTH), calcitonin, FGF23 and vitamin D.

PTH is a peptide hormone produced by the parathyroid glands in response to low
levels of extracellular ionized calcium, detected by specific cell-surface calcium-
sensing receptors located in the parathyroid glandular tissue. High levels of PTH
increase the number of osteoclasts and trigger resorption of bone matrix, with con-
sequent release of calcium phosphate and increasing calcemia. This mechanism has
developed as a protection against acute hypocalcemia. Inversely, low levels of PTH
cause the elevation of osteoblast numbers. PTH also acts on osteoblasts’ receptors,
stimulating proliferation and differentiation and inhibiting apoptosis [153]. PTH
also regulates kidney function by impairing phosphate reabsorption and promoting
its excretion, by stimulating calcium reabsorption and up-regulating a hydroxylase
enzyme (CYP27B1), thus promoting 1,25(OH)2 vitamin D3 synthesis [154].

Circulating hormonal metabolite, 1α,25-dihydroxy vitamin D3 (1,25(OH)2D3),
enhances several physiological functions, including intestinal calcium and phosphate
absorption, bone phosphate and calcium resorption, and renal calcium and phosphate
reabsorption, which results in a rise in the blood calcium and phosphate, required
for bone passive mineralization of unmineralized bone matrix to occur [155, 156].
Additionally, 1,25(OH)2D3 stimulates differentiation of osteoblasts and the expres-
sion of several bone proteins, like bone-specific alkaline phosphatase, osteocalcin,
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osteonectin, osteoprotegerin and other cytokines, and influences the proliferation and
apoptosis of other bone cells, including hypertrophic chondrocytes [157]. This may
help explain why endogenous PTH levels can have anabolic and catabolic effects
and are associated with differential skeletal effects on cortical and trabecular bones
[158].

Calcitonin is produced by parafollicular cells of the thyroid, in direct response
to extracellular calcium, through the same sensor that regulates the production of
PTH. It inhibits matrix resorption, promotes calcium and phosphate excretion, thus
reducing calcium and phosphate serum levels; calcitonin inhibits osteoclast mobility
and the secretion of proteolytic enzymes [159, 160].

2.3.2 Growth Hormone (GH)

Growth hormone or somatotropin is secreted in pulses by the anterior pituitary gland,
inducing bone longitudinal growth [161]. It also induces organs such as the liver and
the skeleton to synthesize somatomedins that influence growth, such as insulin-like
growth factor 1 (IGF-1) and 2 (IGF-2) [162]. The chondrocytes in the epiphyseal
plate are stimulated not only by IGF1 and IGF2 but also directly by GH; proliferative
and hypertrophic chondrocytes also secrete IGFs; IGF-1 acts inhibiting further GH
secretion [163, 164].

According to Ohlsson et al. [162], GH action in bone remodelling follows a
“biphasic model”: initially, it increases bone resorption, causing bone loss, followed
by a phase of increased bone formation. When bone formation is more stimulated
than bone resorption (transition point), the bone mass increases. A net increase of
bone mass will be seen after 12–18 months of GH treatment in GH-deficient adults
[165]. GH increases bone growth, by increasing both periosteal and endocortical
bone formation, bone mineral content (BMC) and bone mineral density (BMD). GH
acts synergistically with PTH to increase bone growth and bone formation, bone
density and mass and to decrease bone resorption [166].

2.3.3 Insulin and Insulin-like Growth Factors (IGF-1 and IGF-2)

IGF-1 stimulates chondrocyte proliferation in the growth plate, thus playing a cru-
cial role in longitudinal bone growth [167]. It is also involved in the formation of
trabecular bone [168]. Insulin and IGF-1 have anabolic effects over the osteoblast
and promote bone development, mainly through the activation of Akt and ERK sig-
nalling pathways; also, IGF-1 is capable of inducing osteoblasts in vivo proliferation
whilst inhibiting the gene expression of osteocalcin, a marker for differentiating
osteoblasts; insulin enhances osteocalcin expression but has no effect on osteoblast
proliferation [169]. Additionally, insulin indirectly enhances Runx2 expression, a
regulator of osteoblast differentiation [55, 169]. A study with insulin-deficient type
I diabetic mice showed that these mice presented a decreased expression of Runx2
and the Runx2-regulated genes, like osteocalcin and collagen type I, and a secondary
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decrease in bone formation. Bone loss was restored after insulin treatment, which
increased Runx2 expression and the expression of related genes [170].

Likewise, IGF-2 potentiates BMP-9-induced osteogenic differentiation and bone
formation [171] through PI3K/AKT signalling. Moreover, a recent study in mice
aortas showed that IGF-2 induces the expression of miR-30e, in a feedback loop.
miR-30e is amajor down-regulator of osteogenic differentiation ofMSCs and smooth
muscle cells [172].

2.3.4 Sex Steroids (Oestrogen and Testosterone)

Bone metabolism is strongly influenced by sex steroids. Oestrogen is an important
regulator of skeletal development and homeostasis, both in men and women, exert-
ing direct and indirect effects on the skeleton [173–175]. Indirectly, it influences, for
example, the calcium intestinal absorption [176, 177] and secretion [178], and the
calcium renal excretion; oestrogen also influences the secretion of PTH [179, 180].
Oestrogen maintains bone homeostasis by inhibiting osteoblast and osteocyte apop-
tosis [134, 181, 182], and it inhibits osteoclast formation and activity, inducing osteo-
clast apoptosis [183–187]. Oestrogen deficiency causes bone loss and osteoporosis
[188].

Androgens are also important to bone homeostasis. However, their role is likely
more important during growth and contributes, via the GH/IGF system, to bone
formation at the periosteum [189]. Androgens contribute to the maintenance of can-
cellous bone mass and integrity, regardless of age or gender [190, 191]. Androgen-
deprivation therapy has negative effects on bone mineral density; these effects can
be partially delayed by exercise, in the lumbar vertebrae but not in the hip [192].

2.3.5 Thyroid Hormones

The skeleton is a target tissue for thyroid hormones, namely for thyroid hormone
3,5,3′-L-triiodothyronine (T3). Thyroid hormones influence bone growth during
early development and adult bone turnover and maintenance. They act both directly,
by stimulating bone resorption and formation, and indirectly, by enhancing the effects
of growth hormone over tissues. Hypothyroidism causes impaired bone formation
and growth delay; thyrotoxicosis is a recognized cause of secondary osteoporosis,
and abnormal thyroid hormone signalling has been recognized as an osteoarthritis’
risk factor [193]. T3 stimulates osteoblast proliferation and differentiation, with bone
matrix secretion, modification and mineralization. Thus, bone turnover is increased
by thyroid hormones, which is confirmed by increased biochemical markers of bone
turnover, such as osteocalcin and bone-specific alkaline phosphatase [194–196], and
therefore, bone loss can occur [160, 197]. Thyroid-stimulating hormone (TSH), pro-
duced by the hypophysis, has direct effects on bone turnover [198], and TSH recep-
tors have been found on osteoblasts and osteoclasts, although available data does not
allow conclusions on whether TSH inhibits, increases or does not affect osteoblast
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differentiation and function [193]. Still, recombinant TSH showed antiresorptive
effects in ovariectomized rats [198, 199] and lower TSH levels—with no apparent
association with free T4 levels—have been related to hip fracture risk, supporting the
idea that TSH effect on the skeleton may be independent of free T4, though its action
on dedicated membrane receptors can be up-regulated by modulators [196, 200].

2.3.6 Leptin (“Satiety” Hormone)

Leptin is produced mainly in adipose tissue, and it is a regulator of food intake
and energy expenditure through its effects on the central nervous system (CNS).
Its influence in bone metabolism probably follows two pathways: a central pathway,
activating the sympathetic nervous system that inhibits bone formation, and a periph-
eral pathway, promoting bone formation through leptin receptors on osteoblastic cells
[201, 202]. Leptin inhibits osteoclast generation [203], promotes the decrease in can-
cellous bone and increases in cortical bone, thus enhancing bone enlargement [204,
205]; it also increases osteoblast number and activity, acting primarily through the
peripheral pathways [206]. Another study showed that leptin increases bone mineral
content and density, especially at the lumbar spine [207]. However, in the ovine foe-
tus, leptin infusion caused increased femur porosity and connectivity density, and
vertebral trabecular thickness whilst leptin receptor antagonist infusion decreased
trabecular spacing and increased trabecular number, degree of anisotrophy and con-
nectivity density in the lumbar vertebrae; effects differed in females andmales [208].
Leptin also increases the expression of IGF-1 receptor and IGF-1 receptor messenger
[209]. During infancy and childhood, leptin and IGF-1 were associated with body
composition in preterm-born children. The same study also describes leptin associa-
tion with bone parameters in early infancy, but not in childhood [210]. These results
suggest leptin role on bone metabolism and architecture may vary with gender, age
and interaction with other hormones and factors. Leptin is also a key up-regulator of
FGF23 secretion [211], and it has beendescribed as a direct enhancer of parathormone
secretion [212].

2.3.7 Bone Morphogenetic Proteins (BMPs)

BMPs are a group of 15 growth factors also known by cytokines, which belong to the
transforming growth factor β (TGF-β) superfamily, with the ability to induce the for-
mation of bone [213] and cartilage [214]. BMPs play a major role in the regulation of
osteoblast lineage-specific differentiation and later bone formation [215]. Alterations
in BMPs activity are often associated with a great variety of clinical pathologies, like
skeletal and extra-skeletal anomalies, autoimmune, cancer and cardiovascular dis-
eases [216]. BMPs crosstalk with several other major signalling pathways, e.g. Wnt,
Akt/mTOR, miRNA, among others, having Runx2 as a key integrator [216, 217].
Among all BMPs, BMP9 has stronger osteogenic inductive activity overMSCs [215,
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218, 219]; BMP9 also acts synergistically with TGF-β and GH to enhance bone for-
mation [216, 220, 221]. In addition to BMP9, other BMPs also have shown the ability
to induce osteogenesis in vivo, such as BMP2, BMP6 and BMP7 [222–224], with
recombinant human BMP2 and BMP7 already being commercialized with the pur-
pose of enhancing bone healing [225]. However, recent studies indicate the existence
of age-related differences in BMP2-mediated bone regeneration, including relative
dose sensitivity [226]. Contrariwise, BMP3 is known to be a negative regulator of
bone formation and BMP4 has been shown to decrease trabecular bone formation in
a murine model [219, 227].

2.4 Bone Remodelling and Cell Interchange

Healthy bone, both cortical and trabecular, is continuously remodelling, a dynamic
process with bone resorption and formation. Bone remodelling is modulated by
mechanical loading, blood calcium levels and awide range of paracrine and endocrine
factors.

The bone remodelling process depends on the coordinate actions of osteoblasts,
osteoclasts, osteocytes and osteoblast-derived bone-lining cells, along with other
cells, such as macrophages and immune cells. The ensemble constitutes the “ba-
sic multicellular unit” (BMU) or “bone remodelling unit” (BRU). In the BMU, the
amount of bone lysis achieved by osteoclasts is equal to the amount of bone pro-
duced by osteoblasts. The balance between osteoblastic and osteoclastic activity is
known as coupling. Frost proposed that bone longitudinal growth, modelling and
BMU-based remodelling activities were modulated by a “mechanostat”, a mecha-
nismmodulating bonemass in the function ofmechanical use, inwhichBMUswould
play a central role, along with bone longitudinal growth and modelling (bone forma-
tion). Bone modelling was thus considered as an adaptative response to overloading
and remodelling as a response to underloading, with given strain set points for each
process [228].

Osteoclasts and osteoblasts within the BMU may function under the control of
other cell types, since osteoblasts and osteoclasts may perform their functions in
the absence of each other [229, 230]. Cells from the osteoblast lineage express
receptors for cytokines and other local secreted factors that stimulate osteoclast
formation [231]. The BMU can be inhibited by old age, drugs, endocrine, metabolic
or inflammatory diseases.

Regardless of the triggering stimulus, osteoclast formation depends on RANKL.
Osteoblasts express membrane-bond RANKL, and this regulatorymolecule interacts
with a receptor (receptor activator of nuclear factor-κB—RANK), expressed on the
surface of osteoclast precursors. The RANK activation by RANKL is essential for
the fusion of the osteoclast precursor cells and osteoclast formation [232].

Both down-regulation and up-regulation of RANKL expression by osteoblasts
under similar mechanical stimulation have been described [233, 234]. Osteoblasts
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subjected to different mechanical stimuli respond by an increase in RANKL-bound
and a decrease in soluble RANKL secretion [235].

The RANKL/RANK coordinated effects can only be understood by adding
osteoprotegerin to the axis. Cells from osteoblastic lineage produce osteoprote-
gerin (OPG). OPG is soluble and blocks the interaction between RANKL and
RANK, acting as a decoy receptor for RANKL. OPG thus inhibits osteoclast for-
mation and induces osteoclast apoptosis [236]. Osteoblasts, in addition, secrete
macrophage colony-stimulating factor-1 (M-CSF-1); M-CSF-1 promotes osteoclast
precursor proliferation and RANK expression [237, 238]. Osteoblast-like cells’ cul-
tures mechanically stimulated may respond by a decrease in the production of OPG,
without a change in the RANKL production, with a consequent increase in the ratio
of RANKL/OPG. This could translate into increased bone remodelling. However,
subjecting osteoclast-like cells to the same mechanical stimuli regimen, decreased
TRAP and a period of stimulation of one minute at 0.3 Hz frequency, a decrease in
cell fusion and resorption activity was observed [239].

RANKL expression by osteoblast lineage cells is enhanced when microdamage
within the bone matrix occurs. Microdamage may occur under physiological bone
loading and in pathological conditions. The presence of microcracks is sensed by
osteocytes and may induce osteocyte apoptosis; osteocyte apoptosis may also be
induced by disuse and is closely correlated with higher bone remodelling levels
[131, 240–245].

Pulsating fluid flow (PFF)-treated osteocyte cultures conditioned the culture
medium, inhibiting osteoclast formation and decreasing in vitro bone resorption.
These effects have not been detected in the medium from PFF-treated fibroblast
cultures [246]. In osteocytes subjected to PFF, nitric oxide is involved in the up-
and down-regulation of at least two apoptosis-related genes (Bcl-2 and caspase-3,
with antiapoptotic protective and pro-apoptotic functions, respectively) [247]. Nitric
oxide (NO) is a second messenger molecule produced in response to mechanical
stimulation of osteoblasts and osteocytes, and other cell types such as endothelial
cells, with a large variety of biological functions [248–251].

Osteocytes, thus, regulate osteoclastogenesis and osteoclast activity through
soluble factors and messenger molecules.

Other pathways are relevant for osteoblasts, osteocytes and osteoclasts inter-
weaved regulation, such as the Notch signalling pathway. In osteocytes, the Notch
receptor’s activation induces OPG and Wnt signalling, decreasing cancellous bone
remodelling and inducing cortical bone formation [252]. Wnt/Lrp5 signalling in
osteocytes has been considered as a key pathway for bone response to loading [253].

2.5 Bone Mechanotransduction

Bone mechanotransduction, essential in health and disease states, is not yet fully
understood. The elements involved in transduction include the ECM, cell–cell
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adhesions, cell–ECM adhesions, cell membrane components, specialized surface
processes, nuclear structures and cytoskeleton.

2.5.1 The Cell Membrane Elements, Cell–Cell and ECM–Cell
Adhesions

Cell membrane-associated mechanotransduction mechanisms depend on the
integrity of the phospholipid bilayer. Mechanotransduction pathways are disrupted
if membrane cholesterol is depleted, inhibiting the response to hydrostatic and fluid
shear stress [254, 255]. Cytoskeleton actin polymerization and assembly are influ-
enced by membrane cholesterol levels [256, 257]. However, it has been proposed
that actin polymerization during synaptic vesicle recycling is influenced by vesic-
ular cholesterol, but not plasma membrane cholesterol, as suggested by a study
wherein the inhibition of actin polymerization by the extraction of vesicular choles-
terol resulted in the dispersal of synaptic vesicle proteins [258]. But even with a
functional cell membrane, if integrin binding is impaired, actin cytoskeleton will not
re-organize in response to shear stress [259]. However, nanometre- to micron-sized
tears, reparable defects in the cell plasma membrane promote particle flux across the
cell membrane, namely Ca2+ influx [121].

Integrins are cell adhesion receptors, heterodimers of non-covalently associated
18α and 8β subunits, in mammals, that can combine to generate 24 different recep-
tors with different binding properties and different tissue distributions [260, 261].
These subunits possess an extracellular portion with several domains, able to bind to
large multi-adhesive ECM molecules, which in turn bind to other ECM molecules,
growth factors, cytokines and matrix-degrading proteases [260]. Integrins were first
acknowledged as bridging the ECM and the cell cytoskeleton, including the actin
cytoskeleton but also the intermediate filament network, essentially vimentin and
laminin [262]. Cells use multiple mechanisms to sense and respond to mechani-
cal stress applied to integrins [263]. Recruitment of vimentin has been shown to
depend on integrin β3 subunits, underpinning the relationship between the various
cytoskeletal elements and integrins [264]. The cytoplasmatic portions of integrin β

subunit bind to talin, which can also directly bind to vinculin and actin filaments
[265]. On the other hand, integrin α4 subunit binds to paxillin [266], a protein that
integrates sites of cell adhesion to the ECM.

Integrins allowcommunication between structures in the interior andoutside of the
cell, in a bidirectional way. The inside-out signalling turns the integrin extracellular
domains into the active conformation. In the outside-in pathway, when an integrin
binds to the extracellular ligand, it clusters with other bound integrins, forming
focal adhesions, highly organized intracellular complexes; these are connected to the
cytoskeleton. The focal adhesions integrate a range of different molecules, including
the cytoplasmic portions of the clustered integrins, proteins of the cytoskeleton and
signalling molecules [265, 267]. Initial adhesions to substrates are characterized by
punctuating areas at the limits of lamellipodia, usually known as focal complexes.
Focal adhesions are the mature form of cell–matrix adhesion, with an elongated
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shape, and are associated with bundles of actin and myosin (stress fibres). There is
a specialized form of focal contact, in which integrin binds to fibronectin fibrils and
tensin but with low levels of tyrosine kinases [268, 269]. Most focal adhesions also
contain several types of signalling molecules like tyrosine phosphatases and tyrosine
kinases and adaptor proteins [267, 270–272].

Matrix proteins may also modulate cell adhesion; connective tissue growth factor
(CTGF), which is a matrix protein, enhances osteoblast adhesion (via αVβ1 integrin)
and cell proliferation, by inducing cytoskeletal reorganization and Rac1 activation
[273]. Another matrix protein—osteoactivin—also modulates osteoblast adhesion,
differentiation and function, stimulating alkaline phosphatase (ALP) activity, osteo-
calcin production, nodule formation, and matrix mineralization [274]. α5β1 integrin
interacts with its high-affinity ligand CRRETAWAC, enhancing the Wnt/β-catenin
signalling mechanism to promote osteoblast differentiation independently of cell
adhesion [275].

Cell adhesion and mechanical stimulation depend on integrin mediation [276].
Forces applied to integrin receptors cause local adhesion proteins to be recruited, and
the cell adapts by making the integrin–cytoskeleton linkages more rigid; myosin II
contraction makes the cell apply tension to the substrate [277]. Different signalling
pathways are triggered by sensed stress through integrin receptors. Sequential expres-
sion of integrin ligands (osteopontin, fibronectin and bone sialoprotein) in response
to mechanical stimulation of osteoblasts has been described [278]. Bonds between
integrin and ligands become stronger in the presence of cell tension [279].

Osteocytes are highly specialized in their interaction with ECM; osteocyte cell
bodies express β1 integrins while cell processes express β3 integrins, the latter in
a punctuate distribution [280–283]. Thi et al. [284] identified the cell processes
as the mechanosensory organs in osteocytes. It has been demonstrated that inte-
grin αVβ3 is essential for the maintenance of osteocyte cell processes and also
for mechanosensation and mechanotransduction by osteocytes, by ATP release that
triggers calcium signalling [285, 286]. β1 integrins have been shown to regulate
specific aspects of mechanotransduction, namely the cortical osteocyte response to
disuse [283]. In osteoblasts, a mechanical load applied to β1 integrin subunit results
in calcium influx [287], independently from gap junctions [288]. Another study
showed that ERK1/2 activation by strain prevented osteocyte apoptosis but required
the integrin/cytoskeleton/Src/ERK signalling pathway activation [133].

Apart from integrin, other membrane proteins are responsible for the conduction
of mechanical stimuli. Cadherins, which connect to the cytoskeleton, also mediate
force-induced calcium influx [289, 290] and participate in the Wnt/β-catenin path-
way [291]. In osteoblasts, it has been suggested that GPI-anchored proteins may
play an important role in mechanosensing, by demonstrating that the overexpres-
sion of GPI-PLD, an enzyme that can specifically cleave GPI-anchored proteins
from cell membranes, inhibits flow-induced intracellular calcium mobilization and
ERK1/2 activation in MC3T3-E1 cells [255]. Ephrins (ligands) and Ephs (receptors)
contribute to cell–cell interactions between osteoclasts and osteoblasts, helping to
regulate bone resorption and formation, and appear to be necessary for hMSC differ-
entiation [292, 293]. Lastly, another family of proteins—galectins—is also involved
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in regulating osteogenesis; for example, Gal-3, which is expressed both by osteo-
cytes and osteoblasts, plays a significant role as a modulator of major signalling
pathways, such as Wnt signalling, MAPK and PI3K/AKT pathways [294]; Gal-8
induces RANKL expression by osteoblasts and osteocytes, osteoclastogenesis and
bone mass reduction in mice [295]; and Gal-9 induces osteoblast differentiation
through the CD44/Smad signalling pathway in the absence of bone morphogenetic
proteins (BMPs) [296].

Gap junctions are transmembrane channels that connect the cytoplasm of adja-
cent cells. Only small metabolites, ions and signalling molecules like calcium and
cAMP pass through these channels since the molecular weight must be lower than
1 kDa [297, 298]. Gap junctions are essential for bone mechanosensation since in
osteoblastic cells, the PGE2 production induced by fluid flow is dependent on intact
gap junctions; if these are disturbed, PGE2 production does not occur [288, 299].
Mice lacking Cx43 gap junctions in osteoblasts and/or osteocytes exhibit increased
osteocyte apoptosis, endocortical resorption and periosteal bone formation [300].

2.5.2 Primary Cilia

In different cell types, different structures ensure recognition of mechanical stimuli;
kidney epithelial cells possess a single microvillar projection on their apical surface
(primary cilia). A similar structure was described in osteoblasts and osteoblast-like
cells [301, 302]. Primary cilia originate in the centrosome and project from the sur-
face of bone cells; its deflection during flow indicates that they have the potential
to sense fluid flow. These cilia deflect upon application of 0.03 Pa steady fluid flow
and recoil after cessation of flow [303, 304]. In bone, primary cilia translate fluid
flow into cellular responses, independently of Ca2+ flux and stretch-activated ion
channels [303]. It has been demonstrated in vitro that, apart from mediating the
up-regulation of specific osteogenic genes, primary cilia are also chief mediators of
oscillatory fluid flow-induced extracellular calcium deposition, thereby playing an
essential role in load-induced mineral matrix deposition [301]. A study using knock-
out mice of Kif3a, which results in defective primary cilia, showed that primary
cilia are essential for the ability of pre-osteoblasts to sense strain-related mechanical
stimuli at a healing bone–implant interface, inducing osteoblast further differentia-
tion [305]; using the same animal model, another study shown primary cilia were
paramount for MSCs to sense mechanical signals and enhance osteogenic lineage
commitment in vivo [306]. Primary cilia must also be present in osteocytes for pulsed
electromagnetic fields to inhibit osteocyte-mediated osteoclastogenesis and inhibit
osteocyte apoptosis, modulate cytoskeletal distribution and decrease RANKL/OPG
expression [95, 96].

Concerning osteocytes, there is still conflicting information regarding in vivo
expression of cilia. Their role as mechanosensors depends on the type and number of
cells with cilia and on the local mechanical environment. The incidence of primary
cilia in osteocytes has been described as of 4%; this may indicate that cilia function
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as mechanosensors on a selected number of cells or that cilia function in concert
with other mechanosensing mechanisms [307].

2.5.3 The Cytoskeleton

The cell cytoskeleton network is coupled to theECMthrough specific transmembrane
receptors. Integrins connect to the cytoskeleton through focal adhesions that gather
actin-associated proteins such as talin, vinculin, paxillin and zyxin. Both paxillin
and zyxin belong to a group of LIM domain structural proteins, which have been
suggested as mechanoresponders responsible for regulating stress fibres assembly,
repair and remodelling in response to changing forces [308]. Focused stresses applied
to the surface of the cellular membrane are transferred across the network of cell
adhesions, microfilaments and microtubules and affect distant cellular sites such
as the mitochondria and nucleus or the cell membrane on the opposite side. The
transmission of strain towards the ECM stimulates structural changes at a higher
organization level, making it stronger [309, 310].

The cell deformation in consequence of applied stress does not correspond to the
predicted behaviour of an isotropic viscoelastic material; the interior of the cell, the
cytoskeleton, is anisotropic. The intricate network of microtubules and microfila-
ments, how it spreads and is connected to the point of applied force, may result in
structures away from the load application point to be further displaced than closer
ones; displacements towards the origin of the compressive stimulus are also possi-
ble. Behaving in an anisotropic way, cells can respond to an external force according
to its magnitude and direction [311–313]. An intact cytoskeleton is necessary for
the rendering of applied forces into mitochondria movements. Since mitochondria
are semi-autonomous organelles, highly dynamic, the distress caused by mechanical
stimuli exerts biological effects on their function [313], both in health and disease
[314].

It is, therefore, logical that mechanical properties of the ECM affect the behaviour
of cells from osteoblastic lineage, with mature focal adhesions and a more organized
actin cytoskeleton associated with more rigid substrates, suggesting that controlling
substrate compliance enables control over differentiation [315] and that this influence
on differentiation is independent of protein tethering and substrate porosity [316].

Other factors are determinant for cell fate. A recent in vitro study showed
similar patterns in cell growth, differentiation and gene expression in human
osteoblasts and endothelial cells when implanted in two different ceramic scaf-
folds—β-tricalciumphosphate and calcium-deficient hydroxyapatite. These scaffolds
had different chemical and physical characteristics, with results suggesting that the
interaction between different cell types and scaffold materials is crucial for growth,
differentiation and long-term outcomes of tissue-engineered constructs [317]. It has
also been highlighted the importance of surface roughness of the biomaterials in
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osteogenic differentiation and the contribution of specific integrin subunits in medi-
ating cell response to different materials [318]; additionally, the application of syn-
thetic integrin-binding peptidomimetic ligands (αVβ3- or α5β1-selective) to a tita-
nium graft enhanced cell adhesion, proliferation, differentiation and ALP expression
in vitro osteoblast-like cells, resulting in a higher mineralization on the surfaces
coated with the ligands [319].

The biochemical nature of the substrate, its rigidity and spatial organization is
recognized by cells through signalling from molecular complexes that are integrin-
based.

In most anchorage-dependent cells, cell spreading on ECM is required for cell
progression and growth; increasing cytoskeletal tension results in cell flattening, a
rise in actin bundling and bucking of microtubules. Spread cells can transfer most of
the load to the ECM.

The cell shape is influenced by how the cytoskeleton organizes its elements and it
is determinant for cell function. For example, osteocyte morphology and alignment
differ in two types of bone, fibula and calvaria, probably due to different mechani-
cal loading patterns, which influence the cytoskeletal structure and thus cell shape
[320]. Also, osteocyte and lacunae morphology may vary in pathological bone con-
ditions, and these morphological variations may be an adaptation to the differences
inmatrix properties and, thus, different bone strain levels under similar stimuli [321].
Osteocyte morphology is characterized by long dendritic-like processes, cell shape
also assumed by osteoblast MC3T3 cells cultured in 3D; however, differences in
cytoskeleton elements in the processes of these two cell types may indicate differ-
ences in function;microtubules are predominant on osteoblasts’ processeswhile actin
ensures integrity of osteocytes’ cytoplasmatic projections [322]. Osteocyte sensitiv-
ity to mechanical load applied to the microparticles varies between those attached
to the cell bodies and the ones attached to the cell processes: a much smaller dis-
placement of the second ones is needed to cause an intracellular calcium influx that
rapidly propagates to the cell body; if local stimulus is applied to the cell body, the
reaction is slower and a higher displacement is needed to cause the calcium transient
[323].

Osteoblasts, osteoid–osteocytes and mature osteocytes have different mechanical
properties. The elastic modulus is higher in the cell periphery than in the perinuclear
region; the elastic modulus in both regions decreases as bone cells mature. These
differences in elastic modulus probably depend on the number of actin filaments, as
it has been shown in other cell types. Furthermore, focal adhesion area is smaller
in mature osteocytes, when comparing to osteoblasts. If peptides containing RGD
sequence are added to culture medium, both the focal adhesion area and the elastic
modulus of osteoblasts decreases whilst remaining unaffected in osteocytes [324].
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2.6 Mechanotransduction Mechanisms

Themultitude of cellular structures,messenger substances, environmental factors and
levels of organization of the organs involved in themechanotransductionmechanisms
in distinct cells and tissues makes it extremely complex to understand, predict and
replicate how responses are composed at cellular, organ and living organism levels.

2.6.1 Strain, Frequency and Loading Duration

Bone remodelling is influenced by strain magnitude, frequency and loading duration.
Wolff developed mathematical equations for trabeculae orientation and thickness
prediction according to load [325]. Later, Turner enunciated three essential rules
critical for bone remodelling [326]:

1. Remodelling is determined by dynamic loading, not by static loading;
2. Short periods of loading quickly trigger a response; prolonging loading times

any further diminishes the magnitude of bone cell response;
3. Bone cells have memory and accommodate to routine loading, diminishing the

amplitude of the response triggered by a same repeated stimulus.

Increasing loading frequency increased strain-related bone deposition in vivo,
whilst decreasing the threshold for osteogenesis and bone formation [327]. Human
osteoblasts subjected to strains varying from 0.8 to 3.2% respond to higher strain
with increased expression of osteocalcin, type I collagen and Cbfa1/Runx2, and to
lower strain magnitudes with an increase of alkaline phosphatase activity [328].

Bone formation depends on strain magnitude [329], along with the number of
loading cycles at low frequencies [330]. Frost theorized that a minimum effective
strain level was necessary to trigger bone formation, above 3000 micro-strain [228].
Strain distribution is also paramount for skeletal adaptation. Unusual strain distri-
bution will rapidly trigger an osteogenic response, as suggested by the extensive
periosteal and endosteal bone proliferation described by Rubin and Lanyon [331]
in a study conducted in poultry. Rest periods between loading cycles also inten-
sify osteogenic response [332] and maximize cell response [333]. During active
exercise, peak strains in long bones may be high, but strains as low as 0.15% are
enough to ensure osteoblast recruitment in vivo [331]. Human bone marrow stem
cells show variable early osteogenic differentiation and gene expression accordingly
with load and frequency regimen of cyclic hydrostatic pressure; osteogenic differ-
entiation on the long term occurred under mechanical stimulation, independently of
load magnitude and frequency, within the tested physiological ranges [334].

The adaptation of cortical bone is correlatedwith frequency, although not linearly;
the changes in geometry are more significant with higher frequency, with a plateau
for frequencies past 10 Hz [335].

Other mechanisms apart from direct deformation of cells are involved in bone
mechanical stimulation. Bone’s canalicular system is filled with fluid. Simulation
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of osteogenic load levels has produced higher shear stresses due to fluid displace-
ment in the canaliculi. The fluid flows within the canalicular system, wherein the
osteocytes extend their cell processes, reinforcing osteocyte processes as the main
mechanosensing organ in mature bone cells [336]. Multiple canaliculi intersect at
points (canalicular joints); these occur with a density similar to that of lacunae and
represent areas of enlarged space, with consequences on fluid flow variables such as
fluid mass and velocity [337]. Microstructural changes associated with osteoporosis
reduce interstitial fluid flow around osteocytes in the lacunar–canalicular system of
cortical bone, impairing mechanosensation [338].

As reviewed previously, shear stresses resulting from fluid flow cause calcium
influx through mechanosensitive channels [339, 340]. Calcium influx occurs is
osteoblasts in response to oscillatory fluid flow [288].

Fluid also carries electrically charged particles. The resulting fluid flow phenom-
ena are common to other biological tissues but not limited to living structures. The
fact that fluid flow changes interfacial chemistry has been recognized; the flow of
fresh water along the surfaces disturbs the equilibrium of dissolved ions, changing
the surface charge and the molecular orientation of the water at the interface [341].
Likewise, when bone is deformed, a thin sheet of fluid with particles with charge
opposite to that of the matrix and bone cells is formed [342]; when a non-uniform
mechanical load is applied to the bone structure, the ions in the fluid move away
from the matrix. Therefore, the displacement of the electrically charged fluid creates
an electrical field aligned with the fluid flow. This causes an electrical potential,
and the phenomenon is known as strain-generated bone streaming potential and has
been described in bone [342–345]. The density of matrix fixed charges influences
the magnitude of the generated streaming potential [346], so the mechanosensory
ability along bone may vary and, ultimately, influence dynamic stiffness.

2.6.2 Bone Piezoelectricity and Flexoeletricity

Fukada and Yasuda first described bone piezoelectrical properties in 1957. In dry
bone samples submitted to a compressive load, an electrical potential was generated,
an occurrence explained by the direct piezoelectric effect [347]. In connective tissues,
such as bone, skin, tendon and dentine, the dipolemoments are related to the collagen
fibres, composed by strongly polar protein molecules aligned [76, 348, 349].

Recently, it has been suggested that hydroxyapatite flexoelectricity is the main
source of bending-induced polarization in cortical bone [119].

The architecture of bone itself, with its aligned lamellae, contributes to the
existence of potentials through the bone structure [348].

Bone piezoelectric constants, i.e. the polarization generated per unit of mechani-
cal stress, change with moisture content, maturation state (immature bone has lower
piezoelectric constants when comparing to mature bone) and architectural organiza-
tion (altered areas, such as bone neoplasia osteosarcoma, show lower values) [350].
In dentin, piezoelectric constants are higher when moisture contents increase, also
behaving anisotropically; tubule orientation determined piezoelectricity, stronger
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parallel to the tubules [351]. Wet bone also behaves as a piezoelectric material
[347, 350, 352].

Bone piezoelectrical properties have risen interest, in the context of bone phys-
iology and electromechanics. It has been related to bone remodelling mechanisms
and to streaming potential mechanisms [353, 354]. Using a piezoelectric substrate
and the piezoelectric converse effect were tested in vitro and in vivo with promising
results,mechanically stimulating osteoblastic cells and bone, suggesting the potential
for clinical application [355, 356]. The development of new synthetic scaffolds is a
new emergent field for the bone tissue engineering industry. Hydroxyapatite/barium
titanate [357] or polycaprolactone/barium titanate composites [358] with piezoelec-
tric coefficients dependent on distribution and density of barium titanate particles
aim to improve cell adhesion and differentiation. A wide range of biomaterials
with piezoelectric properties, with potential application for bone regeneration, is
available [359]. Mesenchymal cell differentiation in 3Dpiezoelectric scaffolds can
be modulated by the voltage output (or streaming potential); lower voltage out-
put scaffolds promoted chondrogenic differentiation while high voltage output pro-
motedosteogenic differentiation [360]. Electromechanical stimulation also promoted
improved differentiation when compared to mechanical load alone [360].

Due to the potential impact on therapeutic approaches to bone remodelling and
healing, more and more research is being conducted on bioinspired approaches that
consider piezoelectric bone properties.
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Bone Quality Assessment at the Atomic
Scale
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and T. P. Leivas

Abstract The assessment of osteoporosis regarding bone mass and microarchitec-
ture “quality” contributes in determining fracture risk. Therefore, the crystalline
structure of hydroxyapatite may indicate the quality of trabecular bones through the
identification of crystallite sizes, microhardness and microdeformation values and
calcium and phosphorous proportions in the three types of bones: normal, osteopenic,
and osteoporotic. Nine L1 vertebrae-dried trabecular bones from human cadavers
were used. The characterization of the three types of bones was made through scan-
ning electron microscopy, EDS, microhardness, and X-ray diffractometry with the
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Rietveld refinement method. The results show that the microstructural characteriza-
tion possibilities the identification of the three types of bones: normal, osteopenic,
and osteoporotic, allowing the detection of osteoporosis based on bone quality.

1 Introduction

Osteoporosis is defined by the National Institutes of Health as a skeleton disorder
characterized by compromised bone resistance and high fracture risk [1].

Professionals have assumed that all patients with very low T-scores (bone mass
measurement) have osteoporosis. Values higher than −1.0 are considered normal,
between −1.0 and −2.5 osteopenic and below −2.5 osteoporotic. However, the T-
score derives from a specific population; therefore, in other populations, the T-score
has its problems. Since the bone mineral density (BMD) is a limited fracture risk
indicator, the clinical and scientific interest has increased in the complementary
analysis that could improve the fracture risk prediction [2–6].

A normal BMD does not guarantee that a fracture will not happen and, recipro-
cally, for a BMD in the osteoporotic level, fractures will be more probable, but not
impossible to prevent. Due to these paradoxes in treatment, the term became popu-
lar in the early nineties and, since then, the concept of bone resistance amplified to
more than just density, also aggregating characteristics related to bone quality. There
are many properties representing bone quality, among them there is the crystalline
structure of the inorganic part of the bone (hydroxyapatite crystals) [1, 7–17].

Analyzing the crystalline structure in the atomic scale (crystallite size, calciumand
phosphorous parts, microdeformation), visually (scanning electronmicroscopy), and
mechanically (microhardness), it is expected to identify relations, for dried trabecular
bones indicating their condition regarding bone quality.

Even though it is not satisfactory, the evaluation for osteoporosis considers only
bone quantity (BMD). It is important to evaluate bone quality with the analysis
of the inorganic part of the bone through the microstructural characterization of
hydroxyapatite crystals.

2 Hydroxyapatite

Biological hydroxyapatite (HA) is considered the structural model for the mineral
phase of the bone, and it presents imperfections, different from the HA found in
rocks. The ions on the crystal surface are hydrated, generating a layer of ions and
water called hydration cover, which facilitates the exchange of ions between the
crystal and the interstitial fluid. It may have multiple substitutions and deficiencies
in all ionic sites. Among the impurities of the apatite crystals, the most noticeable is
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the replacement of B type carbonates from the HA (CHA) in the phosphates groups,
also presenting replacements of potassium, magnesium, strontium and sodium for
calcium ions, chlorides and fluorides for the hydroxyl groups. These impurities may
alter the crystalline structure, reducing the crystallinity, affecting the elasticity and
the bone resistance of the apatite. The size of the crystal and the bone mineral
crystallinity may also be altered due to certain diseases and therapies [18–28].

Therefore, the HA may have a varied composition. Calcium-deficient hydroxya-
patite (CDHA), or non-stoichiometric, can be obtained in low temperatures, with a
composition expressed as Ca10-x(HPO4)x(PO4)6-x(OH)2-x, where x varies from 0 to
1: 0 for non-stoichiometric HA and 1 for complete CDHA [29]

Pure HA presents a molar reason of 1.67, as shown in Table 1.

Table 1 Main calcium phosphates

Name Formula Ca/P Mineral Symbol

Monocalcium
phosphate
monohydrate

Ca(H2PO4)2 . H2O 0.50 – MCPM

Dicalcium
phosphate

CaHPO4 1.00 Monetite DCP

Dicalcium
phosphate
dihydrate

CaHPO4 . 2H2O 1.00 Brushite DCPD

Octacalcium
phospate

Ca8H2(PO4)6 . 5H2O 1.33 – OCP

Precipitated
hydroxyapatite

Ca10−x(HPO4)x(PO4)6−x(OH)2−x 1.50–1.67 – PHA

Tricalcium
phosphate

Ca9(HPO4)(PO4)5(OH) 1.5 – TCP

Amorphous
calcium
phosphate

Ca3(PO4)2 . nH2Oa 1.5 – ACP

Monocalcium
phosphate

Ca(H2PO4)2 0.50 – MCP

α—Tricalcium
phosphate

α-Ca3(PO4)2 1.5 – α-TCP

β—Tricalcium
phosphate

β-Ca3(PO4)2 1.50 – β–TCP

Sintered
hydroxyapatite

Ca5(PO4)3OH 1.67 Hydroxyapatite HA

Oxyapatite Ca10(PO4)6O 1.67 – OXA

Tetracalcium
phosphate

Ca4(PO4)2O 2.00 Hilgenstockite TetCP

Carbonated
apatite

Ca8.8(HPO4)0.7(PO4)4.5(CO3)0.7(OH)1.3 Dahlite CAP
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The higher the molar reason Ca/P, the lower will be the solubility of the mate-
rial, but this rate is also influenced regarding its chemical composition, local pH,
temperature, particle sizes, and crystallinity [30–33].

3 Rietveld Refinement Method

The X-ray diffraction characterization methods are used for the indexation of
the crystalline phases, unit cell refinement, crystallite size determination, net
microdeformation, quantitative analysis of the phases, etc. [34, 35].

The structure of a typical diffraction standard in the powder can be described by
the positions, intensities, and forms of the multiple Bragg reflections. Each of these
components holds information about the crystalline structure of the material, sample
properties, and the instrumental standards, as seen in Table 2 [36].

The size of the crystallite and the residual tension (microdeformations) may then
be analyzed by the format of the peak, more specifically by its width, also taking
into consideration the instrumental nature and the specific conditions for each exper-
iment (diffractometer slot width, band wavelength generated by the source, angular
divergence of the beams, etc.) [36].

Once a routine is established for the calculus of the profile, it is necessary to choose
the refinement method to be adopted. The most commonly accepted strategy is the
minimum squares technique, which aims to minimize the sum of the squares of the
differences between the theoretical model and the data obtained in themeasurements,
adjusting values of the parameters present in the theory in order to find the ideal values
for these parameters.

In 1967–69, Rietveld presented a refinement method of crystalline structures.
The Rietveld method is a powerful tool for the structural analysis of most crystalline
materials in powder form, which is used nowadays to solve all problems mentioned
before (unit cell refinement, crystallite size determination, net microdeformation,
quantitative analysis of the phases) using the minimum squares technique. For its
application, the diffraction data is used as it lefts the diffractometer, without any sort

Table 2 Possible information to be analyzed by the X-ray generated diffractogram [36]

Standard component Crystalline structure Specimen property Instrumental
parameter

Peak position Unitary cell
parameters

Absorption; porosity Radiation
(wavelength); sample
alignment

Peak intensity Atomic parameters Preferred orientation;
Absorption; porosity

Geometry and
configuration

Peak format Crystallinity;
disarray; defects

Crystallite size;
tension

X-ray conditioning
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of alteration, which follows the scientific criteria that no modifications must be done
to the observations for them to be analyzed [37, 38].

At first, themethodwas only applied inmaterials analyzed by neutrons diffraction.
Later on, after some adaptations, its application was made possible for measures
obtained by X-ray diffraction as well. For the X-ray, there are no simple functions,
different from the neutrons, the radiation with which the method was originally
developed has peaks modeled by Gaussian. The peaks are closer to Gaussian for
small spreading angles and closer to Lorentzian for large angles. Therefore, the
pseudo-Voigt function is used, a normalized linear combination of a Gaussian with
a Lorentzian as shown in Eq. (1): [39–42].

pV (x) = ηL(X) + (1 − η)G(X) (1)

where η is a refined parameter that determines the percentage of contribution of each
function; L is the Lorentzian; G the Gaussian function; pV (x) is the pseudo-Voigt
function; x and X are variables. Define also: pV (x), x and X .

The structure refinement by theRietveldmethod consists of applying theminimum
squares method in order to find the structural parameter values tomake the calculated
intensity and the measured intensity agree in the best possible way. The minimum
squares paradigm considers that the best adjustment between a group of N values
obtained experimentally yEi (xi ) and a model function f (a, x), which depends onM
refinable parameters ai , is obtained when the residue χ2 is minimized, this residue
is defined by Eq. (2):

χ2 =
N∑

i=1

∣∣yEi − f (a, xi )
∣∣2

σ 2
i

(2)

where the vector a represents the parameters to be refined, which are its components.
This function has an important statistical significance. It is possible to show that
finding the minimum value for χ2 is equivalent to finding the refined values of the
parameters for which there is a higher probability of the model function f (a, xi ) to
coincide with the experimental data yEi [43].

The parameters refined by the minimum squares method are divided into two
categories: structural parameters are those that measure the characteristics in the
sample; the net parameters and the instrumental parameters are those which do not
depend on the characteristics of the sample but on the experimental conditions [44].

It is important to highlight that the refinement must follow a sequence, where the
first parameters to be refined using a standard sample are usually the instrumental
ones: GW, GV, etc. Right after the structural parameters are adjusted, which are
related to the sample: net parameters (a, b, c) and, when necessary, the angles of
the unit cell (α, β and γ); atomic positions (x, y, z), thermal parameters (isotropic or
anisotropic) and last, GU and GP which together with GW and GV are parameters
for adjusting width to the half-height expressed by the Cagliotti formula shown in
Eq. (3): [45].
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Table 3 Terms used by the software GSAS

Acronym Description

GU, GV, GW, GP Coefficients in the Cagliotti formula (modified by Scherrer
enlargement) from the Gaussian component for the peak width.
Where GV and GW are related to the enlargement related to the
equipment and GP and GU are related to the enlargement of the
crystallite size itself

LX Coefficient from the Lorentzian component for peak width by the
isotropic size of the crystallite

Sfec and ptec Coefficients of the Lorentzian width, but are used only for
anisotropic enlargement. Stec is associated with the component Y
and ptec with the component X

Uisos Atomic dislocations (Uisos)—thermal vibration parameters

S/L and H/L Geometric terms that describe peak enlargement at low angles, in
general 2θ < 15°, with CuKα radiation (and also for the
enlargement of peaks at high angles 2θ > 165°). These terms may
be calculated by dividing the width of the diverging and receptive
slots by the diffractometer radius. These terms are generally the
same and must be fixed for a specific (known) group of slots and
diffractometer radius, that is, not for instrumental parameters

Trns Correction for sample transparency in the Bragg-Brentano
geometry. It is the inverse of the absorption effect and for the
Bragg-Brentano geometry it is zero for high absorbing samples and
different from zero for the low or intermediate absorbing samples

Shft Correction in the peak position for the vertical displacement of the
sample in the Bragg-Brentano geometry. It depends highly on the
coupling of the sample to the diffractometer, so special care must
be taken to prevent this sort of mistake

Eta mixed factor Gaussian-Lorentzian

SXXX, SYYY, and SZZZ Lorentzian anisotropic enlargement factors of microtension

H 2
k = U tan2 θk + V tan θk + W (3)

Define V andW, θ k and U. The definitions of the terms used by the GSAS software
used in the refinement according to its manual are described in Table 3.

3.1 Crystallite Size and Microdeformations: Scherrer
Equation and Williamson-Hall Graph

In the diffraction peaks enlargement analysis method, it is understood that the total
enlargement has three components: crystallites size, residual microdeformations,
and instrumental parameters, and each one can be identified separately, as shown by
Dehlinger and Kochendörfer [46]. The particle size for each sample was calculated
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after the parameters V andW, taken from a standard sample, were refined in order to
find the instrumental parameters,whichwould beused later to nullify the instrumental
influence for the peak width calculation. The enlargement of the resulting peak from
the residual microdeformation βs can be expressed by Eq. (4):

βs = 4 ε tan θ (4)

where ε is the microdeformation and θ is the Bragg angle. The enlargement com-
ponent originated by the crystallites, βc, can be expressed by Scherrer’s equation
(Eq. 5): [47].

βc = k ′λ
D cos θ

(5)

where k ′ is a constant, which depends on the reflection and form of the crystal (which
usually has value 1), λ is the radiation wavelength, D is the crystallite size and θ is
the Bragg angle. Width at total half-height β already corrected will be the sum of
the two equations, represented in Eq. (6):

β = βs + βc = k ′λ
D cos θ

+ 4 ε tan θ (6)

where corrected β is represented by Eq. (7):

β =
√

β2
exp − β2

inst (7)

And it will be the same as Hk from the Cagliotti formula. Equation (6) can be
rewritten as Eq. (8):

β cos θ

λ
= k ′

D
+ 4ε

λ
sin θ (8)

which will be the equation used to create theWilliamson–Hall graph of a first-degree
equation, as represented in Fig. 1, where Y = β cos θ

λ
and X = sin θ and Williamson

and Hall [48].
The linear coefficient of the linewill provide the value for the size of the crystallite,

Eq. (9):

D = 1

b
(9)

And the angular coefficient will provide the microdeformations, Eq. (10):

ε = aλ

4
(10)
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Fig. 1 Representation of Williamson–Hall graph

Properly define/recall parameters Fig. 1a, b. Tension in a material may have two
distinct effects over the diffractogram. Due to a uniform effort, compressive or dis-
tensive (macrotension), the distances between the atomic plans may become higher
or lower, causing the occasional displacement in the position of the peaks.

Uniform efforts are related to the distension and compression simultaneous forces,
which result in an enlargement of the diffracted peaks in its original position. This
phenomenon, calledmicrotension in crystallites ormicrodeformation,may be related
to different causes: displacements, vacancies, defects, shear planes, thermal expan-
sions, and contractions. Microdeformation may be understood as a relative variation
of the net parameter or the interplanar distance caused by the effects mentioned
above.

4 Ultrasonometry of the Calcaneus

A great number of comparative studies evaluate the relation between the quantita-
tive ultrasonometry (QU) and the BMD measured by the gold standard dual-energy
X-ray absorption (DEXA). QU values may reflect bone density or its architecture
or even other bone properties besides density. Previous studies have shown a good
relationship between the QUmeasured in the calcaneus and the BMD also measured
in the calcaneus by DEXA, but a poorer correlation between the QU measured in
the calcaneus and the BMD from other parts. However, despite the low correlation
with other parts of the skeleton, QU proved to be a valid tool for predicting osteo-
porotic fractures, independent from associations with bone density. The calcaneus
is the most popular part for many reasons: It is formed by 90% trabecular bone,
having higher bone remodeling than the cortical bone due to the surface/volume
reason; it is accessible, the lateral surfaces are relatively plain and parallel, reducing
repositioning errors [49–57].
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The bone ultrasonometry is based in the determination of the parameters related
to two properties that are modified after passing through the material: the bone
ultrasound attenuation (BUA) and the apparent speed of wave propagation or speed
of sound (SOS), which may be evaluated in different regions such as the tibia,
metacarpus, calcaneus, and phalanges [58].

The BUA is based on the loss of energy to the environment, and it includes
many variables such as absorption, spreading, diffraction, refraction, and conversion
[59, 60].

In commercial apparatus, speedmeasurements are taken by transmissionmethods,
in which a transducer acts as a transmitter and a second one as a receptor, applied to
quantitative measures of bone density. In this method, the speed of the ultrasound in
the medium can be calculated by dividing the distance by the corresponding time.
In our case, quantitative measures were made in the calcaneus by the use of the
transmission method and, for calculating speed, the speed in time of flight (TOF)
method, with a fixed separation of the transducers (axial method).

speed TOF = xVw

x − (ΔtVw)
(11)

In this equation, x is the thickness of the calcaneus including soft tissue, Vw is the
speed of the ultrasound in water, and Δt is the difference in time of transit with and
without the sample.

5 Materials and Methods

5.1 Ethical Aspects

Sample collection followed the procedures established and approved by the research
protocol number 4408/11 of the Research Ethics Committee of the Medicine School
in theUniversity of São Paulo, as well as the protocol number 336231 of the Research
Ethics Committee of the Federal University of São Carlos.

5.2 Materials

Lumbar vertebrae (L1) were surgically removed from human cadavers, three normal,
three osteopenic, and three osteoporotic, 12 h post-mortem, in the Clinical Hospital
Morgue, in the city of São Paulo.
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5.3 Samples Pre-selection

Before the material was collected, the samples were pre-divided into three groups:
normal, osteopenic, and osteoporotic, through QU, using the equipment Achilles
InSight (GEMedical SystemsLunar). This pre-selectionwas conducted as the cadav-
ers arrived at the morgue, before the necropsy technicians started the autopsy. Both
feet of each cadaver were placed in the equipment, and triple measurements were
taken, calculating the average for each foot and the total average.

5.4 Sample Preparation and Characterization

At the Institute of Orthopedics and Traumatology (IOT) in the Clinical Hospital
(CH) in the city of São Paulo, more specifically in the biomechanics laboratory, the
samples were extracted axially from vertebral frozen corpses using a trephine drill
after the surgical procedure of dissection, and they were standardized in cylindrical
format of (10 × 20) mm. Bone marrow was extracted by a washing process, and the
sample was kept humid with serum, frozen at −20 °C.

The samples analyzed by MEV (Zeiss Leo 40—Cambridge, England) at the São
Carlos Chemistry Institute had no bone marrow and were dried in a cylindrical shape
of (5 × 10) mm, and covered with carbon and gold (approximately 20 nm).

5.5 DRX and Rietveld Method Parameters

Powder DRX has a potency of 40 kV and 40 mA, copper radiation k – α, and
wavelength λ = 1.54056 Å. The samples were analyzed at an angle of θ /2θ of 20
at 70°, pace of 0.02° of 10 s each, followed by the use of the software EVA for the
search match.

The diffractograms obtained by the DRX were refined by the Rietveld method
through the software GSAS using the interface EXPGUI. The program ConvX was
used to convert the data into a format accepted by the GSAS and the ICSD in order
to obtain the file.cif (database standard diffractogram) of hydroxyapatite. A quartz
standard was used to calibrate the software to the equipment, refining unit cells,
atomic displacements (Uisos), scale factor, background radiation, shft, GW, GV,
GU, LX, S/L, and H/L. In order to refine the diffractograms, the shifted Chebyshev
function was used with ten terms to consider the anisotropy of the bone (Fig. 2)
and the unit cell (Fig. 3), the atomic displacements (Uisos) (Fig. 3), the scale factor
(Fig. 4), the background radiation (Fig. 2), the shft (Fig. 5), the GU (Fig. 5), the GP
(Fig. 5), the ptec (Fig. 5), the sfec (Fig. 5), and the LX (Fig. 5) were refined in cycles
of 10 (Fig. 6) with Marquardt damping (Fig. 6) equals to 1 and the effects caused by
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Fig. 2 Use of the function shifted Chebyshev and refinement of background radiation

Fig. 3 Refinement of unit cells of the atomic displacements (Uisos)
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Fig. 4 Scale factor refinement

Fig. 5 GU, GP, LX, ptec, shft, sfec, SXXX, SYYY, and SZZZ refinement
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Fig. 6 Marquardt damping use equals 1 in cycles of 10

the preferred orientation were corrected by the use of the March–Dollase model for
the planes h k l (2 1 1), (1 2 1), and (1 1 2) (Fig. 7).

6 Results and Discussion

6.1 Ultrasonometry Analysis

Information from the cadaver was collected from the city morgue regarding the age,
height, and weight and with the equipment Achilles InSight (GE Medical Systems
Lunar), quantitative data inmeasures of threewasobtained,where the averageT-score
is represented according to Table 4.

These values of T-score represent an indication of the clinical condition of the
individuals between 64 and 86 years of age, serving as a reference to separate and
correlate the groups, since the T-score relates only to theBMD.However, with further
analysis the ultrasonometry prediction was confirmed.
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Fig. 7 Correction of the effects caused by preferred orientation using the March–Dollase method
in the planes (hkl) equals to (2 1 1), (1 2 1), and (1 1 2)

Table 4 Group classification by the analysis of ultrasonometry of the calcaneus [70]

Group Age Height (M) Weight (Kg) T-score

Normal 1 67 1.69 46 −0.067

Normal 2 64 1.73 72.2 0.383

Normal 3 81 1.54 45 −0.183

Osteopenic 1 68 1.63 42 −1.383

Osteopenic 2 85 1.75 56 −1.517

Osteopenic 3 82 1.78 70 −1.333

Osteoporotic 1 86 1.61 42 −2.767

Osteoporotic 2 79 1.39 25.4 −2.883

Osteoporotic 3 68 1.7 84 −2.750

This table is reproduced with permissions from Elsevier

6.2 Scanning Electron Microscopy (SEM)

A relation between cracks, fractures, trabecular density with or without plaque for-
mation, connectivity, and the sizes of the pores in the three groups was observed.
One normal, one osteopenic, and one osteoporotic were selected. For normal bones
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Fig. 8 Scanning electron microscopy of the trabecular bone in human vertebral fixed by epoxy
resin and polished: a Normal (700 times); b Osteopenic (3000 times); c Osteoporotic (3000 times)

Fig. 9 Scanning electron microscopy of human vertebrae trabecular bone (300 times): a Normal;
b Osteopenic; c Osteoporotic

(Figs. 8a and 9a), the microarchitecture was formed by rounded regular pores, with
higher connectivity, trabecular number, and the presence of thick and well-organized
plaques.

In osteopenic bones (Figs. 8b and 9b), the existence of fragile fractures caused
by axial or shear loads, the thinning of the trabeculae and the inexistence of plaque
connections were observed. Finally, in bones considered osteoporotic (Figs. 8c and
9c), cracks and fractures with higher irregularity, low connectivity, thinning of the
trabeculae and microarchitecture deterioration were observed.

6.3 Dispersive Energy Spectroscopy (DES)

The values found for the phosphorous and calcium proportions are represented in
Table 5 and also in Fig. 10.

The Ca/P proportion is higher for normal bones, and the higher the Ca/P propor-
tion, until a certain critical point, the lower the tendency for rupture to take place
as seen by Fountos et al. [61] and Kourkoumelis et al. [62] due to probable calcium
ions replacements [63], lowering its quantity and increasing the disorganization of
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Table 5 Calcium and
phosphorous proportions in
the 3 stages of the bone

Normal Osteopenic Osteoporotic

Sample 1 1.91 1.80 1.68

Sample 2 2.13 1.80 1.73

Sample 3 2.03 1.82 1.78

Average 2.02 1.81 1.73

Standard deviation 0.11 0.01 0.05

Fig. 10 Calcium and
phosphorous proportions in
each group
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the unit cells in osteopenic and osteoporotic bones. This lossmakes the boneless rigid
[64, 65], which was confirmed by our microhardness tests, and the disorganization
probably caused an increase in microdeformations [61–65].

6.4 Microhardness (HK)

The values analyzed for Knoop microhardness (HK) are presented in Tables 6, 7,
and 8 and also in Fig. 11.

Normal bone samples had an average result of 30.27 and standard deviation of
0.36, resulting in 30.27 ± 0.36 HK.

Table 6 Normal sample measurements

Sample Measure 1 Measure 2 Measure 3 Average

1 30.7 30.7 30.6 30.67

2 28.2 28.8 32.9 29.97

3 30.1 33.9 26.5 30.17



Bone Quality Assessment at the Atomic Scale 61

Table 7 Osteopenic samples measurements

Sample Measure 1 Measure 2 Measure 3 Average

1 26.8 27.9 24 26.23

2 27.3 26.9 23.3 25.83

3 28.9 26.6 24.4 26.63

Table 8 Osteoporotic samples measurements

Samples Measure 1 Measure 2 Measure 3 Average

1 22 23.2 20.4 21.87

2 23.4 22 19.4 21.6

3 20.3 20.9 19.4 20.2

Fig. 11 Microhardness in
the Knoop scale for each
group
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The osteopenic samples in number of three resulted in an average of 26.23 with
a standard deviation of 0.440, resulting in 26.23 ± 0.40 HK.

The osteoporotic samples resulted in an average of 21.22with a standard deviation
of 0.89 = 21.22 ± 0.89 HK.

The averages and their respective standard deviations are presented in Fig. 11.
It was observed that osteoporotic bones correspond to lower values of microhard-

ness when compared to the normal ones, corroborating the studies of Li et al. [66],
Moran et al. [67], and Boivin et al. [68]. The higher the microhardness value, the
bigger the resistance to deformation, according to Ferrante [69], which agrees with
the reality for osteoporotic bones, that suffer fractures more easily [1, 66–69].
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6.5 X-Ray Diffractometry (XRD) and the Rietveld Method

The X-ray diffractometry spectrum of normal, osteopenic, and osteoporotic bones
is represented in Fig. 12. It is possible to observe the hydroxyapatite peaks, with no
other phase present and hexagonal group P63/m, typical of hydroxyapatite crystals.

Even though the visual identification is not possible, it is known that normal peaks
are larger than osteopenic and osteoporotic ones, once the crystallite sizes are bigger,
as a result of Eqs. (3) and (8) [48, 45].

The Bravais solid was produced from the hexagonal three-dimensional structure
of the hydroxyapatite through the software Crystal Maker, as shown in Fig. 13.
Apparently, the O–H groups are located in the corners of the crystal unit cell, while

Fig. 12 X-ray
diffractometry for each type
of bone, from top to bottom;
normal, osteopenic, and
osteoporotic
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Fig. 13 Crystalline structure of the bone, where O = red, Ca = blue, and P = gray

the Ca, O, and P atoms are located inside the volume, where a = b �= c, with angles
α = β = 90° and γ = 120°.

Through the Rietveld method, it was possible to find the sizes of the crystallites,
as shown in Table 9 and in Fig. 14.

Microdeformations were also analyzed, as shown in Table 10 and Fig. 15.
Normal bones were found with crystallite sizes bigger than the osteopenic and

osteoporotic ones, and the relative variation of the net parameter or interplanar dis-
tance caused by the defects (microdeformation), different from the crystallite size,
has a lower average for normal bones, when compared to osteopenic and osteo-
porotic ones. A possible explanation is the increase in microdeformation (disorder)
takes place because for the osteoporotic bones there will be a lower exchange of
random ions; for the same way, the unbalancing of bone remodeling takes place due
to fractures inherent to the aging process, and there is also the addition of different
ions to the unit cell. Due to the increase of the disorder in the crystallite and knowing
from the literature that a preference for ions with a smaller atomic ratio, it is under-
stood that there will be a decrease in crystallite size. Once it decreases, there is the

Table 9 Crystallite size for
each group

Group Crystallite size (Å) Standard deviation

Normal 669.34 27.70

Osteopenic 467.38 65.99

Osteoporotic 213.01 86.00
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Fig. 14 Crystallite size for
the different groups
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Table 10 Microdeformation
for each group

Group Microdeformation Standard Deviation

Normal 5.41 1.58

Osteopenic 11.48 1.57

Osteoporotic 16.88 1.42

Fig. 15 Microdeformation
for each group
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possibility of crystallites becoming more compact, which will, once more, increase
microdeformation, that also measures the internal tension or the residual tension in
the crystallite.
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7 Conclusion

The bonemicroarchitecture of dried trabecular bones vertebrae could be evaluated by
the methods: scanning electron microscopy, EDS, microhardness and X-ray diffrac-
tometry with the Rietveld refinement method. The microstructural characterization
of hydroxyapatite crystals in dried trabecular bones allowed for the identification of
the three types of bones (normal, osteopenic, and osteoporotic) and to complement
the evaluation and detection of osteoporosis with emphasis on bone quality.
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Meshless, Bone Remodelling and Bone
Regeneration Modelling

M. C. Marques, Jorge Belinha, R. Natal Jorge and A. F. Oliveira

Abstract In this chapter, it is presented an extensive bibliographic survey about
meshless methods, bone remodelling and bone regeneration modelling. Here, the
regeneration and remodelling processes are shown with detail and, in addition, it is
presented a description of the mathematical models approaching both regeneration
and remodelling processes. Three different classifications of models are presented,
the mechanoregulated models, the bioregulated models and the mechanobioregu-
lated models. The literature shows that the combination of remodelling models with
meshless techniques allows to numerically achieve more realistic trabecular distri-
butions. Thus, in this chapter, an introduction to meshless methods is presented, with
a special focus on radial point interpolation meshless methods, such as the radial
point interpolation method (RPIM) and the natural neighbour RPIM (NNRPIM).
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1 Introduction

Bone is a structure mainly defined by bone matrix and by bone cells, being these
bone cells responsible to produce the bone matrix, in which they became entrapped.
The bone cells that create the bone matrix are the same that reabsorb it to allow the
replacement of old bone matrix by a newer one. These bone cells also act in the bone
regeneration and remodelling processes. All the bones in the human body form the
skeletal system, which possesses several vital functions, such as: support, protection,
movement, storage and blood cell production [1–4].

Bone possesses the intrinsic capacity for regeneration and remodelling, being
bone remodelling the biological process whereby living bone tissue renews itself
in the course of life. Regeneration, besides being the repair process in response to
injury, is as well a process that starts with the skeletal development in early life and
continues in the form of bone remodelling throughout adult life [5].

One of the most significant activities performed by engineers and scientists is to
model natural phenomena in order to study and simulate them. Much of the physi-
cal phenomena studied, particularly those related to transient continuum mechanics
theory (involving both time and space changes), can be formulated in terms of alge-
braic, ordinary or partial differential and/or integral equations. These conceptual and
mathematical models simulate physical events, whether they are biological, chemi-
cal, geological, or mechanical, they are based on scientific laws of physics. Thus, it
is possible to formulate constitutive equations and laws ruling distinct phenomena,
such as heat transfer, stress/strain relations, solid deformations, fluid flow, etc. [6].

Depending on the importance of the constitutive equations in the studied phe-
nomenon, they may or not be considered, and their combination results in the differ-
ential equations that govern the phenomenon. There are many phenomena associated
with different fields, that can be obtained using the same mathematical model and
consequently the same differential equations [6]. Most real engineering problems
cases are characterized by very complex equations modelled on geometrically com-
plex regions and defined by equations with nonlinear nature, making it virtually
impossible to achieve an analytical exact solution. For these cases, in order to obtain
the solutions, numerical approximation methods are preferable. The development of
computers in recent decades allowed to use these methods more efficiently and so, to
obtain the solution of many problems heretofore unsolvable. Additionally, computer
progress as allowed the development of new formulations and new algorithms for
solving many other complex problems [6]. With massive use of computers, it has
been an increase in the development and use of numerical methods and simulates
in silico several biomechanical scenarios. The finite difference method, the finite
element method, meshless methods and their variants, are the most used numerical
methods in the analysis of practical engineering problems. These methods are cre-
ated on the idea that the complete system could be analysed as the integrated sum of
its different parts.
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1.1 Bone Regeneration

Bone regeneration is a well-arranged series of biological events where the damaged
bone, with deficiencies or discontinuities, is regenerated to a newly formed bone, res-
cuing its original biomechanical properties. This process is affected by a gathering of
genetic, environmental, mechanical, cellular and endocrine factors, which in the end
allows to obtain a newly formed bone properties possessing almost indistinguishable
properties from the properties of the adjacent old bone. This process results in a bone
geometry, in the healing site, that usually is the same to its initial shape and with
the peculiarity of the non-formation of a scar tissue [7, 8]. The most common case
of bone regeneration is the fracture healing that is divided in three main stages, the
inflammatory phase, bone repair and bone remodelling, that are represented in Fig. 1.
During these three stages, two types of ossification occur, intramembranous and the
endochondral ossification [9, 10].

The inflammatory phase, the first stage, starts immediately after the injury, that
is characterized by the haemorrhage, occurring from the damaged blood vessels and
leading to the supply suspension of nutrient and oxygen to the bone cells. This first
inflammatory reaction leads to the fracture immobilization in a direct and indirect
way. Indirectly, since the pain caused leads the individual to protect the injury, and
directly by swelling hydrostatically in the fracture zone, that keeps it from moving.
Just after the start of the haemorrhage, the blood began to clot and the platelets
(trapped in the clot) become activated and start to release growth factors, which
regulate the processes of bone healing. The supply interruption of nutrients and
oxygen to the bone cells leads to its dead. Thus, there occurs a necrotic process
that starts an inflammatory response, which is characterized by the migration of
macrophages, phagocytes and leucocytes to the wound site aiming to remove the
necrotic tissue.

Fig. 1 Bone regeneration three main stages
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The reparative phase, the second stage, occurs before the inflammatory phase
subsides, and lasts for several weeks. In this phase, it is developed the reparative
callus in the fracture site, which in the last phase—the remodelling phase—will be
replaced by bone. The composition of repair tissue and rate of repair may differ
depending on where the fracture occurs in the bone, the extent of soft tissue damage,
and mechanical stability of the fracture site [11].

In this phase, the fibroblasts, mesenchymal stem cells (MSC’s) and endothelial
cells, from the periosteum and from the soft tissues surrounding the bone, migrate
into the healing site. This migration is regulated by growth factors released by the
activated platelets and by the above-mentioned cells. Under the effect of different
stimuli, MSC’s differentiate into different cells, as well as osteoblasts, chondrocytes
and fibroblasts.

In the case that the MSC’s differentiate into osteoblast, they start to synthesize
bone directly on a pre-existing surface without the mediation of the cartilage phase,
occurring the intramembranous ossification [10]. With this apposition of new bone
matrix on a solid surface, it is observed the creation of a bone-forming surface that
is often referred to as the hard callus [12–14].

In the case that the MSC’s differentiate to chondrocytes, it occurs the endochon-
dral ossification, that usually occurs in the middle of the fracture area. With the
proliferation of chondrocytes, it follows the growth of cartilage tissue, and with the
maturation of chondrocytes is followedby the calcificationof cartilage.Chondrocytes
are also responsible by the apoptosis and blood vessels grow into the cavities that
were initially occupied by the chondrocytes. The mineralized extracellular matrix of
the cartilage tissue acts as a scaffold where osteoblasts create woven bone [15].

The remodelling phase, the final phase, is characterized by the replacement of
the woven bone by lamellar bone and by the resorption of excess callus. The woven
bone is replaced by the osteoclastic resorption and by the osteoblastic deposition.
This remodelling is a gradual modification of the fracture site that adapts itself to
the new configuration to get the optimal stability under the new mechanical load
scenario.

1.2 Bone Remodelling

Bone remodelling term is usually used for the phase of general growth, reinforcement
and resorption processes. This remodelling is progressive and it is induced in order
to adapt the bone morphology to any new external load. Bone remodelling is a
complex process performed by the coordinated activities of osteoclasts (that resorb
bone), osteoblasts (that replace bone), osteocytes (within the bone matrix), bone-
lining cells (covering the bone surface) and the capillary blood supply. Together,
osteoclasts and the osteoblasts cells form temporary anatomical structures, called
basicmulticellular unite (BMU’s), which execute bone remodelling. The interactions
between osteoblasts and osteoclasts assuring a proper balance between bone gain and
loss, is known as coupling [16].
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All the millions BMU present in the skeleton are in different stages, being the
life span of individual cells that create a BMU much shorter than that BMU itself
[17–19].

These BMUs are constantly remodelling bone tissue during life, adult and senes-
cent skeleton, preventing its premature deterioration, and maintaining its overall
strength. If there is an interruption of this bone remodelling process due to a bio-
chemical or cellular link cut, such as osteoporosis or hyperparathyroidism, BMUs’
activity might be disrupted by a metabolic bone disease.

Normal bone remodelling occurs in discrete bone locations, taking 2–5 years for
a discrete location to complete one bone remodelling cycle [20]. Bone remodelling
can be classified as targeted remodelling, or by random remodelling. For instances, if
a specific region of the bone is induced to remodel due to a structural microdamage,
it is said to occur a targeted remodelling [21, 22]. In this case, remodelling permits
the restore of the microdamage caused by fatigue and/or by shock.

Bone remodelling, is a main biological process (possessing a relevant role in the
mineral homeostasis) , which provides calcium and phosphate. Thus, for example,
if the calcium and phosphate are removed from random locations from the skeleton,
it occurs a random remodelling [21, 22].

Bone balance is defined as the relation between the amount of bone removed and
of new bone restored in the bone remodelling process. Bone balance can be easily
modified by diseases, hormonal factors and even by external mechanical stimulus.
Being bones, a major reservoir of body calcium, bone are under the hormonal control
of parathyroid hormone (PTH), the most important hormone regulating calcium
homeostasis and bone remodelling [23]. The modification of the bone remodelling
behaviour, possessing a direct influence in the bone mass, is affected by the effect
of PTH, in which a continuous increase of the PTH levels decreases bone mass and
discontinuous PTH administration leads to a increases of bone mass [24–27].

Also long-term physical activity on a regular basis plays a particularly important
role in bone remodelling. The mechanical stimulus induced by physical exercise can
maintain or increase bone strength by increasing bone mass or by changing bone
structures at micro and macro levels. Two main types of exercise are beneficial to
bone health: weight-bearing, exercise performed while a person is standing so that
gravity is exerting a force, and resistance exercise, exercises involving lifting weights
with arms or legs. Long-term physical activity on a regular basis plays a particularly
important role inmaintaining healthy bones. Exercise canmaintain and increase bone
strength by increasing bone mass or by changing bone structures at micro and macro
levels [28]. More recently was reported that, as the presence of external loads leads
to the bone remodelling, the absence of load occurring in conditions of disuse, such
as during immobility, space flight and long-term bed rest lead to the same processes,
leads to the opposite result: bone loss and mineral changes [3, 29, 30].

Bone remodelling can be divided in five distinct phases occurring in a coordi-
nate and sequential way. These five phases are the activation, resorption, reversal,
formation and the termination.
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The activation phase is characterized by a continuum process occurring in the
boundaries of the BMU in which it is detected the presence of an inducing remod-
elling signal, that can be of mechanical or hormonal nature [20]. Bone cells are
exposed to a dynamic environment of biophysical stimuli that includes strain, stress,
shear, pressure, fluid flow, streaming potentials and acceleration, having these param-
eters, the ability to regulate independently the cellular responses and influence the
bone remodelling. The osteocytes located in the cortical bone possess the ability of
sensing this biophysical stimulus and, using the canaliculi network, they are capable
to activate the regulation of the proteins sclerostin and RANKL, which possess a
major role in bone remodelling, [28, 31].

The resorption phase is characterized by the formation and activity of osteoclasts
that create a sealed section where the resorption process occurs. This formation and
activity of osteoclasts are controlled by osteoblast cells that active the movement
of mature osteoclasts into a bone remodelling site with the expression of CSF-1,
RANKL, OPG and by PTH [1, 3, 4, 20, 32, 33].

The reversal phase lasts around nine days and occurs when the maximum eroded
depth is achieved, between 60 and 40 μm. This phase is characterized by transition
of the activity from osteoclast to osteoblast [18]. The osteoclasts start the process
of apoptosis and at the same time, the bone-lining cells enter the lacuna and clean
bone matrix remains. This clean up allows the deposition of a proteins (collagenous)
layer in the resorption pits that form a cement line (glycoprotein), which helps the
attachment of preosteoblasts that begin to differentiate [34–36].

The formation phase is the characterized by the formation of new bone. Once
osteoclasts resorbed a cavity of bone, they are replaced by cells of the osteoblast lin-
eage that initiate the bone formation, the preosteoblast. The preosteoblast is attracted
by the growth factors liberated from the matrix that act as chemotactics and, in
addition, stimulate its proliferation.

The preosteoblasts synthesize a cementing substance upon which the new tis-
sue is attached and express bone morphogenic proteins (BMP) responsible for
differentiation.

Bone resorption liberates TGF-β from the matrix, which is a key protein for
recruiting mesenchymal stem cells to sites of bone resorption. This recruitment of
mesenchymal stem cells and the presence of the bone morphogenic proteins (BMP)
lead to the differentiation of preosteoblasts to osteoblasts.

The already differentiated osteoblasts synthesize the osteoid matrix and also
secrete collagen, whose accumulation contributes to the cessation of cell growth.

The osteoid, the non-mineralized organic portion of the bone matrix, has to be
mineralized with hydroxyapatite to create a mature bone tissue [28, 37].

The termination phase is characterized by the terminal differentiation of the
osteoblast. Some of the osteoblast transform to lining cells, covering the newly
formed bone surface, while other osteoblasts differentiate into osteocytes and remain
in the matrix [28, 31, 37].



Meshless, Bone Remodelling and Bone … 77

1.3 Meshless Methods

Nowadays, one of the most popular discrete numerical tools is the finite element
method (FEM), but in the last few years, meshless methods, such as Smooth particle
hydrodynamics (SPH) method [38], radial point interpolation method (RPIM) [39–
41] and as natural neighbour radial point interpolationmethod (NNRPIM) [42], came
into focus of interest.

The first meshless method to be developed dates from 1977, when Gingold and
co-workers proposed the smooth particle hydrodynamics (SPH) method [38]. The
SPH possesses a kernel approximation for a single function u(x) in a domainΩ . This
method was used for modelling astrophysical phenomena without boundaries, such
as exploding stars and dust clouds [38]. From 1997 to now, many different methods
were developedusing different approaches: generalizedfinite differencemethod [43],
diffuse element method (DEM) [44], element-free Galerkin method (EFGM) [45],
meshless local Petrov–Galerkin (MLPG) method [46], point interpolation method
(PIM) [39–41] and radial point interpolation method (RPIM) [47, 48].

The point interpolation method (PIM) was developed using the Galerkin weak
form and shape functions that are constructed based only on a group of nodes arbi-
trarily distributed in a local support domain by means of polynomial interpolation
[39–41].

The major advantage of PIM is that the shape functions created possess the Kro-
necker delta function property, which allows to enforce essential boundary conditions
using simple numerical techniques, as in the conventional finite elementmethod. PIM
can use two types of shape functions: polynomial basis functions and radial basis
functions (RBFs), being termed RPIM when using the RBFs [47, 48].

More recently, new methods were developed, such as the natural neighbour radial
point interpolationmethod (NNRPIM) [42], which is based on the combination of the
natural neighbour finite element method with the radial point interpolation method,
and natural radial element method (NREM) [49], combining the simplicity of low-
order finite elements connectivity with the geometric flexibility ofmeshlessmethods.
The main advantage of the meshless methods is that they do not require elements to
discretize the problem domain [1].

In meshless methods, the problem domain is discretized using an unstructured
nodal mesh, as can be seen in Fig. 2b, opposing with the domain discretization using
elements used in FEM, represented in Fig. 2a. In biomechanics, this discretization
flexibility is advantageous, since it permits to discretize the problem domain using
directly medical images.

Meshlessmethods can be divided in approximationmeshlessmethods [42, 50–52]
and interpolation meshless methods [7, 8, 24, 34, 53, 54]. The major advantage of
using interpolator meshless methods is the possibility to impose directly the essential
and natural boundary conditions, since the constructed test functions possess the delta
Kronecker property.
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(a) (b)

Fig. 2 a Domain discretization in FEMusing elements; bDomains discretization inmeshless using
unstructured nodes

They can also be separated in meshless methods that use the strong form solution,
using directly the partial differential equations governing the studied physical phe-
nomenon, and others that uses the weak form solution. The weak form stands for a
formulation that uses the variational principle to minimize the residual weight of the
differential equations ruling a phenomenon, where the residual is obtained replacing
the exact solution by an approximated one, affected by a test function.

The meshless methods start with the problem domain being discretized by a regu-
lar or irregular node set. This nodal set is not considered a “mesh”, since themeshless
method does not require any previous information about the nodes’ vicinity in order
to create the approximation or interpolation functions to the unknown variable field
function.

Inmeshlessmethods, the nodal spatial distribution andnodal density discretization
affect the performance of the method. Usually, having a denser nodal distributions
results in more accurate solutions; however, the increase of the density of the dense
distributions increases the computational costs. Furthermore, unbalanced nodal dis-
tribution leads to a lower accuracy, where location with predictable concentration
of stress should have a higher nodal density when compared with locations with
expected smoother stress distributions.

After discretizing the problem domain with the nodal set, a background integra-
tion mesh is created, which can be nodal dependent or nodal independent. This back-
ground mesh allows to numerically integrate the weak form governing the problem.
Themost popular integration schemes use theGauss-Legendre quadrature technique.
However, the majority of the integration schemes is nodal dependent, which hinders
the “meshless” concept. Thus, other techniques comprise integration schemes that
are completely nodal independent, as the ones using the Voronoï diagram or the
natural neighbour mathematical concept [42, 49].
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After the domain discretization and the construction of the background integra-
tion mesh, the meshless method has to assure the nodal connectivity, which is not
predefined by elements as in FEM. Thus, in meshless methods, for each point of
interest, one must defined areas or volumes acting as influence-domains.

Meshless methods and the FEM are discrete numerical methods and so, both
require the discretization of the problem domain. The FEM discretize the problem
domain using nodes and elements, where the finite element concept assures the
nodal connectivity. In the meshless methods, the problem’s domain is discretized
using only nodes, and consequently, there are no elements, as in the FEM assuring
that the nodes belonging to the same element interact directly between each other
and with the boundary nodes of neighbour finite elements. Herewith, in the meshless
methods, it is necessary to define the nodal interaction. Such interaction is enforced
by means of “influence-domains”. A given node i, or interest point, searches for
the closest nodes. The area or volume in which those closest nodes are contained is
called the influence domain of node i. In the literature, it is possible to find several
techniques to define influence domains [1].

2 Bone Remodelling and Regeneration Modelling

The models used to simulate the behaviour of the bone regeneration and remodelling
are based on various concepts and approaches. The models can be related to various
forms of bone regeneration and remodelling, such as models for fracture healing,
models for bone regeneration around endosseous implants and chemical models
predicting the pharmacological effect on the remodelling process. As said before,
the bone remodelling is the last phase of bone regeneration, even so there are models
for both processes. This occurs due to the distinct duration of both processes. Bone
regeneration is a process that lasts for some mouths, but the regeneration (occurring
as the last phase of the regeneration or as a natural process on a healthy bone) can
last the entire bone life.

It is usually to separate the models into three different classes with respect to
the essential mechanisms regulating the bone regeneration/regeneration process.
The classification in mechanical, biological and mechanobiological model allows
to characterize the model according to the nature of the factures influencing the bone
regeneration/remodelling process. Additionally, this classification permits to create
a chronological perspective of the mathematical modelling of bone.

Mechanoregulatory models are governed by laws where the local mechani-
cal environment is assumed as the only factor that influences the bone regener-
ation/remodelling. In bioregulatory models, only biochemical factors are consid-
ered in the model, and in the mechanobioregulatory models, both mechanical and
biochemical factors are assumed. Despite mechanobioregulatory models are more
realistic, when compared to mechanoregulatory and bioregulatory approaches, they
also are more complex, due to the larger number of assumptions involved in their
formulation.
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The mechanoregulatory was the first to appear in 1960 by Pauwels [55]. In 1999,
Adam et al. [56, 57] created one of the firsts bioregulatory modes to characterize the
bone behaviour. Later, the mechanobioregulatory models appeared as a combination
of the mechanoregulatory with the bioregulatory. Curiously, the generalization of
the bioregulatory models did not stop the developments of the mechanoregulatory
models and the development of the mechanobioregulatory models did not stop the
developments of the bioregulatory models.

2.1 Mechanoregulatory Models

The first mathematical model related to mechanoregulation of bone remodelling
describing “Wolff’s law” was developed in 1960 by Pauwels [55], and later applied
in 1965 [58]. This law defines that a tissue differentiation depends on local stresses
and strains. Pauwels assumed that deviatoric strains stimulate the formation of fibrous
tissue and that hydrostatic pressure stimulates formation of cartilage.

In 1964, Frost developed the “Curvature Model” describing the remodelling
process controlled by strain actions [59].

Later in 1976, Cowin and co-workers presented the adaptive elasticity model,
defining bone internal remodelling as the sum of chemical reactions between bone
matrix and the extracellular fluids, where the rates of these chemical reactions depend
upon the strain values [60–63]. In 1979, Perren presented a model for bone regenera-
tion where was considered the influence of the local mechanical environment on the
morphology of fracture healing, suggesting that a repair tissue can only be formed if
the tissue tolerates the local mechanical strain. This approach sustains that different
bone repair patterns occur when different physical influences are present, including
strain tolerance [64].

In 1986, Carter and co-workers introduced the “self-optimization” concept, a
remodelling model that assumed that mechanical stimulus is proportional to effec-
tive stress field. Thus, stress can be related with trabecular orientation and apparent
density based on the idea that bone is a self-optimizing material [65–68].

In 1987, Huiskes and co-workers developed an adaptive remodelling model that
used the strain energy density (SED) as a feedback control variable to determine
shape or bone density adaptations [69].

Later in 1990, Reiter and co-workers modified Huiskes’ model, introducing the
effects of overstrain necrosis [70]. Harrigan and Hamilton, in 1992, introduced
the SED for stress-induced remodelling as mechanical stimuli, using “Adaptive
Elasticity” concept [71–73].

In 1997, Pettermann and co-workers (also using amodifiedHuiskes’model) intro-
duced the anisotropic material behaviour in a regeneration model [74]. Prendergast
and co-workers considered the biological tissues based on a poroelastic (biphasic)
material. In this model, the differentiation process assumes as feedback controller
the maximal distortional strain and relative fluid velocity [75].
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In 2000, similar to the model developed by Prendergast et al. [75], Kuiper and
co-workers created a regeneration model to study the fracture healing process as a
function of applied movement. In this model, the shear strain and fluid shear stress
regulate bone fracture healing, by adding or resorbing tissue and by modifying tissue
properties. The model was able to control the callus development with the prolifera-
tion of granulation tissue [76]. Also in 2000, Ament andHofer [77] developed a fuzzy
logic formulation that using strain energy density as mechanical stimulus modified
the behaviour of the tissue differentiation in the process of bone regeneration [77].

Later on 2002, Lacroix, Prendergast and co-workers extended Prendergast’s work
(1997) to include mesenchymal cell migration in a regeneration model [78, 79].
McNamara and Prendergast developed in 2007 four mechanoregulated regeneration
models where themechanical stimulus was strain, damage, combined strain/damage,
and either strain or damagewith damage-adaptive remodelling prioritisedwhen dam-
age was above a critical level. Each model was implemented with both bone-lining
cell (surface) sensors and osteocyte cell (internal) sensors, and it also was applied to
predict the BMU remodelling on the surface of a bone trabecula [80].

Also in 2002, Doblaré and García-Aznar proposed a remodelling model based
on the principles of damage mechanics [81]. This model identifies bone voids with
the cavities or micro cracks of other material damage models, but changes some
of the standard assumptions in damage-mechanics theory to adapt it to the special
requirements of living adaptive materials. A remodelling tensor, defined in terms of
the apparent density and analogous to the standard damage tensor, was proposed to
characterize the state of the homogenized bone microstructure.

In 2008, Liu and Niebur developed and modified the version of Lacroix’s regener-
ation algorithm. This version enforces tissue differentiation pathway by transitioning
fromdifferentiation to bone adaptation [82]. In 2010,Mulvihill andPrendergast using
the concepts of the algorithms developed by McNamara and Prendergast, 2007, and
the concept proposed by Frost [59], developed a new regeneration algorithm where
both strain and microdamage work as stimuli for BMU activity and that ON/OFF
thresholds operate to control osteoclast and osteoblast activation [83].

Later in 2012, Belinha et al. [84, 85] developed amaterial law correlating the bone
apparent density and the obtained level of stress. Using this new material law, it was
developed a biomechanical remodelling model, an adaptation of Carter’s models for
predicting bone density distribution, based on the assumption that the bone structure
is a gradually self-optimizing anisotropic biological material that maximizes its own
structural stiffness [66–68, 86]. This model assumes that mechanical stimulus acts
as the principal driving force in the bone tissue remodelling process [84, 85].

2.2 Bioregulatory Models

In 1999, Adam and co-workers developed a regeneration model where the critical
size defect in the fracture healing site was defined by a set of a partial differential
equation (PDE) governing a growth factor concentration [56, 57].
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By 2001, Bailon-Plaza and Vander Meulen developed a more extended biological
regeneration model that was defined by a system of PDE’s [15]. In this approach, the
PDE’s system was defined by seven variables: densities of MSC’s, of osteoblasts,
of chondrocytes, concentrations of chondrogenic and osteogenic growth factors, and
densities of connective/cartilage extracellular matrix and bone extracellular matrix.
This model allowed the authors to represent the processes of cell differentiation,
proliferation, migration and death, synthesis and resorption of tissues. This model
is rather popular due to its generality. This model can be modified, allowing the
development of several other bioregulatory models [15].

Later in 2003, Komarova et al. [87] developed a remodelling model describing
the population dynamics of bone cells accordingly with the number of osteoclasts
and osteoblasts at a single BMU. The interactions occurring among osteoblasts and
osteoclasts encouraged by autocrine and paracrine allowed the authors to calculate
cell population dynamics and changes in bone mass at a discrete site of bone remod-
elling [87]. To condense the net effect of local factors on the rates of cell production,
this model uses a power-law approximation that was developed by Herries [88], as
effective tools for analysis of highly nonlinear biochemical systems. In thismodel, all
factors leading to a cell response are taken together in a single exponential parameter
[87].

In 2004, Martin and Buckland-Wright developed a mathematical remodelling
model to predict the depth of erosion and the duration of the resorption phases in
healthy adult cancellous bone-based wholly on biological information. This model
uses Michaelis-Menten-like feedback mechanics to affect bone resorption [89].

Also in 2004, Lemaire and co-workers developed the first mathematical remod-
ellingmodel that includes the RANKL/RANK/OPG pathway, which affects the bone
remodelling process. This model is based on the idea that the relative proportions of
immature and mature osteoblasts control the degree of osteoclastic activity [90].

In 2008, Geris and co-workers extended the work of Bailon-Plaza and Meulen
[15] by creating a regenerationmodel that considers angiogenesis. This was achieved
by separating fibrous tissue and cartilage densities, and by defining additional
chemotactic and haptotaxis terms for cell migration in the governing equations
[91, 92].

Also in 2008, Pivonka and co-workers, using as base the Lemaire’s model [90],
suggested a new remodelling model where were added four new parameters, a rate
equation (describing changes in bone volume with time), a rate equation (describing
release of TGF-β from the bone matrix), the expression of OPG and RANKL on
osteoblastic cell lines, and a modified activator/repressor functions [93].

In 2009, Ryser co-workers using as base Komarova’s work developed a math-
ematical remodelling model of BMU describing changes in time and space of the
concentrations of proresorptive cytokine RANKL and its inhibitor osteoprotegerin
(OPG), in osteoclast and osteoblast numbers, and in bone mass [94].

In 2011, Amor and co-workers adapted the Bailon-Plaza and Vander Meulen
model [15] for peri-implant osseointegration [95, 96]. This regeneration model pos-
tulates that intermediate cartilaginous phase is not observed experimentally in bone
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healing occurring near implants, [12, 13, 97, 98] and so, the model disregard chon-
drogenic growth factors, chondrocytes and cartilage. The big difference from the
original Bailon-Plaza and Vander Meulen model is that the chemotaxis of MSC’s is
represented in equations and that the density of activated platelets was included.

2.3 Mechanobioregulatory Models

In 2002, Lacroix and co-workers using the models developed by Prendergast [75]
and by Huiskes [99] developed a new regeneration model considering cellular pro-
cesses together with mechanical factors by incorporating the random walk of MSC’s
[78, 79].

Later in 2003, Bailon-Plaza and Meulen, extending their previous work [15],
created a new regeneration model in which it was predicted the beneficial effects
of moderate, early loading and adverse effects of delayed or excessive loading on
bone healing. The mechanical factors were modelled by stimulating and inhibiting
the effects of dilatational and deviatoric strains [100].

In 2005, Gómez-Benito and co-workers and García-Aznar and co-workers devel-
oped a mechanobioregulatory regeneration model as a system of PDE’s model that
had as main variables cell concentrations of the four basic skeletal cells: MSC’s,
osteoblasts, fibroblasts and cartilage cells, and the four types of skeletal tissues,
namely granulation tissue, fibrous tissue, cartilage and bone [101–103]. In thismodel,
it was assumed that the fracture site is invaded by proliferating and migrating MSCs
in the first stage of the bone healing process and that these may differentiate into
cartilage cells, bone cells or fibroblasts, depending on the value of a mechanical
stimulus. It was also assumed that very high mechanical stimulus causes MSCs to
die. In this model, the process of bone healing was simulated as a process driven by
a mechanical stimulus, the second invariant of the deviatoric strain tensor [103].

In 2008, Andreykiv et al. [104] and Isaksson et al. [105] developed a regeneration
model where the biological part allowed the simulation of cell migration, prolifera-
tion, differentiation, tissue deposition and replacement. The mechanical component
of the model calculates the mechanical stimuli influencing the cellular processes.
Cell differentiation, proliferation and tissue production in this model are regulated
by tissue shear strain and interstitial fluid velocity, as proposed by Prendergast et al.
[75].

In 2014, Hambli [106] developed a remodelling model where the cellular
behaviourwas based onKomarova et al. [87] dynamic law. In thismodel, themechan-
ical stimuli are related with the biological one using strain–damage stimulus func-
tion controlled by the level of autocrine and paracrine. In 2010, Geris et al. [107]
extended their previous bioregulatory model [108] by defining dependencies for the
model parameters based on mechanical stimuli, according to Prendergast et al. [75].
This model was applied to study impaired fracture healing. The authors checked
predictions of the model for various mechanoregulatory relations. In this model,
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both angiogenesis and osteogenesis were assumed to be affected by the mechanical
loading.

Later in 2015, Yi and co-workers developed amicroscale bone remodellingmodel
using the equivalent strain as the mechanical stimuli. In this model, the mechani-
cal stimuli affect the proliferation and differentiation of the osteoblast cells. The
influence of the different physiological conditions, restricted by Denosumab (a used
drug for treating osteoporosis), on the formation/resorption rate was also considered
[109].

In 2016, Lerebours et al. [110] developed amulti-scalemechanobiological remod-
elling model describing the evolution of a human mid-shaft femur scan subjected
in osteoporosis and mechanical disuse. In this model, hormonal regulation and bio-
chemical coupling of bone cell populations are included. This models also include a
mechanical adaptation of the tissue and factors that influence the microstructure on
bone turnover rate [110].

3 Meshless Methods Applications

3.1 Meshless Methods and Mechanics

Many studies were performed using meshless method in order to prove it’s efficiency
inmany different fields ofmechanics. Belinha andDinis, 2006, extended the usage of
element-freeGalerkinmethod (EFGM) in order to perform the elasto-plastic analysis
of isotropic plates [111]. Later in 2007, Belinha and Dinis extended the EFGM to the
analysis of anisotropic plates and laminates considering aReissner–Mindlin laminate
theory (FSDT) [112]. Also in 2007, Dinis and co-workers proposed a new meshless
method, the natural neighbour radial point interpolationmethod (NNRPIM) based on
the combination of the natural neighbour finite element method with the radial point
interpolation method. In order to prove the high accuracy and convergence rate of
the proposed method, well-known 2D and 3D problems were solved and compared
with other studies and methods [42]. Later in 2008, NNRPIM was extended for the
analysis of thick plates and laminates [51] being later in 2009 NNRPIM extended
to dynamic analysis (free vibrations and forced vibrations) of 2D, 3D and bend-
ing plate problems [113]. In 2010, NNRPIM was combined with an Unconstrained
Third-Order Plate Theory to analyse functionally graded plates [114], being later
in 2011, using also Unconstrained Third-Order Plate Theory applied to laminates
[50]. Also in 2010, Dinis and co-workers developed a unique NNRPIM approach
when 3D-thin structures are considered. In order to demonstrate the effectiveness of
the method, several isotropic and orthotropic thin plates and shells problems were
solved [115]. Later in 2013, NNRPIM was extended to the analysis of composite
laminated plates [116] and to the elastostatic analysis of thick plates [117]. In 2014,
NNRPIMwas extended to the analysis of laminated plates using Timoshenko theory
[118]. In 2015, NNRPIM was extended to the field of fracture mechanics [119], and
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the radial point interpolation method (RPIM) to the elastostatic analysis of circular
plates assuming the 2D axisymmetric deformation theory [54]. Later in 2016 was
analysed and compared the performance of distinct meshless techniques assuming
first-order shear deformation theory (FSDT) using FEM, and also an approximation
meshless method (EFGM) and three interpolation meshless methods RPIM, NNR-
PIM and natural radial element method (NREM) [120]. Also in 2016, NNRPIM was
used to simulate the crack growth phenomenon in brittle materials [121].

3.2 Meshless Methods and Biomechanics

Meshless methods are used in different fields, but are getting an increasing inter-
est on the biomechanical field, since the discretization flexibility in meshless is
advantageous, allowing to discretize the problem domains using directly medical
images.

These biomechanical studies focus in the bone tissue. Belinha and co-workers
extended the NNRPIM to bone remodelling analysis, developing a biomechanical
model to predict the bone density distribution [85, 122]. Later, some studies using
meshless approach were performed in order to evaluate the bone response after the
insertion of implants. Most of these studies focus in dental implants, [52, 123, 124].
More recent studies analysed the bone remodelling behaviour after the insertion of
a femoral stem [125].

3.3 Meshless Methods and Bone Remodelling

In the last few years, meshless methods gradually become to enter into bone
remodelling simulation field [53].

García and co-workers in 2000 developed one of the first works using bone struc-
tures and the meshless methods, studying the bone internal remodelling by means of
α-shape-based natural elementmethod (α-NEM). The considered remodellingmodel
is based on the principles of continuum damage mechanics [126].

Liew and co-workers in 2002 explored stress distribution phenomena in the human
proximal femur, having in consideration the detrimental effects of infarction as well
as ageing. Liew and co-workers in 2002 concluded that meshless methods were
efficient numerical techniques suitable for biomechanics [127].

James and co-workers in 2007 developed amodel to analyse osteoporosis process.
In this model, the CT imaging data was linked to the meshless method in order to
analyse the mechanical properties of the porous, heterogeneous trabecular bone and
the property–microstructure relationship [128].

Buti and co-workers in 2010 developed a uniform, particle-based, space- and
geometry-oriented approach for bone remodelling. The developedmethodology uses
a multi-scale approach, at tissue scale and at cell scale. This methodology uses
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a meshless method approach developed by Taddei and co-workers in 2008 [129],
which is a numerical approach based on a direct discrete formulation of physical
laws—the Cell Method [130].

Recently Belinha and co-workers started to use meshless methods applied to bone
tissue analysis. Firstly, using a microscale analysis of the bone remodelling phe-
nomenon [85], and later using a macroscale analysis to study innumerable structures
as the calcaneus, femur, mandible and the maxillary bone [84, 123, 131].

In 2016, Belinha and co-workers using the developed bone remodelling algorithm,
the developed material law and the developed meshless methods, analysed the bone
tissue remodelling of the femur due to the insertion of a stem [125].

4 Conclusion

Bone remodelling andbone regeneration are natural processes that are controlled very
efficiently by the human body, by a combination ofmechanical and biological factors.
Along the years, many mathematical models were developed to simulate these two
processes, evolving from simpler models (that considered only one type of factors) to
the more recent models (that combine both mechanical and biological factors)—the
mechanobiological models. These models, in many cases, are evolutions of previous
models by adding more variables. The objective of these more complex models is
to simulate the natural events in a more precise way. In the case of the biological
models, it was found in the literature survey that they usually are well supported on
laboratory experiments using bone tissue.

As said before, the last phase of the regeneration process is the remodelling phase.
The models concerning the regeneration process consider the remodelling phase,
although with a much smaller temporal windows when compared with the pure
remodelling models. Thus, tell apart both model phases might not be immediately.

Being FEM, a mature and widely used method, it is natural that the first
remodelling and regeneration models where firstly combined with the FEM.

Meshless methods are discretization techniques similar to FEM. Thus, the same
fields and studies that have been explored using the FEM can now be explored using
meshless methods (and also some topics where the FEM cannot be used).

For the particular case of bone regeneration, in the bibliographic survey, the
authors did not found any study in which meshless methods where applied, which
creates a research opportunity for meshless methods.

Taking into account some of the vantages of the meshless methods, such as the
fact that they do not require elements to discretize the problem domain, and that in
biomechanics domains with high complexity are very common, it is very likely that
meshless methods became a standard in biomechanical analysis.

In the particular case of bone remodelling, the literature shows some relevant
recent studies combining meshless methods with bone remodelling models. This
recent interest could be explained by the meshing flexibility of meshless methods
and by the fact that meshlessmethods can discretize numerically the problem domain
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using directly the medical images. In addition, meshless methods allow to adapt and
update the discretization along the simulation, for example, by adding or removing
nodes (domain) at any time-step during the simulation.
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Dynamic Biochemical and Cellular
Models of Bone Physiology: Integrating
Remodeling Processes, Tumor Growth,
and Therapy

Rui M. Coelho, Joana P. Neto, Duarte Valério and Susana Vinga

Abstract Bone is an active connective tissue composed of different types of cells.
The dynamic behavior of bone remodeling processes is typically represented through
differential equations, which represent the physiological phenomena occurring in
this organ. These models take into account the tight biochemical regulation between
osteoclasts and osteoblasts and have also been enriched with variables and param-
eters related to bone pathologies and treatment. This chapter reviews some of the
more recent models describing bone physiology, focusing on those that include the
main cellular processes, along the biochemical control, and also the pharmacoki-
netic/pharmacodynamic (PK/PD) of the most common treatments for diseases such
as cancer. These models are then compared in terms of the simulations obtained and,
finally, some highlights on integrating them with the biomechanical component of
the system which will be given. These models are expected to provide a valuable
insight into this complex system and to support the development of clinical decision
systems for bone pathologies.
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Overview

This chapter reviews some of the most recent models of bone remodeling processes,
focusing on those that include known biochemical phenomena. These models are
then complemented with variables related to healthy and pathological states, namely
to study oncological processes and other bone pathologies. Additionally, they have
been enriched with therapy, by including the pharmacokinetics (PK) and pharmaco-
dynamics (PD) of several bone treatments.

The main goal of the present review is to compare these approaches and highlight
future directions, in particular, how these models can be integrated with biomechan-
ical knowledge to build integrated models for bone physiology.

To better understand the mentioned models, this chapter follows a growing com-
plexity hierarchy. Firstly, basic physiology concepts are introduced in Sect. 1, ranging
from healthy bone dynamics to existing treatments for tumors in its microenviron-
ment. Local mathematical and computational models are then presented (Sect. 2),
followed by their non-local adaptations (Sect. 3). Different models are reviewed and
pertinent simulations results are presented, from the simplest one involving only
three state variables to more complex ones that include other physiological processes
and therapy.

1 Bone Remodeling Physiology

Modeling complex physiological systems are gaining an increasing interest in engi-
neering due to the expected impact in clinical sciences. Thesemultidisciplinary fields
are promoting the 4P approach to medicine, which is becoming more predictive, per-
sonalized, preventive, and participatory [15].

In particular, there are now many efforts to model bone physiology, taking into
account all the biochemical, cellular, and environmental processes. However, for an
accurate modeling process, the inherent physiology must be known.

1.1 Healthy Bone Remodeling

Living tissue is constantly being renovated, and this process is also true for bone
tissue. Static as it may seem to the naked eye, bone undergoes a constant remodel-
ing process, being resorbed by cells termed osteoclasts and formed by cells called
osteoblasts. They constitute part of a BMU, a basic multicellular unit.

• Osteoclasts—Originated from the fusion of mononucleated cells and progenitor
cells that express receptor activator of NF-κB (RANK) and macrophage colony-
stimulating factor receptor (c-FMS), and osteoclasts differentiate into multinucle-
ated cells when colony-stimulating factor 1 (CSF1) and RANK-ligand (RANKL)
are present in the bone microenvironment. Being capable of bone resorption, their
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generation rate determines the BMU extension; whereas, the life span determines
the depth of resorption [3, 35].

• Osteoblasts—Osteoblasts are mononucleated cells able to form bone. They can
regulate bone resorption and formation through parathyroid hormone (PTH) recep-
tors and RANKL and osteoprotegerin (OPG) production. OPG is a soluble decoy
receptor for RANKL that binds to RANK in osteoclasts precursors, consequently
inhibiting osteoclast formation. Osteoblasts upregulate RANKL expression due
to PTH, thus promoting their activation. PTH also contributes to osteoclastoge-
nesis by decreasing the OPG production. The bone resorption and formation are
regulated greatly by the RANK/RANKL/OPG pathway and PTH [10, 35].

• Basic Multicellular Unit—Basic multicellular units (BMU) are temporary
anatomical structures, where autocrine and paracrine factors produced by
osteoblasts and osteoclasts regulate the formation and activation of these cells.
Bone resorbing osteoclasts lead an active BMU, removing old and damaged tis-
sue. Osteoblasts then follow, occupying the tail portion of the BMU, secreting and
depositing bone [33, 38].

Bone remodeling cycles can be activated by either mechanical stimuli on the bone, or
through the production of estrogen or PTH [33] due to changes in homeostasis. The
resorption phase is triggered by this hormone, which acts on cells of the osteoblastic
lineage and leads to the differentiation and activation of osteoclasts. Active osteo-
clasts are then capable of degrading bone. At the resorpted site, the undigested dem-
ineralized collagen matrix is removed during the reversal phase, in preparation for
bone formation. Then, osteoblasts form bone and replace the resorpted bone by the
same amount, ending the bone remodeling cycle. The processes that link bone resorp-
tion to the initiation of bone formation may involve the release of coupling factors
from bone during resorption phase, such as insulin growth factor I and II (IGF I and
II) and transforming growth factor β (TGF-β), which attract osteoblasts to the sites
of bone resorption [17]. Some of these processes are illustrated in Fig. 1.

1.2 Tumor in the Bone Remodeling Cycle

The previous section describes the main biochemical processes in healthy bone.
When some pathology is present, the dynamic behavior of bone remodeling is
severely affected, which usually disrupts its biochemical regulation and has a high
impact on bone integrity. For example, in diseases such as cancer, either in bone
tumors or through metastization of other primary tumors (e.g., breast or prostate
cancer), the bone microenvironment is changed, affecting the osteoclasts/osteoblasts
equilibrium. This leads, consequently, to bone lesions. Such pathophysiology is
mostly explained by the theory of the vicious cycle proposed by Mundy and Guise
in [14], according to which cancer cells resident in the bone can cause its destruction
by stimulating osteoclast activity and receiving, in return, positive feedback from
humoral factors released by the bone microenvironment during bone destruction [5].
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Fig. 1 Biochemical processes of bone remodeling, progression of bone metastases and treatment.
Bone remodeling: (1) PTH stimulates RANKLproduction by osteoblasts; (2) RANK/RANKL/OPG
pathway plays an important role in bone resorption and formation; bone metastases vicious cycle:
(3) Bone-derived tumor growth factors (IGFs,TGF-β, bone morphogenetic protein (BMP), among
others); (4) Tumor-derived factors stimulate bone resorption (parathyroid hormone-related protein
(PTHrP), TGF-β, IL-8,11, among others); (5) Tumor-derived factors affect bone formation (DKK1,
BMP, IGFs, among others); (6) PTHrP stimulates RANKL production by osteoblasts treatment: (7)
Chemotherapy directly targets cancer cells; (8) Denosumab binds to RANKL, inhibiting osteoclast
formation; (9) Bisphosphonates promote osteoclast apoptosis. Reprinted from [9]: Journal of The-
oretical Biology, Vol 391, Coelho et al., Dynamic modeling of bone metastasis, microenvironment
and therapy. Integrating parathyroid hormone (PTH) effect, anti-resorptive and anti-cancer therapy,
Pages No. 1–12.Copyright 2016, with permission from Elsevier

Bone metastases can be osteolytic, in case bone resorption is increased, or
osteoblastic, when bone formation is stimulated in an unstructured way. Both bone
resorption and formation are still present in any case, although out of balance, result-
ing in loss of bone resistance and integrity. Breast cancer metastases are prone to
develop osteolytic metastasis, and prostate cancer ones are usually osteoblastic [44].

For the bone remodeling deregulation resulting from osteolytic metastases,
metastatic cells stimulate bone resorption [7], and TGF-β is released from the bone
matrix, during bone resorption. TGF-β stimulates tumor growth and parathyroid
hormone-related protein (PTHrP) production in metastatic cells that binds to PTH
receptors on cells of osteoblastic lineage. RANKL levels are then enhanced, and,
subsequently, osteoclasts are activated, leading to increased bone resorption [5].
Osteoclasts activity, in turn, will result in the release of TGF-β from the degraded
bone, which further stimulates tumor growth and PTHrP secretion, giving rise to a
vicious cycle.
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In osteoblastic metastases, tumorous cells grow, as bone expresses
endothelin-1 (ET-1) that stimulates osteoblasts through the endothelin A receptor
(ETR), activating Wnt signaling. Tumor-derived proteases contribute to the release
of osteoblastic factors from the extracellular matrix, including TGF-β and IGF I.
RANKL is increased due to tumor-induced osteoblast activity, leading to the release
of PTH and promoting osteoclast activity [5]. Thus, the tumor microenvironment
leads to the accumulation of newly formed bone.

Although the reviewed models are mostly focused on cancer, these can be easily
adapted to other bone pathologies. Such can be found in [41], where the model in
[42] is extended to enable the simulation of postmenopausal osteoporosis effects
on bone remodeling combined with the pharmacodynamical effects of drug treat-
ment denosumab. Also, in [19], the original model in [17] is adapted to account for
the effect of osteomyelitis, a bone pathology caused by bacteria infection (mostly
Staphylococcus aureus), which alters the RANK/RANKL/OPG signaling dynamics
that regulates osteoblasts and osteoclasts behavior in bone remodeling.

1.3 Bone Treatments

There are several possible targets for bonemetastases treatment, as detailed in review
[6], namely bone resorption, osteoblast, and tumor cells.

Anti-resorptive treatment targets osteoclasts, since these cells are essential to
the vicious cycle of bone metastases. For osteolytic metastases, such as those from
breast cancer, bisphosphonates or denosumab treatment is administrated as effective
anti-resorptive therapies [5]. While bisphosphonates lodge in bone and poison osteo-
clasts as they degrade bone, denosumab, a fully human monoclonal antibody binds
exclusively to RANKL, inhibiting osteoclast formation.

Although therapeutics that targets osteoblasts exists, such as PTH daily adminis-
tration or endothelin, these are far less well-developed and used than anti-resorptive
therapy, in order to decrease tumor burden on bone and recover bone mass.

Anti-cancer agents that target metastatic cells directly, such as chemotherapy
and hormone therapy [22] should be used in combination with the other presented
therapies.

2 Mathematical Bone Remodeling Local Models

Computational models of the dynamics of bone remodeling and its interaction with
cancer cells are important to simulate the biochemical processes occurring in the bone
microenvironment that potentiate the progression of such disease. The importance
of understanding such a complex systems is highlighted in [26], which presents a
review of mathematical modeling methodologies, applied to bone biology.
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In all that follows, we will use systems of differential equations where D1 is a
first-order derivative in order to time, d

dt .

2.1 Healthy Remodeling Dynamics

The simplest model of bone remodeling involves a system of three ordinary differen-
tial equations representing osteoclast and osteoblast densities and normalized bone
mass [17]. In this early proposal, bone remodeling is represented as an S-system
[40], described by Eqs. (1a)–(1c), coupling the behavior of osteoclasts, C(t), and
osteoblasts, B(t), through biochemical autocrine (gCC , gBB ) and paracrine (gBC , gCB )
factors expressed implicitly in the exponents.

D1C(t) = αCC(t)gCC B(t)gBC − βCC(t) (1a)

D1B(t) = αBC(t)gCB B(t)gBB − βB B(t) (1b)

D1z(t) = −kC max{0,C(t) − Css} + kB max{0, B(t) − Bss} (1c)

This is a local model that only takes into account temporal dynamics and whose
variables and typical parameters values used in the simulations are described in
the Table3. It is worth noting that the RANK/RANKL/OPG pathway is implicitly
encoded as their ratio is in the osteoblasts-derived osteoclasts paracrine regulator, gBC .
The constants αC,B and βC,B represent the activation and apoptosis rate, respectively,
of the corresponding cell type. Bone resorption from active osteoclasts and bone
formation from active osteoblasts command the temporal evolution of the bonemass,
z, through the rates kC and kB , respectively. The action of each cell type C(t) and
B(t) is considered only when its number is above its steady-state values Css and Bss

(Eqs. 2a–2c).

Css =
(

βC

αC

) (1−gBB )

�
(

βB

αB

) gBC
�

(2a)

Bss =
(

βC

αC

) gCB
�

(
βB

αB

) (1−gCC )

�

(2b)

� = gCB gBC − (1 − gCC )(1 − gBB ) (2c)

By setting the values of the exponents appropriately, in particular gBC , this model
is capable of describing a single remodeling cycle or a periodic behavior, whose
amplitude and frequency of oscillations depend on the initial conditions, as can be
seen in Figs. 2 and 3, respectively. The parameters used in these simulations are those
from the values in column A of Table3, except those explicitly defined in the caption
of the figures, in accordance with [17].
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Fig. 2 Simulation of the model in Eqs. (1a)–(1c): number of osteoclasts, osteoblasts, and bone
mass during normal bone modeling for a single event, triggered by an increase of the osteoclast
population. The parameters are those in column A of Table3 [2]

Fig. 3 Simulation of oscillatory changes in the number of osteoclasts, osteoblasts, and bone mass
during normal bone remodeling for which the model presented in [17] has periodic solutions. Such
behavior was triggered with an increase of ten units of the steady-state osteoclast population, C0 =
11.16 and Cth = 1.16. The parameters were set according to [2]: gCC = 1.1, being the responsible
for the bone dynamic response, κC = 0.0748, κB = 6.3952 × 10−4 and B0 = Bth = 231.72. Other
parameters were set according to column A of Table3
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Due to its simplicity and versatility, this model serves as a basis for many other
studies. In [16], the anabolic and catabolic effects of external administration of PTH
on bone remodeling are studied, by using the single remodeling cycle behavior exhib-
ited in [17]. The influence of PTH in the production of RANKL by osteoblasts is
encoded in the exponent gBC , adding a pulse of fixed duration at a specific time. The
duration of application of PTH influences qualitatively the bone mass outcome and
can be used to achieve different scenarios of bone modeling. It is possible to apply
bifurcation analysis to generalized bone models [50], in particular to the model in
[17], adding the osteoblasts precursors to the system. A stability analysis is hence
achieved for this type of models.

More recently, the integration of PTH into the model was proposed [9], as given
by Eqs. (3a)–(3e).

D1C(t) = αCC(t)gCC B(t)gBC +KPTHpoolBC
PTHpool(t) − βCC(t), (3a)

D1B(t) = αBC(t)gCB B(t)gBB − βB B(t), (3b)

D1PTHpool(t) = −βPTHPTHpool(t) + KPTHδ(t), (3c)

P(δ(t) = 1) = 1 − exp

(
−

(
t

λW

)kW
)

, (3d)

D1z(t) = −kC max{0,C(t) − Css} + kB max{0, B(t) − Bss}, (3e)

The PTH concentration is included in PTHpool(t), and δ(t) represents a train of
Dirac deltas, occurring stochastically with a Weibull distribution with probability
P given by Eq. (3d). KPTH is the increase of PTHpool(t) with each Dirac delta. This
increase in PTH concentration is responsible for initiating a single remodeling cycle,
which increases the production of RANKL by osteoblasts, thus affecting gBC , as in
Eq. (3a). Variable KPTHpoolBC

quantifies this influence on the RANKL/OPG ratio. [13]
further extends the model in [17] to include osteocytes and pre-osteoblasts in the
bone model, predicting an osteocyte-induced bone remodeling after apoptosis. The
role of sclerostin is also included, enabling the study of anti-sclerostin drugs in bone
turnover.

Lemaire et al. [18] present a different approach, incorporating explicitly the
RANK/RANKL/OPG pathway, TGF-β, and PTH in the model. The kinetic reac-
tions of these molecules can activate or repress mechanisms of differentiation and
activation of bone cells, here considered to be the uncommitted osteoblast precursors
Bu , osteoblast precursors Bp, active osteoblasts Ba , and active osteoclasts Ca . This
model serves as the basis to [27], whose model is presented in Eqs. (4a)–(4d).

D1Bp(t) = αBuπ
TGF-β
act,Bu

− αBp Bp(t)π
TGF-β
rep,Bp

(4a)

D1Ba(t) = αBp Bp(t)π
TGF-β
rep,Bp

− βBa Ba(t) (4b)

D1Ca(t) = αCpCpπ
RANKL
act,Cp

− βCaCa(t)π
TGF-β
act,Cp

, (4c)

D1z = −kC(Ca(t) − Ca(t0)) + kB(Ba(t) − Ba(t0)) (4d)
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Functions πmolecule
act/rep, cell represents activation (act) or repression (rep) of a given process

in a cell type (cell) when binding to the molecule considered (molecule), and the
corresponding coefficients are αcell. It is usual to describe them as Hill functions,
given by Eqs. (5a) and (5b), where X is the concentration of the molecule driving a
cellular process, and K1 and K2 are activation or repression coefficients.

π X
act = X

K1 + X
(5a)

π X
rep = 1

1 + X/K2
(5b)

Osteoblast precursors Bp differentiate from uncommitted osteoblast progenitors Bu

at rate αBu , promoted by TGF-β. Osteoblast precursors differentiate into active
osteoblasts Ba at rate αBp , inhibited by TGF-β. The number of active osteoblasts
increases through this differentiation, but these cells have an apoptosis rate of βBa .
The differentiation of osteoclasts precursorsCp into active osteoclastsCa is promoted
by RANKL, at rate αCp . TGF-β also promotes the apoptosis of active osteoclasts,
occurring at rate βCa . It is assumed that the number of osteoclast precursors Cp

and uncommitted osteoblast progenitors Bu is large and constant. The bone mass z
is affected by bone resorption and formation, proportionally to the deviation from
steady state of the number of active osteoclasts and osteoblasts, respectively. These
cells are considered to be in their steady state at initial time t0. Models for the
concentrations of TGF-β and RANKL are proposed. The TGF-β release rate from
the bone during resorption is proportional to the number of active osteoclasts. The
RANK/RANKL/OPG pathway is explicitlymodeled, including the influence of PTH
on RANKL and OPG concentrations. The model is then studied for different scenar-
ios, namely the importance of RANKL and OPG expression in the bone remodeling
cycle. Moreover, the model parameter space is searched for physiologically sensible
behaviors. In [28], the role of RANK/RANKL/OPG pathway is studied following
the model in [27]. Furthermore, it was possible to simulate several bone diseases by
changing the values of parameters, as well as different treatment strategies for these
conditions, following the same approach.

2.2 Models Including Tumor Burden

Cancer interferes with the bone remodeling equilibrium, taking advantage of the
dysregulated microenvironment to proliferate. Studying such alterations is important
for cancers that begin in bone tissue, such as multiple myeloma, but also for bone
metastases that often result from some kinds of cancer, such as breast or prostate
cancer [44]. A modified version of the model in [17] which introduces multiple
myeloma disease is presented in [2] and is described in Eqs. (6a)–(6d).
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D1C(t) = αCC(t)
(
gCC

(
1+rCC

T (t)
LT

))
B(t)

(
gBC

(
1+rBC

T (t)
LT

))
− βCC(t), (6a)

D1B(t) = αBC(t)

(
gCB

1+rCB
T (t)
LT

)

B(t)
(
gBB −rBB

T (t)
LT

)
− βB B(t), (6b)

D1T (t) = γT T (t) log
LT

T (t)
, (6c)

D1z(t) = −kC max{0,C(t) − CssT } − kB max{0, B(t) − BssT }, (6d)

In this model, T (t) represents tumor concentration and its growth; D1T (t) is made
independent of the bone microenvironment, following a Gompertz law with growth
rate γT and maximum size LT , described by Eq. (6c). It affects the autocrine param-
eters in the exponents of the system through rCC and rBB and paracrine parameters
through rBC and rCB , contributing to the increase in the number of osteoclasts and the
decrease in osteoblasts when set to non-negative values. This results in the deregula-
tion of the periodic remodeling cycles and, consequently, in the decrease of the overall
bone mass. The equation for bone mass z(t) keeps the same structure, although the
thresholds to determine the number of active bone cells are no longer the steady
states in healthy bone remodeling (Css, Bss), but the steady states are (CssT , BssT )

computed considering T (t) to be at its maximum value LT .
The model in [9], as presented in Eqs. (3a)–(3e), is extended in the same work to

include the growth of bone metastasis and its influence on the bone microenviron-
ment, described by Eqs. (7a)–(7g).

D1C(t) = αCC(t)
(
gCC +rCC

T (t)
LT

)
B(t)

(
gBC +KPTHpoolBC

PTHpool(t)
)
− βCC(t), (7a)

D1B(t) = αBC(t)

(
gCB

1+rCB
T (t)
LT

)

B(t)
(
gBB −rBB

T (t)
LT

)
− βB B(t), (7b)

D1PTHpool(t) = −βPTHPTHpool(t) + KPTHδ(t)

+rPTHrP max{0,C(t) − Cth(t)}T (t)

LT

, (7c)

P(δ(t) = 1) = 1 − exp

(
−

(
t

λW

)kW
)

, (7d)

D1T (t) = kT max{0,C(t) − Cth(t)} T (t)

λT + T (t)
, (7e)

D1Cth(t) = αCCth(t)
(
gCC +rCC

T (t)
LT

)
Bth(t)

gBC − βCCth(t), (7f)

D1Bth(t) = αBCth(t)
gCB Bth(t)

(
gBB +rBB

T (t)
LT

)
− βB Bth(t). (7g)

Metastatic cells produce PTHrP in the presence of TGF-β, which is released from
bone after bone resorption, encoded by the term rPTHrP max{0,C(t) − Cth(t)} T (t)

LT

in Eq. (7c). Osteoblasts have the same receptors for both PTH and PTHrP, which
contribute to the production ofRANKL.As such, PTHrP concentration is added to the
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PTHpool dynamics, which now includes PTH and PTHrP concentration. Increased
production of RANKL means the number of osteoclasts will rise, resulting in an
increased bone resorption. Bone resorption releases tumor growth factors from bone,
allowing the tumor to grow, as described by Eq. (7e), and to produce PTHrP, which
will, in turn, indirectly stimulate the activation of osteoclasts and bone resorption.
As such, this model is able to describe the vicious cycle of bone metastases through
the action of PTHrP. The growth rate of metastases includes a saturation term on the
size of the tumor, introduced by a sigmoid function. As bone metastases T (t) depend
on growth factors released during bone resorption to grow, the dynamics for tumor
growth is given by Eq. (7e), in which its growth rate due to tumor size is limited by
a sigmoid function. Besides affecting the number of osteoclasts indirectly through
PTHpool, the tumor also affects the dynamics of the system through the autocrine
parameters, as in [2]. In the presence of tumor, the thresholds for active osteoclasts
and osteoblasts are no longer static Cth and Bth , since the steady state is affected
thereby. Dynamic thresholdsCth(t) and Bth(t) are then used to determine the number
of active cells, as given by Eqs. (7f) and (7g), respectively.

The bone remodeling model of [27] is extended in [49] to include the influence
of multiple myeloma in the bone microenvironment. The explicit inclusion of IL-6
and multiple myeloma bone marrow stromal cell adhesion in the model, along with
the multiple myeloma disease, made it possible to predict a vicious cycle between
bone and multiple myeloma cells.

2.3 Introducing Treatment

2.3.1 Pharmacokinetics and Pharmacodynamics

The pharmacokinetics (PK) of a drug describes its concentration evolution at the
target tissue; whereas, the effect of such concentration is given by pharmacodynam-
ics (PD). A PK one-compartment model with first-order absorption and elimination
for subcutaneous administration is described by Eqs. (8a) and (8b), where Cg is the
drug concentration yet to be absorbed and Cp the concentration in the plasma [12].
The drug is absorbed at rate ka and eliminated at rate ke.

D1Cg(t) = −kaCg(t) (8a)

D1Cp(t) = kaCg(t) − keCp(t) (8b)

C0 = D0F

Vd
(8c)

The initial drug concentrationC0 can be computed from the initial administered dose
D0, the bioavailability F , and volume distribution Vd , following Eq. (8c). The plasma
concentration can be described in the Laplace domain, Cp(s) as Eq. (9), where s is
the Laplace transform variable of time.
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Cp(s) = C0 ka
(s + ka)(s + ke)

(9)

From Eq. (9), the time response for single-dose administration is ruled by Eq. (10).

Cp(t) = C0 ka
ka − ke

(e−kd t − e−ka t ) (10)

For multiple dose administration, assuming that every dose initial concentration is
C0 and they are administrated at a constant time interval τ , the drug concentration
after the nth dose is described by

Cp(n, t ′) = C0 ka
ka − ke

(
1 − e−nkeτ

1 − e−keτ
e−ket ′ − 1 − e−nkaτ

1 − e−kaτ
e−ka t ′

)
(11)

where t ′ = t − (n − 1)τ represents the time elapsed after the nth dose. For single
intravenous (IV) administration, the PK is given by Eq. (12a), where the initial dose
D0 is included in the initial condition of Cp as Eq. (12b).

dCp(t)

dt
= −keCp(t), (12a)

C0 = D0

Vd
(12b)

In steady state, that is, after a large number of doses, the average concentration will
be C̄ pss = 1

τ
C0

ke
.

The effect of a drug d(t) according to its concentration in plasma Cp can be given
by a Hill function as in Eq. (13), where an effect of 50% is achieved at concentration
C50.

d(t) = Cp(t)

C50 + Cp(t)
(13)

The variables and parameters involved in the PK/PD model are summarized in
Table1.

2.3.2 Models for Tumor Treatment

The models proposed in [2] also allowed for tumor treatment. Since proteasome
inhibitors are known to have direct anti-myeloma effects and to have direct effects
on osteoblasts to stimulate osteoblast differentiation and bone formation, two time-
dependent treatment step functions, V1(t) and V2(t), were introduced to model the
inhibition of the osteoblasts apoptosis and tumor cells death, respectively. As such,
Eqs. (6b) and (6c) are replaced by Eqs. (14a) and (14b), respectively, with V1(t) and
V2(t) affecting the suitable parameters. This model including treatment is therefore
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Table 1 Variables and parameters of the PK/PD model

Variable Description Units

Cp(t) Effective drug concentration in the plasma mg/L

Cg(t) Concentration of drug remaining to be absorbed mg/L

Parameter Description Units

C0 Initial plasma concentration mg/L

D0 Drug dosage mg

τ Administration time interval day

ke Drug elimination rate day−1

ka Drug absorption rate day−1

F Bioavailability –

Vd Volume distribution L

C50 Drug concentration for 50% of maximum effect mg/L

composed of Eqs. (6a), (14a), (14b), and (6d), resulting in an increase of bone mass
and the elimination of tumor.

D1B(t) = αBC(t)

(
gCB

1+rCB
T (t)
LT

)

B(t)
(
gBB −rBB

T (t)
LT

)
− (

βB − V1(t)
)
B(t) (14a)

D1T (t) = (
γT − V2(t)

)
T (t) log

(
T (t)

LT

)
(14b)

This work [9] also proposes the treatment of bone metastases through anti-cancer
therapy and anti-resorptive therapy corresponding to the administration of either bis-
phosphonates or denosumab. Bisphosphonates (zoledronic acid) promote osteoclast
apoptosis, and denosumab acts as a decoy receptor for RANKL, indirectly inhibiting
osteoclast formation. Since both therapies act on osteoclasts, the effects of bisphos-
phonates, d1, and denosumab, d2, are included in Eq. (7a) as described in Eq. (15a).
Chemotherapy (paclitaxel), whose effect is given by d3, is considered for anti-cancer
therapy, targeting metastatic cells directly, and so it is included in Eq. (7e) as shown
in Eq. (15b). The treatment also affects the threshold for active osteoclasts, Cth ,
described by Eq. (15c). Including treatment variables, this new model is composed
of Eqs. (15a), (7b), (7c), (7d), (15b), (15c), and (7g).

D1C(t) = αCC(t)
gCC +rCC

T (t)
LT B(t)gBC +KPTHpoolBC

PTHpool(t)−Kd1d1(t)

− (βC + Kd2d2(t))C(t), (15a)

D1T (t) = kT max{0,C(t) − Cth(t)} T (t)

λT + T (t)
− Kd3d3(t)T (t), (15b)

D1Cth(t) = αCCth(t)
gCC +rCC

T (t)
LT Bth(t)

gBC −Kd1d1(t)

− (βC + Kd2d2(t))Cth(t), (15c)
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Fig. 4 PD effect of chemotherapy (paclitaxel), denosumab, and bisphosphonates (zoledronic acid),
with administration parameters from Table2 [9]

Table 2 Parameters for the therapy model (15), following [9]: denosumab, d1; bisphosphonates,
d2 (zoledronic acid); anti-cancer therapy (paclitaxel), d3
Parameter d1 d2 d3

D0 120 4 176

τ 28 28 7

ke 0.0248 0.1139 1.2797

ka 0.2568 – –

F 0.62 – –

Vd 3.1508 536.3940 160.2570

C50 1.2 0.0001 0.002

Kd 0.48 1.2 0.017

The PK/PD of denosumab (subcutaneous administration), zoledronic acid, and
paclitaxel (both IVadministration) is included in themodel as described inSect. 2.3.1.
Figure4 illustrates a simulation of the pharmacodynamics of these drugs,with admin-
istration starting at time tstart = 2000 days and interrupted at tstop = 3000 days. The
parameters for PK/PD are shown in Table2. It is possible to observe that chemother-
apy effect oscillates more than both drugs used for anti-resorptive therapy.
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The treatment of bone metastases with chemotherapy alone and combined with
either denosumab or bisphosphonates results in the dynamics shown in Figs. 5 and
6. The parameters used in the simulations are those from the values column B in
Table3, in accordance with [9].

Fig. 5 Dynamics of bone microenvironment affected by metastases, with treatment through
chemotherapy alone, chemotherapy combined with denosumab and combined with bisphospho-
nates, starting at time tstart = 2000 days and interrupted at tstop = 3000 days. Following Eqs. (15a),
(7b), (7c), (7d), (15b), (15c), and (7g), using the parameters from columnB in Table3, in accordance
with [9]
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Fig. 6 Bone metastases and bone mass evolution, with treatment through chemotherapy alone,
chemotherapy combined with denosumab and combined with bisphosphonates, starting at time
tstart = 2000 days and interrupted at tstop = 3000 days. Following Eqs. (15a), (7b), (7c), (7d),
(15b), (15c), and (7g), using the parameters from column B in Table3, in accordance with [9]

As it can be observed, the treatment with chemotherapy reduces the size of the
tumor, but does not reduce bone loss during treatment. However, in combination with
anti-resorptive therapy, it is possible to recover bone mass while eliminating tumor.
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Table 3 Variables, parameters, and initial conditions of the simulated models: (A) Eqs. (1a)–(1c)
[17], (B) Eqs. (15a), (7b), (7c), (7d), (15b), (15c), and (7g) [9], (C) Eqs. # [8]

Operator Description

D1 First-order derivative, i.e., Dα with α = 1

Dα Fractional order derivative

Dα(t) Variable order derivative

∇2 Non-local, second-order, vector differential operator
∂2

∂x2
Partial, second-order derivative for bone distance x

Variable Description Units

t Time day

x Adimensional
distance along
the bone

–

C(t, x) Number of
osteoclasts

cells

B(t, x) Number of
osteoblasts

cells

PTH pool(t, x) PTH and PTHrP
concentration
variation

ng/L

T (t, x) Bone metastases
size

%

z(t, x) Bone mass %

d1(t) Effect of
denosumab

–

d2(t) Effect of
bisphosphonates

–

d3(t) Effect of
anti-cancer
therapy

–

Cth(t, x) Threshold for
active osteoclasts

cells

Bth(t, x) Threshold for
active osteoblasts

cells

α(t) Variable order
for differential
equations

cells

Parameter Description Units Values A Values B Values C

α Fractional order
of the equations

– – – ∈]0, 2[

σC Diffusion
coefficient of
osteoclasts

– – – 10−6

σB Diffusion
coefficient of
osteoblasts

– – – 10−6

(continued)
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Table 3 (continued)

Parameter Description Units Values A Values B Values C

σz Diffusion
coefficient of the
bone

– – – 10−6

σT Diffusion
coefficient of the
tumor

– – – 10−6

αC Osteoclasts
activation rate

cell−1 day−α 3 3 3

αB Osteoblasts
activation rate

cell−1 day−α 4 4 4

βC Osteoclasts
apoptosis
(programmed
cell death) rate

day−α 0.2 0.2 0.2

βB Osteoblasts
apoptosis rate

day−α 0.02 0.02 0.02

gCC Osteoclasts
autocrine
regulator

– 0.5 0.1 1.1

gBC Osteoblasts-
derived
osteoclasts
paracrine
regulator

– −0.5 −1 −0.5

gCB Osteoclasts-
derived
osteoblasts
paracrine
regulator

– 1.0 0.8 1

gBB Osteoblasts
autocrine
regulator

– 0 0.2 0

kC Bone resorption
rate

% cell−1 day−α 0.24 0.5 0.45

kB Bone formation
rate

% cell−1 day−α 0.0017 0.00248723 0.0048

KPTH PTH growth rate ng L−1 day−α – 1 –

βPTH PTH and PTHrP
degradation rate

day−α – 0.1 –

(continued)
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Table 3 (continued)

Parameter Description Units Values A Values B Values C

KPTHpoolBC
Influence of
PTH/PTHrP in
RANKL/OPG
ratio

ng−1 L – 1.261 –

kW Shape parameter
of Weibull
distribution

– – 15 –

λW Scale parameter
of Weibull
distribution

– – 300 –

kT or γT Bone metastases
growth rate
through bone
resorption

% cell−1 day−α – 1 0.004

λT Half-saturation
constant for
bone metastases
size

% – 10 –

LT Maximum size
of bone
metastases

% – 100 100

rCC Effect of tumor
in osteoclasts
autocrine
regulator

– – 0.022 0.005

rCB Effect of tumor
in osteoblasts-
derived
osteoclasts
paracrine
regulator

– – – 0

rBC Effect of tumor
in Osteoclasts-
derived
osteoblasts
paracrine
regulator

– – – 0

(continued)
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Table 3 (continued)

Parameter Description Units Values A Values B Values C

rBB Effect of tumor
in osteoblasts
autocrine
regulator

– – −0.198 0.2

rPTHrP Rate of PTHrP
production by
cancer cells

ng L−1 cell−1

day−α
– 0.0043 –

Kd1 Maximum effect
of denosumab

– – 0.48 0.1

Kd2 Maximum effect
of
bisphosphonates

day−α – 1.2 0.1

Kd3 Maximum effect
of anti-cancer
therapy

% day−α – 0.017 2.3

Css Steady-state
value of C(t, x)

cells 1.06 –

Bss Steady-state
value of B(t, x)

cells 212.13 –

Initial condi-
tions

Description Units Values A Values B Values C

C0 or C(0, x) Initial number of
osteoclasts

cells Css + 10 Css C(0, x) [2]

B0 or B(0, x) Initial number of
osteoblasts

cells Bss Bss 316

z0 or z(0, x) Initial bone mass
percentage

% 100 100 100

PTH pool0 Initial PTH and
PTHrP
concentration

ng/L – 0 –

T0 or T (0, x) Initial size of
bone metastases

% – 1

2.4 Models Based on Fractional and Variable Order
Derivatives

2.4.1 Introduction to Fractional and Variable Order Calculus

Biological processes often present anomalous diffusion [21], and while it cannot be
said with certainty that this is the case for bone remodeling, it is very likely that
it be so. To account for this, it is necessary to introduce fractional derivatives in
the existing mathematical models (such an adaptation has been done and studied in
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[8]). Fractional derivatives are no more than a generalization of differentiation and
integration of order n ∈ N to orders α ∈ R. The most natural and appealing example
is that of the exponential function f (x) = eax , whose nth derivative is given simply
by aneax . This suggests defining the derivative of order α that has not necessarily to
be an integer, as aαeax . Since its idealization, the number of applications with frac-
tional derivatives has been rapidly growing. Recently, the fractional order linear time
invariant (FOLTI) systems have attracted significant attention in the control systems
society [24], and fractional differential equations find a very wide range of appli-
cations: They are used to formulate and solve different physical models allowing a
continuous transition from relaxation to oscillation phenomena; to predict the nonlin-
ear survival and growth curves of foodborne pathogens; to adapt the viscoelasticity
equations (Hooke’s Law, Newtonian fluids Law), among other applications [34]. It
also plays an important role in physics, thermodynamics, electrical circuits theory
and fractances, mechatronics systems, signal processing, chemical mixing, chaos
theory, to name a few [24]. However, many physical processes appear to exhibit a
fractional order behavior that varies with time or space: In the field of viscoelasticity,
the effect of temperature on the small amplitude creep behavior of certain materials
is known to change its characteristics from elastic to viscoelastic or viscous, and real
applications may require a time varying temperature to be analyzed; the relaxation
processes and reaction kinetics of proteins that are described by fractional differential
equations have been found to have a temperature dependence; the behavior of some
diffusion processes in response to temperature changes can be better described using
variable order elements rather than time varying coefficients; and more [20]. Such
evidence allowed to consider that the fractional order of integrals and derivatives
could be a function of time or some other variable, thus introducing the concept of
variable order (or structure) operators, where the order of the operator is allowed
to vary either as a function of the independent variable of integration or differentia-
tion (t) or as a function of some other (perhaps spatial) variable (y) [20, 48]. More
information on fractional and variable order calculus can be found in this chapter’s
Appendix.

2.4.2 Local Models with Variable Derivatives

A newmodel is proposed by the authors, where the model described in Eq. (6)— cor-
responding to local tumorousmodel, without treatment—was simplified by including
variable order derivatives in the osteoclasts and osteoblasts equations, whose time-
dependent order is given by α(t). Hence, by doing so, tumor itself would influence
the order directly, and it is now the order responsible for the change in the behavior
of the osteoclasts and osteoblasts, instead of inducing such behavior through the
tumorous parameters (ri j ). The remaining parameters are to be set according to the
healthy bone remodeling case, for periodic cycles.
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Fig. 7 Simulation results for the model in Sect. 2.4.2 simplifying the existing equations for the
local tumorous influence in [2]. Parameters used for simulation are the same as the referred case

Dα(t)C(t) = αCC(t)gCC B(t)gBC − βCC(t) (16a)

Dα(t)B(t) = αBC(t)gCB B(t)gBB − βB B(t) (16b)

D1T (t) = γT T (t) log
LT

T (t)
(16c)

α(t) = 1 − T (t)ρ(t), where ρ(t) = 0.00005

Tsimulation
t = 4.1667 × 10−8t (16d)

Bone mass, like in previous cases, reflects the behavior of the osteoclasts and
osteoblasts and is thus the same as that of the original model in [17]. This model
consists, consequently, in Eqs. (16a)–(16d) and (1c).

The advantage of this model with variable order differential equations over all
previous models is that the same phenomena are modeled with far less parameters
(See Fig. 7).

3 Non-local Models

The previous section addressed local models for bone remodeling representedmostly
by ordinary differential equations (ODEs). Under this framework, only the dynamic
behavior of individual BMUs is taken into account. The present section extends these
models to one-dimensional geometries, thus modeling diffusion processes in the
bone. We will focus on the proposals based on partial differential equations (PDEs)
although other approaches also exist, such as in [1] that uses hybrid cellular automata
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to describe spatiotemporal bone remodeling, both healthy and in the presence of bone
metastases, and even the effect of anti-RANKL and bisphosphonates therapy.

3.1 Healthy Bone Remodeling

Ayati and colleagues [2] extend the model in [17], adding the effect in the bone
dynamics and allowing for diffusionover onedimension (i.e., a one-dimensional bone
is assumed), by introducing diffusion terms σ ∂2

∂x2 into the osteoclasts, osteoblasts,
and bone mass equations. Consequently, variables C , B, and z now depend on x as
well as on t .

D1C(t, x) = σC

d2

dx2
C(t, x) + αCC(t, x)gCC B(t, x)gBC − βCC(t, x) (17a)

D1B(t, x) = σB

d2

dx2
B(t, x) + αBC(t, x)gCB B(t, x)gBB − βB B(t, x) (17b)

D1z(t, x) = σz
∂2

∂x2
z(t, x) − kC max{0,C(t, x) − Cth(t, x)}

+ kB max{0, B(t, x) − Bth(t, x)} (17c)

In Eq. (17c), the diffusion term of z(t, x) represents the stochastic nature of bone
dynamics, but not cells migration. More information about variables and parameters
can be found in Table3. Other proposal by Ryser and colleagues [37] explicitly
introduces OPG and RANKL as separate variables and includes the spatial evolution
of a single BMU. The model is described by Eq. (18), assuming gBB = 0 and, since
OPG, φO , RANKL and φR are modeled explicitly, gBC = 0.

D1C(t, x) = αCC(t, x)gCC − βCC(t, x) + f1
φR(t, x)

λ + φR(t, x)
θ(yC(t, x))C(t, x)

−ζ∇ · (yC(t, x)∇φR(t, x)), (18a)

D1B(t, x) = αBC(t, x)gCB − βB B(t, x), (18b)

D1φR(t, x) = αR yB,tR + fR�(φε
R(t, x)) − fB

φR(t, x)

λ + φR(t, x)
θ(yC(t, x))C(t, x)

− fROφR(t, x)φO(t, x), (18c)

D1φO(t, x) = αO yB,tO + fO�(φδ
O(t, x)) − fROφR(t, x)φO(t, x), (18d)

D1z(t, x) = −kC max{0,C(t, x) − Css} + kB max{0, B(t, x) − Bss}
= −kC yC (t, x) + kB yB (t, x) (18e)

The activation of osteoclasts is now dependent on autocrine parameters and RANK/
RANKL binding, encoded by the term f1

φR

λ+φR
θ(yC)C . RANK receptors saturation

threshold is described by aHill function,with half-saturation concentrationλ, and θ is
the Heaviside function (thus θ(yC) = 1 if the number of active osteoclasts yC verifies
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yC > 0; otherwise, θ(yC) = 0). Osteoclasts movement follows RANKL gradient, as
described by the term ζ∇ · (yC∇φR), at migration rate ζ . RANKL and OPG are
produced by active osteoblasts, considering that after osteoblasts precursors become
mature, there is a time delay tR and tO before they can produce RANKL and OPG,
encoded by yB,tR and yB,tO , respectively. RANKL and OPG porous diffusion in the
bone is given by fR�(φε

R) and fO�(φδ
O), at rates fR and fO . The binding of OPG

to RANKL is described by the term fROφRφO , which is present in both O and R
dynamics. For RANKL, however, an additional term f2

φR

λ+φR
θ(yC)C encodes the

RANK/RANKL binding in osteoclasts precursors, at rate f2, similarly to the term in
(18a). Sensitivity analysis and parameter estimation are conducted for this model in
[36]. The model of [27] is extended in [4] by adding spatial evolution to the different
components of themodel and by introducing appropriate fluxes in cells and regulatory
agents. Fluxes represent transport processes, such as diffusion or chemotaxis. This
model is able to capture the known organized structure of a BMU, presenting a
resorption zone at the front, then a reversal zone and lastly a bone formation zone.
The model also captures how PTH and the RANK/RANKL/OPG pathway affect the
bone cells in the different stages of maturation and during bone remodeling.

3.2 Models Including the Tumor Burden

Ayati and colleagues [2] also extended the model proposed in [17] by including the
diffusion process of multiple myeloma disease effects on bone dynamics:

D1C(t, x) = σC

∂2

∂x2
C(t, x) + αCC(t, x)

gCC

(
1+rCC

T (t,x)
LT

)
B(t, x)

gBC

(
1+rBC

T (t,x)
LT

)

−βCC(t, x) (19a)

D1B(t, x) = σB

∂2

∂x2
B(t, x) + αBC(t, x)

gCB

1+rCB
T (t,x)
LT B(t, x)

gBB −rBB
T (t,x)
LT

−βB B(t, x) (19b)

D1T (t, x) = σT

∂2

∂x2
T (t, x) + γT T (t, x) log

(
T (t, x)

LT

)
(19c)

This model’s bone mass equation is (17c). The tumorous variables and parameters
now introduced have the same meaning as in the local case (see Sect. 2.2), except
that T (t) and T (0) are now given by T (t, x) and T (0, x), respectively.

In [38], the effect of osteolytic bonemetastases is included in the bone remodeling
model in [36], accounting for spatial diffusion, as described by Eq. (20).

D1C(t, x) = αCC(t, x)gCC − βCC(t, x) + f1
φR(t, x)

λ + φR(t, x)
yC(t, x)

−ζ
∂

∂x

(
yC(t, x)

∂φR(t, x)

∂x

)
, (20a)
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D1φR(t, x) = kRφP(t, x)z(t) + τRT (t, x) + fR
∂2φR(t, x)

∂x2

− fB
φR(t, x)

λ + φR(t, x)
yC(t, x) − fROφR(t, x)φO(t, x), (20b)

D1φO(t, x) = τOT (t, x) + SO + fO
∂2φO(t, x)

∂x2
− βOφO(t, x)

− fROφR(t, x)φO(t, x), (20c)

D1φP(t, x) = τP T (t, x) + fP
∂2φP(t, x)

∂x2
− βPφP(t, x), (20d)

D1z(t, x) = −kC max{0,C(t, x) − Cth} = −kC yC(t, x), (20e)

T (t, x) = 1 − z(t, x) (20f)

This model assumes bone formation to be much slower than bone resorption and
tumor growth in the presence of osteolytic bone metastases. As such, the osteoblast
dynamics is not taken into account and is removed from the model. Hence, bone
mass dynamics z in Eq. (20e) is dominated by bone resorption and tumor cells T
fill in the space left in the bone after resorption. Tumor-derived PTHrP φP increases
the production of RANKL φR by osteoblasts. Also, tumor cells can also produce
RANKL. The conjugation of these factors leads to increased bone resorption in
areas close to the tumor, which contributes to tumor growth, and thus the vicious
cycle of bone metastases is captured by this model.

3.3 Non-local Treatment Approach

3.3.1 Normal Cell Diffusion

Following what was done in [2], a treatment possibility is applied accounting for the
effects of proteasome inhibition (V1(t)) and anti-cancer therapy (V2(t)) in myeloma
bone disease, similarly to what was done locally in the model (14). For the following
equation, when t < tstart, treatment is yet to be started.

V1(t) = υ1, for t ≥ tstart (21a)

V2(t) = υ2, for t ≥ tstart (21b)
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Fig. 8 Bone model simulation with an initial distribution of osteoclasts and tumor by C(0, x) =
T (0, x), asC(0, x) presented in [2], where a represents the osteoclast evolution, and b the osteoblast
evolution. Treatment was introduced at tstart = 1000 days, with parameters V1(t) = υ1 = 0.0005
and V2(t) = υ2 = 0.007. Non-spatial and bone mass parameters were set according to the local
model presented for periodic remodeling cycles (see column A of Table 3) and as in the one-
dimensionalmodelwithout tumor (see [2] formore details), respectively; and all of the tumor-related
parameters are the same as in the local case

D1C(t, x) = σC

∂2

∂x2
C(t, x) + αCC(t, x)

gCC

(
1+rCC

T (t,x)
LT

)
B(t, x)

gBC

(
1+rBC

T (t,x)
LT

)

−βCC(t, x) (22a)

D1B(t, x) = σB

∂2

∂x2
B(t, x) + αBC(t, x)

(
gCB

1+rCB
T (t,x)
LT

)

B(t, x)
(
gBB −rBB

T (t,x)
LT

)

− (
βB − V1(t)

)
B(t, x) (22b)

D1T (t, x) = σT

∂2

∂x2
T (t, x) + (γT − V2(t)) T (t, x) log

(
T (t, x)

LT

)
(22c)

Again, the bone mass equation is (17c) (non-local healthy bone remodeling case).
Simulations for such treatment, and its effect on the bone microenvironment, can be
seen inFig. 8,where the tumor is of initial small intensity, acting in several areas of the
spatial bone environment x , but growing over time. Bone resorption and formation,
both temporal and spatially, are disruptedwith a delayed response from the osteoblast
population [2]. Consequently, an increased bonemass loss is observed in areas where
the tumor has a more intense effect until treatment is introduced at tstart = 1000 days.
Osteoclast production is then promoted, and the tumor growth inhibited until its
significant reduction and regular bone dynamics coupling are achieved. Bone mass
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only partially recovers, since areas of the bone where the tumor effect was stronger
were unable to fully recover its original density.

The pharmacokinetics and pharmacodynamics presented in Sect. 2.3.1 can also
be integrated with non-local bone remodeling models. This was done in [8], by
considering that each drug’s pharmacodynamic effect to be the same throughout
the bone, for the same time instance. Again, the effect of a drug, di (t), is given by
Eq. (13), where d1(t) is the effect of bisphosphonates; d2(t) represents denosumab;
and chemotherapy is encompassed in d34(t) (it is noted that, in [8], chemotherapy
is considered to be a combination of two distinct drugs, hence the subscript 34).
Simulation results, from [8], can be found in Fig. 9. This model’s bone mass equation
is once more (17c) (non-local healthy bone remodeling case), and the remaining
equations are as follows.

D1C(t, x) = σC

∂2

∂x2
C(t, x)

+αCC(t, x)
gCC

(
1+rCC

T (t,x)
LT

)
B(t, x)

gBC

(
1+rBC

T (t,x)
LT

)
(1+Kd1d1(t))

− (
1 + Kd2d2(t)

)
βCC(t, x) (23a)

D1B(t, x) = σB

∂2

∂x2
B(t, x) + αBC(t, x)

(
gCB

1+rCB
T (t,x)
LT

)

B(t, x)
(
gBB −rBB

T (t,x)
LT

)

−βB B(t, x) (23b)

D1T (t, x) = σT

∂2

∂x2
T (t, x)

Fig. 9 Simulation of model of Eq.23, where a is the osteoclasts evolution, b the osteoblasts
evolution, c the tumorous influence, and d the consequences for the bone mass. Used parameters
can be found in column C of Table3
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+ (
1 − Kd34d34(t)

)
γT T (t, x)a

(
T (t, x)

LT

)b

(23c)

Although different set of parameterswere used, when compared to the localmodel
in Eq.15 and considering the different used expressions for the tumor evolution, the
results behave similarly. The tumor is extinguished as osteoclasts and osteoblasts
recover their steady-state value.

3.3.2 Working with Fractional Derivatives

Anomalous diffusion corresponds to partial differential equations with fractional
derivatives in order to time and second-order derivatives in order to space [21]. In
what pharmacokinetic and pharmacodynamic models are concerned, those presented
in Sect. 2.3.1 were achieved for models with integer orders derivatives. Hence, they
cannot be directly applied when one is considering fractional order: New PK equa-
tions are introduced and assumed to have the same fractional order as the model
itself. Such adaptation is given by Eq. (24), where α is the fractional order of the
system. The PD component, however, remains as in Eq. (13).

DαCg(t) = −kaCg(t) (24a)

DαCp(t) = kaCg(t) − keCp(t) (24b)

C0
P = D0F

Vd
(24c)

d(t) = Cp(t)

C50 + Cp(t)
(24d)

Themodel fromEq. (23) is, but, a particular case of a general anomalous diffusion
case, corresponding to setting the describing fractional order to α = 1. The general
model of order α (including for the PK/PD treatment) is as follows [8].

DαC(t, x) = σC

∂2

∂x2
C(t, x)

+αCC(t, x)
gCC

(
1+rCC

T (t,x)
LT

)
B(t, x)

gBC

(
1+rBC

T (t,x)
LT

)
(1+Kd1d1(t))

− (
1 + Kd2d2(t)

)
βCC(t, x) (25a)

DαB(t, x) = σB

∂2

∂x2
B(t, x) + αBC(t, x)

(
gCB

1+rCB
T (t,x)
LT

)

B(t, x)
(
gBB −rBB

T (t,x)
LT

)

−βB B(t, x) (25b)

Dαz(t, x) = σz
∂2

∂x2
z(t, x) − kC max{0,C(t, x) − Cth(t, x)}

+ kB max{0, B(t, x) − Bth(t, x)} (25c)
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DαT (t, x) = σT

∂2

∂x2
T (t, x)

+ (
1 − Kd34d34(t)

)
γT T (t, x)a

(
T (t, x)

LT

)b

(25d)

Also, the local PTH model in Eq. (15) was extended to a three-dimensional case
in [45]. This was done replacing variable χ(t, x) (where χ can be C , B, T , z, Cth

or Bth) with χ(t, x) = χ(t, x1, x2, x3) and using the Laplacian operator ∇ = ∂2

∂x21
+

∂2

∂x22
+ ∂2

∂x23
instead of ∂2

∂x2 . However, for comparison sake, only the one-dimensional
version is presented next.

DαC(t, x) = σC

∂2

∂x2
C(t, x)

+αCC(t, x)gCC +rC
T (t,x)
LT B(t, x)gBC +KPTHpool21 PTHpool(t,x)−Kd1d1(t)

−(βB + Kd2d2(t))C(t, x) (26a)

DαB(t, x) = σB

∂2

∂x2
B(t, x) + αBC(t, x)gCB B(t, x)gBB +rB

T (t,x)
LT − βB B(t, x)

(26b)

DαPTHpool(t, x) = −βPTHPTHpool(t, x) + KPTHδ(t) + rPTHrP max{0,C(t, x)

−Cth(t, x)}T (t, x)

LT
(26c)

P(δ(t) = 1) = 1 − e
−

(
t

λw

)kw

(26d)

DαT (t, x) = σT

∂2

∂x2
T (t, x) + kT max{0,C(t, x) − Cth(t, x)} T (t, x)

λT + T (t, x)
−Kd3d3(t)T (t, x) (26e)

DαCth(t, x) = αCCth(t, x)
gCC +rC

T (t,x)
LT Bth(t, x)

gBC −Kd1d1(t)

−(βC + Kd2d2(t))Cth(t, x) (26f)

DαBth(t, x) = αBCth(t, x)
gCB Bth(t, x)

gBB +rB
T (t,x)
LT − βB Bth(t, x) (26g)

The bone mass equation of this model is in Eq. (25c) for an order α. Simulations
of this model can be found in Fig. 10.

Table3 lists variables and parameters, used throughout presented simulations,
giving their meaning and dimensions.

4 Conclusions and Future Work

This chapter overviewed someof themost recentmodels for bone remodeling dynam-
ics that take into account the biochemical microenvironment and the main cellular
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Healthy bone

Bone with tumor

Fig. 10 Equation (26) model simulation, comparing the effect of several values of α on the model
dynamics, where the α = 1 case is represented by either a blue or red line. On the left, a healthy
bone environment is represented and, on the right, a tumorous bone environment. From [45]

processes. These computational models allow for the integration of pathological phe-
nomena such as cancer and also accommodate pharmacokinetic/pharmacodynamic
(PK/PD) information.

There are many other models for the bone that are focused on the biomechanical
aspects of the system, addressed in other chapters of this book. As future work, it
would be crucial to integrate both approaches, as to improve the models in terms
of accuracy to describe the real organ. In fact, these parallel lines of research are
already being integrated in recent years. Scheiner, Pivonka, and colleagues [25, 42]
proposedmodels that include the coupled regulations of geometrical, biomechanical,
andbiochemical factors. TheODEsystemuses biochemical factors already addressed
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such as TGFβ, RANK and RANKL, OPG and PTH with the fvas , Sv and �bm of
BMU. Although very complete, this model does not take into account one entire
bone (e.g., femur) and the corresponding spatial effects, neither the inclusion of
input functions representing PK/PD of the therapeutic drugs. These therapies were
also analyzed separately, such as denosumab and bisphosphonates for osteoporosis
[11, 41]. It is expected that all of these modeling and computational analysis of
bone physiology will have an impact on the development of clinical decision support
systems in the future.
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Appendix: Fractional and Variable Order Derivatives

To formally define fractional derivatives (fractional is the historical name, though
order α can be irrational or have an imaginary part), one can present the Grünwald–
Letnikoff construction, usually denoted by Dα f (t). The upper limit of the sum-
mations was set so that D−k, k ∈ N to retrieve Riemann integrals: cD−1

t f (t) =∫ t
c f (t) dt , and in general

cD
−k
t f (t) =

∫ t

c
. . .

∫ t

c
f (t) dt . . . dt

︸ ︷︷ ︸
k integrations

, k ∈ N (27)

Since it is not always reasonable to call c and t limits of integration, they are usually
called terminals instead.

The Grünwald–Letnikoff construction is as follows.

cD
α
t f (t) = lim

h→0+

∑[ t−c
h ]

k=0 (−1)k
(a
k

)
f (t − kh)

hα
(28)

where

(
a
k

)
are the combinations of a things k at a time, given by
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(
a

k

)
=

⎧⎪⎨
⎪⎩

�(α+1)
�(k+1)�(α−k+1) , if α, k, (α − k) ∈ R \ Z−
(−1)k�(k−α)

�(k+1)�(−α)
, if α ∈ Z

− ∧ k ∈ Z
+
0

0, if (k ∈ Z
− ∨ (k − α) ∈ N) ∧ α /∈ Z

−
(29)

Function �(z), z ∈ C \ Z−
0 generalizes the factorial since �(k + 1) = k!, k ∈ Z

+
0 .

Since α can assume any real value, it is possible to make it change with time
(continuously or not). There are different reasonable ways of accounting for a time
varying order α(t), again considering the Grünwald–Letnikoff definition. The two
most straightforward options are given below:

• in the first, the argument of the order is simply the current value of t , meaning that
the result at a given instant will not depend on previous values of the order α(t):

cD
α(t)
t f (t) = lim

h→0+

∑| t−c
h |

k=0 (−1)k
(
α(t)
k

)
f (t − kh)

hα(t)
(30)

• in the second, the argument of α in the summation is the same argument of f ,
leading to a memory of previous values of the order [48]:

cD
α(t)
t f (t) = lim

h→0+

| t−c
h |∑

k=0

(−1)k
(
α(t−kh)

k

)
f (t − kh)

hα(t−kh)
(31)

Other possible definitions exist [43, 47]. Since it is reasonable to expect the previous
evolution of a metastasis to have influence in the present time, variable order models
presented presume this type of definition.

Readers interested in details can consult [21, 23, 39, 46, 48], which also address
alternative definitions of fractional derivatives (namely those of Riemann–Liouville
and of Caputo, that will, for functions well-behaved enough, lead to similar results).

Letting h have a small but finite value, approximations of fractional derivatives
can be obtained. Values can be stored in matrices updated iteratively. This is the idea
behind the numerical method of [29, 31, 32], termed matrix approach to discrete
fractional calculus, used for the simulations in this chapter throughMATLAB toolbox
[30].
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Abstract Bone is an active tissue capable to adapt its activity according to exter-
nal stimuli. The consequent changes in mass, composition and shape are a result of
this remodelling process, in which old bone is continuously replaced by new tissue.
In order to mathematically describe this remodelling process, several mathematical
models have been proposed. In this chapter, a novel model simulating the biological
events that occur during bone remodelling is presented, based on Komarova’s (Bone
33:206–215, 2003 [1]) and Ayati’s (Biol Direct 5:28, 2010 [2]) models. Also, a thor-
ough temporal and spatial analysis is performed using numerical methods, namely
the finite element method (FEM), the radial point interpolation method (RPIM) and
the natural neighbour radial point interpolation method (NNRPIM), being the last
two meshless approaches. Results show that the combination of this model with dis-
tinct numerical approaches allows an accurate reproduction of the biological event, as
described in the literature. Besides this, although all numerical techniques have been
successfully applied, better quality results have been obtained with the NNRPIM.
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1 Introduction

The skeletal system is constituted by bone and cartilage and has two main functions
in the organism—mechanical and metabolic. Regarding the metabolic action, the
skeleton is considered a mineral repository, especially of calcium and phosphate,
responsible for the maintenance of serum homoeostasis. Besides this mineralized
structure of hydroxyapatite, bone is also a porousmaterial composed by cells, vessels
and collagen [3].

Moreover, bone tissue is considered an active and adaptive system, since its activ-
ity generates changes in mass, composition and shape, in response to its environmen-
tal vicinity [4]. This phenomenon called remodelling is a complex process by which
old bone is continuously replaced by new tissue. The process is sequential, starting
by an activation phase followed by resorption, reversal, formation, mineralization
and quiescence phases. The bone cells active in the process are the osteoclasts and
the osteoblasts, which are temporally and spatially coupled, closely collaborating
within bone multi-cellular units (BMUs). Thus, in response to biochemical mes-
sages due to external physical stimuli, a BMU is activated and the remodelling
process is initialized. This way, the resorption phase starts with the activation of a
quiescent bone surface through a cascade of signals to osteoclastic precursors, caus-
ing their migration to the bone’s surface, where they formmultinucleated osteoclasts
[5]. Simultaneously, bone lining cells disappear from the bone’s surface, allowing
osteoclasts to adhere to the bone matrix and resorb bone [3]. After the completion
of resorption, mononuclear cells appear on the bone surface, releasing signals for
osteoblasts’ differentiation and migration. This phase is known as the reversal phase,
since it prepares the bone’s surface for the arrival of new osteoblasts and conse-
quently the formation of new bone [3]. During the formation phase, osteoblasts lay
down bone until the resorbed bone is completely replaced by new one. In this phase,
osteoblasts start by synthesizing and depositing collagen. Then, the production of
collagen decreases, and a secondary full mineralization of the matrix takes place. In
this step, the collagen matrix, built previously, acts as the scaffold in which minerals,
such as phosphate and calcium, begin to crystalize and form bone [3, 5]. Follow-
ing the mineralization phase, the mature osteoblasts gradually flatten and can either
become quiescent lining cells or differentiate into osteocytes when embedded in the
bone. Thus, bone’s resorption and formation are the results of a series of events
transforming a physical information, such as mechanical stimuli, into a biological
response [4].

The cellular events responsible for remodelling have to be coordinated, being
this task accomplished by a variety of autocrine and paracrine factors, such as hor-
mones, cytokines and growth factors [6]. For instance, receptor activator of NF-kB
ligand (RANKL), receptor activator of NF-Kb (RANK) and osteoprotegerin (OPG)
that form the OPG/RANKL/RANK system are essential for the resorption phase.
The major biological action of RANKL is inducing osteoclasts’ activation, pro-
moting bone resorption [7]. But, to counteract the differentiation and activation of
osteoclasts, osteoblasts produce and secrete OPG, a decoy receptor that can block
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RANKL/RANK interactions and, in this way, inhibit osteoclasts’ function and accel-
erate osteoclasts’ apoptosis [5]. Also, the transforming growth factor-β (TGF-β) pos-
sesses an important role during bone remodelling, having a two-directional effect
on osteoblasts, depending on the state of maturation of these bone cells [8]. Thus,
TGF-β stimulates the recruitment, migration and proliferation of osteoblasts’ precur-
sors, while it inhibits terminal osteoblastic differentiation [9]. The actions of TGF-β
on bone resorption are also different depending on its levels of concentration. At
low concentrations, it enhances osteoclasts’ formation, whereas at high concentra-
tions it induces osteoclasts’ apoptosis [10]. Additionally, systemic hormones, such as
oestrogen or parathyroid hormone (PTH), are known to affect bone turnover. Being
an important regulator of calcium homoeostasis, PTH influences calcium concentra-
tions by increasing renal calcium reabsorption and consequently stimulating bone
resorption [5]. But, besides these examples, there are many other paracrine and
autocrine effectors that also represent an important role in bone remodelling, acting
as either stimulators or inhibitors of bone’s resorption or formation.

Since the understanding of bone remodelling is continuously developing, several
researchers have beenworking on creating semi-empiricalmathematical descriptions
of this process to gain a better insight into the nature of bone remodelling [11]. This
way, mathematical modelling becomes a powerful tool to simulate in silico and
predict experimental results. By including the current knowledge about bone cell
activity, these mathematical models aim to study the cell dynamics and its effects
[12].

The osteoclast/osteoblast interactions in BMUs and the involving microenviron-
ment during bone remodelling have been thoroughly analysed with distinct models.
Lemaire [6] has been the first to propose a mathematical model incorporating the
RANKL/RANK/OPG pathway. Besides considering the reaction kinetics of RANK,
RANKL and OPG, the model also included the action of TGF-β on osteoblastic and
osteoclastic cells and the catabolic effect induced by continuous administration of
PTH. Later, the model proposed by Pivonka [13] extended Lemaire’s model, includ-
ing the production of RANKL and OPG on both osteoblastic cell lines. Addition-
ally, other modifications were incorporated, such as the inclusion of a rate equation
(describing changes in bone volume), a rate equation (describing TGF-β concen-
tration as function of resorbed bone volume) and new activator/repressor functions
based on enzyme kinetics [13]. In a subsequent study [14], Pivonka has applied this
model to identify successful treatment strategies for different bone diseases.

A different approach for modelling bone cell population dynamics was used by
Komarova [1]. Instead of including the activities of specific factors, the authors
use the power-law formalism developed by Savageau [15], in which the exponents
represent the combined action of different possible autocrine and paracrine regula-
tors. Thus, in this approach, all factors leading to a cell response, such as RANKL,
RANK or OPG, are lumped together in a single exponential parameter [1]. The
model successfully simulates bone remodelling in Paget’s disease, a metabolic bone
disorder characterized by accelerated rates of local bone resorption and formation
that result in production of structurally deficient bone [16]. Based on this model,
the first spatio-temporal model recreating the dynamics of a single BMU has been
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proposed by Ryser [17]. Themodel predicts new roles for RANKL andOPG in form-
ing spatially specific gradients, which strongly regulates the direction and speed of
osteoclasts’ movement [18]. Ayati et al. [2] also reinterpreted Komarova’s model,
creating a new diffusion model for normal bone remodelling and for the dysregu-
lated bone remodelling that occurs in myeloma bone disease. In this spatio-temporal
model, therapeutic effects targeting both myeloma cells and cells of the bone mar-
row microenvironment are examined, illustrating how treatment approaches may be
investigated using computational approaches.

In this chapter, a novel model simulating the biological events during bone remod-
elling is proposed. Based on both Komarova’s [1] and Ayati’s [2] models, but incor-
porating an additional spatial variable, the aim of this study is to spatially and tem-
porally describe this process, using for the first time discretization techniques to
analyse the results, namely the finite element method (FEM), the radial point inter-
polation method (RPIM) and the natural neighbour radial point interpolation method
(NNRPIM), being the last two meshless approaches.

Therefore, after this brief introduction, this study includes a detailed description
of each one of the numerical methods used, followed by an explanation of the new
biological model proposed. Then, this new algorithm is applied in a 2D bone patch
analysis, in which the main results and conclusions are presented.

2 Numerical Methods

The task of computationally simulated natural phenomena is very complex, since it
often implies several dimensions and nonlinear effects. The bone remodelling process
is no exception, requiring the use of partial differential equations and nonlinear
differential equations. However, in general, none of these equations can be solved
symbolically or analytically, so researchers need to use numerical methods [19].

Thus, due to the complexity of the problems being studied, in the 1940s, the
first approximation method was proposed, known as the FEM. The works of Hren-
nikoff [20] and McHenry [21] were the starting point, having then Courant [22]
introduced the concept of piecewise interpolation, or shape functions, over triangu-
lar sub-regions. Many subsequent studies have improved and extended this method
of obtaining approximate numerical solutions, and since then, the finite elements
became the most popular approach to solve continuum problems in many areas,
such as structural engineering, fluid dynamics, heat or mass transfer [23]. But, even
though the FEM has been used with great success in many fields of engineering, this
method is not free of limitations [24]. The main one is related to the mesh-based
interpolation, since low-quality meshes lead to high values of error. Also, the FEM
presents many difficulties when analysing numerical problems with highly irregular
complex geometries.

Therefore, since the FEM’s performance relies greatly on the quality of the mesh,
other numerical methods were created and offered as solid options, such as the
meshless methods. Meshless methods are characterized by the discretization of the
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problem physical domain with an unstructured nodal distribution. Meshless methods
are classified into two categories. Regarding the strong formulation category, the
partial differential equations describing the phenomenon are used directly to obtain
the solution [25]. On the other hand, the weak formulation aims to minimize the
residual weight of each differential equation, given by an approximated function
affected by a test function and not by the exact solution of the differential equation
[25]. In this category, the first meshless methods that emerged used approximation
functions, such as the diffuse element method (DEM) proposed by Nayroles [26] and
the element-free Galerkin method (EFGM) proposed by Belytschko [27]. However,
these methods did not possess the Kronecker delta property, making it difficult to
impose the essential and natural boundary conditions. Due to this fact, interpolant
meshless methods were developed, such as the point interpolation method (PIM)
[28]. The PIM [28, 29] is a meshfree method developed using Galerkin weak form, in
which its interpolant shape functions can have two different forms of basis functions:
polynomial basis functions [28, 30] and radial basis functions (RBFs) [31–33].When
RBFs are used to construct shape functions, the method is termed as RPIM. This
method has proven to be very stable and robust, and has been successfully applied
to many problems, such as 1D, 2D and 3D solid mechanics [34, 35] and plate and
shell structures [36]. But this method requires the use of a global background cell
structure to evaluate the integration in the Galerkin weak form, jeopardizing the
meshfree concept. Thus, other meshless methods proposing integration schemes
using the nodal distribution were presented, such as the NNRPIM and the natural
radial element method (NREM) [37–39]. The NNRPIM has been extended to many
fields of computational mechanics, such as the analysis of isotropic and orthotropic
plates [40], the analysis of functionally graded material plate [41], the 3D shell-like
approach [42–47], the dynamic analysis of several solid-mechanic problems [48],
the analysis of large deformations [49] and crack mechanics [50, 51].

Regarding the focus of this researchwork, bone remodelling has been successfully
analysed using the FEM [52–57] and the NNRPIM [58–60], but only considering
the mechanical behaviour of bone tissue. In fact, when it comes to describing only
the biological response that occurs in bone remodelling, there is a marked lack of
studies analysing this phenomenon with numerical approaches.

Therefore, for the first time, three distinct numerical approaches (the FEM, the
RPIM and the NNRPIM) are used to describe the cell dynamics during an event of
bone remodelling. Thus, the following subsections focus on these numericalmethods,
addressing with more detail the meshless methods considered in this study.

2.1 Finite Element Method

The FEM involves modelling the domain using small interconnected elements called
finite elements. As can be depicted in Fig. 1a, every interconnected element is linked,
directly or indirectly, to every other element through common interfaces. The total
number of elements used and their variation in size and type within a given body
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Fig. 1 Imposition of the nodal connectivity using a the FEM, b the RPIM and c the NNRPIM [25]

is a choice that weighs the computational cost and the accuracy of the results [60,
61]. These elements can also be irregular and possess different properties, enabling
the discretization of structures with mixed properties [62]. In this chapter, triangular
elements were used, due to the simplicity of the expressions associated with this
element. Thus, by using a simple formulation of the FEM, it is possible to perform
a fair comparison between these methods, the RPIM and the NNRPIM.

Using the FEM, a continuous quantity is approximated by a discrete model com-
posed of a set of piecewise continuous functions defined within each finite domain
or finite element [61]. These shape functions are defined using the nodal values
of each element, being isoparametric since the same interpolation function defines
the element’s geometric shape and any unknown variable, such as the displacement
within an element. Thus, it is possible to integrate the integro-differential equations
governing the phenomenon under study, by simply using a background mesh. The
Gauss–Legendre numerical scheme has proven to be a very useful tool to evaluate this
integral. Since this quadrature is also used in meshless methods, it will be analysed
with more detail in the next section.

2.2 Meshless Methods

As stated above, in meshless methods, the only information required is the spatial
location of each node discretizing the problem domain. This way, there is no need
of any previous information about the relation between each node, ensuring that the
nodal distribution does not form a mesh. So, after discretization, nodal connectiv-
ity is imposed by using either influence-domains or Voronoï diagrams. This step
is followed by the construction of a background integration mesh that allows the
establishment of the interpolation functions of the unknown variable field functions.
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Thus, it is possible to notice that every meshless method requires the presence
and combination of three basic components: nodal connectivity, numerical integra-
tion scheme and shape functions. Therefore, these three concepts will be separately
analysed for the RPIM and the NNRPIM in order to fully understand these methods.

2.2.1 Nodal Connectivity

In the RPIM, instead of the no-overlap rule between elements imposed in the FEM,
the nodal connectivity is obtained by the overlap of the influence-domains of each
node. Influence-domains are found by searching enough nodes inside a certain area
or volume and can have a fixed or a variable size. Many meshless methods [33, 63,
64] use fixed-size influence-domains, but the RPIM uses a fixed number of neighbour
nodes instead. By using variable size influence-domains, with a constant number of
nodes inside the domain, even irregular nodal spatial distributions can be easily dealt
with. Thus, performing a radial search and using the interest point x I as centre, the
n closest nodes are found. In Fig. 1b, this process is illustrated, culminating in a
constant nodal connectivity, where dRi �= dRj .

Regarding theNNRPIM, the nodal connectivity is obtained considering the natural
neighbour concept [60, 65] bypartitioning the discretizeddomain into a set ofVoronoï
cells. Thus, considering a set N = {n1, n2, . . . , nN } of N distinct nodes, the Voronoï
diagramof N is the partition of the domain defined byN in sub-regions VI , closed and
convex. Each Voronoï cell VI is the geometric place where all points in the interior
of VI are closer to the node nI than to any other node nJ , being nJ ∈ N (J �= I ).
The assemblage of the complete set of Voronoï cells V = {V1, V2, . . . , VN } defines
the Voronoï diagram.

In the NNRPIM [66], the Voronoï diagram is used to build the “influence-cells”.
This way, the nodal connectivity can be imposed by the overlap of these organic
influence-domains. There are two distinct types of influence-cells: the “first-degree
influence-cell” and the “second-degree influence-cell”. In this work, it was only
considered the “second-degree influence-cell”. To establish it, a point of interest, x I ,
starts by searching for its neighbour nodes following the natural neighbour Voronoï
construction, considering only its first natural neighbours. Then, based again on the
Voronoï diagram, the natural neighbours of the first natural neighbours of x I are
added to the influence-cell, as represented in grey in Fig. 1c.

2.2.2 Numerical Integration

The field functions are approximated within the influence-domain (or the influence-
cell), which is obtained with the establishment of the nodal connectivity. But, this
approximation is accomplished using a numerical integration scheme.

Thus, regarding the RPIM, the Gauss–Legendre quadrature scheme is used. So,
initially, the solid domain is divided into an auxiliary grid as Fig. 2a indicates. Then, it
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Fig. 2 a Fitted Gaussian
integration mesh and
b transformation of each
triangular element into
isoparametric triangles and
application of the quadrature
point rule [25, 60]

is possible tofill eachgrid cellwith integration points, respecting theGauss–Legendre
quadrature rule, as illustrated in Fig. 2b.

To obtain the Cartesian coordinates of the quadrature points, isoparametric inter-
polation functions, Ni , are used. These functions are presented for quadrilaterals and
triangles in Eq. (1) and Eq. (2), respectively.

N1(ξ, η) = 1

4
(1 − ξ)(1 − η)

N2(ξ, η) = 1

4
(1 − ξ)(1 + η)

N3(ξ, η) = 1

4
(1 + ξ)(1 + η)

N4(ξ, η) = 1

4
(1 + ξ)(1 − η) (1)

N1(ξ, η) = 1 − ξ − η

N2(ξ, η) = η

N3(ξ, η) = ξ (2)

In the end, the Cartesian coordinates are given by

x =
m∑

i=1

Ni (ξ, η) · xi
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y =
m∑

i=1

Ni (ξ, η) · yi (3)

in whichm is the number of nodes inside the grid cell and xi and yi are the Cartesian
coordinates of the cells’ nodes.

The integration weight of the quadrature point is obtained by multiplying the
isoparametric weight of the quadrature point with the inverse of the determinant of
the Jacobian matrix (Eq. 4) of the respective grid cell.

[J ] =
(

∂x
∂ξ

∂x
∂η

∂y
∂ξ

∂y
∂η

)
(4)

Thus, to approximate the integral, the function is evaluated at several sampling
points. Then, each value, multiplied by the appropriate weight, ωi , is added, as
depicted by Eq. (5). Gauss’s method chooses the sampling points so that for a given
number of points, the best possible accuracy is obtained.

1∫

−1

1∫

−1

f (x)dxdy =
m∑

i=1

n∑

j=1

ωiω j f (x) (5)

For the numerical integration of the NNRPIM interpolation functions, the Delau-
nay triangles are applied to create a node depending on background mesh. The
Delaunay triangulation is the geometrical dual of the Voronoï diagram, and it is
constructed by connecting the nodes whose Voronoï cells have common boundaries
with, since it is implied that a Delaunay edge exists between two nodes in the plane
if and only if their Voronoï cells share a common edge.

Using the Delaunay triangulation, the area of each Voronoï cell is subdivided into
several sub-areas. Firstly, considering the Voronoï cell, VI , the intersection points,
PIi , of the neighbour edges of VI are settled. Then, the middle points, MIi , between
nI and its neighbour nodes are obtained, as Fig. 3 indicates. This way, the Voronoï
cells are divided into n quadrilateral sub-cells, SI i , being n the number of natural
neighbours of node nI .

Therefore, the size of any Voronoï cell, VI , can be determined using the size of
the n sub-cells, SI i ,

AVI =
n∑

i=1

ASIi ,∀ASIi ≥ 0 (6)

being AVI the Voronoï cell area and ASIi the sub-cell area. So, it is important to notice
that if the set of Voronoï cells is a partition, without gaps, of the global domain, then
the set of sub-cells is also a partition, without gaps, of the global domain. Thus, these
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Fig. 3 a Initial Voronoï cell. b Voronoï cell and the corresponding PIi intersection points and
middle points MIi . c Respective generated quadrilaterals [25]

sub-cells can be used in several integration schemes such as the Gauss–Legendre
numerical scheme.

Studies found that the use of only one quadrature point in each sub-cell led to
a more efficient integration scheme and that the second-degree influence-cell is the
type of “influence-cell” that produces more accurate and stable results [60, 66].
Therefore, those parameters were the ones used in this research work.

2.2.3 Interpolation Functions

Considering theRPIMand theNNRPIM, the interpolation functions for bothmethods
possess the Kronecker delta property, satisfying the following condition

ϕi
(
x j

) = δi j (7)

where δi j is the Kronecker delta, δi j = 1 if i = j and δi j = 0 if i �= j . This property
is considered an asset, because it simplifies greatly the process of imposition of the
boundary conditions.

The interpolation functions for both methods are determined using the RPI tech-
nique [33], which requires the combination of a polynomial basis with a RBF. So,
considering the function u(x I ) defined in the domain Ω ⊂ R

2, the value of function
u(x I ) at the point of interest x I is defined by

u(x I ) =
n∑

i=1

Ri (x I ) · ai (x I ) +
m∑

j=1

p j (x I ) · b j (x I )

= RT (x I ) · a(x I ) + pT · b(x I ) (8)

where Ri (x I ) is the RBF, p j (x I ) is the polynomial basis function and ai (x I ) and
b j (x I ) are non-constant coefficients of Ri (x I ) and p j (x I ), respectively [59]. The
variable defined on the RBF is the distance rI i between the relevant node x I and
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the neighbour node xi , given by rI i = |xi − x I |. The RBF used in this work is the
multiquadric RBF [67], Ri (x I ) = R(rI i ) = (

r2I i + c2
)p
, in which shape parameter

c depends on the volume occupied by the interest point and takes a value close to
zero, c ∼= 0, and p close to one, p ∼= 1 [40, 66]. Regarding Eq. (8), it is still needed
to obtain the non-constant coefficients a and b. The polynomial basis functions used
have the following monomial term

pT (x I ) = [
1, x, y, x2, xy, y2, . . .

]
(9)

Considering Eq. (9) for each node inside the influence-cell domain and including
an extra equation,

∑n
i=1 p j (x I )ai = 0, in order to guarantee a unique solution, a

system of equations as defined in Eq. (10) is obtained.

[
R p
pT 0

]{
a
b

}
=

{
uS

0

}
(10)

Through this system of equations, and being the vector of the nodal function
values for the nodes on the influence-cell defined by: uS = {u1, u2 . . . un}T , these
coefficients are determined (Eq. 11)

{
a
b

}
=

[
R p
pT 0

]−1{
uS

0

}
⇒

{
a
b

}
= M−1

{
uS

0

}
(11)

Recalling that a certain field variable value for an interest point x I is inter-
polated using the shape function values obtained at the nodes inside the support
domain of x I , it is now possible to define the interpolation function, by substi-
tuting in Eq. (8) the result from Eq. (11). The interpolation function �(x I ) =
{ϕ1(x I ), ϕ2(x I ), . . . , ϕn(x I )} for an interest point x I is then defined by

u(x I ) = {
RT (x I ), pT (x I )

}
M−1

{
uS

0

}
= �(x I )

{
uS

0

}
(12)

In order to compute the partial derivatives of the interpolated field function, it is
necessary to obtain the respective RPI shape functions partial derivatives. So, for the
2D problems, the partial derivative of �(x I ) is defined as

�x(x I ) = {
RT (x I ) pT (x I )

}
xM

−1 (13)

� y(x I ) = {
RT (x I ) pT (x I )

}
y
M−1 (14)

The first-order partial derivative of the RBF vector with respect to the same 2D
problem is defined as
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R(x I )x = {
R1(x I )x R2(x I )x . . . Rn(x I )x

}T = {
∂R1(x I )

∂x
∂R2(x I )

∂x . . . ∂Rn(x I )

∂x

}T

(15)

R(x I )y = {
R1(x I ) y R2(x I ) y . . . Rn(x I )y

}T =
{

∂R1(x I )

∂y
∂R2(x I )

∂y . . . ∂Rn(x I )

∂y

}T

(16)

being the partial derivatives of the MQ-RBF obtained with

∂Ri (x I )

∂x
= −2p

(
r2i I + c2

)p−1
(xi − xI ) (17)

∂Ri (x I )

∂y
= −2p

(
r2i I + c2

)p−1
(yi − yI ) (18)

3 New Spatio-temporal Model

As stated previously, many mathematical models have been proposed in the field of
bone biology. But, among these variousmodels, themodel proposed byKomarova [1]
stands out, due to its unique way of expressing the actions of paracrine and autocrine
regulatory factors. Few years later, Ayati et al. [2] have reinterpreted Komarova’s
model and created a new spatio-temporal model of bone remodelling. Thus, in this
chapter, the model proposed is a spatial extension of the model presented by Ayati,
analysed using numerical approaches.

3.1 Komarova’s Model

Komarova’s approach is to model bone cell population dynamics, examining the
osteoclast/osteoblast interactions at a single sitewithin aBMU[1]. Thus, thismodel is
considered a local and purely temporal model [17]. Also, Komarova proposes that all
factors leading to a bone cell response can be lumped together in a single exponential
parameter, using the power-law formalism developed by M. A. Savageau [15]. This
way, in order to describe the dynamics of bone cell populations, the following system
of differential equations has been presented

∂C

dt
= αCC

gCC BgBC − βCC (19)

∂B

dt
= αBC

gCB BgBB − βB B (20)



Mathematical Modelling of Spatio-temporal … 141

whereC and B are the number of osteoclasts and osteoblasts, respectively. Parameter
αi is the rate of overall production of each cell population, i, reflecting the net
effect of recruitment of precursors and the formation of mature cells. Parameter βi

defines the rates of cell removal, reflecting cell death, as well as differentiation of
osteoblasts into osteocytes and bone lining cells. Finally, parameters gi j represent the
net effectiveness of osteoclast- or osteoblast-derived autocrine or paracrine factors.
This way, the ability of bone cells to interact with each other via effectors, released
or activated by these cells, is expressed. This can be done in an autocrine manner,
when it locally affects its cell type of origin, or in a paracrine manner, when it affects
the other cell type [1]. Therefore, parameter gCC describes the combined effects of
all factors produced by osteoclasts that regulate osteoclast formation. Parameter gCB

includes the combined effects of all factors produced by osteoclasts that regulate
osteoblasts’ formation. Parameter gBB defines the combined effects of all factors
produced by osteoblasts that regulate osteoblasts’ formation, while parameter gBC

includes the combined effects of all factors produced by osteoblasts that regulate
osteoclasts’ formation. The regulatory factors considered in Komarova’s model are
listed in Table 1 as well as their effect on the dynamics of bone cell populations.

Equations (19) and (20) have well-defined steady-state solutions, denoted by C̄
and B̄, respectively. Thus, regarding the variation of bone mass, Komarova assumed
that cell numbers above steady-state levels indicated proliferation and differentiation
of precursors into mature cells which are able to remove or build bone. On the other
hand, populations of osteoclasts and osteoblasts under steady-state conditions are
assumed to consist of less differentiated cells not actively involved in the processes
of resorption and production of bone matrix, but able to participate in autocrine and
paracrine signalling [1]. Thus, the number of cells exceeding steady-state levels is
given by max

[
0,C − C̄

]
for osteoclasts and max

[
0, B − B̄

]
for osteoblasts. Consid-

ering that the rates of bone resorption and formation are proportional to the number

Table 1 Description of the regulatory factors considered in Komarova’s model and their respective
effect on bone cell dynamics

Types of signalling Factor Effect Parameter

Osteoclasts Autocrine TGF-β Stimulation of osteoclast
formation

gCC

Paracrine RANKL Stimulation of osteoclast
formation

gBC

OPG Inhibition of osteoclast
formation

gBC

Osteoblasts Autocrine IGF Stimulation of osteoblast
formation

gBB

Paracrine TGF-β Stimulation of osteoblast
formation

gCB

IGF Stimulation of osteoblast
formation

gCB

Identification of the parameter in which each factor is considered in the model’s equations
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of osteoclasts and osteoblasts, Eq. (21) describes the changes in bone mass,

∂ρ

∂t
= −kCmax

[
0,C − C̄

] + kBmax
[
0, B − B̄

]
(21)

in which ρ is total bone mass and ki is normalized activity of bone resorption (kC)

and formation (kB). The number of cells exceeding steady state is the number of
cells actively resorbing or forming bone.

3.2 Ayati’s Model

Following Komarova’s work, Ayati created a new diffusion model of bone remod-
elling [2]. Since Komarova’s model is a dynamical system with zero explicit space
dimensions, Ayati has presented an updated version of that model and proposed a
one-dimensional spatialmodel. Thus, it added a new term by determining the second-
order derivative. Using this term, it is possible to describe in space the diffusion of
any property as time progresses. So, assuming that both osteoclasts and osteoblasts
are diffusing in the spatial domain Ω , the following equations have been proposed:

∂

∂t
C(t, x) = σC

∂2

∂x2
C(t, x) + αCC(t, x)gCC B(t, x)gBC − βCC(t, x) (22)

∂

∂t
B(t, x) = σB

∂2

∂x2
B(t, x) + αBC(t, x)gCB B(t, x)gBB − βB B(t, x) (23)

∂

∂t
ρ(t, x) = σρ

∂2

∂x2
ρ(t, x) − kCmax

[
0,C(t, x) − C̄(x)

]

+ kBmax
[
0, B(t, x) − B̄(x)

]
(24)

The variables of the model are C(t, x) and B(t, x) that define the density of
osteoclasts and osteoblasts, respectively, at a time t with respect to x ∈ Ω . Addi-
tionally, the variable ρ(t, x) reflects the changes in bone mass, also as a function of
x and t. Parameters σC and σB represent the migration of bone stromal cells, and σρ

represents stochasticity in bone dynamics.

3.3 Proposed Model

3.3.1 Model Description

The main goal of this study is to simulate, spatially and temporarily, the bone remod-
elling process, in regard to the biological response. The proposed newmodel is based
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on both Komarova’s and Ayati’s models, but incorporates an additional spatial vari-
able, and it is combined with discrete numerical methods. Therefore, the apparent
density is dependent on the dynamic behaviour of osteoclasts and osteoblasts, but its
variation is described by a nonlinear equation that has been adapted to work with the
three numerical methods under study, namely the FEM, the RPIM and the NNRPIM.
Thus, the bone mass is a temporal–spatial function, ρ(x, t) : Rd+1 	→ R, discretized
along a one-dimensional temporal line and a d-dimensional space. Presenting it as a
differential equation andminimizing itwith respect to time, this equation’s expression
is given by

∂ρ(x, t)

∂t
∼= ρ(x, t)

t
= (ρmodel)t j+1

− (ρmodel)t j

t j+1 − t j
= 0 (25)

In this model, any problem being analysed is discretized in space and time. So,
the d-dimensional spatial domain is assumed to be discretized in N nodes:X =
{x1, x2, . . . , xn} ∈ �, leading to Q interest points: Q = {

x1, x2, . . . , xQ
} ∈ �,

being xi ∈ R
d and Q ∩ X = ∅. The temporal domain is discretized in iterative

fictitious time steps t j ∈ R, with j ∈ N.
The medium apparent density for the complete model domain is defined by

(ρmodel)t j at a fictitious time t j . Consequently, considering the same iterative step,
the apparent density for the complete model domain, ρmodel, can be determined as

ρmodel = Q−1
Q∑

i=1

ρi (26)

being ρi the infinitesimal apparent density on interest point x I . The determination
of the apparent density on interest point x I , ρI , is performed using the new diffusion
model proposed in this chapter. By addingmixed derivatives to describe the diffusion
process, the equations proposed in this novel approach are the following:

C(tk, xI , yI ) = C(tk−1, xI , yI )

+ t

[
σCx

∂2

∂x2
C(tk−1, xI , yI ) + σCy

∂2

∂y2
C(tk−1, xI , yI )

]

+ σCxy
∂2

∂x∂y
C(tk−1, xI , yI )

+ αCC(tk−1, xI , yI )
gCC B(tk−1, xI , yI )

gBC

− βCC(tk−1, xI , yI ) (27)

B(tk, xI , yI ) = B(tk−1, xI , yI )

+ t

[
σBx

∂2

∂x2
B(tk−1, xI , yI ) + σBy

∂2

∂y2
B(tk−1, xI , yI )

]
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+ σBxy
∂2

∂x∂y
B(tk−1, xI , yI )

+ αBC(tk−1, xI , yI )
gCB B(tk−1, xI , yI )

gBB

− βB B(tk−1, xI , yI ) (28)

ρ(tk, xI , yI ) = ρ(tk−1, xI , yI )

+ t

[
σρx

∂2

∂x2
ρ(tk−1, xI , yI ) + σρy

∂2

∂y2
ρ(tk−1, xI , yI )

]

+ σρxy
∂2

∂x∂y
ρ(tk−1, xI , yI )

− kCmax
[
0,C(tk−1, xI , yI ) − C̄(xI , yI )

]

+ kBmax
[
0, B(tk−1, xI , yI ) − B̄(xI , yI )

]
(29)

The variables of the model are the density of osteoclasts,C(tk, xI , yI ), the density
of osteoblasts, B(tk, xI , yI ), and the bone mass, ρ(tk, xI , yI ). All variables are cal-
culated in respect of a time t, at each instant k, and for each integration point I, with
spatial coordinates xI and yI . In Eqs. (27) and (28), the diffusion coefficients σi x and
σiy represent the migration of the bone cell type i in the direction x and y, respec-
tively. In Eq. (29), σρx and σρy represent the stochasticity in the bone dynamics, as
proposed by Ayati [2]. The diffusion coefficient σi xy is given by σi xy = σi x+σiy

2 , for
each i variable of the model.

However, since in this chapter, discrete numerical methods are being con-
sidered, the second-order spatial partial derivates of C(tk, xI , yI ), B(tk, xI , yI )
and ρ(tk, xI , yI ) can be obtained using the data. Thus, consider a nodal set =
{n1, n2, . . . , nN }, with the following spatial coordinated X = {x1, x2, . . . , xN }, dis-
cretizing the two-dimensional problem domain � ∈ R

2. Then, consider an interest
point x I ∈ � and x I /∈ X . For the interest point x I , the influence-domain (or the
element) is defined. Then, the shape function is obtained, ϕ(x I ). If the nodal data
is known, U = {u1, u2, . . . , uN }, it is possible to interpolate the data to the interest
point x I with

u(x I ) = ϕ(x I )U (30)

Thus, if the first and second partial derivatives are known, it is possible to directly
approximate the first and second partial derivatives of the data field,

∂u(x I )

∂x
= ∂ϕ(x I )

∂x
U (31)

∂u(x I )

∂y
= ∂ϕ(x I )

∂y
U (32)
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∂2u(x I )

∂x2
= ∂2ϕ(x I )

∂x2
U (33)

∂2u(x I )

∂y2
= ∂2ϕ(x I )

∂y2
U (34)

∂2u(x I )

∂x∂y
= ∂

∂x

(
∂ϕ(x I )

∂y
U

)
(35)

However, the three-node 2D finite element method possesses a linear shape func-
tion, for which only one partial derivative is possible (such shape functions have C1

continuity). Thus, for this kind of shape function, another approach is required. So,
in order to obtain the second partial derivative of the data it is necessary first to obtain
the interpolated partial derivative of the data field. So, for each node x J ∈ X , it will
define its influence-domain (or element) and then, for each node, the shape functions
and the first partial derivatives of the shape functions are constructed. Then, it is
possible to obtain the partial derivative field of the data field using the following
relations

∂u(x J )

∂x
= ∂ϕ(x J )

∂x
U (36)

∂u(x J )

∂y
= ∂ϕ(x J )

∂y
U (37)

In the end, two new vectors are obtained: U x = {∂u(x1)/∂x, . . . , ∂u(xN )/∂x}
and U y = {∂u(x1)/∂y, . . . , ∂u(xN )/∂y}, which are the partial derivative fields of
the scattered data.

Now, using the same procedure presented first, it is possible to obtain the second-
order partial derivatives of the data,

∂2u(x I )

∂x2
= ∂ϕ(x I )

∂x
U x (38)

∂2u(x I )

∂y2
= ∂ϕ(x I )

∂y
U y (39)

∂2u(x I )

∂x∂y
= ∂ϕ(x I )

∂x
U y or

∂2u(x I )

∂x∂y
= ∂ϕ(x I )

∂y
U x (40)

This procedure induces accumulative numerical errors; however, it is sufficiently
accurate to be used in such application [68].
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3.3.2 Remodelling Procedure

The algorithm implemented can be divided into three different phases, as presented in
Fig. 4. This algorithm is initialized by a pre-processing phase. The problem domain
is discretized with an unstructured nodal mesh X ∈ �, and a background integration
mesh is constructed, according to the numerical method chosen by the user (the
FEM, the RPIM or the NNRPIM). The shape functions for each integration point x I

are constructed, ϕ(x I ), and the material properties are applied. Also, to initialize the
remodelling process, it is necessary to impose first the initial conditions.

Then, the secondphase begins, consisting of the determination of the spatial partial
derivatives of the density of osteoclasts, density of osteoblasts and bone mass.

Afterwards, it is possible to move on to the bone remodelling phase, in which
a new cell density of osteoclasts, osteoblasts and bone mass is determined using
Eq. (27), Eq. (28) and Eq. (29), respectively. Consequently, the medium apparent
density of the model, given by Eq. (26), is updated and the remodelling procedure
finishes when the following condition is achieved

ρ

t
= 0 ∨ (ρmodel)t j = ρcontrol (41)

Fig. 4 Proposed bone remodelling algorithm
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Fig. 5 Representation of the local apparent density of each sub-cell and the obtained medium
apparent density for that Voronoï cell [25]

In the end, the results are represented with isomaps. In the case of the NNRPIM,
these maps are obtained using the sub-cells,SI i , already discussed previously. So, for
each of these cells, the volume porosity, p(x J ), is obtained. Then, the local apparent
density, ρ(x J ) = ρ0(1 − p(x J )), being ρ0 = 2.1 g/cm3 the compact bone density,
is determined. Thus, as represented in Fig. 5, each integration point can present a
distinct local apparent density, allowing to obtain a local medium apparent density
for each Voronoï cell Vi .

So, knowing the local apparent density of each field node xi , the following
expression can be applied,

ρ(xi ) =
∑k

J=1 ŵJ · ρ(x J )∑k
J=1 ŵJ

(42)

where ŵJ is the integrationweight of an integration point x J belonging to theVoronoï
cell Vi of the field node xi .

An analogous procedure occurs in the FEMand in theRPIM. The difference is that
both use the Gauss–Legendre quadrature scheme, instead of the Voronoï diagram.
However, in the end, all methods allow the definition of a local apparent density field,
with Eq. (42), and its representation in isomaps.

Therefore, the results presented in this chapter, in all numerical examples, are pre-
sented as grey tone isomaps. In these grey tone isomaps, the white colour represents
the considered maximum apparent density ρ0 = 2.1 g/cm3 and the dark-grey colour
represents the minimum apparent density ρ0 = 0.1 g/cm3 admitted in the analy-
sis. All the other grey tones in the middle represent transitional apparent densities,
following a linear colour greyscale gradient.
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4 2D Bone Patch Analysis

4.1 Initial Conditions

The bone remodelling algorithm developed has been applied to 2D bone micro-
patches. A single cycle of remodelling is simulated using unit square patches, as
illustrated in Fig. 6a. In this figure, it is possible to detect a central portion represented
in light-grey, considered as bone tissue, while the involving area is considered as
surrounding tissue. So, distinct initial conditions for each type of tissue have been
applied, having been stated as follows (Table 2).

Regarding the bone tissue, as Komarova has proposed, the initiation of bone
remodelling is manually induced by choosing initial values of osteoclasts’ density
higher than their steady state. On the other hand, it is assumed that, initially, there are
no osteoblasts active. Thus, their density equals their steady-state value.Additionally,
the initial value of bone mass is set to 100%. Regarding the materials’ properties,
this tissue presents a uniform apparent density distribution characteristic of cortical
bone [69]. In the surrounding tissue, there are no bone cells present so bone mass is
assumed as 0%. Consequently, the apparent density of this tissue is very low.

Concerning the spatial distribution of bone cells, since osteoblasts candifferentiate
into osteocytes or bone lining cells, it is assumed that osteoblasts can be found
anywhere in bone. However, since osteoclasts only attach to the bone’s surface during
the resorption phase and then abandon this local, this model assumes that, initially,

Fig. 6 a Mesh (1681 nodes) used for the analysis, in which nodes inside the light-grey area are
considered bone. b Initial distribution of osteoclasts indicated in white. (c) Initial distribution of
osteoblasts indicated in white

Table 2 Initial conditions Bone tissue Surrounding tissue

C(0, x, y) = C̄ + 10 C(0, x, y) = 0

B(0, x, y) = B̄ B(0, x, y) = 0

ρ(0, x, y) = 100% ρ(0, x, y) = 0%
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Table 3 Parameters of the biological model

C̄ 1.06 cell m−2 kC 0.24% cell−1 day−1

B̄ 212.13 cell m−2 kB 0.0017% cell−1 day−1

αC 3.0 cell day−1 σCx 0.000001 cell m−1

αB 4.0 cell day−1 σCy 0.000001 cell m−1

βC 0.2 cell day−1 σBx 0.000001 cell m−1

βB 0.02 cell day−1 σBy 0.000001 cell m−1

gCC 0.5 σρx 0.000001 bone massm−1

gCB 1.0 σρy 0.000001 bone massm−1

gBC −0.5 t 0.1 day

gBB 0.0

osteoclasts can only be found at this site. The initial spatial distribution described is
illustrated in Fig. 6b, c.

For this analysis, the bone cells’ parameters have the values proposed by
Komarova and Ayati for a single cycle of bone remodelling. This data is based
on histomorphometric studies, and it is listed in Table 3 [70].

Analysing with detail the effectiveness of the regulatory factors, the analysis of
the temporal model [1] has showed that the parameter gCC plays a critical role in
controlling the dynamic behaviour of remodelling when acting as a positive feedback
[1]. Moreover, it has been shown that positive autocrine regulation of osteoclasts is
necessary to describe the complex behaviour observed in osteoclast cultures in vitro
[17, 71]. Therefore,gCC is assumed to be positive and equal to 0.5.Komarova has also
proved that the factor gCB has to be strictly positive [1] and is crucial for the coupling
of osteoclasts and osteoblasts [72]. The factor gBB has not influenced the dynamical
behaviour of the temporal model [1], and therefore, it is assumed as null. Finally, for
the parameter gBC , it assumed a negative feedback on osteoclasts’ production.

Lastly, the parameters used in the RPIM and the NNRPIM analyses are listed in
Table 4.

Using the algorithm proposed, several tests have been performed. Firstly, it has
studied the convergence of the three numerical methods tested. Thus, the example
illustrated in Fig. 6 is analysed, using a solid domain discretized in increasingly
denser nodal distributions. Then, the spatio-temporal evolution of a single bone
remodelling cycle is analysed, comparing the results obtained with each numerical
approach tested.

Table 4 Parameters of the
RPIM and the NNRPIM

Order of the influence-cell 16

c 0.0001

p 0.9999

Polynomial basis Constant

Gauss quadrature 1
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4.2 Results and Discussion

4.2.1 Convergence Test

In the convergence study, the mesh sizes tested are 11 × 11, 21 × 21, 31 × 31
and 41 × 41 nodes. So, initially, for each mesh size tested, the medium apparent
density for the complete model domain, defined by ρmodel

(
t j

)
at a fictitious time t j , is

determined using Eq. (26). Then, the medium apparent density is normalized using
the following equation:

γ
(
t j

) =
(

ρmodel
(
t j

) − ρmin
ρmax − ρmin

)
× 100 (43)

being ρmin = 0g/cm3 and ρmax = max(ρmodel). Using as an example the results
obtained with the FEM, in Fig. 7a, it is possible to observe the variation of bone mass
along time, γ

(
t j

)
, for each mesh size.

Then, it is possible to evaluate the convergence of each numerical approach, by
determining the integral of function γ

(
t j

)
along time, as defined by λ in Eq. (44).

λ =
t∫

t0

γ
(
t j

)
dt (44)

The results obtained in this convergence test are represented in Fig. 7b. In this
graph, it is the similitude visible between the FEM, the RPIM and the NNRPIM

Fig. 7 a Bone mass variation during time for different types of mesh obtained with FEM. b Con-
vergence of the three numerical methods varying the number of nodes discretizing the problem
domain
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convergence lines. Also, all convergence paths lead to a converged solution, as is
already suggested in Fig. 7a. When comparing the three numerical methods, the
denser mesh of 41 × 41 nodes was the one that produced a closer solution. With
this study, it is possible to conclude that the model depends on the refinement of the
mesh. Thus, the following tests were performed using only a 41 × 41 nodal mesh.

4.2.2 Bone Remodelling

The remodelling model proposed in this chapter is applied in the simulation of a
single event of bone remodelling. Since this is a spatio-temporal model, results are
expected to describe accurately both the temporal and the spatial behaviours of bone
cells.

Thus, starting with a temporal analysis, Figs. 8, 9 and 10 show the changes with
time in the cell density of osteoclasts and osteoblasts obtained using the FEM, the
RPIM and the NNRPIM, respectively. Each figure represents the variation profile of
each one of the integration points used in the respective numerical approach.Graphics
representing the variation of osteoblasts’ density present two distinct profiles, one for
the osteoblasts located at the bone’s surface and the other for the internal bone cells,
as can be depicted in Fig. 8b. Only the osteoblasts at the surface are indeed actively
involved in the remodelling process. For this reason, in this temporal analysis, it is
only considered the variational profile of these cells, indicated with the symbol “*”.

So, aswas alreadymentioned, the bone remodelling cycle is initiated by amomen-
tary increase in the number of osteoclasts at time t = 0, which can be depicted in
the graphs by the initial peak of osteoclasts. Then, while the density of osteoclasts is
elevated, osteoclasts stimulate the slower process of osteoblasts’ formation, through
paracrine signalling, leading to an increase in the number of osteoblasts. Conse-
quently, osteoblasts reach their peak later. Osteoblasts’ paracrine signalling can also

Fig. 8 Simulation of a bone remodelling cycle using the FEM: a changes with time in the cell
density of osteoclasts and b osteoblasts. The dashed line represents the steady-state solution
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Fig. 9 Simulation of a bone remodelling cycle using the RPIM: a changes with time in the cell
density of osteoclasts and b osteoblasts. The dashed line represents the steady-state solution

Fig. 10 Simulation of a bone remodelling cycle using the NNRPIM: a changes with time in the
cell density of osteoclasts and b osteoblasts. The dashed line represents the steady-state solution

be detected in these graphics, since it causes a slight decrease in osteoclasts’ density.
Due to osteoclasts’ autocrine signalling, approximately 100 days after perturbation,
osteoclasts’ density returns to a basal level. Osteoblasts are also capable to slowly
return to their steady state. The described behaviour is in very good agreement with
the temporal pattern of changes observed in Komarova’s and Ayati’s models. Addi-
tionally, results obtained with different numerical approaches do not present any
significant differences.

The consequent changes in bone mass, as illustrated in Fig. 11, can accurately
reproduce all phases of the bone remodelling process. In this case, bone remodelling
is induced manually, by the increase of osteoclasts’ density. This stimulus causes the
activation of BMUs, and the resorption phase is initialized. These initial phases are
indicated in Fig. 11, by the drastic decrease of medium bone apparent density. Then,
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Fig. 11 Simulation of a bone remodelling cycle: Changes with time in bone mass obtained using
the FEM, the RPIM and the NNRPIM. Numbers indicate the several phases of bone remodelling:
activation (1), resorption (2), reversal (3), formation (4), mineralization (5) and quiescence (6)

bone mass stabilizes as the reversal phase occurs. This is followed by a slower phase
of bone formation and mineralization, which is visible by the recovery of the initial
bone apparent density. The final phase, the quiescent phase, does not imply any bone
mass variation, since it consists of the differentiation of osteoblasts. Therefore, in the
end, the stabilization of the medium bone apparent density suggests the occurrence
of such quiescent phase.

When comparing the performance of each numerical method, it is possible to
observe that bone mass undergoes a minor reduction in the FEM. This suggests that
the surface layer of osteoclasts is thinner in the FEM and thicker in the NNRPIM. In
fact, results show precisely this. Since the number of integration points varies with
respect to the numerical approach used, this layer of osteoclasts also varies according
to the method. However, in all methods, the lost bone mass is fully recovered at the
end, indicating that the observed difference is not significant.

Additionally, for the first time, the biological response during a bone remodelling
event is simulated spatially using numerical methods. Thus, in Fig. 12, it is the spatial
variation of bone apparent density visible at different time frames. Again, observing
the variation profile of bone mass, as expected, it seems to be occurring removal
of bone only in the area where osteoclasts are present. Since osteoblasts are also
present, bone mass is able to recover the portion of resorbed bone.

Moreover, the spatial evolution of bone mass varies slightly according to the
numerical technique used and, again, the use of denser integration meshes is the
reason for these differences. The meshless methods tested in this chapter imply a
higher computational cost, since they use a higher number of integration points.
However, this also conveys an advantage, since it leads to more stable and accurate
results. This can be detected in the images presented in Fig. 12. Especially in the
NNRPIM, it is possible to detect a more defined bone’s surface, both before and after
bone’s resorption.
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Fig. 12 Simulation of a bone remodelling cycle: spatial variation of bone mass along time for each
numerical method under study

5 Conclusion

In this chapter, a novel model is presented, capable to accurately recreate the biolog-
ical response observed during an event of bone remodelling. The thorough analysis
performed, both in time and in space, is in very good agreement with the literature.
Regarding the temporal analysis, the variation profile of bone mass, as well as the
density of osteoclasts and osteoblasts, allows the identification of all phases occur-
ring during a bone remodelling cycle. The combination of this model with distinct
numerical methods, accomplished for the first time in this chapter, enables also a very
relevant spatial analysis. All numerical approaches are able to accurately reproduce
the expected spatial variation of bone mass. However, it was observed that better
results are obtained using the NNRPIM.

To conclude, with this biological model, it is possible to temporally and spa-
tially reproduce accurately the bone remodelling process, using any of the numerical
methods tested. In future, other types of dynamic behaviour could be tested, such
as cyclic bone remodelling or even unstable behaviour similar to pathological bone
remodelling disorders. Also, a mechanical analysis could be added to this model,
allowing a mechanobiological description of bone’s behaviour.
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A Mechanostatistical Approach
to Multiscale Computational Bone
Remodelling

X. Wang and J. Fernandez

Abstract Computational models in biomechanics are generally unable to incorpo-
rate mechanical and anatomical data over the entire range of relevant spatial scales.
This chapter proposes the construction of a framework, which unites several method-
ologies that operate on traditionally different aspects of bone remodelling, bridging
the gap between previously incompatible data. The presented framework is used to
solve the load adaptation response of the femoral neck as an application and consists
of passing data from different sources across a multitude of spatial scales to solve for
both organ-level and Haversian-level biomechanical states. The solutions are then
stored in a database, to be utilised by a statistical method which can quickly estimate
new load adaptation responses for which solutions were not previously generated,
cutting down computation time.

1 Introduction

Bone damage and fracture from osteoporosis remain a costly medical condition with
significant implications for the quality of life among thosewho have suffered injuries.
For this reason, much research has been devoted to the understanding, treatment,
and prevention of bone-related diseases, especially among the elderly. Currently,
the widely known mechanobiological model of Wolff’s law of bone adaptation and
its successor, the mechanostat of the Utah Paradigm [1], still holds great explana-
tory power for its conceptual simplicity and remains a core component to the many
existing computational bone adaptationmodels primarily informed by biomechanics.
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Although there is a wealth of literature on the topic, most attempts at construct-
ing an in silico model for bone remodelling are immediately confronted with three
competing factors, which limit the available computational resources for a feasi-
ble evaluation. These are: (i) the geometric detail; (ii) the spatiotemporal scale; and
(iii) the applied constitutive mechanical laws. The existing studies have attempted
to balance the amount of detail considered for each of these factors. Fernandez [2]
and McNamara [3] have demonstrated bone remodelling behaviour in two dimen-
sions at the microscale in cortical and trabecular bone, respectively, complete with
changes in microgeometry; the model given by Fernandez has further demonstrated
the merging of pores as an emulation of osteoporosis, while the study by McNa-
mara has explored various modes of damage and recovery in the calculation of bone
adaptation. Beaupre et al. [4] constructed a model which simulates the bone density
changes of a long-term load response of a 2D macrolevel model to external loads,
providing a foundation for models investigating the response to sustained exercise
regimes. Coelho et al. [5] introduced a 3D multiscale hierarchical approach, char-
acterising bone spatial variation with repeating microstructures in several discrete
regions. Other important aspects of computational bone remodelling have produced
studies focussing on modelling osteoclast biochemistry [6], bone resorption and
stress shielding from orthopaedic implants [7], and reduction of solution time with
neural network approaches [8].

Apart from the difficulty of capturing complex geometries and scales, most exist-
ing literature disproportionately focus on trabecular bone remodelling when the
cortical to trabecular loading ratio is estimated to be as high as 65:35 [9].

This chapter proposes the development of a multiscale modelling framework
within the context of hip fracture for the swift prediction of bone strain and the
estimation of its adaptation response for a given exercise regime. The development
of the framework is divided into three parts: Part I utilises finite elements (FE) to
solve for the mechanical state of bones at the macroscale; Part II incorporates a
collection of algorithms based on a previous study [10], which addresses microscale
Haversian-level bone adaptation in response to loading based on ideas from the
mechanostat; and Part III describes a statistical surrogate model using partial least
squares regression (PLSR), which addresses the problem of computation time. The
integration of multiscale information allows the framework to remain anatomically
and physiologically relevant at all spatial scales and features high compatibility with
clinically important measurements and biomechanical data.

In Part I, we describe the construction of a biomechanical model from the visible
human (VH) data set of muscles and bones in the hip area and subject it to loading
obtained from gait analyses, fromwhich we obtain stresses at the femoral neck corti-
cal bone. This femoral neck cortex henceforth will be referred to as the framework’s
region of interest (ROI). In Part II, we summarise the construction of Haversian-scale
FEmodels and link the ROIwith the set of Haversianmodels through the propagation
of stresses from the macroscale down to the microscale. Furthermore, we describe
two load transduction algorithms, which affect cortical bone at the Haversian scale;
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the first alters localised bone strength via a change in bone mineral density, and the
second alters Haversian microstructure. When combined, these algorithms form our
approach to bone remodelling and load adaptation. In Part III, we detail the construc-
tion of a database of stress scenarios and resulting homogenised material properties
and utilise PLSR to predict the evolution of material properties given non-simulated
load cases.

All FE simulations utilised the software package SIMULIA Abaqus (www.3ds.
com). A schematic of the framework and its information sources is shown in Fig. 1.
The framework is categorised into two phases: the construction phase details the
process behind building each part of the framework, and the application phase is
where the framework is used for solving the load adaptation problem. The large
savings in computation time occur due to the replacement of Part II in the framework
construction phase, the adaptation response, with Part II in the framework application
phase, the response database.

Fig. 1 Framework diagram. Shades refer to the different parts of the framework. (Light grey) Part I,
collection of load information frommacroscale; (grey) Part II, receiving load information from Part
I and formulating the adaptation response which takes the form of homogenised material properties;
(dark grey) Part III, statistical model of responses

http://www.3ds.com
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2 Part I: Macroscale FE Model

2.1 Model Construction

Bone and muscle shapes were extracted and meshed with hexahedral 2 mm reduced
integration elements from the VH data set [11] from 269 colour photograph slices
in the original resolution of 0.33 mm × 0.33 mm per pixel and 1 mm of spacing
between slices.

Anatomically realistic porosity variations Pe = {
pei

}
, 1 ≤ i ≤ ne, with ne

as the total number of ROI elements, were statistically generated from Gaussian
distributions based on experimentally determined values and uncertainties for cir-
cumferentially varying femoral cortex porosities [12]. The generated porosities for
the femoral cortex elements provide a realistic femoral neck mesh on which FE
mechanics simulations are run.

2.2 Mechanical Simulations

The simulation consists of two sections:

1. Initialisation, which estimates key parameters under the prescribed initial
conditions and

2. Progression, which emulates the evolution of the bone state.

2.2.1 Macroscale Initialisation

Bones were subjected to muscle forces recorded fromwalking gait analysis [13] with
simulation under linear elasticity and isotropic material properties shown in Table 1.

Maximum absolute principal stresses Se = {
sei

}
, 1 ≤ i ≤ ne for each element

were recorded at the ROI element integration points as the load transduction sig-
nal for Haversian modelling. To incorporate the observation that bone fibres align
in a direction, which maximally resists stresses and strains, fibre directions were
estimated from the eigenvalue decomposition of the stress tensors from FE load
simulations, as shown in Fig. 2.

2.2.2 Macroscale Progression

The evolution of the mechanical state of the femoral cortex was simulated for a total
of T = 90 days of simulation time, with iteration steps of one day. In each iteration, Se

is passed to the PLSR model in Part III, which outputs a set of evolved homogenised
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Table 1 Macroscale anatomical structures and their respective material properties as applied in FE
simulations

Structure Category E (GPa) ν Notes

Adductor brevis, longus,
magnus
Biceps femoris
Gluteus maximus, medius,
minimus
Gracilis
Iliacus
Rectus femoris
Sartorius
Semitendinosus

Muscle 0.27 0.4999 E from [15]; ν from [16]

Hip bone Cortical 14.65 0.332 [17]

Femura Cortical
Cartilage
Trabecular

14.65
0.580
3.386

0.332
0.39
0.12

Not ROI for t > 0b;
[18] Femoral headc;
[19] Cancellous boned

All are modelled as isotropic elastic materials
aFemur is composed of three different types of materials
bROI material properties evolve after the initialisation step (t = 0). Rest of the cortex does not
change
cFemoral head is modelled with a layer of cartilage surrounding the cortex
dFemur is modelled with a thick layer of cortex elements and filled with trabecular elements

Fig. 2 Left: stress tensor eigendecomposition of internal simulated stresses of the proximal femur
at the trabecular bone. Colour and line direction indicates magnitude and direction of maximum
absolute eigenvalue and eigenvector, respectively; with reference to the colour bar, green to blue
colouration indicates a compressive minimum principal stress (C), and green to red colouration
indicates a tensile maximum principal stress (T). Eigenvectors match closely with stress lines
found in other studies of bone stress, e.g. Koch’s mathematical analysis. Right: adapted from Gray
[14]; note the compressive stresses running in the proximal-distal direction along the medial shaft
through the femoral head, and the tensile stresses running up the lateral shaft then in the direction of
the femoral neck axis. The criss-cross pattern through the core indicates the co-dominance of both
tensile and compressive stress directions and closely resembles trabecular anatomy (see Fig. 7)
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material properties as a result of the construction of a database of material property
evolutions built in Part II.

3 Part II: Microscale Haversian Model

3.1 Model Construction

Haversian anatomy was constructed and voxel meshed with 5 μm elements from
microcomputed tomography (μCT) images (Table 2) at 5μm resolution of an equine
cortical bone biopsy of dimensions 4 mm × 3.5 mm × 2 mm (Fig. 3, left). The
use of equine data was justified in our framework as (i) equine models are highly
translational to human contexts due to similar Haversian anatomy and have been

Table 2 Micro-CT imaging
parameters

X-ray energy 60 kV, 10 W

Exposure time for each projection 60 s

Total number of projections 721

Objective magnification 4×
Source to sample distance 120 mm

Detector to sample distance 40 mm

Pixel numbers 1024 × 1024 × 1024

Effective voxel size 5 μm

Fig. 3 Left: equine biopsy mesh showing Haversian canals. Right: example Haversian representa-
tive mesh cut from the biopsy mesh (not to scale)



A Mechanostatistical Approach to Multiscale Computational Bone Remodelling 165

recommended by the US Federal Drugs Administration (FDA) for comparative joint
research [20], and (ii) there exists in vivo bone strain and biomarker data from
equine studies, unlike human data which only reports post-mortem information. A
database ofHaversianmodelswas formed fromcutting nm = 4 samples of on average
0.003 mm3 from the voxel mesh, chosen as a size which contains a representative
number of Haversian canals for microscale anatomy and material strength changes
to be observed (Fig. 3, right). These samples were chosen based on their volume
fraction of canal elements versus dense cortical bone elements, and thus contained
porosity information to be matched to the porosity variation generated in Part I,
obtained as

Pm = {
pmj

}
, 1 ≤ j ≤ nm (1)

3.2 Macro-microscale Link

3.2.1 Haversian Link to ROI Elements

For each ROI element i and associated porosity pei , lower and upper bounding porosi-
ties pmα

i and pmβ

i were extracted from Pm. Subsequently, the link from the ROI
elements to the Haversian models is defined by weights wα

i and wβ

i :

wα
i =

{
pmβ

i −pei
pmβ

i −pmα
i

, pmα
i < pei < pmβ

i

1
2 , pmα

i = pei = pmβ

i

wβ

i =
{

pei −pmα
i

pmβ

i −pmα
i

, pmα
i < pei < pmβ

i

1
2 , pmα

i = pei = pmβ

i

(2)

This allows any parameter of the ith ROI element to be represented by a weighted
sum of its corresponding parameters of the linked Haversian models.

3.2.2 Stress Propagation from ROI to Haversian Models

The local positive z directions for each Haversian model were defined to be parallel
to the fibre directions estimated from the elements in the ROI. To determine the
appropriate load range for eachHaversianmodel j from thepropagation,we formulate
sets of reverse links by constructing a set of ROI element indices, which is associated
with these elements:

Imj =
{
i : pmj ∈

{
pmα
i , pmβ

i

}}
, 1 ≤ i ≤ ne (3)
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Fig. 4 Side view of application of load on a Haversian specimen. Blue symbols (bottom) indicate
spatial and rotational fixed boundary conditions. Yellow arrows (top) indicate load direction

Taking the magnitude si of the maximum absolute principal stress on the ROI
element centroid as the most significant component of the load, we calculate a set of
loads L j which appear in the macroscale initialisation step (Sect. 2.2.1) as

L j = si
a j

, i ∈ Imj (4)

where a j is the surface area of the load application. An example of a typical loading
scenario of a Haversian specimen is given in Fig. 4.

3.3 Haversian Simulation

3.3.1 Microscale Initialisation

For each Haversian model j, the models were simulated under five different evenly
spaced loading regimes between min

(
L j

)
to max

(
L j

)
under linear elasticity with

isotropic elements. An isotropic Young’s modulus was assigned to the cortical ele-
ments based on the homogenised cortical and canal values and the fraction of cortical
and canal elements in the model (see Table 3).



A Mechanostatistical Approach to Multiscale Computational Bone Remodelling 167

Table 3 Microscale model
parameters

Name/description Parameter values Notes

Cortical ν 0.3 Cortical E varies
with Pm

Canal E 2 MPa

Canal ν 0.167

Canal ρ 1 kg mm−3 Same as water

c1 4621.36 MPa From Eq. (7)
parameters at t = 0

c2 1.075 kg m−3 s−1 Remodelling
constant; from [2]

b 1.54 Power law
exponent; from
[21]

Canal closing rate 1.9 nm s−1 Adapted from
canine data in [22]

Canal opening rate 2.083 nm s−1 From [6]

LI −500 με Adapted from [2]

LII +500 με

LIII +2000 με

Formulation of the Mechanostat
The initial simulations allowed the determination of the model’s elementwise
mechanostat across Haversian models j and their corresponding cortical elements
k, defined by the piecewise density evolution parameter

ε jkt =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

εVMS
jkt − L I

jkt , εVMS
jkt < L I

jkt

0, L I
jkt ≤ εVMS

jkt < L II
jkt

εVMS
jkt − L II

jkt , L
II
jkt ≤ εVMS

jkt < L III
jkt

L III
jkt − εVMS

jkt , εVMS
jkt ≥ L III

jkt

(5)

where εVMS
jkt is the von Mises stimulus strain at time step t.

The four conditions governing the piecewise function determine the four zones
of the mechanostat (Fig. 5), where the region below LI is the resorption zone which
encourages bone resorption due to lack of loading, the region between LI and LII is
the adapted state (homeostatic) zone where no changes occur, the region between LII

and LIII is the growth zone which encourages an increase in bone mineral density,
and the region above LIII is the failure zone which also causes bone resorption. In
the initialisation step (t = 0), where the strain stimulus is defined to be in the centre
of the adapted state zone, the piecewise function’s boundaries are given by

L I
jk0 = εVMS

jk0 + L I

L II
jk0 = εVMS

jk0 + L II
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Fig. 5 Illustration of the zones of the mechanostat, indicating the rate of change of bone density
as a function of strain

L III
jk0 = εVMS

jk0 + L III (6)

Initialisation of Element-wise Density
The elementwise material properties also allowed the determination of an initial
elementwise density ρ jk0 through a power law relation [21], given by

E jkt = c1ρ
b
jkt (7)

where Ejk0 at t = 0 is the initial Young’s modulus.

3.3.2 Microscale Progression

The Haversian models were simulated for a total of T = 90 days, with iteration steps
of one day. Each Haversian model j across the five initial loads was subjected to
three different evenly spaced excitation loads between values from 0.375×min

(
L j

)

to 1.5625 × max
(
L j

)
across its loading surface. Each excitation load was further

applied at seven evenly spaced angles between 0° and 90°. The strain state of the
model was obtained after each iteration, where for each Haversian cortical element
the von Mises stimulus εVMS

jkt was calculated from the strain tensor.

Calculation of the Strain Stimulus
The data given in Table 4 shows that bone growth continues in the rest period after the
exercise regime has ceased, indicating that the strain stimulus does not immediately
revert back to pre-exercise levels. The von Mises strain stimulus εVMS

jkt in Eq. (5) is
thus formulated as a weighted moving average on the actual von Mises equivalent
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Table 4 Cortical bone growth rates in horse specimens determined from
oxytetracycline/fluorescein complexone staining in a histological sample taken from the dorsal
cortex in equine third metacarpal bone, from Davies [23]

Days Growth rate per day, μm ± SD Significance (p-value), control versus exercised

Control Exercised

40 1.8 ± 1.1 2.6 ± 2.6 (Trot) 0.510

40 3.2 ± 4.3 2.2 ± 3.3 (Canter) 0.680

40 2.1 ± 2.9 12.7 ± 8.6 (Gallop) 0.017

40 1.2 ± 0.7 4.3 ± 2.5 (Rest) 0.014

strain εVMjkt . The von Mises equivalent strain is used to determine εVMS
jkt by

εVMS
jkt =

τmax∑

τ=1

U (τ )Hjk(τ ) (8)

where τmax = 30 and U (τ ) and Hjk(τ ) are sets of weights and historical von Mises
strains, respectively, given by

TW = {1, 2, . . . , τmax}
MW = {t + τ − τmax}, τ ∈ TW

U ′ = {exp(τ − τmax)}, τ ∈ TW

U = U ′
∑

U ′

Hjk = {
εVMjkμ

}
, μ ∈ MW (9)

Here, exp is the exponential function and
∑

U = 1. The mechanostat boundaries
from Eq. (6) shift by an amount equal to the difference between the current and
previous stimulus strains:

L I
jkt = L I

jk,t−1 + εVMS
jkt − εVMS

jk,t−1

L II
jkt = L II

jk,t−1 + εVMS
jkt − εVMS

jk,t−1

L III
jkt = L III

jk,t−1 + εVMS
jkt − εVMS

jk,t−1 (10)

The von Mises equivalent strain is used as the stimulus criteria as it considers
both normal and shear deformations. This is formulated as

εVM =
√

(ε11 − ε22)
2 + (ε22 − ε33)

2 + (ε33 − ε11)
2 + 6

(
ε212 + ε223 + ε231

)

√
2(1 + ν ′)

(11)
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with the strain components εqr as that found from the strain tensor ε jkt , and ν ′ is
the equivalent Poisson’s ratio, which is equal to the material Poisson’s ratio ν under
elastic constitutive laws.

Density and Young’s Modulus Evolution
The density evolution parameter ε jkt is calculated from Eq. (5). This causes a change
in the density according to the forward Euler formulation

ρ jkt = ρ jk,t−1 + c2ε jkt (12)

The updated density is subsequently converted to a Young’s modulus via Eq. (7).

Haversian Microstructure Evolution
Haversian microstructure changes according to osteoclast and osteoblast activity at
the head and tail, respectively, of Haversian canals; bone resorption and deposition
occur at the head and tail, and the regions where these activities occur are known as
the cutting and closing regions.

TIFF image stackswere generated from the element states of theHaversianmodel.
With each element represented as a pixel, black and white binary colour values were
assigned to the cortical and canal elements, respectively. The image stacks were
subsequently passed to Fiji (fiji.sc/Fiji) for morphological thinning via medial axis
skeletonisation (Skeletonize3D plugin, fiji.sc/Skeletonize3D) and a shape analysis
on the generated skeleton (fiji.sc/AnalyzeSkeleton). This analysis allowed the deter-
mination of the cutting and closing regions of the canal and their present evolution
directions.

Figure 6 shows the guidelines behind the determination of cutting and closing
regions, with respective rates of 2.083 nm s−1 and 1.9 nm s−1 as given in Table 3. For
all canal ends which are classified as cutting, the cutting direction g was determined
by

g =
nI∑

γ=1

VT
γ λγ (13)

where T is the matrix transpose operation, nI is the number of cortical elements
at the boundary between the cutting region and the canal elements, and Vγ , λγ

are a horizontally concatenated matrix of eigenvectors and a vector of eigenvalues,
respectively, found through the eigendecomposition of the strain tensor εjγ t . The
direction g typically aligns with the longitudinal direction in cortical bone towards
the zones of highest strain and is heavily influenced by the angle of load application,
as shown in Fig. 7.

Elements undergoing resorption receive canal material properties as specified in
Table 3, and elements which have been mineralised by the closing cone receive
material properties equal to the average of the surrounding cortical elements in the
closing regions.



A Mechanostatistical Approach to Multiscale Computational Bone Remodelling 171

Fig. 6 Determination ofHaversian canal activity type basedon canal geometry and load application.
The type of activity that the Haversian canal undergoes is determined through the angle between the
current canal direction and the closest point of load application. An acute or right angle categorises
the canal end as a cutting cone, while an obtuse angle categorises the canal end as a closing cone

Fig. 7 Comparison between simulated canal evolution and anatomical morphology. Left: example
of the change in canal evolution due to different load angle applications (purple) along the surface
(green) in the first row. Red pie sectors specify the angular deviation from the x-axis, and yellow pie
sectors indicate the angular deviation from the xy plane. A single Haversian model was subjected
to three different loading angles of the same magnitude; the region in the solid blue circle shows a
cutting cone. Left column: pure shear load 45° from the x-axis; middle column: tensile load 45° from
the x-axis and 67.5° from the xy plane; right column: pure normal compressive load to the xy plane.
Compare tunnelling behaviour with example (right) of equine Haversian canals reconstructed from
μCT data and estimated trabecular fibre directions in Fig. 2. Adapted from Wang et al. [10] with
permission from Springer Nature
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4 Part III: Statistical Modelling Using PLSR

4.1 Database Construction

Partial least squares regression [24] is used to relate two sets of matrices, the sample
predictors X and corresponding sample responses Y, of data via a linear multivariate
model, with the capability of analysing non-independent and incomplete variables
in either matrix. Once the model has been trained on X and Y, it can be utilised to
compute new responses from predictors which were not in the training sample.

The database is constructed on 420Haversian simulations, consisting of all param-
eter combinations of the four porosities, five initial loads, three excitation loads, and
seven application angles, with the addition of the time iteration step of each simula-
tion. The values of these parameters in each combination form X for a total of 3780
parameter combinations.

The response Y is chosen as the homogenised Young’s modulus EH
j t as a result of

the Haversian simulations. This is given by

EH
j t = 1

ne
∑

k

E jkt (14)

The error in the PLSR response predictions was evaluated using a leave-one-out
analysis, where each of the 3780 predictor/response sets was left out of the training
data set and predicted using the rest of the training data. This is repeated for each set.
Table 5 shows results from two samples of Haversian models for a time iteration at
30 days which indicate that homogenised Young’s modulus was predicted with less
than 0.4 and 0.2% error, respectively.

Table 5 Error of PLSR predictions for homogenised Young’s modulus in two different specimens,
varying load angle and magnitude

Excitation magnitudea Angle from xy plane (degrees)

0 15 30 45 60 75 90

Specimen 1

0.375 0.02 0.06 <0.01 <0.01 0.03 0.06 0.25

1 0.50 0.12 0.13 0.21 0.15 0.12 0.30

1.5625 0.15 0.37 0.24 0.09 0.05 0.42 0.16

Specimen 2

0.375 0.08 0.57 0.19 0.05 0.04 0.38 0.21

1 0.13 0.22 0.08 0.16 0.25 0.11 0.06

1.5625 0.16 0.04 0.36 0.02 0.16 0.03 0.07

aExcitation load magnitude is given as a factor of the initial magnitude
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4.2 Macroscale-PLSR Link

The index link from the ROI elements to the Haversian models is retrieved as the
weights from Eq. (2). For each iteration of the femoral cortex mechanical state, the
homogenised material properties EH

i t for the ith ROI element are updated as

EH
i t = wα

i E
Pα
i + wβ

i E
Pβ

i (15)

where EP is the PLSR response function for the homogenised Young’s modulus and

EPα
i = EP

(
pmα
i , l0, lx, ϑ

)

EPβ

i = EP
(
pmβ

i , l0, lx, ϑ
)

(16)

with l0, l x , and ϑ as the initial load, excitation load, and angle of the excitation load,
respectively.

4.3 Example Prediction

Figure 8 shows the strains simulated from the right femur ROI to material property
changes predicted from PLSR, stimulated by walking and running exercises. The
femur was originally conditioned to a walking exercise regime and subsequently
subjected to the same walking exercise or changed to a running exercise regime for
90 simulated days, and PLSR was used to predict the Young’s modulus at days 50
and 90. The effect of the adaptation is shown by the change in von Mises strains
since day 1 when subjected to the same exercises since day 1.

The von Mises strains from the running exercises effected higher remodelling
stimuli than the walking stimulus, as seen in the top row at t = 1. This is reflected in
the strain response, where the walking exercise shows smaller strain changes than the
running exercise. The former corresponds to much of the ROI falling in the adapted
state zone in Fig. 5, while growth and failure regions aremore abundant in the running
series and appear earlier as seen in the strain changes at t = 50 and t = 90.

Large regions of high strains are found at the posterior lateral region of the femoral
neck cortex, while more moderately high strains are found at the anterior lateral
region, agreeing with calculations of femoral neck cortical strains from hip muscle
contractions [25]. The higher strains at the posterior lateral region correspond to bone
weakening and the mechanostat failure zone, with large zones of bone weakening
appearing in the running series and smaller, and moderate amounts of weakening
appearing in the walking series. In contrast, the large regions of moderately high
strains appearing at the anterior lateral region corresponded to a growth response in
the running series and little to no response in the walking series.
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Fig. 8 Von Mises strain changes due to PLSR-predicted homogenised Young’s moduli from dif-
ferent exercise regimes over 90 simulated days. With reference to Fig. 5, strengthening is shown
through negative strain changes, corresponding to the growth zone of the mechanostat, while weak-
ening is shown through positive strain changes, corresponding to the failure zone. Stable areas with
little to no strain changes fall in the adapted state zone

From these results, the PLSR is shown to be able to capture spatially varying
patterns of bone growth and resorption as governed by themechanostat.Adapted state
regions are generally more widespread in the walking series, and the running series
exhibited bone strengthening in moderately high strain regions and bone weakening
in extremely high strain regions.

5 Conclusions

The presented work in this chapter proposes a framework incorporating detailed
anatomical and biomechanical data across all relevant spatial scales to solve for the
strain state and estimate an adaptation response for given stresses obtained from bone
exercise regimes. In particular, the adaptation response is modelled at the microscale
and the effects emerge at themacroscale, reflecting in vivo bone density changes at the
Haversian level.Wedemonstrate that it is possible to circumvent lengthy computation



A Mechanostatistical Approach to Multiscale Computational Bone Remodelling 175

times and mitigate the loss of important detail through the application of statistical
techniques, namely a partial least squares regression in this case, resulting in rapid
prediction of the state of strains and bone strength from given exercise regimes. The
presented techniques may be adapted to other bone joints to make use of the rich
information available at different spatial scales. For example, in this study, we used
information fromhigh-resolutionμCTofHaversian canals and biomarker data show-
ing rates of bone turnover from equine models to inform macroscale responses. This
modelling pipeline exhibits strong relations between changes observed at Haversian
levels and the homogenised whole bone response, linkingmicroscale adaptation with
functional behaviour such as walking and runningmeasured at the whole organ level.
Outside of standard functional behaviour, the pipeline has the potential to explore
disease states at the Haversian microscale and how these states manifest as changes
at larger scales.
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Finite Element Analysis of Bone
and Experimental Validation

Francisco M. P. Almeida and António M. G. Completo

Abstract This chapter describes the application of the finite element (FE) method
to bone tissues. The aspects that differ the most between bone and other materials’
FE analysis are the type of elements used, constitutive models and experimental
validation. These aspects are observed from a historical evolution point of view.
Several types of elements can be used to simulate similar bone structures, and within
the same analysis, many types of elements may be needed to realistically simulate an
anatomical part. Special attention is made to constitutive models, including the use
of density–elasticity relationships enabled through CT scanned images. Other more
complex models are also described, such as viscoelastic and anisotropic models. The
importance of experimental validation is discussed, describing several methods used
by different authors in this challenging field. The use of cadaveric human bones is
not always possible or desirable and other options are described, as the use of animal
or artificial bones. Strain and strain rate measuring methods are also discussed, such
as rosette strain gauges and optical devices.

1 Introduction

Probably, the first-ever published work on finite element (FE) analysis in the field
of biomechanics was the article of Brekelmans et al. [1]. They developed a two-
dimensional FE model of a human femur. The bone material was considered as
homogeneous, isotropic and linear, possessing Young’s modulus of 20 GPa and a
Poisson’s ratio of 0.37. Brekelmans et al. divided the model into 936 triangular
elements and applied to its simple forces and boundary conditions. Today, such
simulation would be considered extremely simple and basic.
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However, the biomechanical study of bone did not start there. Before that, many
researchers dedicated their time to studying mechanical properties of anatomical
parts, especially bone. It is reported that Galileo published work on bone mechanics
as early as 1638 [2], and it is known that this has been the subject matter of many
studies since then.

By 1983, Huiskes and Chao [3] described the first ten years of FE analysis in
biomechanics. They were optimistic about the evolution of the field, especially in
view of developments in mechanical engineering and the rapid evolution of com-
puters. Their main concerns were to understand the complexity of clinical problems
and the behaviour of biological structures. They considered that after the acquisition
of this knowledge, its correct implementation into an FE analysis was also a major
hurdle to overcome in the field of biomechanics.

From then on, the FE analysis of bone has been evolving almost exponentially.
If original studies were in two dimensions, whether in plain stress or axisymmetric,
and constitutive models assumed only simple isotropic linear elastic laws, present
studies are easily performed in three dimensions and constitutive models can be very
complex, as described later in this chapter. The number of elements in an FE model
is also representative of this evolution; while, in the 1980 s, these were counted by
the hundreds, today FE models can certainly have more than 100,000 elements [4].
Recently, two noteworthy articles were published reporting on the first four decades
of FE analysis applied to biomechanics, the first one on lumbar intervertebral discs
[5]and the other on orthopaedic devices [4]. Both articles’ tone is one that conveys the
advanced state of a field that has proved its value, but also has some new challenges
like accounting for patient variability and other uncertainties.

The implementation of an FE analysis requires several inputs. including geometry,
element type, constitutive models of materials, meshing considerations, boundary
conditions and loading, verification and validations. Bone FE analyses, as any other
FE analysis, require all these data. However, the parts that raise more questions and
differ the most from other types of FE analysis are the types of elements, constitutive
models and validation. For these reasons, these will be the topics discussed in this
chapter.

2 Element Types

During the process of creating an FE model, choices have to be made regarding the
type of element representing diverse parts of the structure being studied. This choice
is related to various factors including but not limited to:

• Type of analysis, e.g. 2D, axisymmetric, 3D;
• Geometry, whether it is simple or complex, or if it can be simplified;
• Expected behaviour, e.g. small deformations or large deformations;
• Constitutive model, some element types may not be compatible with some
constitutive models.
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There are innumerable types of elements, each with its specific mathematical
model; nonetheless, there are some types of elements that fall within the same set of
basic properties. Biomechanics can be a quite demanding field in this regard; within
the same analysis, one can easily find several types of elements. What follows does
not aim to be a detailed description of the elements used by the referred authors,
which is absent in the published articles most of the time, but rather a general view
of different approaches to similar problems regarding bone tissue discretization.

When modelled in three-dimensional studies, both cortical and cancellous bones
are frequently represented through eight-node hexahedral elements, e.g.: [6–16].
Although with some disadvantages related to accuracy and excessive stiffness [17,
18], four-node tetrahedral elements are sometimes used for modelling cortical and
cancellous bone because they are very easy to use in complex geometries, e.g.: [19–
22]. As ameans to overcome first-order tetrahedral elements’ disadvantages, in some
studies cortical and cancellous bones are modelled through second-order (ten-node)
tetrahedral elements, e.g.: [23–25].

In some FE analyses, cancellous bone and cortical bone aremodelled with distinct
elements, as is the case in Denozière and Ku [26] and Ezquerro et al. [27], where
cortical bone was represented through hexahedral elements, and cancellous bone
was represented through tetrahedral elements. In other words, 3D solid elements
(hexahedral or tetrahedral) are used for cancellous bone, while shell elements are
used for cortical bone, e.g.: [28–32].

Stiffness of bones is several orders of magnitude higher than soft tissues’ stiffness.
For this reason, in some types of analyses, the error committed by considering bones
as rigid structures is small. Several authors have opted for this solution, therefore
saving computer processing time, e.g.: [33–40].

3 Constitutive Models of Bone

The choice of constitutive models to represent different bony tissues depends on
many factors. Along the history of FE analysis in biomechanics, there has been a
noticeable evolution in the complexity of these models, resulting from the increas-
ing understanding of tissues’ behaviour and simultaneously the rapid progress in
computing power. Although the simplest models can be described by a restrict set
of parameters, a comprehensive analysis on the development of constitutive models
would be incomplete without a short description of its implementation.Manymodels
overlap in some aspects, most are not completely original and build on previously
developed ones. The selection of constitutive models presented here seeks to display
original studies and their evolution through subsequent works.

Bone has been a deeply studied topic within the subject of biomechanics. Besides
the consequences of malformations and diseases, such as osteoporosis, its constitu-
tive model is very important in the field of orthopaedic surgery. In many types of
surgeries, bone is the primarymaterial towhich implants and screws are attached. For
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these reasons, there are numerous quantities of FE studies considering appropriate
constitutive model of bone.

Most bones are composed of two forms of bone tissue. Cortical bone constitutes
the structural shell of nearly all bones. Cancellous bone is contained within cortical
bone and forms a continuous mass, made of a three-dimensional lattice comprising
rod-like and plate-like portions, the trabeculae. The compactness of the trabeculae
defines the level of porosity and density of cancellous bone. By definition, cancellous
bone exhibits a relative density varying from 0.05 to 0.7, while cortical bone shows
a relative density between 0.7 and 0.95, where relative density is the ratio of speci-
men density to that of fully dense cortical bone. Cortical bone shows a porosity of
approximately 5–30% and the porosity of cancellous bone varies between approx-
imately 30 and 90%. Apparent density is another important parameter defined by
the mineralized mass divided by total tissue volume. It can be used for measuring
mechanical properties of bone and it shows an almost linear relation with porosity
[41–43].

Bone tissue is composed of cells surrounded by a matrix. This matrix consists
mainly of collagen (mostly type I) and a mineral phase (mostly calcium phosphate
and calcium carbonate). Most of this mineral phase is arranged in hydroxyapatite
crystals, which are the main source of bones rigidity [42, 43]. This composition and
variability do not result in a simple constitutive model, as can be seen by the work
of many researchers.

The understanding of this complex behaviour has increased during the course of
history.Testing several types of humanbones,Dempster andLiddicoat [44] found that
cortical bone was non-isotropic and showed inelastic behaviour before the breaking
point. For the longitudinal direction, their measured values of Young’s moduli were
on average 2.5 and 3.0 million psi (17.2 and 20.7 GPa) for dry bone, in tension and
compression, respectively; for wet bones, the values obtained were lower by about
0.5 million psi (3.4 GPa) in compression and 1 million psi (6.9 GPa) in tension.
Adding to this, for radial and tangential directions, the values obtained were both
52% of the modulus for the longitudinal direction. In the same study, Dempster
and Liddicoat also measured the ultimate compressive strength, obtaining values
for the longitudinal direction in the order of 25,000 psi (172 MPa) for dry bone, and
15,000 psi (103MPa) forwet bone and slightly lower values for transverse directions.

Throughout their study, Dempster and Liddicoat compared the mechanical prop-
erties of bone with that of other materials such as wood, concrete and steel. They
went further and reported that bone exhibits a similar behaviour to wood, in part
because both materials present mainly orthotropic mechanical properties.

In most FE studies, bone is considered a linear elastic isotropic time-independent
material. This constitutes a pronounced simplification, especially in the case of can-
cellous bone where several studies have been trying to implement more complex
models with varying site-specific properties. In the case of cortical bone, its inherent
anisotropy is the major issue. Considering simpler models represents an advantage
in terms of model construction and computational resources. However, for some case
studies, it is necessary, or advantageous, to use more complex representations than
can replicate more accurately the reality.
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Brekelmans et al. [1] completely ignored the distinction between cancellous and
cortical bone, and for their 2D FE analysis of a human femur, a homogenous,
isotropic, linear elastic model was used. They applied Young’s modulus of 20 GPa
and a Poisson’s ratio of 0.37.

In another early study of FE analysis applied to the field of biomechanics, Huiskes
et al [45] studied the behaviour of a human femur, considering the cortical material
linear elastic, homogeneous and transversely isotropic. Again, cancellous material
was not considered. Even so, they found excellent agreement with experimental
results. Huiskes et al. considered that FE analysis was able to accurately represent at
least the diaphysis of the femur. In the same study, an axisymmetric FE analysis of
the femur was performed. The values for the Young’s moduli considered were 20 and
13.6 GPa for the longitudinal and transverse directions, respectively, and Poisson’s
ratio was taken as 0.37.

In one timely attempt to capture cancellous bone variability and complexity,
Brown and Ferguson [46] tested large numbers of 5 mm edge length cubic spec-
imens of human proximal femur cancellous bone in three orthogonal directions.
Their results showed the markedly anisotropic behaviour of this structure but also a
clear proportionality between Young’s modulus and yield strength, independent of
direction. The values for the elasticity modulus obtained were rather high, ranging
from 1 to 9.7 GPa, and the yield strengths measured were 120 and 310 MPa.

Adapting the available information about cancellous bone to FE analysis, Taylor
et al. [47] used a very simple FEmodel of the femoral part of a hip prosthesis with all
materials considered homogenous, isotropic and perfectly elastic for the exception
of cancellous bone which was considered elastic perfectly plastic. This was done as
an attempt to gain a better comprehension of the interface between bone and implant.

Kopperdahl and Keaveny [48] proposed that tensile yield strain of cancellous
bone is independent of apparent density for human bone, while compressive yield
strains have a linear relation with apparent density. For vertebral cancellous bone,
Kopperdahl and Keaveny arrived at the following average values: Young’s modulus
in compression and tension are 291 MPa and 301 MPa, respectively; yield strain in
compression and tension are 0.84% and 0.78%, respectively; ultimate strain in com-
pression and tension are 1.45% and 1.59%, respectively; yield stress in compression
and tension are 1.92MPa and 1.75MPa, respectively; ultimate stress in compression
and tension are equal and show the magnitude of 2.23 MPa (Fig. 1).

Morgan andKeaveny [49], through the analysis of several specimens of cancellous
bone from four anatomical sites, found that both yield strain and stress could be better
predicted when a site-specific model was adopted. It was hypothesized that this
had to do with the particular architecture and hard tissue properties of cancellous
bone at those sites. On the same subject, Chang et al. [50] found yield strains of
cancellous bone to be isotropic. Studying on bovine cancellous bone, characterized
by high density and strong plate-like anisotropic architecture, Chang et al. found that
this bone showed similar yield strains between on-axis and 90° off-axis. From the
particular characteristics of these bones, they made extrapolations to other bones,
including humans.



184 F. M. P. Almeida and A. M. G. Completo

Fig. 1 Typical stress–strain
behaviour of cancellous bone
of different densities

In reality, bone can be said to have an anisotropic viscoelastic behaviour, which is
adequately simplified for most studies. However, Iyo et al. [51], considering that the
viscoelastic anisotropy was important for implant fixations, proposed a model from
which the Young’s modulus of cortical bone could be derived as a function of time.
This study shows how complex the description of bone’s constitutive model can be.

3.1 Use of CT Scans and Density–Elasticity Relationship

Because mechanical properties of bone show high variability, there has been a stim-
ulus to create FE models that reflect these changing values from element to element.
The relation between bone density and its mechanicals properties has been known
for some time [41, 52–57]. In the last fifteen years, it has been possible to apply this
relationship to FE models, mostly by making use of values acquired through quan-
titative computed tomography (QCT) scanning. These models have been increasing
in complexity with the improvement of imaging technologies and computer power.

QCT is a technique that allows the measurement of bone density using com-
puted tomography (CT) scanners calibrated through the use of phantoms, such as the
European Spine Phantom (ESP) [58]. The ESP was created in 1995 and its original
purpose was to calibrate CT scanners and DXA devices in order to obtain correctly
evaluated diagnoses of osteoporosis regardless of where the exam was performed
[55]. However, as for QCT in general, its use proved to be extremely useful in FE
bone analysis, as it allowed increasing confidence in the collected data.

Most studies try to match the relationship between a mechanical property and
bone density through an empirical equation of the form [41]:

γ = AρB (1)
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where γ is the material property (mostly Young’s modulus or strength), ρ is the
apparent density and A and B are experimentally derived constants.

Galante et al. [52] defined two different densities regarding cancellous bone:
apparent density that equals the weight divided by the total volume of the sample
and real density that is equal to the weight divided by the volume of the matrix
excluding the marrow vascular spaces. They tested samples from human lumbar
vertebras under compression. Their results showed a very good relation between
apparent density and compressive strength, obtaining the following equation:

Y = −6.9+ 128.02X (2)

where Y is the strength in kp/cm2, and X is the apparent density in g/cm3.
Galante et al [52] proposed that apparent density was more important than real

density in the evaluation of strength of cancellous bone. In their study, time-dependent
and anisotropic results were also noticed, leading them to suggest that cancellous
bone has a complex rheological behaviour.

Using samples of human and bovine cancellous bones, Carter and Hayes [41]
arrived at the following relationship:

E = 3790ε0.06r ρ3 (3)

where E is the Young’s modulus in MPa, εr is the strain rate in s−1 and ρ is apparent
density in g/cm3.

Lotz et al. [53] studied the relationship between human proximal femur cancel-
lous bone apparent density and mechanical properties. The samples were initially
scanned using QCT, then mechanical properties were measured and finally, the den-
sity was experimentally measured. This process permitted to establish a direct rela-
tion between QCT data and mechanical properties. They obtained highly positive
correlations with compressive Young’s modulus and also with compressive strength
through the following equations:

E = 1310ρ1.40 (4)

σ = 25ρ1.8 (5)

where E is the Young’s modulus in MPa, ρ is the apparent density in g/cm3 and σ is
the compressive strength in MPa.

Hodgskinson and Currey [54] studied the relationship between density and
Young’s modulus for a wide variety of cancellous bone types, corresponding to
a wide range of densities. They found a very strong correlation for the entire inter-
val even when considering bones from different species such as human, equine and
bovine.

Having FE analysis in mind and trying to overcome the fact that density–elasticity
ratios do not provide any information regarding the anisotropy of bones, Rho et al.



186 F. M. P. Almeida and A. M. G. Completo

[56] provided a series of orthotropic ratios between measured density and Young’s
modulus for several human bones. In their equations, axial elasticity is a function of
density, while radial and circumferential elasticity are functions of axial elasticity.
These relationships were found to be stronger for cancellous bone than for cortical
bone.

Bymeans of ameta-analysis of literature,Wirtz et al. [57] provided a very compre-
hensive study of this type of relationship. At an early stage of this method,Wirtz et al.
described that each finite element can be characterized by its QCT derived apparent
density. For both cortical and cancellous bone, relations between density andYoung’s
modulus, strength, shear modulus, Poisson’s ratio and viscoelastic behaviour were
provided as follows.

Thus, the Young’s modulus (E) in MPa—apparent density (ρ) in g/cm3 relation-
ships for cortical femoral bone in the axial and transverse direction are obtained,
respectively, with:

Eaxial = 2065ρ3.09 (6)

Etranv = 2314ρ1.57 (7)

Regarding the cancellous femoral bone, the Young’s modulus—apparent density
relationships in the axial and transverse direction can be defined with the following
expressions:

Eaxial = 1904ρ1.64 (8)

Etranv = 1157ρ1.78 (9)

Concerning the compressive strength (σ b)—apparent density relationships for
cortical femoral bone in the axial and transverse direction, the following relations
are proposed:

σ axial
b = 72.4ρ1.88 (10)

σ tranv
b = 37ρ1.51 (11)

Alternatively, for cancellous femoral bone, the compressive strength—apparent
density relationships in the axial and transverse direction are obtained with:

σ axial
b = 40.8ρ1.89 (12)

σ tranv
b = 21.4ρ1.37 (13)
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For Poisson’s ratio, Wirtz et al. proposed average values of 0.3 for cortical bone
and 0.12 for cancellous bone.

Regarding viscoelasticity, Wirtz et al. referred to the expression of Carter and
Hayes [59] where εr equals the strain rate in s−1:

σb = 68ε0.06r ρ2 (14)

Taylor et al. [60] derived the orthotropic elastic constants of a human femur
by comparing experimentally measured natural frequencies with values obtained
through an FE modal analysis. The model used for the FE construct resulted from
CT scan data where an orthotropic density–elasticity relation was used and applied
to each element as a function of its position along 16 different radial orientations.
The three different Young’s modulus and shear modulus equations were a function of
density and of amaximumvalue for eachmodulus. Through the use of an FE analysis,
Taylor et al. were able to validate the entire bonemodel instead of site-specific values
acquired through strain gauges.

As an example of application of density–elasticity relation to a specific problem,
Pancanti et al. [61] used the equations derived by Wirtz et al. [57] in order to obtain
a more precise FE model of a cementless total hip replacement.

When there was already some accumulated experience regarding the application
of CT scanned data to FE models, Taddei et al. [62] presented a very clear set of
possible ways to implement this technique:

• From the simpler ‘voxel mesh’ where cubic elements were generated from the
information contained in a pre-set number of voxels. The constitutive model of
each element being derived from the average density of the voxels that fall within
it.

• Through the use of a structured mesh, where facets of elements could be made
to coincide with tissue boundaries, similarly to the above-described method, each
element propertieswas derived from an average of themeasured densitieswithin it.
The major disadvantage of this method being that some manual input was needed
when defining the mesh geometry.

• Using an unstructured mesh, in which case there is no alignment of element
facets with tissue boundaries. This procedure relies on a more automated approach
since it becomes impossible to manually define element properties, but ultimately
also depends on averaging densities within each element in order to derive its
mechanical properties.

Additionally, Taddei et al. presented software that improves the automatization
of this process, mapping CT scanned data into FE models. With increasingly more
expedite processes, a trend starts to unravel towards the use of patient-specificmodels,
allowing the study of interventions that account for specific bone characteristics of
each individual.

Morgan et al. [63] studied different density–elasticity ratios obtained for can-
cellous bone from different anatomical sites. By investigating cancellous bone from
vertebra, proximal tibia, femoral greater trochanter and femoral neck, they concluded
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Fig. 2 Typical
density–elasticity
relationship

that the axial elasticity–density ratio for cancellous bone varied depending on the
anatomical site under study. Using the same type of mathematical relationship pre-
sented above [53, 57, 59], they derived several equations to account for this variation.
Morgan et al. attributed the varying relationships to differences in local cancellous
bone architecture (Fig. 2).

Taddei et al. [23], using data from a CT scanned femur, constructed two FE
models. In the first case, a different Young’s modulus was attributed to each element,
based on the average density, numerically integrated through the element’s volume
and using the following expression:

E = 10.5ρ2.29
ash (15)

where ρash is ash density. The application of this method provided a maximum
Young’s modulus of 19.8 GPa and a 12.9 GPa average for cortical bone.

For the second model, only two discrete material models were used. Applying the
above equation, a calibrated homogeneous Young’s modulus value of 19.3 GPa was
achieved for cortical bone and 590MPa for cancellous bone. Cortical and cancellous
bones were distinguished at a predefined threshold density value from the CT data.

While both models correlated well with experimental values obtained for the
same bone, the first method proved more accurate. Taddei et al. considered that it
is possible to use automatic tools to generate FE models from CT data, and that
accuracy is influenced by the material models mapping strategy implemented.

In order to overcome some of the shortcomings resulting from considering
isotropy for the whole bone model, Marangalou et al. [64] used the data obtained
from micro-CT scans to attribute a site varying orthotropic model for cancellous
bone. Clinical CT scans do not have enough resolution to detail the micro-structure
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of cancellous bone, and by simply applying a density–elasticity ratio, errors aremade,
whether by overestimation or underestimation of mechanical properties, depending
on direction. Their micro-CT derived orthotropic model showed higher correlation
with micro-CTmeasurements than other isotropic models. Marangalou et al. consid-
ered that this approach can lead to more precise estimations of strength and elasticity
of osteoporotic bones, and around implants for surgery studies.

In order to study the evolution of osteoarthritis in subchondral proximal tibia,
Nazemi et al. [25] evaluated several density–elasticity equations [54, 56, 63] com-
paring the results of FE analyses with macro-indentation tests. They concluded that,
for this particular anatomical area, no single equation offered a good prediction
of mechanical properties and underlined the importance of accounting for bone’s
heterogeneity when performing this type of FE study.

3.2 Micro-Finite Element Modelling

The first time amicro-FEmodel of a bone attempted was more than two decades ago,
requiring the use of supercomputers [65]. Nowadays, with improvements in imaging
technology, models with higher degree of definition have been made easier to create.
In particular, high-resolution peripheral quantitative CT (HR-pQCT) is a technology
that has been enabling the study of the micro-structure of peripheral bones in vivo.

This technology has been mostly used to predict the strength of bones as a diag-
nostic tool in cases of osteoporosis and other bone affecting diseases. This tech-
nique enables the acquisition of bone micro-structure, which can afterwards be
studied using the effective Young’s modulus, as opposed to the apparent Young’s
modulus, used in most analyses. In the future, this technology will probably be
available to anatomical parts other than peripheral bones (in vivo), in which case
other applications may arise, such as assisted surgery for complex orthopaedic
interventions.

In most cases of micro-FE analysis derived from HR-pQCT, a voxel conversion
approach is utilized. In such studies, bone tissue voxels are converted into brick
elements of the same size while voxels representing soft tissues are ignored [65].

In order to evaluate which density−elasticity model better predicts the behaviour
of awhole humanulna,Austman et al. [24] applied different equations [41, 53, 57, 63]
to a micro-FEmodel and compared it with experimental results. They concluded that
the equation that showed the best match varied with specimen, but overall, Morgan
et al. [63] and Carter and Hayes’s [41] equations were the ones that showed smaller
errors.

In a similar study, Scholz et al. [66] compared different density–elasticity rela-
tionships [41, 63] in an FE modal analysis of pelvic bone specimens with results
obtained experimentally. They used micro-CT scanned data to construct micro-FE
models. All of the density–elasticity relationships used had been acquired from long
bones’ models, so there were doubts regarding their adequacy to the pelvic bone, as
the cortical layer of this bone is thinner. Scholz et al. concluded that all the analyzed
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FE models lacked stiffness, and the one that showed best results was the one using
Morgan et al. [63] equations.

Liu et al. [67] compared the results of human distal tibial bones’ models acquired
through HR-pQCT with models acquired through micro-CT. Micro-CT is a technol-
ogy considered the gold standard for this type of image acquisition, but cannot be
practiced in vivo, much less in humans. They concluded that the results showed high
correlation although HR-pQCT overestimated themechanical properties of the bone.
This may be the result of the combination of voxel size and the considered density
threshold, because while micro-CT captures smaller details, HR-pQCT compensates
for this by attributing a lower density value for each structural element; the result
being thicker structures with lower Young’s moduli, which at a global level ends up
as a stronger and stiffer bone.

3.3 Complex Constitutive Models

As can be inferred by what has been described so far, the two main parts of bones,
cortical and cancellous are very different in their structure. For this reason, in gen-
eral, even the simplest FE studies take into account two different models describing
these two different regions. From a structural stand view, it seems quite obvious that
cortical bone is the most important part; however, the question may be posed in terms
of how important cancellous bone is to the overall strength and stiffness. Different
authors propose different methods that span from studying cancellous bone’s resis-
tance separately to considering that, for some purposes, bone can safely be studied
ignoring cancellous bone entirely.

A good example of this duality is the study of Parr et al. [22] where six differ-
ent models of a human talus bone were considered, each one with differing levels
of complexity. Starting from images acquired through micro-CT, they were able to
model the small intricacies of cancellous bone. Comparing the most realistic model,
which included the micro-structure of cancellous bone and porosity in cortical bone,
with other simpler models that deleted the cancellous bone or treated it as a homo-
geneous mass, the authors were able to measure the contribution of this interior
network-shaped structure to the overall stiffness of bone. They concluded that the
way cancellous bone was modelled had a great impact on the stiffness of the whole
bone. Another secondary but interesting point shown by their study was the impor-
tance of the computational development in this field: contrary to studies conducted
one or two decades prior, this one was performed on a commercial desktop computer,
taking at most one hour to analyze the most complex model.

One of the more complex constitutive laws for cortical bone was developed by
Carnelli et al. [68, 69]. In these studies, they developed a model that accounts for
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anisotropic elastic and post-yield behaviour, as well as tension–compression mis-
match and direction-dependent yield stresses. They tested this model against nanoin-
dentation experiments which they confirmed to show high correlation inmost param-
eters. Carnelli et al. advocate that such complex model would help gaining a deeper
knowledge of the microstructural behaviour of cortical bone tissue.

Contrary to the general trend, Koivumaki et al. [70], using models obtained
through a multi-detector CT scanner, showed that the failure load of the proximal
femur could be well predicted by ignoring cancellous bone. In their FE models,
only the cortical part was considered, which allowed significant savings in computer
resources, and the results showed high correlation with experimental data and only
slightly worse results than a similar model in which cancellous bone had been con-
sidered. Cortical bone was modelled using a bi-linear elastoplastic constitutive law,
where the post-yield modulus was 5% of the initial elastic modulus. Failure was
considered to occur when the material reached a stress of 118.6 MPa in tension or
1.35% strain in compression.

In order to include plasticity and damage control with a relatively simple constitu-
tive model, Kinzl et al. [14] identified a crushable foammodel than could be adapted
to different bones and densities using only three different parameters. In their study,
they used QCT generated images where each voxel corresponded to an element. The
major disadvantage of this material model was the absence of anisotropy, but when
compared with other more complexes and harder to implement models, Kinzl et al.
found that this readily available and easy to implement model showed similar results
and it was a good predictor of bone strength and damage.

With the objective of studying the region of interest during a pull-out of a pedicle
screw from a vertebra, Liu [15] used polyurethane foam as a substitute for cancel-
lous bone and made an FE analysis where some of the material model parameters
were changed in order to simulate different stages of osteoporosis. The experiments
with polyurethane foam served for initial calibration of the FE model, which was
subsequently used to gain a better understanding of the surrounding mechanics of a
pedicle screw pull-out.

Concerning the study of cancellous bone at the interface with a press-fit proximal
tibia implant, Nelly et al. [71] used a crushable foam with isotropic hardening model
to improve the plastic deformation prediction. This type of model revealed itself to
be superior to the traditional vonMises plasticity formulation, as it takes into account
pressure-dependent yield. Besides proving to be a better fit for cancellous bone, this
crushable foammodel also showed a better representation of polyurethane foam used
in experimental testing.

In order to estimate bone drilling forces during orthopaedic surgeries, Lughmani
et al. [16] proposed a transversely isotropic elastic–plastic rate-dependent model of
cortical bone. In addition to this, an element removal scheme was included in the FE
analysis, simulating the advancement of the drilling bit through the cortical bone.
Such a model is an example of the use of increasingly complex FE models that help
improve the knowledge of very specific processes.
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3.4 Observations Regarding Constitutive Models

Mostmaterial models described here, in particular themore recent ones, are probably
too complex for the objectives of most FE studies. The choice of constitutive models
depends ultimately on the type of study being performed. In a healthy human being,
materials with very dissimilarmechanical behaviours are interconnected; thesemate-
rials may exhibit properties, such as Young’s modulus, differing by several orders of
magnitude. For this reason, it is paramount to adapt constitutive models to each par-
ticular analysis. If, for instance, it is the researcher’s aim to analyze the behaviour of
a particular joint under normal physiological loads, then it is not expected for a bone
adjacent to that joint to reach yield stresses or even to have any noticeable strains;
in this case, bones, without perceptible errors, can be modelled as rigid elements. If,
alternatively, it is a requirement of the study to understand a bone’s load-carrying
capacity, as would be the case for most orthopaedic surgeries, then the bone con-
stitutive model should be as realistic as possible. Within this field of biomechanics
where soft tissues are sometimes side by side with titanium alloys, a sensible choice
of constitutive models seems imperative.

4 Experimental Validation

Experimental validation was not always seen as an important step in the process
of assessing the quality of an FE analysis. When Brekelmans et al. [1] introduced
the FE method to the field of biomechanics, it was meant to replace experimental
analysis. Their intent was to affirm FE analysis as a superior tool to contemporary
experimental techniques:

A comparison of [finite element analysis] (…) possibilities with those afforded by the exper-
imental techniques or classical analytical theories is clearly in favour of the analysis with
the aid of the finite element method.

Throughout their historical article, the only time they did not disregard experi-
mental techniques was when they enumerated reasons for choosing the femur as an
object of analysis:

The femur was chosen because (…) it is currently a focus of interest in the literature on
theoretical and experimental investigations; this affords a possibility of comparing results.

The contempt for experimental analysis is very clear; nonetheless, this sentence
touched a very important aspect in the development of FE analysis that would follow:
the need to somehow validate results. The more obvious and direct method was to
compare them with results obtained experimentally.

Providing a background, at the beginning of their article, Brekelmans et al. made
a description of experimental methods existing at the time:
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• Brittle coating technique: a technique that relied on the cracking of varnish pre-
viously applied to the surface of bone. The lines created by the cracked varnish
when the specimens were tested would reveal deformations.

• Optical method (photo-stress technique): the bone to be analyzed was subjected to
a treatment that would give its surface particular optical properties. When loaded
and subjected to a polarized light, lines would appear on the bone surface and
conclusions could be taken.

• Strain gauge measurements: a method that is still used today, in which strain
gauges are glued to the bone surface, and can, therefore, take direct measurements
of strains in relation with known loads.

• Photo-elastic technique: a plastic model of the bone was made; it was then illu-
minated with polarized light, resulting in the appearance of lines in the model.
Conclusions were taken in accordance with those lines.

Almost a decade later, Huiskes et al. [45] claimed to be among the first investi-
gators to perform a well-defined comparison between theoretical and experimental
results. Using both femurs of the same cadaver, they used the left one to perform
experimental studies, while the right one was cut into sections in order to acquire
precise dimensions. Experimental measurements were made through the application
of strain gauge rosettes, 100 in total. From the experimental results, they derived
two constitutive models that were applied to FE analyses. Through this process, they
obtained good agreement between results. Huiskes et al. accepted that some discrep-
ancies between strain gauge and FE analysis values could result from inadequate
mesh refinement, which was limited in view of computer costs at the time.

Muchmore recently, in an editorial paper regarding the quality of publishedworks
on FE analysis in biomechanics, Viceconti et al. [72] defined validation as:

The process that ensures that the numerical modal accurately predicts the physical
phenomenon it was designed to replicate.

However, the authors go on to state that validating a numerical model completely
is generally impossible and compared this process to the more generalized process of
science, where validation is reached through a slow procedure. Viceconti et al. also
warned against the clinical use of FEmodels not correctly interpreted and thoroughly
validated, while accepting that this is a very difficult task considering the nature of
biological tissues.

4.1 Various Experimental Validation Techniques

While not exactly keeping pace with FE analysis’ evolution, which has been excep-
tional, experimental methods have also shown some development. In some instances,
these were very much dependent on the resources available to researchers, as is the
case when cadavers are used. This method may raise some moral and availability
issues in some societies, epochs or institutions. In order to bypass these difficulties
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and improve results in general, many researchers have made use of their ingenuity,
creating different ways to experimentally validate FE analysis.

Taylor et al. [47] validated stress values obtained in their FE analysis of a hip
prosthesis femoral component by comparing with existing values of clinically mea-
sured subsidence.Values of subsidencewere acquired two years after the intervention
and were all for the same type of surgical hardware. This was not a straightforward
validation as they compared very different parameters: stress values obtained in an
FE analysis versus subsidence measured two years after surgery. Nonetheless, they
obtained good correlations when comparing magnitudes of those two parameters.

Kumaresan et al. [6] validated their FE model of a cervical spine through data
derived from experiments on eight spinal cadaver units. They collected data through
a built-in force gauge and a linear variable differential transformer connected in
series to the electrohydraulic piston, an assembly that enabled recording applied
force against deflection. Strain gauges were also used, glued to the anterior part
of the vertebrae and the lateral masses of the middle vertebra. A correction factor
was applied to account for the difference in age of the cadaver specimens used
experimentally and the specimen used for the FE model.

With the objective of measuring anisotropic viscoelastic properties of cortical
bone, Iyo et al. [51] collected two types of rectangular bovine femur samples: one
with the long axis coinciding with the long axis of the bone and the other with
the long axis coinciding with the transverse axis of the bone. These samples were
subjected to three-point bending loads in saline solution at a constant temperature of
37 °C. Measurements were made using a set of devices that included a strain gauge
transducer used as a force sensor and a position detector. After the initial load was
applied, the reaction force produced by the bone sample was recorded as a function
of time for up to 105 s. With the obtained values, it was possible to derive relaxation
constitutive properties of cortical bone.

Regarding the validation of an FE analysis of a rat tibia, Evans et al. [20] used an
originalmethodwhich involved loading the specimen inside amicro-CT scanner. The
3D geometry of the bone was registered unloaded and loaded using a material testing
stage inside a micro-CT scanner. Hundreds of landmarks were visually marked from
the surface and interior of the bone, thus comprising cortical and cancellous bone.
The movement of these landmarks upon loading was quantified and compared with
values obtained for the same landmarks on the FE model. This process allowed
calibration of the Young’s modulus of the bone as well as a qualitative validation
of the FE analysis. Overall, Evans et al. obtained an unrealistic Young’s modulus of
one to two orders of magnitude lower than expected, but the authors alleged that this
might have been the result of rigid body motion and other related difficulties.

In order to estimate the fracture load of the proximal femur through a more
expedite process, Koivumaki et al. [70] tested 61 human femur cadaver bones under
loads simulating a side fall. Of these 61 femurs, 21 were used to define the threshold
strain beyond which there was a fracture. The other 40 specimens were used to
validate the FE analysis. Their study had the peculiarity of neglecting cancellous
bone contribution in the overall resistance of bone.
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Concerning the validation of an FE analysis of cortical bone drilling, Lughmani
et al. [16] used the diaphysis of bovine femurs cut into approximately rectangular
specimens. These specimensweremounted on a force transducerwhichmeasured the
drilling force. The force transducerwas attached to a rotating table that had its rotation
restricted by a cantilever beam equipped with a strain gauge, thus providing the
drilling torque. These forces were recorded at a rate of 1000 Hz by a data acquisition
system. The experiments were repeated for a considerable number of specimens at
varying rotations per minute applied by a DC servo motor, always using a 2.5-mm
drill bit. The results showed good agreement with the FE analysis.

4.2 Use of Modal Frequencies

Taylor et al. [60] experimentally measured the modal frequencies of a femur using an
apparatus comprising soft elastic straps, a unidirectional piezoelectric accelerometer
fixed to the surface of the bone and an impact hammer containing a force transducer.
Natural frequencies and corresponding mode shapes between 0 and 1000 Hz were
recorded. An FE model of the same bone was created through CT scan imaging,
and an orthotropic elastic constitutive model was calibrated in order to achieve the
same modal frequencies and shapes. In a final step, the properties of the bone were
measured using transmission ultrasound techniques, which revealed good correlation
with FE analysis results.

Also using modal analysis to choose the best fit constitutive model, Scholz et al.
[66] compared the experimentally measured frequencies on ten human pelvic bone
specimens with those obtained in FE analysis using the specimens’ geometry. Scholz
et al. used the experimental results from Neugebauer et al. [73], who used a 3D laser
vibrometer to obtain the resonance frequencies between 100 and 2000 Hz of the ten
specimens. The setup consisted of three measuring laser heads, two aluminium rivets
for suspending the bone, a force sensor connected through an aluminium plate, and
eight markers attached to the bone for geometric referencing. Comparison between
FE analysis and experimental observation showed that even the constitutive model
providing the closest results, still produced lower resonance frequencies, indicating
that FE models lacked stiffness.

4.3 Use of Synthetic Bone

Theuse of human cadaver bones poses several problems; an alternative in biomechan-
ical studies is the use of artificial bones. These synthetic structures try to reproduce
natural bones’ mechanical properties with the added advantage of being more con-
stant. Known advantages of artificial bones over natural human bones include: less
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geometric and mechanical variability, higher availability, easier handling and preser-
vation [74]. For these reasons, several authors have opted for using artificial bones
instead of natural bones in their studies.

In order to validate FE analyses of the distal femur part of total knee replacements,
Completo et al. [75] used synthetic bones to replicate three different reconstruction
techniques. Strains weremeasured on ten different locations of the bone using rosette
strain gauges, which were connected to a computer. Two different load cases sim-
ulating physiological activities were applied by means of a pneumatic device and
were repeated five times. Overall good agreement was reached between averaged
experimentally obtained strain values and FE analysis values.

Also using synthetic bones, in this case tibiae, Nelly et al. [71] performed an
experimental and FE analysis study to determine the influence of cancellous bone
plasticity during press-fit implantation of a tibial component in total knee arthro-
plasty. They used seven specimens, in which the distal part was potted while the
implant was being driven into the proximal part of the tibiae by means of a testing
machine that simultaneously recorded loads applied at a prescribed displacement
rate. Preceding implant insertion, a hole of 11 mm diameter was punched through
the artificial cancellous bone. As the implant tapered from 12 to 10 mm diameter, it
caused an interference fit of 1 mm in the proximal part. With the objective of accu-
rately simulating the artificial cancellous bone, Nelly et al. also performed uniaxial
compression tests on cubic samples of the same polyurethane material used in the
artificial tibiae. These experiments were used to validate an FE analysis simulating
the same press-fit implantation.

Regarding the validation of an FE analysis on a patellofemoral arthroplasty, Cas-
tro et al. [76] used the experimental results from Meireles et al. [77] for the same
procedure. Meireles et al. used five synthetic femurs and a tibia. Five triaxial rosette
strain gauges were glued to the femurs and were connected to a data acquisition
system, which was itself connected to a computer. The joint was tested in a testing
machine under various loading conditions simulating daily activities in the intact
condition and in the post-surgery state. The readings obtained from the strain gauges
showed good agreement with the FE analysis performed by Castro et al. Some dif-
ferences were attributed to difficulties related to reproducing the exact location of
load application and strain gauges on the FE model.

4.4 Use of Strain Gauges

The use of strain gauges is not a novelty [1], but with some improvements throughout
the last decades, they have remained instruments of choice of many researchers. In
many cases, they were used combined with other techniques, e.g. [6]. In other cases,
theywere themainmeans of information acquisition. Strain gauges have someknown
limitations such as only being capable of recording information from the location
they are attached to, they can only be used on the surface, and they can disturb the
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specimens being tested. Nonetheless, the information collected by these instruments
is sometimes sufficient to help validate FE analysis.

In order to estimate the accuracy of a simplified constitutive model, Taddei et al.
[23] performed several experiments on a human cadaver femur. A total of thirteen
rosette strain gauges were glued to the bone. The specimen was tested on a mate-
rial testing machine in several configurations that covered a physiological range of
loads corresponding to normal activities, including walking, single-leg stance, stair
climbing and others. Strains were recorded during the different loading processes
and after load removal for a period of 90 s. Each load configuration was repeated
five times and the bone was kept moist by wrapping it in cloths soaked with a saline
solution.

With the objective of determining which density–elasticity relationship best fitted
the mechanical properties of the ulna, Austman et al. [24] compared experimentally
obtained strain values with values acquired through the application of six different
constitutive model equations found in the literature. They glued 12 uniaxial strain
gauges to six different locations on eight ulna specimens. Loads were applied by
means of materials testing machines and respective strains recorded. In the FE mod-
els, the elements located under each strain gauge were identified and their strain
values averaged. This allowed a direct comparison between experiment and all six
FE analyses that allowed the evaluation of each constitutive model, leading Austman
et al. to identify the two best matches.

4.5 Use of Optical Recording Devices

Amore recent method ofmeasuring strains and strain rates has been the use of optical
recording devices. These types of devices encompass many different instruments of
differing complexities, from simple cameras to 3D laser measuring tools. Regardless
of form, their objective is to follow the location of specific points as a function of
time and applied load. In many cases, landmarks are glued or otherwise attached
to the specimen being tested so that movements are more easily recorded. In some
studies, they are the only means through which strains are recorded. When correctly
applied, this type of method is capable of obtaining a more comprehensive recording
of strains and displacements than other methods limited to discrete position readings.

4.6 Measurement of Micro-motions Between Implant
and Bone

With the objective of estimating micro-motions between a femur and a hip stem after
implantation, Abdul-Kadir et al. [78] replicated the surgical insertion in four femur
cadaver specimens. Through two holes in the bone, two points in the hip stem were
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markedwith a linear variable differential transducer (LVDT), one in the proximal part
and the other in the distal part. Using universal materials testing machine, micro-
motions between the hip stem and the femur upon loading and unloading were
visually measured. An FE model of bone and implant using CT scans was created
that could afterwards be validated by the previouslymade experimental investigation.

Also intending to measure micro-motions after insertion of an implant, Chong
et al. [79] also used LVDTs on a tibia following total knee replacement. In this
case, the measurements were taken between the implant tray edge and the adjacent
supporting bone at three different locations. Three load sequences were performed
with intervening unloading periods, and the micro-motions obtained were averaged
and used to validate a corresponding FE analysis.

5 Discussion

Bone finite element analyses pose a series of additional difficulties comparing with
other structural or mechanical fields. As it is hopefully noticeable on the descriptions
made throughout this chapter, there is a lot of variability of mechanical behaviours
between anatomical parts. As described above, a single bone can be represented
using multiple constitutive laws. Further to this variability, there is another issue that
has been increasingly present in researchers’ minds: inter-patient variability, e.g.:
[4, 13, 80–87]. FE analyses are performed for well-defined geometries, constitutive
laws and boundary conditions, and there is no way that a single FE analysis can
account for anatomical differences between patients. This is, perhaps, where the
frontier presently lies for this technique. Despite their complexity, there are already
constitutive models suitably describing the mechanical behaviour of bony tissues.
For most studies, researchers do not need to use the most complicated version of
these models, and simpler models will suffice. Errors of interpretation of results may
emerge from the lack of validation from a big enough sample in order to have high
levels of confidence. During experimental validation, when using cadaver specimens,
researchers know that the bigger the sample size, the higher the assurance they can
get from the process. In a similar fashion, the FE method is also developing in order
to account for patient variability and patient-specific analysis.With improving image
technology, computer power and process automation, FE can continuously contribute
to the development of diagnoses and surgical techniques.
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Computational Modelling
of Tissue-Engineered Cartilage
Constructs

Cátia Bandeiras and António M. G. Completo

Abstract Cartilage is a fundamental tissue to ensure proper motion between bones
and damping of mechanical loads. This tissue often suffers damage and has limited
healing capacity due to its avascularity. In order to replace surgery and replace-
ment of joints by metal implants, tissue-engineered cartilage is seen as an attractive
alternative. These tissues are obtained by seeding chondrocytes or mesenchymal
stem cells in scaffolds and are given certain stimuli to improve the establishment
of mechanical properties similar to the native cartilage. However, tissues with ideal
mechanical properties were not obtained yet. Growth and remodelling (G&R) com-
putationalmodels of tissue-engineered cartilage are invaluable to interpret andpredict
the effects of experimental designs. The current model contribution in the field will
be presented in this chapter, with a focus on the response to mechanical stimulation,
and the development of fully coupled modelling approaches incorporating simulta-
neously solute transport and uptake, cell growth, production of extracellular matrix
and remodelling of mechanical properties.

1 Introduction

Articular cartilage is a fundamental tissue that resides in the surface of bones, pro-
viding a smooth and lubricated surface for relative bone motion in the joints and
for transmission of loads with low friction [1, 2]. Articular cartilage is generally
between 2 and 4 mm thick. Unlike other tissues, it does not have surrounding blood
vessels or nerves [2]. The cartilage is populated by chondrocytes, specialized cells
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for the production of extracellular matrix (ECM). This matrix is mostly composed
of collagen fibres, proteoglycans, water and other less present components, such as
noncollagenous proteins and glycoproteins. The ECM components are fundamental
for water retention in the tissue, promoting a softer load transfer and motion [1, 2].
Water is the most abundant component of articular cartilage, generally accounting
for 65–80% of the total tissue weight. The collagen of the articular cartilage is mostly
type II, and it is related to the tensile resistance of cartilage. Collagen accounts for
10–20% of the total cartilage mass. The proteoglycans are composed of a protein
core with glycosaminoglycans (GAGs) attached, being 5–10% of the cartilage mass.
The GAGs have a global negative charge that helps to control the hydration of carti-
lage and to provide resistance to compression and shear. When under a mechanical
load, the proteoglycans promote a redistribution of water in cartilage, leading to an
increase in osmotic pressure with water flow. The osmotic pressure becomes larger
than the applied load, which is fundamental to protect bones from loading [1, 2]. A
fundamental characteristic of articular cartilage is the depth-dependent organization,
with three zones with distinct functions and collagen architectures: the superficial
zone, responsible for protection against shear stress and with collagen fibres parallel
to the surface of the tissue; the middle zone, with oblique collagen fibres and provid-
ing the first resistance to compression and the deep zone, with the highest resistance
to compressive forces with collagen fibres oriented perpendicularly to the cartilage
surface. The cartilage is anchored to the subchondral bone by the calcified layer [1].

The most common pathology associated with articular cartilage is osteoarthritis
(OA), a degenerative disease that causes loss of the smooth surface of cartilage with
pain, inflammation and loss of motion amplitude. The highest risk factor for OA
is increasing age, while other factors such as obesity, genetics and gender are also
associated [3]. The worldwide prevalence of OA was estimated to be 3.8% in 2010
[4], and the direct and indirect costs of the disease are very high. In the USA only,
the annual medical care expenditures with OA are of about $185 billion [5]. While
traditionally seen as a disease of the cartilage only, more recently, OA has been
identified as a multi-organ pathology, causing subsequent damage in bone marrow
and bone, tendons, ligaments, muscles and neural tissues [6].

Since cartilage is an avascular tissue, the intrinsic regeneration capacity of artic-
ular cartilage is very limited, leading to increasing severity of damage. The current
therapeutic solutions are the total joint replacement by a metal implant, which is
more common in older patients with very advanced damage. Other solutions for
younger patients are the microfracture and autologous chondrocyte implantation to
promote the formation of new cartilaginous tissue in the injury site. These solutions
have moderate short-term success rates, while long-term results are not satisfactory.
The failure of these therapies is related with the formation of tissue with inferior
mechanical properties to the native tissues, with possible fibrocartilage formation
[7].

Tissue-engineered (TE) cartilage has been proposed as a prospective new treat-
ment for osteoarthritis by the in vitro production of cartilaginous tissue with more
similar structure, composition and properties to the native articular cartilage. TE car-
tilage is obtained by seeding chondrocytes or mesenchymal stem cells (MSCs) with
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chondrogenic cues, on a porous and biocompatible scaffold that is able to provide
a favourable environment to maintain the differentiated phenotype of chondrocytes
and to enable the production of extracellular matrix (ECM). Although promising,
the translation of this approach to products has been hindered by some factors, such
as insufficient mechanical properties, mainly due to the inability of the engineered
tissues to have a type II collagen content similar to the native cartilage, difficulty in
creating an anisotropic tissue structure with three layers with collagen fibres oriented
as found in the native tissue, and heterogeneous mechanical properties with stiffer
peripheries and softer cores [8–11].

In order to better predict the experimental conditions to subject the growing tissue
to, either by mechanical, electrical and/or chemical stimuli, computational models of
tissue-engineered cartilage are invaluable. Mathematical modelling in the context of
TE cartilage has provided good insights on the nutrient distribution in the growing tis-
sues [12–15], cell proliferation and death [12–14], synthesis of the main components
of ECM, such as proteoglycans and collagen [16–18] and remodelling of biphasic
mechanical properties [12, 14, 17, 19]. Most of these models attempt to solve one or
two variables responsible for the full remodelling of TE cartilage. Recently, a new
approach that couples all these factors in order to simulate spatiotemporal patterns
of metabolic activity, biomass growth and remodelling properties simultaneously
was developed with results for both unloaded and mechanical stimulated constructs
[20–22].

This chapter aims to review the body of work in the computational modelling of
tissue-engineered cartilage with a focus on metabolic, biomass growth and mechani-
cal remodelling. It is organized into several sections that emphasize different relevant
aspects of the biomechanical behaviour of the growing cartilaginous tissues. Thus,
Sect. 2 emphasizes the transport, uptake and production of relevant metabolites or
growth factors that impact the biosynthetic activity of chondrocytes or mesenchymal
stem cells, and how thee mechanisms are affected by external stimuli. A particular
focus will be given to the main metabolites involved in chondrocyte metabolism:
glucose, oxygen and lactate. Then, Sect. 3 is related to the different models proposed
to modulate the proliferation, death and migration of chondrocytes and in the case of
MSCs, the proliferation of these and their differentiation into chondrocytes and other
possible lineages. Section 4 is concerned with to the models of synthesis of the main
components of the extracellular matrix (ECM), glycosaminoglycans (GAGs) and
collagen taking into account the impact of different stimuli on the production rates,
binding and degradation of the matrix, as well as the alignment of collagen fibres to
establish the anisotropy of the cartilaginous tissue. Afterwards, Sect. 5 describes the
models of the mechanical behaviour of cartilage and the remodelling of the mechan-
ical properties of tissue-engineered cartilage based on the produced biomass and
ECM. Section 6 presents the models that couple all the aforementioned concepts
into simultaneous metabolic, biosynthetic and mechanical remodelling models.
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2 Models for Solute Transport, Uptake and Release

In order to obtain tissue-engineered cartilagewith a sufficient amount of extracellular
matrix, cells need to consume high amounts of nutrients to support their anabolic
activity. However, there are serious limitations to nutrient transport across the tis-
sues, which become hindered by the increase of matrix accumulation and decrease
of the tissue porosity. This limitation is particularly seen in the cores of the tissues,
where supply of nutrients is limited and accumulation of toxic byproducts leads to
increased heterogeneities in the growing tissues. As a consequence, tissueswith cores
with lower cell viability and ECM content are formed, leading to inferior mechanical
properties [11, 12, 23, 24]. It has been postulated that, apart from the diffusive trans-
port present in free swelling and unstrained constructs, advective nutrient transport
may be helpful to reduce heterogeneities in nutrient supply, with a higher positive
contribution for the transport of large solutes over small solutes [23, 25, 26].

The simplest modelling approach for solute transport is based on the diffusion-
reaction equation, where solute diffuses through a porous tissuewith a diffusivity that
is a fraction of the diffusivity in the fluid phase, andwith a reactive termcorrespondent
to the consumption or release of solutes depending on the amount of solute and the
cell density in the tissue. A typical way to demonstrate the decrease of diffusivity
across a porous tissue is given by theMackie–Mears relationship. The most common
representation of the reactive term is based on the Michaelis–Menten kinetics, as
shown below [12, 25, 27–30].

∂c

∂t
− Dtissue

∂2c

∂x2
= R (1)

R = (+/−)ρcell
Vmaxc

Km + c
(2)

Dtissue = Dwater
n2f

(2− nf)
2 (3)

When dynamic loading is involved, an advective term is included to represent the
fluid flow mediated transport [27, 30–33].

∂c

∂t
− Dtissue

∂2c

∂x2
+ vf

∂c

∂x
= R (4)

In the equations above, c represents the concentration of the nutrient, Dtissue repre-
sents the diffusion coefficient of the nutrient in the tissue,R the flux of themetabolite,
ρcell the cell density, Vmax the maximum uptake rate, and Km is the half-maximum-
rate concentration and nf the fluid volume fraction. The solutes consumed by the
cells that are typically simulated in previous works are glucose and oxygen, and sev-
eral studies used this simplified assumption for consumption with good results [12,
22, 27, 29, 32]. However, particularly in cases where the culture medium has a high
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content in glucose, the deleterious effect of lactate production in cell proliferation
cannot be ignored, and the release of lactate to the culture media is also modelled,
considering both anaerobic and aerobic degradation of glucose depending on the
experimental lactate to glucose ratios [12, 34]. Under dynamic loading conditions,
deformation affects solute transport in several ways. In the first place, the diffusion
coefficient depends on the porosity of the scaffold used for cell support. As stated
before, a common law used in previousmodelling contributions is theMackie–Mears
diffusion law. Another effect of dynamic loading in the cellular metabolism is related
to the variation of cell density. Assuming, as a simplification, that the number of cells
in a given volume is constant, under loading, the cell density is affected due to the
change of volume of the constructs in a compressible scaffold. This volume change
is described by the determinant of the deformation gradient tensor (J). This value
describes the ratio between the volume of the deformed configuration and the unde-
formed configuration. Therefore, the deformed cell density is obtained as such [35,
36].

ρcell = ρcell,0

J
(5)

3 Models for Cellular Dynamics

The cell population in tissue-engineered cartilage is highly dynamic and dependent
on several metabolic and physical cues. The main mechanisms associated with cells
populating the newly formed tissue are [37]:

• Proliferation—A fundamental factor to obtain ECM in proper amounts. How-
ever, the higher the cell population, the more likely the nutrient depletion and
inhomogeneity in cell distributions across the tissue.

• Differentiation—When the tissue is seeded with mesenchymal stem cells (MSCs),
an important factor to control besides their proliferation is the differentiation into
chondrocytes. SinceMSCs can also give rise to adipocytes andosteocytes, a precise
control of the biochemical and biomechanical cues to favour differentiation into a
given precise lineage is fundamental.

• Migration—spatial redistribution of cells in the scaffold can both occur due to
randomwalks without a preferential direction or can happen directionally towards
chemoattractants. In high-density scaffolds, cells can form colonies.

• Death—Apart from the regular lifespan of chondrocytes, lack of nutrients or
aggressive external physical cues will speed up the process of death.

The typical model for cell dynamics in a tissue-engineered cartilage takes into
account these factors as follows:

∂ρcell

∂t
− Dcell

∂2ρcell

∂x2
= (

Rprol − Rdeath
)
ρcell (6)
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A diffusion coefficient, Dcell, is introduced due to the assumption that new chon-
drocytes havemobility due to randomwalks [38].While the death rate per cell, Rdeath,
is assumed constant, the proliferation rate, Rprol, is modulated both by metabolic
and mechanical factors that decrease the actual proliferation from the maximum
proliferation rate, μmax. The simplest model for nutrient-limited cell proliferation
(accounted for in Rprol) in tissue-engineered cartilage is given by the Monod kinet-
ics. In this model, similar to the Michaelis–Menten kinetics for nutrient dynamics,
growth is limited by the availability of a nutrient, for which a half-rate concentration
controls the steepness until maximum growth.

Rprol = cn
Kn + cn

μmax (7)

Several models based on theMonod kinetics have good results in comparisonwith
experimental data, either by using one solute only, such as glucose [39, 40] or oxygen
[14, 41–44], or a combination of solutes, like models with glucose and collagen [45],
or models inhibited by pH decrease simplified as accumulation of lactate [34].

Another model that is commonly used in the literature to describe the limitation of
chondrocyte growth by substrate is the Contois kinetics. This representation differs
from the Monod kinetics because the growth in the Contois kinetics is also inhibited
by the cell density, implying saturation of growth due to spatial competition of cells
for resources, as shown below:

Rprol = cn
ρcellKn + cn

μmax (8)

The Contois kinetics has also provided good agreement to the growth of chon-
drocytes in different scaffolds, using glucose [13, 22, 38, 39], oxygen [46, 47], a
combination of glucose and lactate [48] and a combination of glucose and lactate
accounting for pH negative effects [49].

In terms of the metabolic modulation of cell growth, other less used equations are
reported, such as the Heaviside step function [50, 51], the Moser or heterogeneous
n-th order model [39] and logistic function [32].

In order to incorporate the impact of mechanical stimulation in cell growth, some
models have built up from the aforementioned mechanical factors and introduced
the impact of shear stress in cell growth. It was shown experimentally that articular
chondrocytes show a dose and time-dependent response to shear stress [52, 53].
Two main modelling contributions have been proposed to incorporate this effect in
mathematical models thus far. In the first place, a simple linear model of a linearly
increase in the growth rate with increasing shear stress was proposed [14, 34]. An
extension of this equation was proposed as a polynomial dependence with a non-
integer factor by [47]. Amore recent contribution resides in a piecewise functionwith
shear stress, accounting for a maximum stimulatory range of shear stresses between
0.1 and 0.6 Pa as determined experimentally and assuming suppression of growth
for stresses above 1 Pa [15].
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All the models presented thus far consider growth on a homogeneous cell popu-
lation with the same characteristics. Other models have focused on particular com-
partments of the cell population for modelling, with a cell in a given state having a
different role in tissue homeostasis. Amodel reporting a proliferative, an extracellular
matrix producing and a quiescent cell fraction was proposed with interchangeability
between these compartments [54], having been recently expanded to include a tran-
sitional state between proliferative and ECM producing states and the possibility of
quiescence and apoptosis [44].Another compartmentalmodelling approach is related
to the influence of the phase of the cell cycle duringmitosis on thematurity of the cell
and the possibility of undergoing protein synthesis [54].While these contributions are
valuable and in closer agreement with the inherent biology of the chondrocytes, the
previously reported general chondrocyte growthmodels have shown good agreement
with experiments and are, in most cases, a reasonable modelling approach.

4 Models for ECM Growth

The extracellular matrix of articular cartilage is a collagen fibre network, mainly
composed by type II collagen, and of glycosaminoglycans (GAGs) that provide
mechanical support to chondrocytes and resistance to the mechanical stimuli that
cartilage is subjected to An and Martin [1, 16, 17]. In tissue-engineered cartilage, it
is highly required to stimulate the new tissues to produce a network similar to the
native cartilage, with a content of 5–10% of the total mass in GAGs and 10–20% of
the total mass in collagen [1]. While there are reported studies able to produce GAGs
in a concentration similar to the native cartilage, the collagen content is much lower
than the native values, being this one of the most significant hurdles to surpass to
obtain viable tissue for implantation [9, 55].

The main mechanisms behind ECM dynamics are

• Synthesis—Synthesis models are focused on the total cell population as a whole,
assuming that all cells have the ability to produce ECM or on an ECM producing
cell compartment, depending on the model for cell growth used. Synthesis rates
may depend on the availability of a given substrate or on the mechanical stimuli
that cells face.

• Binding—The newly synthesized ECM composing molecules are released into
the media and then linked to the ECM.

• Degradation—Bound ECM molecules are degraded and diffused into the culture
media at a given rate due to several forms of damage.

The first models appearing in the literature on this matter started to consider the
ECMas awhole and did not provide distinction between collagen and proteoglycans.
Thesemodels considered a linear synthesis rate modulated by the difference between
current ECM concentrations and the steady-state concentration of ECM, due to the
experimental observation that synthesis rates decay with the accumulation of ECM
[16]. This model formulation was later adapted to include the impact of cell density
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in the growth rates and a separation by type of ECM component, the differentiation
between bound and unbound ECM, and the rates of degradation [17, 18, 22, 56–59].
The typical formulation for these three ECMmechanisms is depicted in the equations
below:

∂ECMub

∂t
− DECM,ub

∂2ECMub

∂x2
= kS

(
ECMb,ss − ECMb

) − kbECMub (9)

∂ECMb

∂t
= kb ECMub − kd ECMb (10)

∂ECMd

∂t
− DECM,d

∂2ECMd

∂x2
= kd ECMd (11)

In the equations above, the unbound (ECMub), bound (ECMb) and the degradation
products (ECMd) are controlled by the respective diffusion coefficients and by the
synthesis (ks), binding (kb) and degradation rates (kd). It is assumed that, in tissue-
engineered cartilage, ECM growth will saturate at a given concentration, hence the
dependence of the synthesis rate on the steady-state concentration ECMb,ss. Apart
from the commonly used linear dependence of the synthesis rate on the concentration
of the specific ECM entity to model, other dependences were reported, such as a
logistic dependence on the unbound GAG concentration [44, 60, 61] or the impact
of levels of relevant solutes, like glucose [20, 62] and oxygen [20, 44, 60, 61], on
the synthesis rates of GAG. For collagen, a dependence on the cell proliferation time
derivative, instead of the typical linear dependence on cell density, was also reported
[11].

The impact of mechanical stimuli on the synthesis rates of extracellular matrix has
been less explored so far, but some contributions are provided in the literature. Fluid
velocity levelswere considered in a previous level to directly affect theGAGsynthesis
rate, based on experimental observations that fluid velocity has a stimulatory effect
on GAG synthesis, while for collagen, an attempt in the same work was performed
considering augmented synthesis when the maximum principal strain is above a
given threshold value [63]. The dependence on fluid velocity for GAG synthesis and
on maximum principal strain for collagen synthesis was implemented in previous
research works [20, 21] although with a different formulation. Fluid velocity and
shear stress were also considered as stimulatory for cartilage growth above a given
threshold for both proteoglycans and collagen [64].More recently, amodular function
assuming that there is an optimal cell volume for synthesis of GAG by chondrocytes
was implemented as a function of tissue deformation [65].

Another factor that is relevant for the establishment of extracellular matrix and of
the anisotropic properties is the remodelling and reorientation of the collagen fibres.
It is known that collagen fibres align in preferred directions between the maximum
principal strain directions [10, 59, 66]. Therefore, the application ofmechanical stim-
uli can be used to drive the desired orientation of tissue-engineered cartilage. The
first work that applied the remodelling theory of collagen fibres in cartilage assumed
that collagen fibres rotated with an angular velocity controlled by the angle between
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the collagen fibre directions in the undeformed configuration and the preferred fibril
directions, taking into account the magnitude of the three possible spatial principal
strains to establish these directions [66]. Another approach to computational mod-
elling of fibre reorientation was provided through an anisotropic tensor describing
the degree of structural anisotropy and an ellipsoid representation for the fibre mate-
rial parameters. Here, the reorientation is described through the angle between the
current anisotropic tensor and the Cauchy–Green strain tensor and mediated through
a time constant [18]. Furthermore, a probability density approach for the distribution
of collagen fibres that can change over time with respect to the mechanical stimuli
was also proposed [67]. These concepts are inherently coupled with the constitutive
relationship used to describe the mechanical behaviour of growing cartilage.

5 Models for Description of the Mechanical Behaviour
and Remodelling of Mechanical Properties

Cartilaginous tissue obtained through support of a porous scaffold is a material
with a very high water content, like the native articular cartilage. For this reason, a
simple monophasic constitutive material is not sufficient to explain the viscoelastic
behaviour of cartilage, caused by fluid flow-dependent and independent mechanisms
inherent to the properties of the solid material [68]. For this reason, mixture models
based on the biphasic theory were proposed. These models describe the total stress in
the tissue with a solid stress σ S and a hydraulic pore pressure component p [20–22,
68–70].

σ = σ S − p (12)

Fluid flow is governed by the Darcy’s law, which states that fluid velocity, vf

(m s−1), relative to the solid matrix, vs, is proportional to the gradient of the pore
pressure Vp (Pa) and controlled by the permeability, k (m2), of the porous scaffold,
accounting as well for the porosity, n, of the material [56].

n
(
vf − vS

) = −kV p (13)

Due to the very high fluid content of these native cartilage, both the solid and fluid
phases are generally described as incompressible or nearly incompressible for sim-
plicity (that is, with a Poisson’s ratio close to 0.5). However, in the tissue-engineered
cartilage, some polymers are described as compressive solids in equilibrium with
an incompressible fluid [8, 10, 22, 71]. These models can partly describe the fluid
flow-related viscoelasticity related to the low permeability of the material.

As an extension to the biphasic model for cartilage behaviour, triphasic models
were developed to take into account the swelling behaviour due to gradients in
osmotic pressure. This model accounts for a fluid with ionic particles, inducing
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or limiting chemical expansion of the negatively charged proteoglycan chains due
to electrostatic repulsion. The osmotic pressure gradient (�π) and the chemical
potential of the fluid (μ f ) that drive the ionic phase stress contribution are caused
by differences in ion concentrations of the cartilage and the surrounding fluid [68].

σ = σ s − (�π + μ f )I (14)

For the solid phase of these models, several constitutive relationships were pro-
posed to describe the mechanical behaviour. The simples theory to describe the
behaviour of porous and viscoelastic materials is the poroelastic theory, where the
solid phase is linear elastic and the fluid is viscous. In this model, the stress–strain
relationship of the solid phase is provided by the Hooke’s Law:

σ s = Haε (15)

In the equation above, Ha is the aggregate modulus, which is a measure of the
stiffness of the material in equilibrium when fluid flow through the material ceases.
This quantity is related to the Young’s modulus (E) and the Poisson’s ratio (υ)

through the following relationship:

Ha = E(1− υ)

(1+ υ)(1− 2υ)
(16)

Formechanical modelling of scaffolds impregnatedwith chondrocytes, the poroe-
lastic theory has been widely used [22, 23, 71, 72]. Another reported theory for mod-
elling of the solid phase is the porohyperelastic theory. Similarly, to the poroelastic
theory, the fluid is viscous but the solid phase has an hyperelastic constitutive rela-
tionship, such as the stress–strain behaviour is modelled by a nonlinear relationship
dependent on the strain energy (W ) and on the deformation gradient tensor (F) and
its determinant, J.

σ S = 1

J

∂W

∂F
FT (17)

Modelswith a solid phase described by the neo–Hookean hyperelastic relationship
have been widely used to modulate the mechanical behaviour of articular cartilage
[25, 70, 73, 74]. Modelling of the hydrogel solid phase has used either the neo–
Hookean law or the Odgen law [75, 76].

Thementioned hyperelasticmodels until now are isotropicwith the samemechan-
ical properties in all dimensions. However, articular cartilage is an anisotropic mate-
rial, with stress–strain behaviour dependent on the orientation of the collagen fibres
[68]. Therefore, it is more appropriate in long-term studies of cartilage growth to
model the growing tissue with an anisotropic model with augmented tensile response
in the loading directions equal to the fibre directions. A proposed model for this is
the Holzapfel–Gasser–Odgen model [69], which divided the ECM into a non-fibrilar
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component, explained by the neo–Hookean model, and a fibrilar component with
strain energy dependent on material parameters and the degree of anisotropy of the
tissue. A similar relationship was reported, with the difference of taking into account
a continuous exponential angular fibre distribution [18, 67].

Another theory reported to describe the mechanical behaviour of hydrogels is the
poroviscoelastic model, with a non-viscous fluid and a viscoelastic solid phase [77,
78]. This model is not used, to our knowledge, to model hydrogels with growing
cartilage.

A highly relevant parameter for the description of the biphasic behaviour of carti-
lage is the hydraulic permeability. This parameter is related to changes in the porosity
and void ratio of the material. Several exponential relationships between the perme-
ability and porosity or void ratio were presented, with two of the most common ones
being the Holmes and Mow law [33, 79, 80] and the Carman–Kozeny law [14, 22]
for isotropic permeability remodelling. However, with the growth of collagen fibres,
the permeability also becomes anisotropic, with different values according to the
orientation parallel or perpendicular to the fibres. Studies for modelling of articular
cartilage explants have already included this dependency [67, 69].

While the newly formed tissue is growing and ECM is deposited, the mechanical
properties of the tissue are changing. The target average values of mechanical prop-
erties of tissue-engineered cartilage are between 450 and 800 kPa of compressive
Young’s modulus and 10−16 to 10−15 m4. N−1 s−1 in hydraulic permeability [81].
A tissue that combines these two ranges of mechanical parameters has not yet been
established. In long-term tissue-engineered cartilage modelling, establishing remod-
elling algorithms to simulate and account for the change of the mechanical properties
is fundamental to determine with accuracy the intrinsic mechanical response of the
tissues to external stimuli.

Few studies have reported relationships for the modelling of the solid matrix
properties under linear elastic assumptions. The Young’s modulus remodelling was
previously described by a linear model for the aggregate modulus with the concen-
tration of GAGs and collagen derived from experimental data on bovine cartilage
in different ages [19]. An extension of this relationship was reported as well with a
fourth-order polynomial dependence on the collagen concentration [22]. If the Pois-
son’s ratio is assumed constant, the Young’s modulus can be derived directly from
such relationships. However, a possible remodelling relationship for the Poisson’s
ratio related to the porosity of thematerialwas adapted from [82] since a compressible
material, with the growth of ECM, tends to approach incompressibility.

In anisotropic models, the remodelling of the non-fibrilar part is controlled by the
concentration of GAGs and the remodelling of fibrilar part controlled by the concen-
tration of collagen. One reported relationship relates the rate of remodelling with the
ratio of the current concentrations to the expected steady-state concentrations [18].
Regarding the remodelling of permeability, the lower availability of experimental
permeability measurements compared to the modulus measurements hinders the fit-
ting to mechanistic models. However, as a proper simplification, previously reported
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models relate the decrease of permeability with the increase of the volumetric frac-
tion of cells and ECM throughout the construct, leading to a decrease in porosity
[11].

6 Coupled Metabolic and Mechanical Remodelling Models

Currently, most of the modelling contributions for tissue-engineered cartilage are
focused in up to three of the modelling dimensions presented. While all these con-
tributions are very valuable, for a complete description of the behaviour of the tissue
and the time and spatial evolution of mechanical properties, all four dimensions
need to be included. The creation of a validated model with explanatory and predic-
tive power with the dimensions of solute transport and consumption, cell dynamics,
extracellular matrix growth and remodelling of mechanical properties will allow to
explain in a more quantitative way the histologically observed differences in the
distribution of the modelled quantities across the tissues, as well as being invalu-
able to recommend changes to the processes of tissue culture in order to obtain better
results. Finally, the complete coupledmodel can be used to predict the impact of envi-
sioned changes to the culture protocol, such as the type and geometry of the scaffold
material, dynamic loading, culture exchange, seeding densities, among others. The
general full modelling scheme flow is represented in Fig. 1.

For the simulation of free swelling constructs with different scaffold geometries,
the model was applied to simulate short-term effects in the Young’s modulus and
hydraulic permeability of constructs with cylindrical and cubic geometries, either
solid or with a central channel [83]. Despite the short culture period of 72 h, it
was possible to determine that the channelled constructs had a large increase of
nutrient availability related to the solid counterparts, with an up to 136-fold increase
in minimum glucose concentrations and up to 220-fold increase in minimum oxygen
concentrations. Under the model assumptions, ECM matrix synthesis increased up
to 50% in the constructs with channel, favouring already a small positive impact on
the mechanical properties after 72 h as a result of improved homogeneity across the
tissues (Fig. 2).

This work was expanded to a long-term culture case by simulating an experiment
with both a solid and a channelled 2% w/w agarose construct with chondrocytes
during 56 days. The model was calibrated with solid construct data on GAG and col-
lagen concentrations, as well as on the compressive Young’s modulus and validated
by reproducing well the experimental data for the channelled construct [22]. This
modelling effort allowed to gain quantitative insights on the spatial heterogeneity of
the constructs, showing that the degree of spatial heterogeneity of the Young’s mod-
ulus the constructs with a central diffusion channel is 23% of the control value, while
for permeability, the heterogeneity is 27% of the control one, showing a significant
improvement for the channelled condition (Fig. 3). The degree of spatial heterogene-
ity and the insufficient permeability remodelling in the simulated solid constructs
affects significantly the mechanical response to compressive strain, with nominal
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Fig. 1 Modelling scheme workflow for fully coupled tissue-engineered cartilage growth and
remodelling. Scheme employed by Bandeiras et al. [20–22]

Fig. 2 Impact of several construct geometrical configurations in free swelling culture conditions
on the radial distribution of biphasic mechanical properties after 72 h in culture. Reprinted from
[83]
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Fig. 3 Spatial distributions of Young’s modulus at a 14 days, b 28 days, c 42 days, d 56 days.
Reprinted Bandeiras and Ramos [22]

stresses for the simulated heterogeneous TE cartilage 57% lower than for native
articular cartilage and pore pressures 53% lower than the native case. Therefore,
permeability is the main parameter to be improved to get a more similar mechanical
response, calling for new scaffold material designs and stimulation protocols.

The developed complete model was also applied to simulate dynamic loading
conditions. A model parameterized with the literature parameters was used to simu-
late the distribution of cell density and ECM in cubic constructs subjected to either
compression, shear or bending at 5% of height, 1 Hz for 6 h continuously [20].While
the simulation time is very short for relevant differences in the mechanical proper-
ties to be seen, bending was, under these conditions, the more favourable regime for
cell proliferation and the spatial distributions are relevant with the establishment of
cartilage with different structural organizations due to different maximum principal
strain directions (Fig. 4). Current work is related to the model validation for the
estimation of cell proliferation, ECM growth and mechanical properties remodelling
under several different regimes of cyclic unconfined compressive loading.

All the reported works until now have been focused on articular cartilage. How-
ever, the complete modelling scheme was also successfully applied to estimate
the remodelling of temporomandibular joint disc, an area where tissue engineer-
ing is still in a very early phase. The application of static hydrostatic pressure for
72 h on PEDGA-condylar constructs promoted a very slight improvement of the
mechanical properties. This preliminary study provided a future basis to estimate
the impact of long-term static or dynamic hydrostatic pressure on the growth of new
temporomandibular joint discs [21].

The presentedmodel applications for simulation of growth and remodelling under
dynamic loading represent short-term loadingwith limited differences in themechan-
ical properties between conditions. Future work involves the simulation of long-term
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Fig. 4 Values of the cell density, GAG and COL outputs for the compression (left), shear (centre)
and bending (right) stimulus. Values obtained for the x = 0 plane. Reprinted from Bandeiras et al.
[20]

intermitted compressive loading. On long-term regimes, the collagen content is rel-
evant in terms of fibre organization, and therefore, the expansion of the constitutive
relationships to include the anisotropic behaviour of tissue-engineered cartilage and
its time dynamics is a future goal.

7 Concluding Remarks

This chapter provided an overview of the current state of the computational mod-
els used for simulation of growth of tissue-engineered cartilage, namely the models
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based in mixture theory. The several individual contributions for the underlying phe-
nomena, such as solute transport and uptake, cell growth, production of extracellular
matrix and remodelling of mechanical properties, were presented, with a focus on,
when applicable, the models that incorporate the impact of mechanical stimulation
on these phenomena. Several constitutive relationships to model the mechanical
behaviour of tissue-engineered cartilage have been proposed and integrated into
these models. A fully coupled modelling approach was developed to accommodate
all these phenomena in a simultaneous fashion for a more realistic representation of
the biomechanical phenomena and used to estimate the growth and remodelling of
mechanical properties under free swelling and mechanical loading of tissues. Future
challenges on this area include refinement of the developed equations through val-
idation with experimental studies with proper measurements of all the underlying
variables when possible, study the degree of robustness and/or specificity with dif-
ferent cell-matrix systems, simulation of long-term mechanical loading cultures and
the incorporation of anisotropic models with reorientation of collagen fibres in the
fully coupled formulation.
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On the Computational Biomechanics
of the Intervertebral Disc

A. P. G. Castro, P. Flores, J. C. P. Claro, António M. G. Completo
and J. L. Alves

Abstract The intervertebral disc (IVD) is a central piece for spine biomechanics.
When the IVD fails, there is a high chance that one is suffering from degenerative
disc disease (DDD), which is one of the largest health problems faced worldwide.
However, DDD and back pain are also strictly related to the other structures in the
spine, such as the vertebral bodies (VBs) or the connecting ligaments. An important
amount of experimental and numerical works have studied the spine, focusing on
the IVD, the VB or the whole spinal segment, but questions on how degeneration
occurs and what causes it are still to be fully answered. This chapter deals with
finite element (FE) simulations of the non-degenerated human IVD time-dependent
behaviour, using a generic IVD + VB FE model. The outcomes are inside the scope
of different sources of experimental and numerical literature data, proving that this
model is useful to distinguish between healthy and unhealthy loading levels (shown
here as above 600–800 N in activity periods for human spine). In other words, the
numerical simulations with this FE model demonstrated potential to mimic the IVD.
The biomechanical behaviour of the spine is still dependent on multiple factors, but
this increased knowledge on overload levels definitely helps to reduce the risk of
DDD and other spine-related diseases to occur.
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1 Introduction

1.1 Spine Anatomy

The human spine is a complex system, anchored on an advanced neuromuscular
control and consisting of four major zones, with respect to its vertebral bodies (VBs):
the neckwith the cervical VBs (C1–C7), the thoracic VBs (T1–T12), the lumbar VBs
(L1–L5) and the sacral VB (S1). Figure 1 shows a representation of the complete
human spine, which is also denominated as vertebral column or backbone.

This is a stable structure, even if highly mobile. The major functions of the spine
are weight bearing, allowing motion between upper torso and pelvis and protection
of the spinal cord and nerve roots [1, 2]. The functional unit of the spine is the
motion segment (MS), composed by one central intervertebral disc (IVD), the two
adjacent VBs (with the facets) and the peripheral structures (muscles, ligaments and
organ-covering membranes) [3, 4].
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Fig. 1 Complete human spine, in both sagittal and frontal views. Adapted from Noailly [1]
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Fig. 2 Anatomy of an MS, with emphasis on the IVD dimensions. Adapted from Raj [5]

The IVD is an avascular highly inhomogeneous porous structure. Its central struc-
tures, the nucleus pulposus (NP) and the annulus fibrosus (AF), are paired structures,
vertically limited by the cartilage endplates (CEPs, covering the NP and one-third
of the AF) and also the vertebral endplates (VEPs, covering the CEP and two-thirds
of the AF). The NP, a jelly structure with embedded fibres, occupies the core of the
IVD. Surrounding it, emerge an amount of concentrically arranged fibres supported
on a porous matrix, which is the AF [5, 6]. The CEP is a layer of hyaline cartilage
that is responsible for most of the nutrients exchange with the VB. Each IVD has
approximately 7–13 mm in height and 35–55 mm in diameter (axial plane). If one
considers the 23 IVDs stacked, this construct would comprise approximately one-
fourth to one-third of the total height of the spine [3, 5, 7]. Figure 2 shows an example
of an MS, with the IVD anatomy highlighted.

The VB is substantially stiffer than the IVD. It is a highly porous and vascularized
portion of bone tissue, containing both trabecular (TB) and cortical bone (CB) [8].
The VEP is mostly composed by CB. The discrimination between the VEP and the
CEP is not always clear, as some authors only refer to the “endplate” and do not
separate these two structures [9]. However, the CEP only covers the internal one-
third of the extension of the AF, which means that this IVD component is also in
direct contact with the VB. From the biomechanical point of view, the interaction
between VB and IVD is essential to keep the healthy functioning of the spine, as
both components support each other, i.e. the flexibility of the IVD compensates the
strength of the VB, and vice versa [10–12].

The regular daily loads acting on the human spine are averagely 200 N during
rest (lying prone) and between 600 and 800 N during activity, if one considers the
load as independent from the type of solicitation, i.e. all the described activities are
equalled to a compressive load. Moderate activities such as level walking, sitting
or carrying light objects are within the group of typical daily loading profiles [13].
Harsher activities, such as lifting and carrying heavy objects, may be represented
through 1500 or even 2000 N loads [12, 14]. Nevertheless, angular movements are
of topmost importance for the spine. Typical moments on the spine for pure flexion
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and extension movements are averagely 4–10 Nm, mostly associated with position
changes [15, 16].

1.2 Intervertebral Disc Degeneration

The degeneration of the IVD is firmly associated with the diseases of the spine,
particularly low back pain. For many years, a considerable amount of studies have
developed efforts to trace the causes and possible solutions for such issue, given that
spine problems are a major cause of disability in western societies. Recent reports
show that the frequency of these diseases tends to augment every year [17, 18].

The causes for IVD degeneration are not yet fully understood, and the complaints
from the patients are alsomiscellaneous. An assortment of pathways for degeneration
may be numbered: it may start with a fracture (or other damage) on the CEP, as a
result of abnormal loading or calcification [19]. Proteoglycan loss, first on the CEP
and then on the NP, may precipitate degeneration as well [20]. Moreover, it must be
highlighted that CEP failure is one of the most important triggers for degenerative
disc disease (DDD), as nutrition can be interrupted and so the viability of the IVD
cells is compromised. It is thus reinforced that healthy VBs (through the VEPs) are
important to keep the nutrients flow, via outer AF, but this pathway is not enough to
maintain the integrity of the whole IVD [21].

Ageing is one of the most reported factors for IVD degeneration, i.e. problems
such as IVD herniation are associated with senescence of IVD cells. Blood irrigation
of the IVD after CEP calcification and cracking is also a collateral effect of ageing,
as the IVD is not vascularized. This is another example where the VB is determinant
for the healthy functioning of theMS, or how does the VB’s condition directly affects
the IVD [5, 22, 23]. Nowadays, it is also widely accepted that mechanical stress and
inflammatory response are directly connected. At the cellular level, abnormal events
(as chronic loading or severe acute efforts) trigger metabolic reactions (which begin
with lower nutrients supply) that lead to loss of extracellular matrix integrity, and
consequently, losses on IVD functions [19, 23].

Furthermore, the pathway for IVD degeneration may depend on the time of the
day: it is recognized that early hours of the day are more suitable to spine injuries,
so IVDs become more vulnerable to degeneration if subjected recurrently to efforts
during that time. Accumulation of repetitive efforts or, in other words, fatigue has
also an important role on promoting the degeneration due to the low metabolic rate
presented by the IVD [1, 24, 25].

1.3 Objectives

The main goal of this chapter is to identify the mechanical loads and mechanical
properties of the healthy IVD, accordingly to the state of the art of soft tissue and IVD
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constitutive modelling. This objective will be completed with the analysis of several
groups of results, namely short creep (computational tests with duration inferior to
3 h, associated with short-term activities) and long creep tests (computational tests
with the duration of 48 h, related to the human daily activities).

In order to do so, a custom finite element (FE) solver, V-Biomech®, was adopted
[26, 27]. This solver includes an innovative biphasic poroelastic formulation par-
ticularly developed for soft tissues, such as the IVD, coupled with strain-dependent
osmotic swelling behaviour and fibre reinforcement [27–30]. The adoption of this FE
solver offers major advantages over commercial software packages, as the rigidity
of a proprietary commercial code hampers the freedom of the researcher, when the
complexity of the model increases. Given that the researcher has control over the
source code, the verifiability of the software is increased.

Numerical simulations on the IVD biomechanical behaviour include comparison
with experimental data from various sources [31–33], in order to establish an IVD
characteristics framework.

2 Materials and Methods

2.1 Finite Element Model

The FE simulations were performed with the partial MS FE model shown in Fig. 3,
which includedL3 andL4VB (without facets) and theL3–L4 IVD.Themost relevant
material constitutive modelling and properties of the osmo-poro-hyper-viscoelastic

Fig. 3 Sagittal cut of the
partial human L3–L4 MS FE
model, which contains 1892
27-node quadratic
hexahedral elements and
16425 nodes. Adapted from
Castro et al. [34]

Annulus Fibrosus

Nucleus Pulposus

Trabecular Bone (VB)

Cortical Bone (VB)

Cartilage Endplate
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Table 1 Constitutive models adopted

Isotropy Mooney-Rivlin WMR(C) = C10
(
Ī1 − 3

) + C01
(
Ī2 − 3

)

Permeability van der Voet
K ∗(J ) = K ∗

0

(
1−nf,0
1−nf

)M = K ∗
0 J

M

Anisotropy Holzapfel WHoizapfel
(
C, a1, a2

) =
1
2k2

{
k1

[
ek2( Ī4−1)

2 − 1
]

+ k1
[
ek2( Ī6−1)

2 − 1
]}

Viscoelasticity Maxwell
G(t) = 1 +

N∑

n−1
an exp

(
− t

τn

)

Swelling Wilson
�π = πint − πext = φintRT (

√
c2F + 4c2ext) − 2φextRTcext

cF = cF,0
nf,0

nf,0−1+J

Adapted from Castro et al. [34]. Please check this reference for further information on each model

and fibre-reinforced model are summarized in Table 1 and Table 2, respectively [27,
34].

Several studies have shown the importance of osmotic swelling behaviour to
the IVD biomechanics, namely for the height recovery during rest periods and the
maintenance of healthy IDP levels; in agreement, the model was enhanced with
Wilson’s swelling model [29, 30, 35–37].

Mechanical properties of the AF fibres are assumed to evolve linearly through the
axial plane, both in radial and circumferential directions [28, 38]. Fibre angle also
varies from ±23.2° at ventral position to ±46.6° at dorsal position [28, 39].

For a more detailed description of the custom FE solver, the biphasic IVD con-
stitutive modelling and MS FE model, the authors would like to refer to Castro et al.
[27, 34].

2.2 Numerical Simulations

Simulations were divided into short- and long-term creep tests. The works of Heuer
et al. [31] and O’Connell et al. [32] were taken into consideration as reference for
short-term tests, while the bioreactor data reported by Castro et al. [34] and Paul et al.
[40] was considered for the long-term tests. The non-degeneratedMS FEmodel (“FE
Nat”) was therefore subjected to different load magnitudes and load rates, in order
to distinguish between healthy and unhealthy load levels. It must be highlighted that
free fluid flow is allowed between the MS components and also on the MS external
boundaries at all times so that no artificial barriers are created to the natural IVD
behaviour.

In the first test, corresponding to the work of Heuer et al. [31], a uniaxial vertical
load of 500 N was applied on the top VB during 5 min (slow loading to allow proper
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Table 2 Material properties of the MS components

NP AF CEP TB CB

Isotropy C10 [MPa] 0.15 0.18 1.00 41.67 3846.15

C01 [MPa] 0.03 0.045 0.00 0.00 0.00

Permeability K ∗
0 [mm4 N−1 s−1] 7.5e-4 7.5e-4 7.5e-3 1.0e-1 1.0e-1

M 8.50 8.50 8.50 18.0 22.0

Anisotropy k̄ – 300.0 –

k4 = k6 [MPa] – 12.0 –

Viscoelasticity a1 1.7 – –

τ 1 [s] 11.765 – –

a2 1.2 – –

τ 2 [s] 1.100 – –

a3 2.0 – –

τ 3 [s] 0.132 – –

Swelling R [N mm mmol−1

K−1]
8.31450 8.31450 –

T [K] 298.0 298.0 –

φint 0.83 0.83 –

φext 0.92 0.92 –

Cext [mmol.mm−3] 0.00015 0.00015 –

CF,0 [mmol.mm−3] 0.00030 0.00018 –

nf,0 0.80 0.70 –

Isotropic (MS ground substances), permeability, anisotropic (AF fibres), viscoelastic and swelling
properties were considered. Adapted from Castro et al. [27]

stabilization of the model) and then held for 15 min. The bottom VB was kept fully
constrained. Lateral and sagittal movements were allowed.

For the second test, three stages were considered: (i) a short free swelling precon-
ditioning period (1 h), (ii) a loading period of 2000 N at 1 N/s (in agreement with the
experimental test of O’Connell et al. [32] and, finally, (iii) a creep stage (1 h). The
global configuration of the boundary conditions was maintained from the previous
test.

The third test had two variants: physiological loading and overloading. This
involves more complex data and longer-term experiments. Experimental bioreac-
tor data from the loaded disc culture system (LDCS), developed by the Depart-
ment of Orthopaedic Surgery of VUmc (Amsterdam, The Netherlands), is here con-
sidered (Fig. 4). In short, the LDCS maintains the IVDs alive for approximately
three weeks after the sacrifice of the animals, under physiological loading con-
ditions. This mechanical stimulation keeps the IVD within its biomechanical and
physiological properties, allowing for degeneration or overloading evaluation [40,
42, 43].
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Fig. 4 Schematic representation of the LCDS system from VUmc. Adapted from Paul et al. [41]

In order to compare the human MS FE model with LDCS data, a normalization
factor of four was applied, i.e. the axial cross section of the human IVD is averagely
four times larger than the goat IVD, so it was assumed that the loads to be applied
on the MS FE model should be four times higher (in magnitude) than the original
LDCS loads. In what concerns to height, no normalization was needed, i.e. the IVD
FEmodel has an average height of 12 mm, while the goat IVDs registered an average
height of 9mm. The validity of this approach is supported by the previous reports that
human and goat IVDs produce similar internal stresses, regardless of the geometric
differences [44–47].

Five goat IVDs were considered for this analysis, having that four were kept
under a physiological loading profile (from Goat 1 to Goat 4 Native, abbreviated as
“G1–G4 Nat”), and the fifth was overloaded (“G5 Ove”). The physiological loading
profile resembles activities such as lying down and walking in goats, equivalent to
relaxed standing and unsupported sitting in humans. It consists of a sinusoidal load
(1 Hz) of 150 N average and 100 N amplitude for 16 h (activity period), followed by
other sinusoidal loads (1 Hz) of 50 N average and 10 N amplitude for 8 h (resting
period). It must be highlighted that the transition between the activity and resting
periods is performed with 1 h of triangular loading (0.25 Hz) of 200 N average and
100 N amplitude. These were compared with “FE Nat” model.

For “G5Ove”, the resting period and the transitions between the twomajor periods
were kept, but the activity loading profile consists of a sinusoidal load (1Hz) of 300N
average and 100 N amplitude for 16 h. This loading profile simulates jumping on
a haystack in goats, equivalent to lifting objects in humans. This experiment was
compared with the equivalent numerical model, “FE Ove”.
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3 Results

Figure 5 shows the comparison between experimental results of Heuer et al. [31] and
the MS FE model outcomes during a 15-min creep test at 500 N of compression.
Figures 6 and 7 show the numerical outcomes of the three-stage short-term creep
test based on the work of O’Connell et al. [32]. Figure 8 shows the comparison
between LDCS experimental results and the MS FE model outcomes, in both native
and overloaded configurations, during two daily cycles.

The assessed parameters, alongwith the diverse numerical tests, are displacement,
hydrostatic pressure and volume variations. Disc height variation (DHV) refers to the
height difference calculated between the two VBs at each time. Intradiscal pressure
(IDP) is the internal pressure in the IVD tissue, namely in the NP. Osmotic pressure
(OsmP) refers to the osmotic swelling pressure, which regulates the IVD osmotic
balance and healthy pressure levels. Finally, relative volume variations are calculated
with respect to the volume changes occurring during each simulation in the different
IVD components.

Fig. 5 Results of a 15-min
creep test at 500 N of
compression: a DHV; b IDP.
The experimental work of
Heuer et al. [31] is compared
with the present MS FE
model
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Fig. 6 Three stages loading test with the MS FEmodel, based on the work of O’Connell et al. [32],
involving: (i) a preconditioning period, (ii) a loading period of 2000 N at 1 N/s and, finally, (iii) a
creep stage. The following parameters were assessed, considering the full length of the test: a DHV
versus load; b IDP and osmotic pressure of the NP (OsmP); c volume variation of NP, AF and CEP
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Fig. 7 Sagittal cuts of the MS FE model, showing the average hydrostatic pressure distribution
inside the model at the end of each one of the three stages: a after the preconditioning; b after the
ramp loading; c at the end of the test, after the creep phase. The scale is presented on the images
(in MPa)

4 Discussion

4.1 Short Creep Tests

Heuer et al. [31] experimentally measured a range of −1.08 to −1.57 mm of DHV
(average of −1.32 mm), at the end of the 15 min with a sustained 500 N load. At the
same time, the range of IDP was between 0.36 and 0.52 MPa (average of 0.44 MPa).
The correspondent numerical outcomes of theMSFEmodel are aDHVof−1.21mm
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Fig. 8 DHV outcomes of
the LDCS goat IVDs and
correspondent MS FE model
for two daily cycles. a The
four native IVDs compared
with the native FE model;
b the overloaded IVD
compared with both native
and overloaded FE model
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and an IDP of 0.41 MPa (Fig. 5). The differences between the values obtained with
the model and those from Heuer et al. [31] are probably related to specimen-to-
specimen variability and material properties [48, 49]. Nevertheless, the numerical
model showed an overall good agreement with the experimental benchmark, having
that the 500 N load allowed the IVD to be kept under physiological conditions [50].

The second short creep test is associated with the experimental test of O’Connell
et al. [32], but considering: (i) a preconditioning period of 1 h, (ii) a ramp loading
period (compressive uniaxial load) of 2000 N at 1 N/s and (iii) a creep of 1 h. Overall,
this test also showed the expected IVD behaviour, with a strong deformation after
1 h of sustained 2000 N (mostly visible in Figs. 6a and 7c). After the ramp loading
period, the DHV is 2.55 mm and the IDP is 1.45 MPa (Fig. 6a, b). The comparison
of these values with the results of the previous tests indicates that the loading rate
influences the stress state of the IVD, but only in what concerns to the pressure
measurements. It must be highlighted that the IDP is lower than the OsmP during
the first hour of the test (Fig. 6b), due to the free swelling conditions.

The final IDP is 1.32 MPa, which is in agreement with the literature data [33,
51]. The evolution of IDP and OsmP reveals a straight response to the applied load,
from the preconditioning to the creep period. The DHV outcomes represent an aver-
age reduction of 20% of the initial IVD height, even if the final DHV calculation
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was 3.29 mm (or 26% of the initial IVD height). These measurements are in good
agreement with the 23% of average axial compression experimentally determined by
O’Connell et al. [32], but they probably represent an (almost) irreversible overloading
effect [40, 43, 52].

Figure 6c shows that both NP and CEP were losing volume during the
loading phases of this test. The final relative volume variation values were −13.5%
and −15.1%, respectively. In contrast, the volume of the AF is increasing through-
out the test (8.6% of relative volume variation). This volume increase is due to the
fluid flow and pressure gradients within the IVD. The physiological direction of the
flow is from the CEP into the inner structures of the IVD, so these volume variation
outcomes are most likely in accordance with the literature [53, 54].

Figure 7 confirms that the 2000 N compression is excessive for the MS. Figure 7b
shows a clear bulging effect after the ramp loading, even if it does not seem exagger-
ated. However, after 1 h of sustained 2000 N loading (Fig. 7c), the bulging is visibly
unhealthy, as the IVD becomes highly deformed. Nevertheless, the NP still contains
most of the pressure, in comparison with the other MS components. The combined
analysis of the outcomes shown in Figs. 6 and 7 suggests that the IVD may be able
to bear up the ramp loading of 2000 N at 1 N/s, on an (almost) instantaneous or
short-term point of view. In that period, the numerical outcomes are inside the range
of the results from the work of O’Connell et al. [32], even if the overloading effect is
already noticeable. The sustainment of those 2000 N for 1 h seems to be noticeably
out of the physiological IVD loading range.

4.2 Long Creep Tests

In what concerns to the third and last test, the comparison of the first two daily cycles
of the native goat IVDs with the equivalent period of the “FE Nat” model (Fig. 8a)
shows that the numerical model is able to reproduce the physiological behaviour of
the goat IVDs, particularly during the activity period. Themaximum calculatedDHV
during this period was−1.36 mm, while the average experimental measurement was
−1.20 mm. Regarding the resting periods, an important difference is noticed, as the
MS FEmodel is able to regain all the fluid lost during the activity period (DHV close
to 0). The goat IVDs do not complete the recovery cycle in the same way, as their
average DHV value on the resting period is −0.58 mm.

Nonetheless, these four IVDs maintain the same DHV recovery level from the
first to the second daily cycle, which is a sign of no degeneration [23, 34, 40, 55].
In other words, the DHV results indicate no degeneration but incomplete recovery.
This fact is probably related to the intrinsic behavioural differences between the goat
and human IVDs, namely the specific biomechanical stimuli. The MS FE model
helped to understand that the ideal situation is to fully recover the fluid loss during
activity on the following resting periods. However, the action of AF fibres may also
be limiting the range of DHV, and this limit situation (stretch constrainment after
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alteration of the loading profile) is not predicted by the MS FE model. This action
shall not be considerably different in human and goat spines.

The overloading case is quite different. The DHV calculated from “FE Ove”
model is unexpectedly distant from the experimental case (“G5 Ove”, as seen in
Fig. 8b), namely during the activity periods. This finding probably indicate that the
MS FE model is excessively sensitive to the applied loads, having that the goat
IVDs presented a limited range of height variation, as previously mentioned. If these
experimental tests were performed in vivo, one might argue about the influence of
the ligaments, but these structures were removed before the IVDs were tested in the
LDCS. Therefore, this noticeable behavioural difference is almost certainly related
to the intrinsic biochemical and biomechanical properties of the goat IVDs, counting
as well with the contribution of the stretch limit of AF fibres. Onemay also argue that
the human IVDs could have a larger range of DHV, due to their larger cross sections
and initial height, but such indication would require further research. However, it
must be highlighted that the DHV after recovery is similar for both experimental
reference and MS FE model.

5 Conclusions

The literature review endorsed the IVD as an inhomogeneous porous tissue. The
IVDs provide six degrees of freedom to each spinal MS, serving as central axial
cushions for the diverse loading efforts, working together with the VBs to keep spinal
healthiness. In vivo studies are problematic and potentially harmful,mostly due to the
proximity of the spinal canals. Therefore, most of the data on IVD biochemistry and
biomechanics comes from in vitro studies. Despite the advances in the experimental
techniques, which are essential to the description of the biomechanical features of
the tissues, the numerical methods are an essential tool to analyse and dissect the
IVD behaviour, as they allow unlimited repetitions and complete control over the
testing conditions.

In order to achieve valid numerical studies, the IVD was accurately modelled
as osmo-hyper-poro-visco-elastic and reinforced with anisotropic fibres. The short
and long creep tests have shown that the behaviour of the native MS FE model is
alignedwith experimental and numerical literature data. It was proved that theMSFE
model here developed is able of reproducing experimental studies and also concluded
that loads higher than 600–800 N are potentially harmful to the IVD, despite several
studies indicating otherwise. The creep response of theMS FEmodel denoted a clear
overload effect when loads of that magnitude were applied, both on displacement and
pressure outcomes, i.e. the recovery process of the IVD is impaired for loads higher
than 800 N, meaning that higher loads will probably accelerate IVD degeneration.

The analysis of LDCS data showed that the overloading mode caused IVD degen-
eration, i.e. the overloaded IVD has shown degradation signs, through unrecovered
height levels, from the first overloading cycle. Nevertheless, the comparison with the
MS FE model was fruitful, also for the physiological situations. Some discrepancies
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were noticed between experiments and simulations, probably due to the undisclosed
physiological damage-prevention mechanism.

In resume, the numerical simulations with the MS FE model showed its validity
and potential to contribute to the understanding of the IVD biomechanics.
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