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Abstract Internet of things (IoT) emerged as a promising technology in the last
decade and predicted to be ascendant in the next. Its application in the producer side
of the healthcare industry is still in the nascent stage but expected to increase mani-
fold in the near future. The purpose of this chapter is twofold; first, illuminate on the
IoT applications on the pharmaceutical manufacturing and supply chain practices
with real examples, and second elaborate the wide avenue of the opportunity of IoT
it has in the drug discovery. Where most of the previous works argue the prospect of
IoT in the conceptual or theoretical manner, we, however, intend to show the utility
of automatic information processing in the context of computational drug design,
which is an integral part of the drug discovery process. We integrate quantitative
structure relationships with activity (QSAR), property (QSPR), and toxicity (QSTR)
by utilizing an optimization technique to come up with a combined decision model.
Numerical analysis has been performed with the developed optimization model con-
sidering three different cases using a simple chemical structure to test the model.
Results suggest that the developed mathematical model can successfully be able to
integrate QSAR, QSPR, and QSTR parameters which in terms of aid in automatic
information and data capturing and lessen human efforts. This automatization can
help in generating “optimal” drug candidates by considering all necessary facets.
The present chapter also discusses other aspects of the healthcare producers where
IoT can be proven beneficial in the near future.
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1 IoT in the Producer Side of Health Care: Introduction

Healthcare industry functions through three main stakeholders. We can refer to them
as “pillars” of the healthcare sector. These “pillars” are payers, providers, and pro-
ducers [1]. Payers are the segment who are directly or indirectly responsible for
the payment for the cost incurred while availing a healthcare service or affording
a healthcare product. Payers can be insurance companies, public or governmental
bodies, or patients in case of out of pocket expenditures. Where payers are responsi-
ble to “pay” the fee of the healthcare services or products, providers and producers
are responsible for delivering them, respectively. Providers are the organizations that
deliver healthcare services to the patients. Providers can vary from a small 20-bed
small health clinic to an 800-bed multispecialty hospital. When producers, on the
other hand, not standing on the front end of health service delivery but indispensable
part of healthcare services as without required supply of products, healthcare per-
sonnel (HCP) will not be able to serve the patients in the hour of the need. Producers
consist of mainly pharmaceutical, diagnostics, and medical device manufacturers.

“Internet of things” (IoT) is a much recent but popular construct in today’s media
and management consulting firm reports. While this book addresses IoT from mul-
tiple angles, this chapter explores the applicability of IoT concepts in the healthcare
producer context, specifically in the case of the pharmaceutical industry. At the early
stages of adoption of IoT in the healthcare industry, the main application was lim-
ited to the patient-centric mobility devices or wearables. Today, however, it extends
to real-time patient monitoring, patient compliance or medication adherence, and
HCP reporting. But practitioners still believe that the application of IoT is still in the
nascent stage as a technology in the healthcare sector. Healthcare producers espe-
cially pharmaceutical companies can leverage the benefits of IoT to a great extent in
the upcoming years [2].

Pharmaceutical companies retain a high-profit margin and thus has a low incen-
tive to change. However, the situation is changing rapidly due to competition and the
advent of personalized medicines. In the second case, companies need to produce a
small batch of medicine which has a much low economy of scale. Currently, there is
a media report suggesting that due to a $3500 broken vacuum pump, an American
Pharma company lost products worth $20million and to cater such unforeseen events
in the future, the firm decided to install IoT sensors to its vacuum pumps [3]. Such an
application is a classic example of how IoT can benefit pharmaceutical production
environment by predicting failures way ahead. Apotex, a Canadian Pharmaceutical
manufacturer, utilizes IoT-based technology to improve its solid dosage form manu-
facturing plant which resulted in increased productivity and improving bottom lines.
Manufacturing plant floor control automation has been achieved for the Apotex due
to real-time visibility of the pharmaceutical manufacturing automation and process
flow tracking [4]. IoT has also benefitting pharmaceutical supply chain practices to
a great extent. Drug counterfeiting is one of the main concerns for the pharmaceuti-
cal firms and to a major point for the integrity of the pharmaceutical supply chain.
UK-based Eurosoft Systems Ltd. (ESL) has developed SMARTpack, an IoT-enabled
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product which aid to stop counterfeit of medicines by ensuring smart packaging and
tracking [5].

A diverse range of IoT applications thus has the potential to alter the current
healthcare system to a more accessible, quality-driven healthcare system, although
proponents of the iron triangle of health care [6] can argue that this accessibility and
quality probably comes with their competing issue: cost, which is the cost of the
technology. We, however, need to understand that the implementation of the IoT-
based mechanisms not only change the pharmaceutical manufacturing operations or
supply chains but also has amuch greater impact on the drug discovery process. IoT’s
capability to enhance R&D activities and clinical development of drug molecules is
mostly unexplored and holds the potential to save financial resources to a good extent
in the near future.

2 Drug Discovery Process: Current Scenario

The traditional or de novo drug discovery is a costly and time-consuming process that
often contributes to the exorbitant price of a newly patented drug molecule. De novo
drug discovery process contains several steps: drug target identification, screening
and discovery of the molecule, optimization of the lead molecule which has the best
potential to become a successful drug, testing for its in vivo properties (absorption–
distribution–metabolism–excretion/ADME), preclinical and clinical trial process,
and finally regulatory process. It takes 10–17 year to develop a successful drug
[7], and millions of dollars were spent on the process. From the first step to final drug
development, probability success is only 10% [8].

NextGen cloud-based architecture is an example that aims to reduce the cost of
drug discovery by utilizing IoT concepts [2]. It intends to reduce the human effort in
the process. It might seem confusing how to find a suitable drug candidate or “lead
molecule” after initial screening. Here, we propose an optimization model that can
reducehumaneffort by the help of automatic identification anddata capturing (AIDC)
concepts for identifying new chemical entities (NCE). Automatic identification of
NCE by optimization of chemical structures for different chemical groups can aid
us to automate the drug design process and opens new avenues of opportunity for
finding NCE that can be prospective “lead” or drug molecules.

3 An Optimization Model for Identification of NCE

Identification of NCE or potential drug molecules can be done by various screening
techniques; among them, computational drug design is a popular method of NCE
screening. We try to develop an optimization model that can be integrated into the
computational drug design process for automatic data serialization for identifying
NCE.
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3.1 Computational Drug Design for NCE Identification

Computational drug design is a three-dimensional puzzle where the drug or the
“chemical molecule with themedicinal property” has been computationally designed
by keeping the binding site of the biological target of the human body in mind.
The drug, only with the association of the targeted biomolecule, can produce a
desired therapeutic effect that alleviates a disease present in the patient body [9].
This chemical entity or drug is termed as “ligand” by the scientists. In order to
come up with a successful drug, it is essential to decipher the functional groups and
elements attaching to the core chemical structure of the drug [10]. The advent of
computers and the use of quantitative techniques helped us to solve the enigma of
finding a suitable chemical structure with all attached functional groups within a
practically feasible time span [11, 12].

Quantitative structure–activity relationship (QSAR) models are quite popular and
widely used techniques in the computational drug design domain. QSAR is contin-
gent upon the assumption that the ligand molecule has several positions around its
core chemical structure, and the presence of different elements/functional groups
in those positions affects the activity of the ligand. With proper quantitative exer-
cise with functional groups, researchers can suggest if a ligand can turn out to be
a successful drug. However, the rationale behind a successful drug is mainly deter-
mined as the biological activity exhibited by a structure. The core structure has a
certain number of elements/groups in certain positions, i.e., “most suitable” ele-
ments in “most suitable” positions of the ligand. The outcomes are represented as a
numerical value, and multivariate modeling techniques are used to come up with a
QSAR model for that “potential” drug molecule [13, 14]. While a desired biological
or therapeutic activity is a necessary criterion to be considered as a potential drug
molecule, it has to be seen that the newly designed molecule should have possessed
certain necessary physicochemical properties when entering inside a human body
to turn out to be a good candidate [15]. Instead of the wide popularity of QSAR
models [16], consideration of physicochemical properties that affects absorption in
the body, distribution throughout the body, metabolism, and excretion of the drug
(ADME properties) eventually attracts the attention of the researchers. This leads to
a quantitative structure–property relationship (QSPR) studies that essentially capture
the relation between molecular structure and physicochemical or ADME properties
of the drugmolecule [17, 18]. However, even ensuring optimal biological activity and
calibrated physicochemical properties does not help us to ensure the feasibility of a
“good drug.” As drug discovery is a costly process, initial screening has to consider
one of the most important parameters of any chemical entity, i.e., toxicity produced
by the chemicalmolecule inside the human body. Researchers conducted quantitative
structure–toxicity relationship (QSTR) studies to determine how the combination of
functional groups/elements in a chemical structure can determine its toxicity poten-
tial in the environment [19, 20] and inside the human body [21]. QSTR has been also
adopted by other researchers to determine the toxicity profile of any new chemical
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molecule even if it is not a drug and just a solvent [22] of novel material [23] to
bolster greener practices of the planet.

Initially, researchers tried to use QSPR as a validation of QSAR model before
finalizing the multilinear regression model [24] and some researchers conducted
QSTR studies in parallel with the QSAR studies. Later, many researchers advocated
the need for a model that considers activity, property, and toxicity together [25]. A
correct form of model that ensures optimal biological/therapeutic activity, ensures
desired physicochemical or ADME properties, and confirms toxicity to be under
the specified level is absent in the current literature. This motivated us to develop
a model ensuring all the three main parameters of a suitable drug candidate using
mathematical optimization technique. The objective of this chapter is to consider
QSAR, QSPR, and QSTR parameters and come up with a combined quantitative
structure relationship model for a chemical structure.

4 The Mathematical Model

We present the summarized table of notations below:

Notation Description

n Number of elements/groups to be tested for the structure

N Number of positions in the structure

XNi Choice of ith element in the N th position (Decision Variables)

A Therapeutic property of the drug (Parameter)

B Toxicity property of the drug (Parameter)

M Physicochemical/ADME property of the drug (Parameter)

α Lower permissible bound for therapeutic property (Parameter)

β Upper permissible bound for toxicity property (Parameter)

NU The net utility of the drug

The mathematical problem shown below is the mathematical model to determine
the optimal mix of elements in the chemical structure subject to the therapeutic and
toxicity parameter of the drug. We also incorporate the physicochemical/ADME
property into our mathematical model. ADME is an acronym in pharmacology for
“absorption, distribution, metabolism, and excretion,” thereby explaining the kinet-
ics and pharmacological traits of the compound as a drug. The ADME property is
represented by M, and the values range from 0 and 1 to capture the proportion of
ADMEproperty in the given chemical composition.We assume that there are N posi-
tions in the structure where n elements can be placed as a chemical bond to enhance
the net utility of the drug. It is therefore important to incorporate a model which
simultaneously decides the positions of n elements in N positions of the chemical
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structure. Additionally, the model incorporates that a particular element can sit in
different positions of the structure to enhance the net utility. To enhance the rele-
vance of the model, the lower and upper bounds of therapeutic and toxicity property,
respectively, have been incorporated. In addition, the model ensures that no element
is being considered where the utility, i.e., the difference between therapeutic and
toxicity, is always positive. Non-negativity constraints have been ensured as per the
practical relevance. The given model is a binary integer programming model, where
the decision is to fix the choice of n elements in N positions, given that the individual
properties (parameters) in each combination are known to the user.

Maximize NUXi j =
N∑

i=1

n∑

j=1

Xi j Mi j (Ai j − Bi j )

subject to

Ai j ≥ α,

Bi j ≤ β

Ai j − Bi j ≥ 0

n∑

i=1

XNi = 1

α,β, Ai j , Bi j , Mi j , n, N, Xi j ≥ 0; Xi j = Binary

5 Numerical Validation of the Model

We provide empirical validation of our model by testing the same with different
parametric values. To ensure the flexibility of the model, we tested the same in e
different cases. Case 1 represents a balanced problem where there are six positions
in the chemical structure (N = 6) and there are six elements which need to be tested
for each position (n = 6). The results, shown in Table 1, ensure that the model works
N x n cases where bothN is equal to n. In each of the models, we assumed α ≥ 20 and
β ≤ 40. However, the structural model holds for different values of α and β. Values
of different parameters have been taken in such a fashion where there are elements
with both high and low ADMEs, therapeutic and toxicity property in order to test
the model in different scenarios. A careful examination reveals that the designated
second element is favorable for position 6 and substantiated the earlier claim that
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Table 1 Excel solver optimal solutions for N = 6 and n = 6

Net U lity = (A-B)*M*X
0 0 0 0 0 11.25

M11 M12 M13 M14 M15 M16
0.4 0.45 0.39 0.59 0.55 0.75
A11 A12 A13 A14 A15 A16
24 32 20 35 29 42

B11 B12 B13 B14 B15 B16
31 21 12 22 20 27

X11 X12 X13 X14 X15 X16
0 0 0 0 0 1 

POSITION 1

Net U lity = (A-B)*M*X
0 0 6.8 0 0 0 

M21 M22 M23 M24 M25 M26
0.6 0.43 0.4 0.65 0.72 0.49
A21 A22 A23 A24 A25 A26
35 26 35 27 29 32

B21 B22 B23 B24 B25 B26
30 40 18 26 21 24

X21 X22 X23 X24 X25 X26
0 0 1 0 0 0 

POSITION 2

Net U lity = (A-B)*M*X
6.75 0 0 0 0 0
M31 M32 M33 M34 M35 M36
0.75 0.56 0.52 0.68 0.32 0.41
A31 A32 A33 A34 A35 A36
27 34 30 28 30 21

B31 B32 B33 B34 B35 B36
18 31 19 25 20 30

X31 X32 X33 X34 X35 X36
1 0 0 0 0 0

POSITION 3

(continued)
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Table 1 (continued)

Net U lity = (A-B)*M*X
0 8 0 0 0 0 

M41 M42 M43 M44 M45 M46
0.52 0.5 0.47 0.65 0.34 0.7
A41 A42 A43 A44 A45 A46
25 28 21 32 36 28

B41 B42 B43 B44 B45 B46
14 12 19 26 21 20

X41 X42 X43 X44 X45 X46
0 1 0 0 0 0 

POSITION 4

Net U lity = (A-B)*M*X
0 0 11.96 0 0 0

M51 M52 M53 M54 M55 M56
0.35 0.72 0.46 0.67 0.61 0.57
A51 A52 A53 A54 A55 A56
38 34 39 21 19 26

B51 B52 B53 B54 B55 B56
20 29 13 30 9 13

X51 X52 X53 X54 X55 X56
0 0 1 0 0 0

POSITION 5

Net U lity = (A-B)*M*X
0 7.28 0 0 0 0 

M61 M62 M63 M64 M65 M66
0.45 0.52 0.39 0.67 0.8 0.48
A61 A62 A63 A64 A65 A66
35 30 26 21 38 28

B61 B62 B63 B64 B65 B66
26 16 20 11 35 21

X61 X62 X63 X64 X65 X66
0 1 0 0 0 0 

POSITION 6
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the same element can be bonded at different positions to improve the net utility. The
same logic is applicable for the third element which sits on both positions 2 and 5.

Case 2 represents a scenario where the number of elements is less than the vacant
positions in the structure. We present the results in Table 2. Here, we purposefully
eliminated element 6 from the previous case to observe the changes in the structure
as element 6 was the optimal choice for position 1 in the previous case. We observe
that the revised optimal solution suggests that element 4 is most suitable for position
1 given the absence of element 6. A different perspective can be brought in with
regard to the elimination strategies of the elements. If we start decreasing the gap
between therapeutic and toxicity parameter bounds (α andβ), automatically desirable
elements will be removed from the model and revised optimal solutions will start
appearing.

Similar results are shown for Case 3 in Table 3 where an additional element has
been introduced from Case 1 with relatively higher ADME structure. We observe
that due to high ADME parameter values, the newly inserted element is the optimal
choice for positions 1, 2, 3, and 4, respectively, indicating the relevance of chemical
structure with high ADME quotient.

It takes a huge amount of financial resources and scientific efforts to come up
with a potential drug candidate. As an optimal therapeutic activity, the correct set
of physicochemical properties or ADME properties and low toxicity profile are the
characteristics of a drug molecule that cannot be compromised under any circum-
stances; a drug design study focused only on the QSAR, QSPR, or QSTR model, is
likely to generate huge amount of drug candidates that can turn out to be erroneous,
and is the synthesis and testing phase. Utilizing this mathematical model ensures
“best” choice drug candidate and most preferable element/functional group choice
for each position in the chemical structure. This reduces the chances of occurrences
of false positive drug candidates.

This study although explained each possible scenario or cases hypothetically is
consistent with the literature which suggests that we need to maintain one structure
for testing. As a proper validation of a known core chemical structure, studies on
QSAR, QSPR, and QSTR have to be completed under the same “testing” condition.
This is to test how this optimization model helps us to come up with a suitable new
chemical entity with a new incoming chemical group. We took simplistic aromatic
ring, i.e., benzene where entry of the new element is restricted for six positions of
the carbon and numerical analysis is done for cases where five, six, and seven new
elements entered into the structure. This shows that this model is capable to handle
number if new entrant groups are less, equal, and more than the available position.

For the readers of the chapter, we provide a separate tutorial section at the end of
the chapter as appendices so that one can cross-verify their own optimization model
with the current one in a step-by-step manner.
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Table 2 Excel solver optimal solutions for N = 6 and n = 5

Net U lity = (A-B)*M*X
0 0 0 7.67 0 

M11 M12 M13 M14 M15
0.4 0.45 0.39 0.59 0.55
A11 A12 A13 A14 A15
24 32 20 35 29

B11 B12 B13 B14 B15
31 21 12 22 20

X11 X12 X13 X14 X15
0 0 0 1 0 

POSITION 1

Net U lity = (A-B)*M*X
0 0 6.8 0 0 

M21 M22 M23 M24 M25
0.6 0.43 0.4 0.65 0.72
A21 A22 A23 A24 A25
35 26 35 27 29

B21 B22 B23 B24 B25
30 40 18 26 21

X21 X22 X23 X24 X25
0 0 1 0 0 

POSITION 2

Net U lity = (A-B)*M*X
6.75 0 0 0 0 
M31 M32 M33 M34 M35
0.75 0.56 0.52 0.68 0.32
A31 A32 A33 A34 A35
27 34 30 28 30

B31 B32 B33 B34 B35
18 31 19 25 20

X31 X32 X33 X34 X35
1 0 0 0 0

POSITION 3

(continued)
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Table 2 (continued)

Net U lity = (A-B)*M*X
0 8 0 0 0 

M41 M42 M43 M44 M45
0.52 0.5 0.47 0.65 0.34
A41 A42 A43 A44 A45
25 28 21 32 36

B41 B42 B43 B44 B45
14 12 19 26 21

X41 X42 X43 X44 X45
0 1 0 0 0 

POSITION 4

Net U lity = (A-B)*M*X
0 0 11.96 0 0 

M51 M52 M53 M54 M55
0.35 0.72 0.46 0.67 0.61
A51 A52 A53 A54 A55
38 34 39 21 19

B51 B52 B53 B54 B55
20 29 13 30 9 

X51 X52 X53 X54 X55
0 0 1 0 0 

POSITION 5

Net U lity = (A-B)*M*X
0 7.28 0 0 0 

M61 M62 M63 M64 M65
0.45 0.52 0.39 0.67 0.8
A61 A62 A63 A64 A65
35 30 26 21 38

B61 B62 B63 B64 B65
26 16 20 11 35

X61 X62 X63 X64 X65
0 1 0 0 0 

POSITION 6
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Table 3 Excel solver optimal solutions for N = 6 and n = 7

Net U lity = (A-B)*M*X
0 0 0 0 0 16.4 0 

M11 M12 M13 M14 M15 M1New M16
0.4 0.45 0.39 0.59 0.55 0.82 0.75
A11 A12 A13 A14 A15 A1New A16
24 32 20 35 29 52 42

B11 B12 B13 B14 B15 B1New B16
31 21 12 22 20 32 27

X11 X12 X13 X14 X15 X1New X16
0 0 0 0 0 1 0

POSITION 1
Net U lity = (A-B)*M*X

0 0 0 0 0 12.48 0
M21 M22 M23 M24 M25 M2New M26
0.6 0.43 0.4 0.65 0.72 0.78 0.49
A21 A22 A23 A24 A25 A2New A26
35 26 35 27 29 42 32

B21 B22 B23 B24 B25 B2New B26
30 40 18 26 21 26 24

X21 X22 X23 X24 X25 X2New X26
0 0 0 0 0 1 0 

POSITION 2

Net U lity = (A-B)*M*X
0 0 0 0 0 14.4 0 

M31 M32 M33 M34 M35 M3New M36
0.75 0.56 0.52 0.68 0.32 0.8 0.41
A31 A32 A33 A34 A35 A3New A36
27 34 30 28 30 39 21

B31 B32 B33 B34 B35 B3New B36
18 31 19 25 20 21 30

X31 X32 X33 X34 X35 X3New X36
0 0 0 0 0 1 0 

POSITION 3

(continued)
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Table 3 (continued)

Net U lity = (A-B)*M*X
0 0 0 0 0 12.07 0 

M41 M42 M43 M44 M45 M4New M46
0.52 0.5 0.47 0.65 0.34 0.71 0.7
A41 A42 A43 A44 A45 A4New A46
25 28 21 32 36 35 28

B41 B42 B43 B44 B45 B4New B46
14 12 19 26 21 18 20

X41 X42 X43 X44 X45 X4New X46
0 0 0 0 0 1 0 

POSITION 4

Net U lity = (A-B)*M*X
0 0 11.96 0 0 0 0

M51 M52 M53 M54 M55 M5New M56
0.35 0.72 0.46 0.67 0.61 0.84 0.57
A51 A52 A53 A54 A55 A5New A56
38 34 39 21 19 40 26

B51 B52 B53 B54 B55 B5New B56
20 29 13 30 9 27 13

X51 X52 X53 X54 X55 X5New X56
0 0 1 0 0 0 0 

POSITION 5

Net U lity = (A-B)*M*X
0 7.28 0 0 0 0 0 

M61 M62 M63 M64 M65 M6New M66
0.45 0.52 0.39 0.67 0.8 0.61 0.48
A61 A62 A63 A64 A65 A6New A66
35 30 26 21 38 38 28

B61 B62 B63 B64 B65 B6New B66
26 16 20 11 35 30 21

X61 X62 X63 X64 X65 X6New X66
0 1 0 0 0 0 0 

POSITION 6
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6 Discussion on the Scope of Optimization in Automatic
NCE Identification

The previous section of the chapter contributes to the application of the mathemat-
ical optimization technique in the domain of computational chemistry. Till now, the
computational design of drugs mainly utilizes statistical techniques like regression
to come up with a successful model. However, in this study, we demonstrate why
a regression model considering only QSAR or QSPR or QSTR parameters is not a
goodmodel to proceedwith chemical experimentation.Rather, using theoptimization
technique,we can comewith amore accurate and theoretically correctmodel.Numer-
ical analysis of a simple six-carbon core structure shows the utility of the model in
realistic scenarios with a different number of entrant groups in the core structure.
This study contributes to the novel application of optimization in a completely new
domain which has a lot of opportunities to explore further by future researchers.

Since validation with the real-life experimental data for computationally devel-
oped QSAR models is an integral part for scientific robustness [26, 27] which is
absent in this chapter, a practical example for the validation is the main limitation
and a potential future direction for this study. Future academicians may opt to “val-
idate” this model with different core chemical structures and can come up with the
findings that for what type of structure relationships this mathematical model holds
correct and illuminate on the limitation of the model with the experimental data.

Scope of optimization in automated NCE identification is immense as it can aid to
reduced human effort, effective discovery process handling, and the reduced timeline
for the development of the new drug molecule.

7 IoT: The Road Ahead for Healthcare Producers

It is clear that standing in the era of Industry 4.0, the utility of IoT technologies
will increase exponentially over the coming decade as IoT can both contribute to
cost-cutting and increased productivity in the context of healthcare producers [5].

The following are the avenues of implementation of IoT-based technologies for a
healthcare producer firm:

• Application of radio-frequency identification (RFID) technologies may aid us to
real-time monitoring of the medicines that drastically reduce drug counterfeiting,
managing quality inventory, and improving production planning and distribution
mechanism by using itemized data obtained from the sensor.

• Item-wise automatic traceability will be the advantage for the pharmaceutical
supply chain managers while making any decision. IoT helps us to develop this
context-aware RFID-based drug-tracing mechanism [28, 29].

• IoT-based technologies can help us to identify if any combination of medicines has
any interactions or if the patient condition (e.g., pregnancy, liver, or renal disease)
is not suitable for any medicines to be prescribed and delivered accordingly. Item-
wise medicine data aid the prescription for any patients [30, 31].
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• Identification of medicine interaction reduces malaise in patients due to the avoid-
ance of all medicine combination that has an interaction. This improves patient
compliance withmedicine [31]. Also, IoT technologies are implemented to deliver
medicines in an intelligent box (iMedBox), which, like a personal pharmacist, aid
a patient for the dose and medicines [32]. IoT-based wearables have immense
potential for delivering patient-centric care as well [33].

• Real-time diagnostics with the help of IoT technologies have been explored by the
Sysmex, a global leader in the diagnostics services [4].

Where it is clear that IoT technologies have immense prospect to emerge as a domi-
nant adoption concept in the upcoming years, it also has limitations. First, the security
of itemized data for the pharmaceutical supply chain must be protected data security
practices; otherwise, it can be traced by the illegal people/organization who might
be interested in some specific chemical item to produce illegal substances such as
narcotic substances. Second, the advent of IoT-based manufacturing may further
automate the pharmaceutical manufacturing process which might lead to unemploy-
ment of semiskilled or skilled workers. Social impact of the same must be kept in
mind before implementing the IoT-based automation practices.

Despite the limitation, it is evident that IoT-based technologies will reduce cost,
improve productivity, and generate new avenues of employment in the future.

8 Conclusion

This chapter is intended to emphasize the application of IoT in the healthcare pro-
ducer side. First, it introduces the IoT applications in pharmaceutical manufacturing
and supply chain management with real-life contexts. Next, it describes how the
introduction of IoT-based technologies has the promise to revolutionize the phar-
maceutical drug development procedure and reduce the involvement human efforts,
and thus significantly bolster efficient discovery of designed drug candidate within
a lesser time span. However, in order to achieve profuse usage of IoT, we must be
able to conceptualize the aspects of the drug discovery where IoT can be utilized.
Computational drug design seemed to be a relevant context where automatic identi-
fication and data capturing principles can be helpful. We deduce a simplistic linear
mathematical optimization model that will integrate the principles of current compu-
tational drug design concepts such as QSAR and QSPR and can be tested through a
simplistic chemical structure to verify the prowess of suggestedmathematical model.
Finally, the chapter discussed the utility of such models to build a cost-effective and
the potential IoT for the healthcare producers. The chapter concludes with the cur-
rent state of developments with relevant references and challenges such as security
of data generated by RFID-based itemization in a pharmaceutical firm.

In a nutshell, the chapter elaborates the impact that IoT can bring to the producer
side of the healthcare industry, point out the present state of developments, and
provide a mathematical model with numerical validation to bolster the argument
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that use of IoT in the pharmaceutical drug discovery process is beneficial. Then, it
explains the current challenges and future avenues of IoT on the producer side.

Appendix: Tutorial for Building Optimization Model
in Excel Solver

We have provided a step-by-step procedure to prepare the excel solver input–output
analysis for solving the linear optimizationmodel.After each step, readers are advised
to check their formulated model in the excel file with the figures provided for the
proper reproducibility. However, it is a better approach to build own model first and
then cross-verify with the tutorial figures for a complete understanding.

STEP 1: Writing the decision variable and parameters row-wise so as to ensure that
multiplication and addition between variables and parameters turn out to be easy
when we formulate the objective function. For all the six positions in the structure,
we prepare the excel for ADME property, therapeutic value, toxicity value, and the
decision variable line, i.e., choice of ith element in the Nth position. We then provide
the value for the parameters and set the value of the cells under decision variables to
zero. Figure 1 is the screenshot for further understanding.
STEP2: Next, we prepare and formulate the objective functionwith the help of STEP
1 where we prepared the entire input matrix of decision variables and parameters.
Therefore, we first prepare the multiplicative operations, i.e., ADME Property *
(Therapeutic Value – Toxicity Value) * Decision Variable. We then add all such cells
for each of the cells prepared from the input matrix. Please refer Fig. 2a, b for further
clarity in this regard.
STEP 3: Now we prepare the constraints in the excel sheet. The first constraint is
to ensure that all the values as entered in STEP 2 are greater than or equal to zero.
In the absence of this constraint, the excel solver may assume negative values for
a particular cell. The next set of constraints (one constraint for each position) is to
ensure that only one element is fixed to a position. We show the formula for each
constraint in separate screenshots as shown in Fig. 3a–g for the purpose of clarity to
the students.
STEP 4: Next we prepare the optimization algorithm by initiating the solver function
in excel. Students should first go to the “Data” tab and at the right-handmost corners,
EXCEL SOLVER will be present. Students are advised to first click the button. A
pop-up screenwill appear. Students will just need to select the (A) objective function,
(B) maximization or minimization option, (C) select the decision variables, and (D)
select the constraints. Please note that in addition to the constraints explained in STEP
3, we have also incorporated the binary constraint for the decision variable. Then, we
have to click the options button and then click “AssumeNon-Negative” and “Assume
LinearModel” to ensure that the optimizationmodel is a linear programmingproblem
and all the decision variables are non-negative. Then,we click solve to get our answer.
Refer Fig. 4a, b for further understanding.
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