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Preface

PSI is the premier international forum in Russia for academic and industrial
researchers, developers, and users working on topics relating to computer, software,
and information sciences. The conference serves to bridge the gaps between different
communities whose research areas are covered by, but not limited to, foundations of
program and system development and analysis, programming methodology and soft-
ware engineering, and information technologies.

The previous 11 PSI conferences were held in 1991, 1996, 1999, 2001, 2003, 2006,
2009, 2011, 2014, 2015, and 2017, respectively, and proved to be significant inter-
national events. Traditionally, PSI offers a program of keynote lectures, presentations
of contributed papers and workshops, complemented by a social program reflecting the
amazing diversity of Russian culture and history.

The PSI conference series is dedicated to the memory of a pioneer in theoretical and
system programming research, academician Andrei Petrovich Ershov (1931-1988).
Andrei Ershov graduated from the Moscow State University in 1954. He began his
scientific career under the guidance of Professor Lyapunov — the supervisor of his PhD
thesis. A.P. Ershov worked at the Institute of Precise Mechanics and Computing
Machnery, and later headed the Theoretical Programming Department at the Com-
puting Center of the USSR Academy of Sciences in Moscow. In 1958 the department
was reorganized into the Institute of Mathematics of Siberian Branch of the USSR
Academy of Sciences, and by the initiative of the academician S.L. Sobolev Ershov,
A.P. Ershov was appointed the head of this department, which later became part of the
Computing Center in Novosibirsk Akademgorodok. The first significant project of the
department was aimed at the development of the ALPHA system, an optimizing
compiler for an extension of Algol 60 implemented on a Soviet computer M-20. Later
the researchers of the department created the Algibr, Epsilon, Sigma, and Alpha-6
programming systems for the BESM-6 computers. The list of the achievements also
includes the first Soviet time-sharing system AIST-0, the multilanguage system BETA,
research projects in artificial intelligence and parallel programming, integrated tools for
text processing and publishing, and many more. A.P. Ershov was a leader and par-
ticipant of these projects. In 1974 he was nominated as a Distinguished Fellow of the
British Computer Society. In 1981 he received the Silver Core Award for services
rendered to IFIP. Andrei Ershov’s brilliant speeches were always the focus of public
attention. Especially notable was his lecture on “Aesthetic and Human Factor in
Programming” presented at the AFIPS Spring Joint Computer Conference in 1972.

This edition of the conference attracted 70 submissions from 15 countries. We wish
to thank all their authors for their interest in PSI 2019. Each submission was reviewed
by three experts, at least two of them from the same or closely related discipline as the
authors. The reviewers generally provided high quality assessment of the papers and
often gave extensive comments to the authors for the possible improvement of the
contributions. As a result, the Program Committee selected nine high-quality papers as
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regular talks, nine papers as short talks, three papers as system and experimental talks,
and eight poster presers, for presentation at the conference. A range of hot topics in
computer science and informatics are covered by five keynote talks given by prominent
computer scientists from various countries.

We are glad to express our gratitude to all the persons and organizations who
contributed to the conference: the authors of all the papers for their effort in producing
the materials included here; the sponsors for their moral, financial, and organizational
support; the Steering Committee members for their coordination of the conference, the
Program Committee members and the reviewers who did their best to review and select
the papers; and the members of the Organizing Committee for their contribution to the
success of this event and its great cultural program.

The Program Committee work was done using the EasyChair conference manage-
ment system.

October 2019 Nikolaj Bjerner
Irina Virbitskaite
Andrei Voronkov
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Towards Knowledge Graph Based
Representation, Augmentation
and Exploration of Scholarly Communication

Soren Auer

Leibniz Information Centre for Science and Technology and University Library,
Germany

Abstract. Despite an improved digital access to scientific publications in the last
decades, the fundamental principles of scholarly communication remain
unchanged and continue to be largely document-based. The document-oriented
workflows in science have reached the limits of adequacy as highlighted by
recent discussions on the increasing proliferation of scientific literature, the
deficiency of peer-review and the reproducibility crisis. We need to represent,
analyse, augment and exploit scholarly communication in a knowledge-based
way by expressing and linking scientific contributions and related artefacts
through semantically rich, interlinked knowledge graphs. This should be based
on deep semantic representation of scientific contributions, their manual,
crowd-sourced and automatic augmentation and finally the intuitive exploration
and interaction employing question answering on the resulting scientific
knowledge base. We need to synergistically combine automated extraction and
augmentation techniques, with large-scale collaboration to reach an unprece-
dented level of knowledge graph breadth and depth. As a result,
knowledge-based information flows can facilitate completely new ways of
search and exploration. The efficiency and effectiveness of scholarly commu-
nication will significant increase, since ambiguities are reduced, reproducibility
is facilitated, redundancy is avoided, provenance and contributions can be better
traced and the interconnections of research contributions are made more explicit
and transparent. In this talk we will present first steps in this direction in the
context of our Open Research Knowledge Graph initiative and the Science-
GRAPH project.



On Termination of Probabilistic Programs

Joost-Pieter Katoen

Aachen University, Germany

Abstract. Program termination is a key question in program verification. This
talk considers the termination of probabilistic programs, programs that can
describe randomised algorithms and more recently received attention in machine
learning. Termination of probabilistic programs has some unexpected effects.
Such programs may diverge with zero probability; they almost-surely terminate
(AST). Running two AST-programs in sequence that both have a finite expected
termination time — so-called positive AST — may yield an AST-program with an
infinite termination time (in expectation). Thus positive AST is not composi-
tional with respect to sequential program composition. This talk discusses that
proving positive AST (and AST) is harder than the halting problem, shows a
powerful proof rule for deciding AST, and sketches a Dijkstra-like weakest
precondition calculus for proving positive AST in a fully compositional manner.



Safety Verification for Deep Neural Networks
with Provable Guarantees

Marta Kwiatkowska

University of Oxford, UK

Abstract. Deep neural networks have achieved impressive experimental results
in image classification, but can surprisingly be unstable with respect to adver-
sarial perturbations, that is, minimal changes to the input image that cause the
network to misclassify it. With potential applications including perception
modules and end-to-end controllers for self-driving cars, this raises concerns
about their safety. This lecture will describe progress with developing automated
verification and testing techniques for deep neural networks to ensure safety and
security of their classification decisions with respect to input manipulations. The
techniques exploit Lipschitz continuity of the networks and aim to approximate,
for a given set of inputs, the reachable set of network outputs in terms of lower
and upper bounds, in anytime manner, with provable guarantees. We develop
novel algorithms based on feature-guided search, games and global optimisa-
tion, and evaluate them on state-of-the-art networks. We also develop founda-
tions for probabilistic safety verification for Gaussian processes, with
application to neural networks.
The lecture will be based on the following publications:

1. X. Huang, M. Kwiatkowska, S. Wang and M. Wu, Safety Verification of
Deep Neural Networks. In Proc. 29th International Conference on Computer
Aided Verification (CAV), pages 3-29, LNCS, Springer, 2017.

2. W. Ruan, X. Huang, and M. Kwiatkowska. Reachability Analysis of Deep
Neural Networks with Provable Guarantees. In Proc. 27th International Joint
Conference on Artificial Intelligence (IJCAI’18), pages 2651-2659, 2018.

3. M. Wicker, X. Huang, and M. Kwiatkowska. Feature-Guided Black-Box
Safety Testing of Deep Neural Networks. In Proc. 24th International Con-
ference on Tools and Algorithms for the Construction and Analysis of Sys-
tems (TACAS 2018), pages 408—426. Springer, 2018.

4. M. Wu, M. Wicker, W. Ruan, X. Huang and M. Kwiatkowska.
A Game-Based Approximate Verification of Deep Neural Networks with
Provable Guarantees. Accepted to Theoretical Computer Science subject to
revisions. CoRR abs/1807.03571 (2018)

5. L. Cardelli, M. Kwiatkowska, L. Laurenti, A. Patane. Robustness Guarantees
for Bayesian Inference with Gaussian Processes. In Proc. AAAI 2019. To
appear, 2019. CoRR abs/1809.06452 (2018)


https://dblp.uni-trier.de/db/journals/corr/corr1809.html

Automated-Reasoning Revolution:
From Theory to Practice and Back

Moshe Vardi

Rice University, USA

Abstract. For the past 40 years computer scientists generally believed that
NP-complete problems are intractable. In particular, Boolean satisfiability
(SAT), as a paradigmatic automated-reasoning problem, has been considered to
be intractable. Over the past 20 years, however, there has been a quiet, but
dramatic, revolution, and very large SAT instances are now being solved rou-
tinely as part of software and hardware design. In this talk I will review this
amazing development and show how automated reasoning is now an industrial
reality.

I will then describe how we can leverage SAT solving to accomplish other
automated-reasoning tasks. Sampling uniformly at random satisfying truth
assignments of a given Boolean formula or counting the number of such
assignments are both fundamental computational problems in computer science
with applications in software testing, software synthesis, machine learning,
personalized learning, and more. While the theory of these problems has been
thoroughly investigated since the 1980s, approximation algorithms developed
by theoreticians do not scale up to industrial-sized instances. Algorithms used
by the industry offer better scalability, but give up certain correctness guarantees
to achieve scalability. We describe a novel approach, based on universal hashing
and Satisfiability Modulo Theory, that scales to formulas with hundreds of
thousands of variables without giving up correctness guarantees.



The Power of Symbolic Automata
and Transducers

Margus Veanes

Microsoft Research, Redmond, USA

Abstract. Symbolic automata and transducers extend finite automata and
transducers by allowing transitions to carry predicates and functions over rich
alphabet theories, such as linear arithmetic. Therefore, these models extend their
classic counterparts to operate over infinite alphabets, such as the set of rational
numbers. Due to their expressiveness, symbolic automata and transducers have
been used to verify functional programs operating over lists and trees, to prove
the correctness of complex implementations of BASE64 and UTF encoders, and
to expose data parallelism in computations that may otherwise seem inherently
sequential. In this talk, I give an overview of what is currently known about
symbolic automata and transducers as well as their variants. We discuss what
makes these models different from their finite-alphabet counterparts, what kind
of applications symbolic models can enable, and what challenges arise when
reasoning about these formalisms. Finally, I present a list of open problems and
research directions that relate to both the theory and practice of symbolic
automata and transducers.
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Rapid Instruction Decoding for TA-32

Yauhen Klimiankou®)

Department of Software for Information Technologies, Belarusian State University
of Informatics and Radioelectronics, 6 P. Brovki Street, 220013 Minsk, Belarus
klimenkov@bsuir.by

Abstract. This paper explains new performance-oriented instruction
decoder for TA-32 ISA. The decoder provides the functionality required
for program analysis and interpretation and exports simple interface for
the conversion of a code byte stream into a stream of generalized instruc-
tion descriptions. We report measurements comparing our decoder with
well-known alternative solutions to demonstrate its superior efficiency.

Keywords: TA-32 - Instructions decoding

1 Introduction

This paper attempts to shed light on an essential topic of design and imple-
mentation of efficient instruction decoders for CISC-like bytecodes. The fact,
that a wide range of applications including simulators [10], emulators [1], virtual
machines [4], tools for static and dynamic analysis of executables [2,5], disas-
semblers, decompilers [6], and others uses instruction decoders emphasizes their
importance. In the case of its usage in the area of simulators, emulators, and vir-
tual machines, the decoder performance becomes one of the primary contributors
to the efficiency of the entire system.

We draw attention to different approaches used for the design and implemen-
tation of software decoders for complex CISC-like ISAs with variable instruction
length. RISC-like ISAs usually assumes fixed instruction length and few easily
parsable and distinguishable instruction formats. That leads to straightforward
decoders both in hardware and in software implementations. Variable instruc-
tion length and variety of instruction formats pump significant complexity into
decoder design and implementation in the case of CISC-like ISAs with respective
degradation of performance.

We have developed a new instruction decoder for IA-32 ISA [9] which is a
canonical example of CISC ISA. The decoder design focuses on applications in
a broad range of domains, including such as virtual machines and emulators for
which instruction decoding efficiency is critical. For example, such projects as
IBM PC compatible emulator Bosch [1] and hypervisor QEMU [4] can use it
as front-end. The proposed decoder is well-abstracted from back-end logic, pro-
vides a clear interface and preserves universal nature in contrast to the original
instruction decoders used in these projects.

© Springer Nature Switzerland AG 2019
N. Bjgrner et al. (Eds.): PSI 2019, LNCS 11964, pp. 1-9, 2019.
https://doi.org/10.1007/978-3-030-37487-7_1


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-37487-7_1&domain=pdf
https://doi.org/10.1007/978-3-030-37487-7_1

2 Y. Klimiankou

We have explored various techniques and approaches towards optimization
of instructions decoding performance. Our experience has shown that Mealy
machine-based decoder design leads to pure, flexible, extensible, and efficient
implementations. Our decoder demonstrates that there is a significant perfor-
mance improvement which can be obtained by precaching of decoded instruc-
tions not containing the variable part. Such instructions are most frequently
faced instructions in industrial applications which amplifies the power of such
performance trick.

Finally, we have compared the performance of our decoder implementation
for TA-32 ISA with popular and extensively used analogs. We show that our
decoder demonstrates its advantage in instructions decoding performance on
real industrial quality binary program code.

Our key contributions in this work are:

— To present instruction decoder supporting CISC-like bytecode that repro-
duces TA-32 ISA.

— To explore design principles and optimization tricks towards efficient decoding
of CISC-like bytecodes.

— To present the comparison between different instruction decoders for TA-32
ISA.

— To show that it is practical to use the design based on Mealy machine
automata with use of table-guided dispatching, extensive precaching and sim-
plified output interface.

2 TA-32 Instruction Set Architecture

IA-32, also known as 1386, is a 32-bit version of the z86 ISA introduced in
1985. Successive generations of microprocessors have extremely complicated z86
ISA over years. “Manual for Intel 8086” (1979) [7] contains only 43 pages about
instruction set. “Programmer’s Reference Manual for Intel 80386” [8] (1986)
already contains 421 pages. Finally, the current edition of “Intel 64 and IA-32
Architectures Software Developers Manual” (2018) [9] has 2214 pages describing
instructions.

Even Intel 8086 was a processor with CISC design and with a set of instruc-
tions of variable length (from 1 byte and up to 4 bytes) and with variable execu-
tion time. With time going, IA-32 became more and more CISC-like. Currently,
it supports a set of more than 200 instructions with lengths varying starting
from 1 byte and ending by 15 bytes.

IA-32 supports multiple addressing modes and complex memory access mech-
anisms. Most of the instructions in that ISA can reference memory directly. In
contrast to [A-32, RISC ISAs commonly rely on an especial pair of instructions
dedicated to data exchange between memory and registers while rest instructions
operate exclusively on registers. Availability of two memory addressing modes
and two functioning modes bring additional complexity to IA-32 architecture.
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[In-Memory Value (PREX [BASE])][  Register

[GPR:1 {AL,CL,DL,BL,AH,CH,DH,BH} bl Immediate Value (IMM)]
|GPR:2 {AX,CX,DX,BX,SP,BP,SI,DI} bl Direct In-Memory Value (PREX [IMM])]
[GPR:4 {EAX,ECX,EDX,EBX,ESP,EBP,ESL,EDI} In-Memory BASI (PREX [BASE+INDX*SCALE+IMIM])
[FPU:4 {ST,ST(1),5T(2),5T(3),5T(4),5T(5),5T(6),5T(7)} In-Memory BSI (PREX [BASE *SCALE+IMM])
[SR:2 {ES,CS,SS,DS, FS,GS} In-Memory BAS (PRFX [BASE+INDX*SCALE 1)

Fig. 1. Instruction argument types supported by the TA-32 instruction set.

2.1 Instructions on IA-32

Instructions in IA-32 consists of three components: opcode, argument types block
and immediate values block, where only the opcode is mandatory part while
other parts are optional. Opcode bytes not only define instruction behavior but
also guides decoder about rest of the instruction bytes.

IA-32 instruction can have from 0 up to 3 either primitive or composite
arguments, as shown on Fig. 1. The second ones either comes with immediate
value or use multiple registers. BASE INDX are one of the registers from the set
GPR:}. PRFX can accompany any memory-referencing argument to specify the
size of the referenced value explicitly. The list of prefixes includes byte, word,
dword, fword, qword, and tword (1, 2, 4, 6, 8 and 10 bytes respectively). SCALE
can take only values 1, 2, 4, and 8. IMM denotes an immediate value.

From a semantics viewpoint, every instruction in IA-32 consists of a com-
mand, three arguments and two immediate values associated with them. First
one is the only mandatory component. All other instruction parts are optional
and can be void. At the same time, only immediate values explicitly referenced
by arguments become meaningful.

2.2 Classification of IA-32 Instructions

In contrast to RISC systems, IA-32 does not have uniform instruction encoding,.
Besides that, there are few families of instructions. Each instruction from the
same family follows the same encoding rules. There are four general families of
instructions which are distributed over TA-32 decoding root map as depicted in
Fig. 2.

Tiny Instructions. Tiny instructions represent a set of instructions for which
one or two bytes define entire semantics of instruction. Almost all commands
(instructions which do not have operands) (std), frequently used predicates
(instructions with only one operand) with in-register arguments (inc) and even
some operations (instructions with two operands) with in-register only argu-
ments (for example zchg eaz, ecx) fall into that family.
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0o 1 2 3 4 5 6 7 8 9 A B C D E F
ooo [F[FIF[FISTSTTITIFTFIFTFISTSTX] oor
oo [F[FFIF[SISITITIFIFIF[FIS[S[T[T] o
oo [F[FIF[F[S[SITITIFIFIFIFIs[s[T[T] o
oo [F[FFIF[S[SITITIFIFIFIFIs[S[T[T]oer
oo [T[T[T[T[T[T[TIT[T[T[T[TITIT[T[T] 0w
oo [T[T[T[T[T[T[TITITITIT[TITITT[T] 0
oo [T[TF[F[T[T[TIT[STFIS[FIT[T[T[T]oe
oo [S[S[S[S[S[S[S[S[S[S[s[s[s[s[s[s]
oa [M[MIM[M| F [ F[FIFIF|F[FF[FIF|F[M]oe
oo [TIT[TIT[T[T[TTITSITITITITT ] 0r
o [STSTSTSTT[TIT[TIsTsTTIT[T[T[T[T]ow
o [S[STSTs[s[sIsTsIs[s[sTs[sIs[s[s]oe
oo [M[M[S[TIFIF[FTFIs[T[s[T[T[s[T[T]o
ooo [M[M[MIMI STSTTTTIMIMIMIMIMIM[M[M] o+
oo [S[STSTSTsTs[sTs[sTs[sIs[TIT[T[T] o«
oo [T[T[T[T[T[TM[M[T[T[T[T[T[T[M[M] o

o 1 2 3 4 5 6 7 8 9 A B C D E F

Fig. 2. Map of IA-32 decoding tree roots.

Snap Instructions. Snap instructions represent a family of instructions which
consist of one command byte and one immediate value following it. There are
two subclasses of snap instructions: predicates with an immediate value (push
imm), and operations with one fixed in-register argument and an immediate
value as a second argument (add eaz, imm). The first byte of the instruction
defines its entire semantics, while the immediate value defines its operands.

Instructions with Fixed and Mixed Commands. There is the only differ-
ence between these families. In instructions with fixed command, the first byte of
instruction explicitly defines command encoded. Instructions with mixed com-
mands use at least two bytes for command encoding. Both families consist of
encoding trees each leaf of which contains instructions with particular semantics
and encoding.

2.3 Encoding Trees and Instructions Types
TA-32 includes three types of decoding trees:

— Tree of completely manageable register-based operations.
— Tree of semi-manageable register-based operations.
— Tree of operations with an immediate argument.

Each tree contains four leaves on the first level, where first three leaves create
three stable triplets that define a type of encoding subtree. The fourth leaf
is highly-variable and differs between different decoding trees. Nevertheless, all
decoding trees follow the same structure depicted in Fig. 3. All these complexities
introduced by encoding trees are a direct consequence of support of multiple
addressing modes listed above.
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Fig. 3. Structure of IA-32 encoding tree.

3 General Architecture of EIDIA Decoder

The best approach to the feeding of TA-32 instruction decoder is feeding in byte-
by-byte fashion. In that case, front-end receives control over decoder and on its
input stream of code bytes after processing of each byte of code. Thus, front-end
forms the input byte stream, while there is no intermediate buffering. More-
over, this feeding scheme completely releases decoder from feeding management
and control tasks. At the same time, the byte-by-byte feeding scheme implies
conditional generation of output instruction description. Figure4 presents the
scheme of the interaction of front-end with EIDIA decoder. As can be seen
on the figure, the decoder can be in three states: decoding complete, decoding
incomplete, and undefined instruction found. When front-end founds decoder in
“Decoding incomplete” state, it routes self through a fast path to next feed-
ing round. Otherwise, it captures and processes decoded instruction (in case
of “decoding complete” state) or handles the exceptional situation (in case of
“undefined instruction” state).

The architecture of interfacing with decoder depicted in Fig.4 also reflects
the fact that it can be beneficial to consider decoder as a state machine in
general or as Mealy machine automata in particular and design decoder in the
appropriate way. Automata’s input is bytes of code. Internal states of decoding
can be represented as a graph of handlers, while the internal state of decoder,
in that case, will be represented by function pointer defining the current state
of decoding. The decoder has an initial state which represents start point in
instruction decoding, but it has no distinct finish state. Each time when decoder
either have instruction successfully decoded or have undefined opcode detected
it reports that decoding was finished and switches self to initial state. Therefore,
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Fig. 4. Scheme of interaction with EIDIA decoder.

each state from which decoder can directly transit into the initial state can be
considered finish state.

Mealy machine basis of decoder allows applying extensive table-based dis-
patching of decoding. Multiple tables are in use. Routing tables switch decoder
onto appropriate handler depending on code byte at the input. Additional seman-
tic data table contains a generalized description of the instruction set. Different
parts of decoder use this table which increases the uniformity of decoder code,
thus, improving the efficiency of CPU cache usage. At the same time, during
each decoding step EIDIA accumulates information about instruction decoded,
as well as, information which will guide decision making during next decod-
ing steps. Thus, EIDIA does not use instruction bytes as a path to the complete
instruction description, but assembles the description in a step-by-step way. Fur-
thermore, EIDIA reconfigures itself during each decoding step.

Following the state machine architecture with byte-by-byte feeding eliminates
all external dependencies from EIDIA. For example, EIDIA does not dynami-
cally allocate or manipulate memory and does not use C standard library at all.
Furthermore, EIDIA does not involved into the instruction byte stream man-
agement which eliminates frequently redundant preparations and checks of the
input byte stream.

4 Output Interface of EIDIA

The output interface of decoder should be convenient for use and completely
cover general semantic of instruction. EIDIA returns instruction description rep-
resented in the form of a pointer to the next data structure:

struct Instruction {
uint32_t command;
uint32_t args[3];
uint32_t imms[2];

}s



Rapid Instruction Decoding for TA-32 7

The output of the decoder has a size of 24 bytes and can incur significant over-
head on memory copying during transfer from the decoder to its front-end. Thus,
the efficient decoder should have an internal buffer which it uses for instruc-
tion construction during decoding. Decoder exports interface for accessing that
buffer to the front-end. Therefore, when the back-end receives status “Decod-
ing complete” that status serves it as a signal that front-end can safely capture
instruction from the internal buffer using the provided interface. Furthermore,
front-end becomes able to perform access only those components of instruction
description which contain actual data. For example, if decoded instruction is a
command (have no arguments), then backend can read command opcode, using
it determine that there are no arguments and finish work with decoder buffer,
hence performing access only to 4 bytes from 24 available bytes of the buffer.

IA-32 has a subset of instructions with a fixed command and which have
encoding trees with reverse order of instruction arguments. They have the same
encoding as regular instruction. Encoding tree itself and hence first byte of
instruction specifies the reverse ordering of arguments. Interface for access to
internal buffer allows simplifying decoder internals because it preserves unifor-
mity of decoding algorithms. Such an especial interface can reverse arguments
order for backend at access time by logical mapping of the external view of the
buffer fields to respective internal implementation.

Especial interface to decoder buffer implements lazy output reset. Lazy reset
moves the burden of internal buffer cleanup from the stage of decoding to the
results fetching stage, which leads to performance penalty reduction. Decoder
front-end can cleanup only those fields of the internal buffer which were set
by decoder during assembling of instruction. At the same time, lazy reset can
eliminate redundant resetting of those fields which were not modified by the
decoder.

Finally, an especial interface provides an opportunity for extensive precaching
of ready-to-use generalized instruction descriptions. In case of decoding of tiny
instructions, the decoder can point output interface onto appropriate already
ready-to-use instruction description instead of filling of the default output buffer.

5 Evaluation

Table 1 presents the specification of CPUs of computer systems which we have
used for evaluation.

We have measured the throughput of EIDIA in two scenarios. The first sce-
nario is a pure binary instruction stream decoding. Results achieved for this
scenario show throughput in raw instructions decoding. In the second scenario,
we have measured the performance of the decoder with the attached back-end.
In the role of the back-end, we have used a simple disassembler application that
was designed and implemented from scratch.

Finally, we have used two types of workload. The specially generated file
containing all variants of TA-32 instructions (2.1152 MB and 445215 instructions)
represents a synthetic workload. In the role of real-world workload, we have
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Table 1. Hardware used for performance evaluation

Platform A Platform B Platform C
CPU Intel Core i7-4600U | AMD Phenom FX-8350 | Intel Core i7-7500U
Architecture | Haswell Bulldozer Kaby Lake
Codename | Haswell-ULT Piledriver Kaby Lake-U
Frequency 2100 MHz 4000 MHz 2700 MHz
L1D cache |2 x 32KB 8 x 16 KB 2 x 32KB
L1I cache 2 x 32KB 4 x 64KB 2 x 32KB
L2 cache 2 x 256 KB 4 x 2MB 2 x 256 KB
L3 cache 4MB 8 MB 4MB

Table 2. Speedup of the EIDIA decoder in instruction decoding comparing to other
instruction decoders for TA-32

Task Workload | Platform | Udis86 | Intel XED
Decoding Synthetic | A 42,03 4,19
Decoding Synthetic |B 31,13 3,58
Decoding Synthetic | C 51,11 4,45
Decoding Real-World | A 23,08 3,48
Decoding Real-World | B 21,09 3,83
Decoding Real-World | C 24,64 3,64
Disassembling | Synthetic | A 12,26 | 11,15
Disassembling | Synthetic | B 10,95 |13,79
Disassembling | Synthetic | C 13,48 |10,67
Disassembling | Real-World | A 9,16 6,18
Disassembling | Real-World | B 7,54 7,51
Disassembling | Real-World | C 9,15 5,80

used code sections extracted from Linux kernel file of version 3.13.0-37-generic
(6.7546 MB, 2141376 instructions).

To proof performance benefits of EIDIA, we have compared it with two [A-32
instruction decoders: Udis86 [6] and Intel XED [3]. Both decoders have disas-
sembler capabilities.

It would be interesting to compare EIDIA with decoders used in emulators
and virtual machines. However, such decoders are an integral part of VM exe-
cution engines, and their extraction is a nontrivial task. Furthermore, they do
not have disassembler backends which prevent macrobenchmarking.

The results of the measurements are summarized in Table 2. The numbers in
that table show the speedup in processing time achieved by EIDIA in comparison
to respective decoder specified in the column header. As can be seen, EIDIA is
from 21.09 up to 51.11 times more performant than UDis86 in pure instruction
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decoding and from 7.54 up to 13.48 times more performant in disassembling
tasks. What is more important, the proposed solution provides throughput from
3.48 to 4.45 times better than Intel XED in instruction decoding and from 5.8 to
13.79 times better in disassembling tasks. EIDIA has demonstrated at least 3.48
times better performance in all conducted experiments, and at the same time
stays agnostic to the underlying hardware platform and provides pure isolation
of decoding from front-end logic.

6 Conclusion

In this paper, we have explored techniques of efficient instruction decoding
for TA-32 and have shown that right design decisions in conjunction with
multiple optimizations lead to a significant speedup of instruction decoding.
Our instructions decoder — EIDIA demonstrates that high-throughput general-
purpose decoder based on Mealy machine with byte-by-byte feeding delivers high
performance. Our instruction decoder exploits several performance-oriented fea-
tures including extensive precaching of decoded instructions; multi-level table-
guided dispatching; lazy reset of output and compact representation of instruc-
tion semantics. This features in the application to the design of state machine
make decoder performant while preserving its general-purpose nature. We have
compared EIDIA with analogs of industrial quality. The measurements have
shown that EIDIA has from 3.5 up to 4.5 times higher throughput than Intel
XED in case of pure decoding, and from 5.8 up to 13.8 times better in case of
disassembling. At the same time, EIDIA, in contrast to Intel XED, is agnostic
to host CPU.
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Abstract. The combination of case-based approach and genetic optimization
can provide significant boost to effectiveness of computer-aided design of web
user interfaces (WUIs). However, their integration in web design domain
requires certain sophistication, since parts of available solutions cannot be
reused directly, due to technical and legal obstacles. This article describes
evolutionary algorithm for automatic generation of website designs, which treats
parameters of functionality, layout and visual appearance as the variables. The
structure of the chromosome is devised, allowing representation of websites’
properties in the above three manipulated aspects and facilitating easy appli-
cation of the genetic operators. We also describe organization and population of
repository of filler-up content, which is compulsory for evaluation of WUI
fitness with regard to the needs and preferences of users. We demonstrate
retrieval of web designs as cases and propose using similarity measure in the
fitness function to adapt the generated WUI to these examples. Finally, imple-
mentation of the approach is illustrated based on the popular Drupal web
framework. The results of the study can empower case-based reuse of existing
web designs and therefore be of interest to both Al researchers and software
engineers.

Keywords: Web user interface design - Case-based reasoning - Software
engineering - Drupal framework

1 Introduction

The continuing exponential growth in the amount of data is accompanied by increase in
diversity of data sources and data models. This, together with the forthcoming “Big
Interaction”, with its multiplicity of user tasks and characteristics, of interface devices
and contexts of use, may soon render hand-making of all the necessary human-
computer interfaces unfeasible. Discrete optimization methods are seen quite promising
for intelligent computer-aided design of interaction, but the combinatorial number of
possible solutions is huge even for relatively simple user interface (UI) design prob-
lems (Oulasvirta 2017).

Increasingly, genetic algorithms are used as effective tool for solving optimization
problems, and there are reports of their successful use for conventional websites
designs (Qu 2015), whose Uls are not particularly creative, but mostly provide data
I/O. Most types of EAs rely on special data structures that represent properties of a
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candidate solution — chromosomes, in which concrete values comprise the solution’s
genotype. Individual genes that constitute the chromosome may be of different types,
depending of a particular problem, and the genetic operators need to take into con-
sideration the types’ boundaries and the allowed values — alleles. Hence, just as design
of data structures is of crucial importance in software engineering, the choice of the
chromosome structure can remarkably affect EA’s convergence, speed and the end
result’s quality (Michalewicz and Hartley 1996).

Another crucial part of EA is fitness function (FF): it must both fully represent the
optimization goal and be as easily computable as possible. In domains that deal with
human preferences and capacities, such as WUI design, specification of FF is far from
trivial, especially given the diversity of user characteristics and tasks. Such customary
workarounds as Interactive Evolutionary Computation (delegation of fitness evaluation
to humans) and trained user behavior models (simulation of humans’ evaluations) have
their limitations. We believe that FF evaluation could well exploit operating websites,
since “surviving” web projects have presumably adapted to their target users’ prefer-
ences and needs. The degree of this adaptation’s successfulness can be automatically
estimated from website’s interaction statistics and popularity, representing the dynamic
quality-in-use (Bakaev et al. 2017), while the static quality-as-is can be assessed based
on static design metrics (Ivory and Hearst 2002).

The number of operational websites accessible on the World Wide Web is currently
estimated as 100-250 millions, so there should be no shortage of well-fit design
examples for any kind of target users and tasks. The problem is actually the opposite:
even despite the recent emergence of design mining field that focuses on extraction of
design patterns and trends from large collections of design examples, there is lack of
repositories or services capable of finding existing solutions relevant to a new project’s
Ul design context. We believe that the problem could be resolved by supplementing the
WUI evolutionary optimization algorithm with case-based reasoning (CBR) approach
that has shown successful use in both software and web engineering (Rocha et al. 2014;
De Renzis et al. 2016), WUI development (Marir 2012), as well as in many non-IT
domains. More detailed justification on CBR applicability for WUI design can be found
in one of our previous works (Bakaev 2018a). The classically identified stages in CBR
can be summarized as follows (Mantaras et al. 2005):

e Retrieve: describe a new problem and find similar problems with known solutions
in a case base (CB);

e Reuse: adapt the solutions of the retrieved problems to the current problem, in an
assumption that similar problems have similar solutions;
Revise: evaluate the new solution and possibly repeat the previous stages;
Retain: store the results as a new case.

Case thus equals parameterized problem plus one or several solutions, each of
which can be supplemented with quality — i.e. how good the solution was in resolving
the problem.

The retrieval stage is arguably what most today’s CBR-related research focuses on,
but the existing infrastructure in WUI design domain remains problematical. For
instance, the database of the compelling design mining Webzeigeist tool (Kumar et al.
2013) that implemented a kind of design scraping and searching engine, presumably
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contained millions of web pages at the time of the publication. However, it allows
searching by technicalities, such as page aspect ratio or element styles, but not by
domain- or user-related aspects. This, effectively, does not allow supporting the CBR
approach, as no designs appropriate for a particular problem specification can be
retrieved. Moreover, direct employment of retrieved well-fit web design examples as
parents in the EA or reuse of their parts within CBR is further restricted due to technical
(lack of access to the website’s back-office and server-side code) and legal (copyright
protection) reasons. Web design frameworks and template libraries do provide rich
collections of WUISs and their elements (icons, buttons, form fields, etc.), but cannot aid
in adaptation of a chosen design for a particular user group or to resemble exemplary
solutions.

Our paper is dedicated to integration of case-based reasoning and evolutionary
approaches in web design, which we consider necessary for practical feasibility of Ul
optimization in this design field. Particularly, we focus on development of the case base
and the data structures that the EA relies on. In Sect. 2, we outline the proposed EA for
CBR-based web design and justify our approach to genetic representation of the
solutions. In Sect. 3, we highlight some particulars of the implementation, specify the
concrete chromosome structure, and provide some examples. In the Conclusion, we
summarize the contribution of our article and provide final remarks.

2 Methods

2.1 Background and Related Work

Genetic algorithms are based on repeated application of the genetic operators — gen-
erally these are selection of candidates for reproduction, crossover (producing child
solutions incorporating features of numerous parents) and mutation (introduction of
random or directed variations in the features). Their superset is evolutionary algorithms
(EAs), which are being successfully used in programming, engineering, website design
(Guo et al. 2016), data mining and classification (Freitas 2013), natural language
processing, machine learning, intelligent and recommender systems, as well as many
other domains (Coello 2015). An archetypal EA incorporates the following stages:

1. Initialization — creation of the first generation (initial population), which can be
either random or based on some distinguished existing cases (Kazimipour et al.
2014), for better convergence to global optimum or faster performance.

2. Selection of best-fit individuals for reproduction (parents) based on evaluation of
their fitness, which is performed either in real world context or, more commonly,
with specially formulated fitness functions.

3. Reproduction of parents to create individuals of the next generation, in which
mutation and crossover are used. If the algorithm’s termination condition (sufficient
quality of the final solution or time limit) is not met, it goes back to the previous
step and repeats.

Within CBR approach, Reuse and Revise stages can be naturally implemented as
EA, but to the extent of our knowledge there is lack of techniques for adaptation of the
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retrieved WUI designs. Or rather, due to the technical and legal impediments we’ve
mentioned above, it’s the new solution that has to be adapted to the exemplary designs.
A measure of genotypic or phenotypic similarity with the example solutions can be
included as one of the components in the FF. A notable example of such approach was
once implemented in SUPPLE intelligent system for UI automatic generation (Gajos
et al. 2005): the optimized goal function could incorporate the metric of similarity with
the previous version of Ul design — in SUPPLE’s case, to maintain familiarity for its
users. The metric was linear combination of pairwise similarities between interface
widgets, whose features included language, orientation, geometry, etc. Subjective
perception of WUI similarity is rather more sophisticated (Bakaev 2018a), but the
general approach should be feasible for our CBR and EA integration.

2.2 The Evolutionary Algorithm for WUI Design

The combination of the case-based reasoning approach and the genetic optimization
algorithm for WUI design (for detailed description and justification of the algorithm see
Bakaev and Gaedke, 2016) can be outlined in the following process:

1. Designer, who initiates the process, creates a new web project (case) in the CB and
specifies the problem features and other input information. We will address this in
the subsequent sub-section.

2. The CBR algorithm retrieves relevant projects from the CB: based on similarity
measures for the cases and the assessed quality of the currently operational solution.
We outline the retrieval process based on problem similarity in Sect. 3.

3. The EA (re-)produces new solutions (web designs), dealing with the following
major aspects of a web design:

— Functionality: since the EA is suitable for creating relatively simple websites, we
can assume there is no need of generating any new programming code. Instead,
we can rely on assembling existing pieces of web functionality, saving their
configuration in the chromosome. We justified and detailed the use of functional
components through their meta-repository in (Bakaev 2018c). In Sect. 3 of the
current paper we demonstrate their specification in the chromosome.

— Content: by definition, web content is very changing and it does not actually
relate to a website’s structure, although it may be perceived as related to its
design by users. So, it makes little sense to store the content-related properties in
the chromosome, they should rather correspond to the phenotype — the indi-
vidual solutions’ properties, which can vary for the same genotype. The content
repository is described in Sect. 3.

— Page structure (layout): in modern websites, pages are composed from elements
that are organized hierarchically and consistently ordered within their siblings.
This is essential part of the design and its usability, and the corresponding
information needs to be saved in the chromosome, which we also describe in the
subsequent sub-section.

— Visual appearance: it is potentially the vastest part of the design space, since the
combinatorial number of all possible colors, font styles and sizes, etc. is enough
to make every website out of the existing billion unique. The elements do have
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constraining relations between them (e.g. font’s and background’s colors must
provide enough contrast), but attempts to specify formal rules for web design
have so far been rather fruitless in practice. So, the initial values are quite
important for the EA’s convergence, and the algorithm should better start from a
reasonable visual solution. We representation of the visual appearance in the
chromosome is demonstrated in Sect. 3.

4. The EA evaluates fitness functions for the new solutions, based on their similarity
with the reference solutions in the retrieved projects and quality assessed with the
pre-trained target users’ behavior models, and selects the best fit solutions. The
corresponding approach was detailed in (Bakaev 2018a).

5. If the EA’s finishing conditions aren’t met, the algorithm applies the genetic
operators and goes again to step 3 to create new generation of solutions, with the
new genotypes. We provide an example of applying the mutation genetic operator
to website’s visual appearance in Sect. 3.

6. The CBR algorithm retains the best solution(s) produced by the EA in the CB,
specifying it as prototype. If the web project later goes live, the CB daemons start
collecting the quality attributes for the solution (website), e.g. on the basis of the
Web Intelligence approach that we previously proposed (Bakaev 2017).

So, in the subsequent sub-section we consider the specificity of the problems and
solutions for CBR in the WUI design domain.

2.3 CBR: The Problem Features and the Solutions’ Chromosome
Structure

Devising the accurate structure to represent the problem’s properties is seen as crucial
for machine learning and automated reasoning tasks (Anderson et al. 2013). With
respect to CBR, this feature engineering also plays important part in shaping the
structure of the CB. The process generally includes: forming the excessive list of
potential features, implementing all or some of them in a prototype, and selecting
relevant features by optimizing the considered subset. In our feature engineering for
WUI design problem, we considered web project as corresponding to a case (as design
- and goal-wise complete entity) and website to a solution (as several versions of
operational and prototype websites are often created in attempts to meet the web
project’s goals). We relied upon three models selected from the ones prescribed in WUI
development: Domain, Tasks, and User (the Platform and Environment models were
excluded since they rather relate to website’s back-office). The detailed description of
the feature engineering for web projects can be found in (Bakaev 2018a).

Unlike reusable programming code, existing website designs differ dramatically in
eminence, so the quality aspects must be stored for the solutions, to be considered in
the retrieval in addition to similarity. Website quality is best described as collection of
attributes, whose relative importance can vary depending of the particular project’s
goals and context (Glass 2002). Thus, the set of quality-related features must be
extendable and provide flexibility for different formulations of the overall quality
function. The quality-related values for the cases collected from the WWW (i.e. for
someone else’s websites) can be obtained e.g. based on the Web Intelligence approach
(Bakaev 2017).
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As we mentioned before, the key data structure in EA is chromosome, which
contains code for the important properties of solutions. Most traditionally, EAs just use
linear binary representations for chromosomes, particularly in web design (Qu 2015).
However, this implies that knowledge about the design space (the interrelations between
the genes) has to be delegated to the procedures responsible for reproduction, crossover,
etc.; otherwise the EA may end up trying combinatorial matches and lose in the con-
vergence speed. So it is sensible to separate out this knowledge in an appropriate data
structure — domain ontology effectively representing the design space for WUI. Prop-
erties (attributes) of the ontology classes thus correspond to genes, while their datatypes
and alleles, crucial for the genetic operators’ proper application, are defined via the
facets’ values. WUI design support ontology that we developed in the popular Protégé-
Frames editor can be used to represent the functionality, layout and visual appearance. In
Fig. 1, we show a fragment of the ontology with some classes related to the genes
responsible for web page’s visual appearance, relying on the accepted CSS specification.

Web page I

web page content™

Web page node
text (english) I String
CSS rule parent node | Instance | Web page node
css declaration I Instance™ I CSS declaration web page element l Class I Web page element ))m‘em node
css selector I Instance* | Web page element text (russian) | String
node order ] Integer
web page element style I Tnstance* I CSS declaration

css declaration™ /web page element [web page element style*

Web page element CSS declaration

sa css property

Web page block
= — - - Style (CSS) property
related service | Class™ I Website service (section)

related service™

| Website service (section) |

Fig. 1. Ontology classes and properties for a webpage layout and visual appearance.

3 Implementation

In this section we present some highlights of the proposed approach that we imple-
mented (see at our dedicated portal (http://wuikb.info). We used Drupal web content
management framework as the platform for the implementation. Despite the usual
drawbacks associated with the use of frameworks, such as lower performance and
flexibility, the following advantages motivated our choice:
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Drupal has robust architecture that allows handling high number of components.
Drupal has lots of components (modules) ready for reuse, they are well-organized
and centralized in the single repository with API access (http://drupal.org), they
have auto-maintained quality attributes (# of downloads, actual installs, open bugs,
etc.).

e Drupal has programmable (via command line, API, etc.) support for installment of
websites, the layout of interface elements on webpage, handling web forms, menus,
content items, adjustment of visual appearance styles, and so on.

A notorious disadvantage of Drupal is high system requirements — particularly,
rather complex and costly functionality assembly process. However, its effect in EA
can be minimized relatively easily, as there is no need to perform it on each step of the
algorithm. Drupal is also renowned for scarcity of high-quality designs in free access,
but since our CBR approach retrieves existing web projects, this is a minor concern as
well.

3.1 The Case-Based Retrieval

The case base is the registry of projects each of which correspond to a case and can be
either automatically scrapped from the web or specially created (Bakaev 2018c). The
problem description are Domain, User and Task features, whose values are either
directly specified when a new project is created, mined by the supplementary tools, or
provided by human annotators. As conventional websites of the same domain have
fairly predictable functionality, there was no need to employ full-scale task modeling
notations, such as W3C’s CTT or HAMSTERS (Martinie et al. 2015). So, the Task
model is represented as the structured inventory of website chapters, for which simi-
larity can be calculated fairly easily (see example in Fig. 2). The solutions (websites)
have quality attributes, which are either provided by users or experts, or obtained
automatically by the supplementary tools in the course of the CB population. So, the
CBR algorithm retrieves the cases from the CB based on the following sequence:

1. Pre-selects a set of cases based on the domain similarity

2. For each case in the set it calculates the distance measure that incorporates domain
similarity, task similarity and target user similarity (see in Bakaev 2018a).

3. For the most similar cases it calculates the normalized quality values in the range (0;
1) and retrieves similar cases with the highest qualities.

After the retrieval of cases, the “classical” CBR prescribes adapting their solutions,
but as we noted above, in web design this process (the Reuse and Revise stages) can’t
be performed directly due to legal and technical obstacles. Instead, the EA will consider
similarity with the retrieved solutions as part of the new solutions’ fitness.

3.2 The Chromosome Structure Specification

Our design of the chromosome structure for the EA was based upon the following
previously justified theoretical premises and technical considerations:
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1. there are three distinct dimensions of a website: functionality, layout (page struc-
ture) and visual appearance;

2. representation of design space-related knowledge should be minimized in the code
implementing the genetic operators, but moved to the chromosome instead;

3. the chromosome structure design should allow maximal use of the means provided
by the framework (without relying on its GUI), particularly Drush project of Drupal.

Based on the above, instead of the classic binary strings we have chosen to rely on
the popular “name: value” representation for each of the genes, since it also allows
expressing classes and properties from the developed ontology. We subsequently use
the Backus-Naur form to describe the parts of the chromosome per the three website
dimensions. In one of the following sub-sections we also provide example of using
chromosome to specify website features.

Russian

web user interaction English
knowledgebase

Home Registry of projects Registry of recommendations Repository of components v

Home
Similar projects

Novosibirsk State Technical University

Tasks: About us; Admissions; Faculties and Institutes; Current Students; Conferences, Research
and Innovations; International Collaboration; Alumni; Contacts

o Ural Federal University website (distance: 0.0267)
e Tomsk Polytechnice University website (distance: 0.2113)
o MISIS website (distance: 0.3340)

Fig. 2. Retrieved cases based on Task similarity (screenshot from http://wuikb.info)

The representation of website functionality in the chromosome is based on Drush’s
makefile syntax (http://docs.drush.org/en/8.x/make/) that in turn corresponds to
YAML. The website Domain is selected from DMOZ classification. Task names come
from the Tasks model, and Drupal modules (themes are not allowed, unlike in the
makefile) implement the tasks on a many-to-many relationship basis. Custom config-
uration for a component can be stored in the string that concatenates the project options
from the makefile (by default, most recent production versions of the modules are
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used). Since the functionality install is the most time-consuming action in the whole
EA, the genetic operators are only applied to the modules if the alternatives (alleles)
have comparable quality. The resulting data structure in the chromosome can be
specified as follows:

<functionality genes> := <domain> | <functionality item>

| <component configuration>

<domain> := "domain" ": " <dmoz domain name>
<functionality item> ::= <task name> ":"

<drupal module name> | <functionality item>

<component configuration> ::= " " <drupal module name> ":"
<configuration string> | <component configuration>

Generally, each functionality item implemented for the website’s front office has
one or several related user interface elements. Correspondingly, in Drupal most front-
office modules have blocks (groups of UI elements) placed in one of webpage’s regions
and ordered within a region by their weight. The currently default list of regions in
Drupal (Twig template engine) has 10 items: page.header, page.primary_menu,
page.content, etc., which are sufficient for many conventional websites. The names of
the blocks are created by Drupal, so they become accessible for the EA after the
website functionality is assembled. The part of the chromosome describing the layout
can then be specified as follows:

<layout genes> ::= <blocks placement> | <blocks order>
<blocks placement> ::= <region name> ": " <block name> |
<blocks placement>

<blocks order in region> ::= <block name> ": " <weight> |
<blocks order in region>

<region_name> ::= "page.header" | "page.primary menu" |
"page.secondary menu" | "page.highlighted" | "page.help"
| "page.content" | "page.sidebar first" |

"page.sidebar second" | "page.footer" | "page.breadcrumb"

The genetic operators are applied to the blocks’ placement and order, which can be
programmatically set via Drush extras commands, such as:

drush block-configure --module=block --delta=block delta
--region=page.header --weight=10

In Drupal, themes are responsible for visual appearance of the website, and many of
them have adjustable parameters (stored in JSON format) shaping their visual pre-
sentation, such as colors, font sizes and families, etc. In the EA, after the website
functionality and layout genes are initialized, the algorithm selects the basic theme that
has the number of parameters appropriate for the project (more parameters mean more
flexibility, but EA’s convergence may take much longer time). The visual appearance-
related part of the chromosome can be specified as follows:
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<visual appearance configuration> ::= <theme name>
<theme parameters>

<theme name> ::= "theme" ": " <drupal theme name>
<theme parameters> ::= | <parameter name> ": "
<parameter value> | <theme parameters>

The genetic operators can be applied to the parameter values, and for each new
solution the corresponding sub-theme is created. Although the theme parameters are
mechanism very native for Drupal, there’s no built-in universal solution for managing
the parameters. So, we implemented the dedicated Drush module to adjust themes’
parameters from command line (see https://github.com/vkhvorostov/subtheme_color).

3.3 Repository of Content

In the eyes of end users, content is not entirely detachable from design, so auto-
assessment of the candidate solutions’ quality in the EA’s fitness function cannot be
performed with wireframe designs, lacking any textual and graphic materials. Obvi-
ously, the assessment of the solutions’ similarity with the CBR-retrieved designs also
calls for filler-up content resembling the one of the reference websites. As we men-
tioned before, there’s barely the need to store content-related properties of solutions in
the chromosome (they should rather relate to phenotype). Thus, content items are to be
drawn from the respective repository and assigned to the solutions on a stochastic basis.
The concrete use cases for such repository are the following:

1. Extracting “original” content items from solutions in projects:
a. manually by human annotators;
b. automatically from the solutions’ webpage code and screenshot (our corresponding
supplementary tool, the visual analyzer, is described in Bakaev et al. 2018b).
2. Creating filler-up content items (linked to the original ones):
a. manually by human annotators;
b. automatically using online services for similar images search, text generators, etc.
Manual organization and management of the content items.
4. Usage of the content by the EA:
a. drawing the filler-up content items similar to the original ones in the retrieved
projects;
b. considering the degree of similarity in defining the probability for selecting a
particular filler-up content item;
c. considering the content type and placement in the webpage.

et

Correspondingly, the Content Item has the following attributes (see in Fig. 3):

type (text, image, label, header, etc.);

status (original, filler-up, outdated, etc.);

content (piece of HTML code);

links to Projects (mostly for filler-up content) and to their solutions (mostly for
original content);

e links to other Content Items (with weights indicating of the degree of similarity).
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In Fig. 4 we show (a) part of a reference website’s design, (b) an extracted content
item — logo; (c) related filler-up content — a similar image collected via Google, with
color similarity constraint (red); (d) related filler-up content — a similar image collected
via Google, without the color similarity constraint.

Content repository

Add new content

Content type Content status Project Solution Sort by
-Any- &  original $  1439-NSTU Creation time &
Order

Ascending s

Logo NSTU

Content type: image
Content status: original

4%,, Novosibirsk State

{Snstu>/ Technical University
EN P

created - 2018-08-29 / changed - 2019-04-20

Text NSTU news 1

Content type: text

Content status: original

4 anpenaA B VICTP npoluen MexayHapoaHbIit Hay4YHO-NpakTuyeckuii ceMnHap «[locTynHasn apT-Tepanua AnaA nuu ¢
HapylWeH1eMm Cryxa 1 3peHuA» C yyactuem npeacrasutenei oxaa «Co-eanHeHne» u 3apybexHsiMu Konneramu u3
Wranum n dpaHumn. B pamkax cemuHapa ob6cyxaanuch BONPOChI, CBA3aHHbIE C COLMAnbHBIMM, NCUXONOTMYECKUMM,
TEXHUYECKUMM acneKTamu apT-TepaneBTUYeCKUX TeXHONOMA ANA NiAei C 0CODEHHOCTAMM CNyXa 1 3pEHUA.

Fig. 3. The list of content items in the repository (screenshot from http://wuikb.info)

3.4 Example of the EA Data Structures

In the example we show some data structures from genetic optimization of an edu-
cational website project. Extract from the part of chromosome responsible for the
functionality generation is presented below (its specification was previously described
in The Chromosome Structure sub-section). “Drupal” module name implies that
functionality is in Drupal core.
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domain: "Career and Education"
about us: drupal

_drupal: "version 7.59"
contact us: webform

shopping cart: dc cart ajax

The Component picker also produces the list of alleles for the shopping_cart task
(with the quality value being the number of websites using the module) outside of the
chromosome:

shopping cart:
dc_cart _ajax: 1874
commerce ajax cart: 1375
basic _cart: 1288
uc ajax cart: 1278

Subsequently, the Website installer additionally installs Drupal’s commerce mod-
ule (as dependency for dc_cart_ajax module).

,, > 21 March, 2017 Byccrui Q
%) Novosibirsk State

P ETechmenlUn: . About NSTU » Faculties and Institutes Alumni
NSI 7/ Technical University Admissions » Research and Innovations » Conferences
RSS Campus Novosibirsk Downloads Current Students » Intemational Collaboration » Contacts

News ) Multimedia Tags
20 March, 2017 Welcome to NSTU Open Day on April, 2 NSTU Admissions Brochurs
15:18:00 _
e lo=—
(a)

EXEMOHAR OBNACTHAR BLICTABKA-KOHKYPC

CHMBHPCKAAL KHITA SAINT-GOBAIN
() (d)

Fig. 4. The related items in the content repository (Color figure online)

The layout part of the chromosome is naturally created after the functionality part,
and we present the extract below:
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page.header: site-logo

page.header: site-name

site-logo: -10

site-name: 10

page.primary menu: topbar
page.sidebar first: content-block-1
page.content: user-login
page.footer: content-block-2

The number of genes responsible for the visual appearance is potentially unlimited
and defined by the theme parameters. An extract of the chromosome’s corresponding
part is shown below:

theme: bartik
top: '#dadada'
bg: "#ffffff’
footer: '"#161617"
text: '"#3b3b3b'
link: '"#0073b6’

Our subtheme_color module generated the following command to mutate two of
the above genes:

Home Te Quidne Vel Torqueo Quae Erat Home Te Quidne Vel Torqueo Quae Erat

Etiam est risus Etiam est risus

Maecenas id porttitor Ut Maecenas id porttitor Ut

enim ad minim veniam, enim ad minim veniam,

quis nostrudfelis. Laboris quis nostrudfelis. Laboris

nisi ut aliquip ex ea. nisi ut aliquip ex ea.

Lorem ipsum dolor Lorem ipsum dolor

Sit amet, consectetur adipisicing elit, sed do eiusmod Sit amet, consectetur adipisicing elit, sed do eiusmod

tempor incididunt ut labore et dolore magna aliqua. Ut
enim ad minim veniam, quis nostrud exercitation ullamco
laboris nisi ut aliquip ex ea commodo consequat. Maecenas
id porttitor Ut enim ad minim veniam, quis nostr udfelis.

tempor incididunt ut labore et dolore magna aliqua. Ut
enim ad minim veniam, quis nostrud exercitation ullamco
laboris nisi ut aliquip ex ea commodo consequat. Maecenas
id porttitor Ut enim ad minim veniam, quis nostr udfelis.

ERISUS DOLOR

Fig. 5. Theme’s mutated visual appearance in generation N (left) vs. N+1 (right).
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/drush.sh -r projects/test/ stc bartik
"{"top": "#dabada", "footer": "#361617"}"'

In Fig. 5 we illustrate the mutation, showing the visual appearance before and after
application of the genetic operator.

4 Conclusion

Computer-aided design of user interfaces is increasingly seen as discrete optimization
problem, but the design space remains prohibitively large for most tasks of practical
importance. Yet the web design domain that our paper specifically considers has the
benefits of (a) most web projects having fairly conventional functionality, and (b) the
number of accessible cases (the operational websites on the WWW) potentially
available for reuse having the order of 10®. In our work, we proposed combining the
time-honored case-based reasoning approach with evolutionary algorithms to generate
web user interfaces, and contemplated several domain-specific complicated points:

1. Currently existing web design repositories are rather poorly organized and do not
allow selecting solutions for a particular use context. Based on the features we
engineered for web projects as cases in CB, we proposed mechanism for their
retrieval based on domain-, task- and target user similarity. The indexing of cases in
the CB can be largely automated using supplementary tools that we developed, but
should involve human annotators for the User-related features.

2. Web designs available from the WWW cannot be reused directly, due to technical
and legal obstacles. So, we suggested instead to adapt the newly generated solution
to the retrieved examples, by embracing their alikeness in the EA’s fitness function.
The similarity measure can be calculated automatically, based on pre-trained user
behavior models, as we demonstrated in one of our previous works. Relevant filler-
up content can be auto-delivered from the extendable content repository.

3. Specification of the enormous design space and intertwined constraints for a WUI,
so that the genetic operators could be applied, would be a great endeavor. As a
substitute, we proposed relying on pre-existing Drupal framework’s data structures,
components, and manipulation tools. We specified the structure of the chromosome
based on YAML and demonstrated the usage of Drush commands (with some
extensions that we programmed) for the purposes of the EA.

In the current paper we only demonstrated operation of some principal parts of the
EA: how the WUI functionality, layout, visual appearance and content are created and
manipulated. Our further plans include training user behavior models to be employed in
the EA’s fitness function, performing the genetic optimization to produce the final
solutions and assessing their quality with representatives of the target users.
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Abstract. Many digital libraries, such as PubMed, Scopus, appeared
with the growth of the Internet: thus, many scientific articles became
available in the digital form. We got an opportunity to query arti-
cles metadata, gather statistics, build co-authorship graphs, etc. This
includes estimating the authors/institutions activity, revealing their
interactions and other properties.

In this work we present the analysis of the characteristics of insti-
tutions interactions in the miRNA science field using the data from
PubMed digital library. To tackle the problem of the institution name
writing variability, we proposed the k-mer/n-gram boolean feature vec-
tor sorting algorithm -KOFER. We identified the leaders of the field -
China, USA -, characterized the interactions and described the country
level features of co-authorship. We observed that the USA were lead-
ing in the publication activity until China took the lead 4 years ago.
However, the USA are the main co-authorship driver in this field.

Keywords: K-Mer * n-gram - DBSCAN - Identification + miRNA -
Timsort - KOFER - Digital library + Co-authorship

1 Introduction

Many digital libraries appeared with the growth of the Internet, thus, the format
of representation of many scientific articles changed. We got an opportunity to
query articles metadata, gather some statistics, etc. This includes understanding
the authors/institutions activity, their interactions, and other characteristics.
One can also prove that the Paretto rule for the institutions’ publication activity
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holds true [2], or that the idea spreads from one author to another like the virus
spreads from one person to the others. Having this information, we can further
use it to predict the new science field creation, popularity of the particular science
field. In general, it can be used in social informatics.

Moreover, right now the new science field is emerging — “science of science”
[12]. It is a transdisciplinary field of science that aims to understand the evolu-
tion of ideas, choice of a research problem of particular scientist, etc. Without
analyzing interactions between authors, institutions, and other, such a field just
cannot exist.

However, to do that one should know to which real author/institution the
authors name/affiliation from the paper corresponds to. The more precise cor-
respondence we have, the better accuracy of statistics we can get. This disam-
biguation issue is not that simple considering big datasets, such as PubMed
with 2 % 107 articles. It becomes more complicated when you consider errors
in the author name/affiliation made either by author, or by editor. Moreover,
sometimes author/institution name might be changed, or the affiliation from
the papers metadata may have mixed institution names for different authors.
E.g. if the Authorl has “Institute of Cytology and Genetics, Novosibirsk, Rus-
sia” institution and the Author2 has “Institute of Mathematics, Novosibirsk,
Russia” institution, their resulting affiliation for collaborative paper might be
“Institute of Cytology and Genetics, Institute of Mathematics, Novosibirsk, Rus-
sia”. Moreover, affiliation can contain email, postal address and other insertions
not related to institution name.

1.1 Author Disambiguation Overview

To disambiguate the authors, many sophisticated algorithms were proposed.
Some base on the similarity function [13], others use clustering techniques [14],
web information [15], etc. Different approaches are reviewed well in Ferreiras’ et
al. paper [16].

Although they utilize different algorithms and methods, almost all of them
have one thing in common — they use affiliation as the author feature. That means
that similarity between two different records of authors from different articles
is measured using affiliation also. Moreover, there is no uniform algorithm to
process affiliation entry, in different papers researchers use different similarity
measures. However, one may think of another use of affiliation.

1.2 Affiliation Disambiguation Problem

We know that the researchers can work in different places, thus, can have multiple
affiliations in their papers. We also know that they leave/get fired from/change
their institution rarely. By that means, one may identify the author having the
knowledge of his affiliations, or at least propose a hypothesis. On the other
hand, affiliation is represented by its” authors/workers. That means that having
a set of author names, one can deduce, in which institution these authors work,
or at least propose a hypothesis. I.e. people are the feature of institution and
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institutions are the feature of a person. Using this statement, we can think of the
author disambiguation issue and the affiliation disambiguation issue as of two
separate issues. Moreover, results of one issue solution can be used to enhance
the results of the other.

Having this in mind, we in Molecular Genetics Department of Institute of
Cytology and Genetics propose an idea that iterative, self-consistent solution of
the author disambiguation issue, the affiliation disambiguation, and the paper
topic extraction issue can increase the accuracy of all these issues.

In this paper, we aim to provide the solution for Affiliation Disambigua-
tion problem. In addition, the whole self-consistent project is currently under
development in the laboratory of molecular genetic systems in the Institute of
Cytology and Genetics under 1.I. Titov supervision.

The organization name disambiguation problem has already been addressed
in several works, in which authors aimed to disambiguate organization names
mined in the social web-data. Authors used web data [3], and sophisticated algo-
rithms [4]. However, we are aiming to find the simple and yet precise solution,
basing on the simple input data - just affiliations. That way we can get compu-
tationally effective algorithm, which can be specified using results of the author
name disambiguation problem solution.

2 Methods and Materials

2.1 Prerequisites

The basic idea of the work is to get the groups of organizations mentions, which
contain only mentions of one institution. After that we may use that informa-
tion to build the co-authorship graph of organizations/countries, get static and
dynamic characteristics of the science field, etc. So on the first step we solved
the clustering problem of institutions names writings:

mazx f(C) subject to C' = (C,...Ct),C1 U...UC =S, (1)

where S - the set of affiliations extracted from the publications, C; - group of
similar affiliations. So we want to assign a label to each of the affiliations in the
dataset, so that the final grouping by labels maximizes some function f. This f
can be constructed in many ways, however in our case, the closer the grouping
is to the ground-truth grouping (i.e. one group contains all and only affiliations
that refer to the same institution), the higher the value of the function. So the
previous problem statement will transform:

max f(C, R) subject to R = (Ry,...Ri),C = (C1,...Cy) (2)
CiUu..UC,=8R U..UR, =S8,

where R — is the ground-truth grouping of the affiliation set S, labeled by the
author, m — the ground-truth number of labels. The function f that provides such
characteristics is discussed in the Evaluation Metrics section of this chapter.
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2.2 Dataset

To conduct experiments, we have gathered two datasets from PubMed [1] dig-
ital library using MEDLINE file format. First one is the Novosibirsk dataset,
that consists of the preprocessed affiliations of the Novosibirsk institutions. This
dataset was gathered in the Titovs’ and Blinovs’ work [2] dedicated to the author
disambiguation problem. We labeled this dataset to have the ground-truth affil-
iation clustering to further use it for clustering algorithm hyperparameters fine-
tuning. Second one is the miRNA dataset gathered on the following search query
on the PubMed website over Title and Abstract fields:

(((((((miRNA) OR mi-RNA) OR microRNA) OR micro-RNA) OR miRNAs)
OR mi-RNAs) OR microRNAs) OR micro-RNAs.

The miRNA dataset contains the publications available on the PubMed dig-
ital library as of 11/11/2018 (Table1).

Table 1. Characteristics of the datasets used in the work

Novosibirsk dataset | miRNA dataset
# of articles ~6,000 77,800
Year ..-2014 ... - 2018
# of affiliations 951 387,793
# of unique organizations | 62 ~20,000

2.3 Evaluation Metrics

We used homogeneity (%), completeness (¢) and v-measure score (v) [5] to eval-
uate the clustering results for Novosibirsk dataset.

_,_ HICIK)

"= THO, ¥

_,_ HEC)

=1 THR) )
hxc

v:2*h+c, (5)

n n n n
where H(C|K) = = 2,0, 50,5, =25 #log(125), H(C) = = .2, - wlog(5);
H(K|C),H(K) are constructed the same way.

These metrics are analogous to precision, recall and f-metric used in super-
vised learning. Homogeneity equals one if every cluster contains only all data
points from one class. Completeness equals one if all data points from one class
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are assigned to the same cluster for every cluster. In addition, v-measure is
derived from homogeneity and completeness. The closer these metrics are to
one, the better the solution is.

Although we aimed to increase this parameters, it is pretty hard to have
them be near 1 if you work with affiliation entry only. So, we introduced addi-
tional metric to choose from different clustering results. As we aim to create an
instrument that reveals some statistics of institutions activity basing on their
names only, it is reasonable to try to cluster affiliations in the way that final
cluster count is equal to ground-truth class count. Thus, we chose those hyper-
parameters that gave clusters count close to real class count. All the clustering
quality metrics were calculated using the most significant clusters (cluster vol-
ume > 10), as we want to be aware only on those institutions that are actively
publishing in a certain field.

2.4 Data Preprocessing

Pre-processing stage of all algorithms is performed before actual calculations. As
discussed in introduction, affiliations have some additional information, which
relate to the author, not institution. This leads to the big number of variations of
institution name writing. On that stage, we remove emails/zip/phone/numbers
from affiliation using regular expressions. We also perform standard operations,
like preserving only alphabetical characters, expanding the abbreviations, remov-
ing stopwords, etc.

During the research we tried several NLP frameworks hoping they can fix
errors described in some points above. These include NLTK [7], language_check
[8] and others. We found out that affiliations (or institutions references) cannot
be fully considered as manifestations of natural language, and NLP frameworks
perform poorly on them, giving a lot of errors on each affiliation. However, they
still can be used to fix errors inside words such as “institue” and others.

So far we eliminated explicit artifacts, however, there may be implicit arti-
facts, like name of the laboratory where the author works. We call this an
“implicit” artifact as this name can be different for different institutions and
it is hard to provide deterministic algorithm that will work for every situation.

To handle such artifacts, we introduced regular expression based algorithm
based on keywords and country names. We provide our algorithm with keywords,
such as “center”, “institute”, etc. We also provided our algorithm with full list
of country names. Now, having all that information, we can represent our affili-
ation as a sequence of numbers. We split affiliation by commas and assign each
part 0 number. If any keyword is in a particular part, we assign it number 1. If
any country is in a particular part, we assign it number 3. Thus, “Institute of
Cytology and Genetics, Novosibirsk, Russia” is represented as “103”; “Institute
of Cytology and Genetics, Institute of Mathematics, Novosibirsk, Russia” is rep-
resented as “1103”. Number of ones represents the number of institution names
in the affiliation, which can further be handled with a simple regular expression
- “(0714-070*073707)”.
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Institute of Cytology and Genetics, Russian Academy of Sciences, Siberian Department,
Novosibirsk, Russia, MRC Clinical Sciences Centre, Imperial College of Medicine, Hammersmith
Hospital, London, United Kingdom

; N
/ N\
1/ h,!
o N\

institute of cytology and genetics, russia mrc clinical sciences centre, united kingdom

Fig. 1. Example of normalized and split affiliation

The advantage of such approach is that new notions can be introduced into
this algorithm, e.g. cities. Moreover, it is extensible and modifiable, as providing
new keywords and country/city names, we can wider our algorithm configuration
to work with bigger domain of affiliations.

2.5 Clustering and Similarity

After the pre-processing stage, the clustering stage is performed. We tried differ-
ent techniques for the clustering — K-Means and DBSCAN [10] — and different
popular similarity functions — Levenshtein, Jaccard, Smith-Waterman. We used
scikit-learn [9] implementation of those.

We also tried using K-Mers feature vectors to find similarity between affilia-
tions. K-Mer is a notion that came from genetics. It is a substring of a certain
string of length K. Geneticists use it to analyze DNA/RNA sequences. In Nat-
ural Language Processing there is a similar notion — n-gram. Building K-Mer
feature vector is described below and in section K-Mers Boolean Feature Vector
Sorting (KOFER) based Clustering. However, it is important to notice that we
used letter K-Mers, not word K-Mers in the work.

Similarity functions were used to create the distance matrix, and also K-Mers
were used to create features of a certain affiliation. As K-Mer is a substring of
a string of length K, one can assign the Boolean vector to the affiliation. In this
vector each bit represents the presence of a certain K-Mer in the affiliation. As
K-Mer dictionary power exponentially grows with the K number, this dictionary
upon K-Mers consists only of K-Mers present in the certain dataset that is being
processed in the experiment.

Basically, similarity function for strings is a function that takes as an input
two terms and outputs the value between 0 and 1:

f(x7y) =z, (6)

where z € [0,1], 2,y € V*,V - alphabet. However, for Boolean vectors - z,y €
B™, m - the size of the K-Mer dictionary.

During experiments we found out that KMeans and DBSCAN perform poorly
on affiliations data, so we proposed another method based on the K-Mer boolean
feature vectors clustering.

The idea of the method is based on the consistency of affiliation writing. E.g.
if an author works in “Institute of Cytology and Genetics”, it is highly likely
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that this particular words with some additional information will be present as
affiliation in his work. Moreover, we can assume that these words should usually
be placed in the “first position” of affiliation, like in “Novosibirsk Institute of
Cytology and Genetics, Novosibirsk, Russia”.

The naive idea would be to sort affiliations strings, find distance between
current and next neighbors, and then set a threshold for the distance. If the
distance exceeds the threshold, we can consider this pair to belong to different
clusters, e.g. Table 2.

Table 2. 10 affiliation entries sorted by name. d(i,i+ 1) is the demonstrative distance.
5th line has high distance as affiliations refer to different organizations. The last row
is automatically assigned to the latest cluster as there is no next row to calculate
similarity with.

i | Affiliation d(i,i+1)
1 | Institute of cytology and genetics | 0.1
2 | Institute of cytologyand genetics |0.2
3 | Institute of cytology and gnetics | 0.3
4 | Instiute of cytologyand genetics | 0.2
5 | Institute of cytology and genetics | 0.8
6 |Institue of bioorganic chemistry |0.1
7 | Institue of biorganic chemistry 0.2
8 |Institue of bioorganicchemistry |0.1
9 | Institue of bioorganic chemistry |0
10 | Institue of bioorganic chemistry

Such an approach benefits in performance time. DBSCAN complexity is
O(n?) in the worst case (running ahead, we note that we observed such sit-
uation running experiments), as well as sorting (however we did not observe
that problem during experiments). Distance calculation time grows linearly with
increasing number of records, as well as comparison time. Thus, performance
complexity would be O(nlog(n)) ideally. However, the naive approach performs
badly in the following situations:

1. There exists preceding part in affiliation name — “Institute of Cytology and
Genetics” vs “Novosibirsk Institute of Cytology and Genetics”.

2. There is an error in the beginning of the affiliation — “Lnstitute of Cytology
and Genetics”.

In both cases, entries are assigned into different clusters, as they start with
different characters.
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2.6 K-Mer Boolean Vector Sorting

To tackle the problems pointed above, we decided to perform sorting on K-
Mers vector instead of plain text. Here and further, we mean letter K-Mer when
mention K-Mer, not word K-Mer. K-Mer vector can be constructed in different
ways, but firstly, one should calculate K-Mer dictionary:

1. Take the dataset with affiliations
2. Calculate K-Mers for each string
3. Take only unique K-Mers and reorder them from frequent to rare

We need reordering to provide each K-Mer with its place and to provide position
invariance.

Having this done, we then proceed to feature vector calculation, which can
be done using one of the following approaches:

1. Create the binary vector, that represents the presence of all K-Mers in the
affiliation

2. Create natural vector, that represents the number of occurrences of all K-Mers
in the affiliation

Further, we discuss the first approach and provide the results of clustering using
binary K-Mer features. Then, we can lexicographically sort these vectors so
that affiliations with similar contents will be aligned together in the array of all
affiliations. And moreover, this procedure can restore the conformity between
affiliation substrings, as we can see from the Table 4.

E.g., assume that the dataset contains only two words — “institute” and
“institue”. We use the simple example here for the ease of understanding. Then
the K-Mer dictionary and K-Mer Boolean feature vectors would look like this:

Table 3. K-Mers dictionary and K-Mers boolean feature vectors for the simple case

Dictionary K-Mer occurrences |in |ns |st |[ti |it |[tu |ut |tu |ue
2 (2 /2 |2 |2 |2 |1 |1

For the word “institute” 1 J/1 1 |1 |1 |1 |1 |1 |O

For the word “institue” 1 /1 |1 |1 |1 |1 O |O

Having this done, we can further lexicographically sort the K-Mer Boolean
feature vectors and find the distance between two neighboring vectors using
Boolean distance metrics, as we did in the Results chapter, for the use in clus-
tering by the threshold. For example, below is the table showing words sorted
by their K-Mer Boolean feature vectors representation. Here, we use five words
to show how we reach the threshold of the distance in the sorted list of vectors
- “institute”, “institute”, “institute”, “center”, “centre”. We also eliminate the
explanation of the K-Mers dictionary construction, as it was explained before.
The distance was calculated using Dice distance [11].

We can see that similar words grouped and the distance reaches its peak
when there is a change from the word “institue” to the word “center”. If we
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Table 4. Affiliations sorted lexicographically by the K-Mer boolean feature vectors
with distances between neighboring records calculated with Dice distance

Word K-Mer Boolean feature vector | Distance between current and next
Institute | 1111111100000000 0.2

Institute | 1111100100001000 0.43

Institute | 1111011000010000 0.83

Center |0000100011100100 0.4

Centre | 0000000011100011 0.2

than say that the distance threshold should be bigger than 0.43 to consider
previous and further records to belong to different clusters, we than can validly
assign different words to different clusters.

2.7 Country Identification

To identify countries in affiliations we used the open data [17] with the list of
countries and cities provided. If the country or city was present in the affiliation,
than the affiliation was assigned the corresponding country

3 Results

In this paper, we present the results for country level co-authorship in the miRNA
field. Using the K-Mer Boolean vector sorting algorithm we were able to cluster
the miRNA affiliations data. From the 387,793 affiliations we got 23,655 clusters.
i.e. institutions.

3.1 PubMed Statistics

To have the properties to compare with, we got the statistics from the PubMed
website in Fig. 2. All the plots were generated using the matplotlib software [19].
The growth of the articles available in the PubMed is different from the ones foe
the miRNA science field - for all the publications in the miRNA field the linear
model does not fit. The beginning of the growth is different from the remainder
part.

The logistic function estimation on the remainder part gives

a B 19603.09
1+bxexp=c*@ 14 31.09 % exp—0-42+z

(7)

parameter values. And the exponential estimation at the beginning

axx+b — 3.62xx+0.74 (8)

exp exp

In these formulae the « € N represents the offset between the first publication
year and others, i.e. x € 0,1, ... This shows that likely the miRNA field is in the
saturation state. All the graphs are built using the 2003-2016 data, because the
2017, 2018 years are the years when the field reaches it’s plateau.
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Fig. 2. Publications activity of PubMed. Lines are built using approximation functions
in the boxes starting at =0,z € 0,1, ...

3.2 Countries Publication Activity

It would be interesting now to see per country publication activity (Fig.3). We
may see that the USA had the rapid start of publication in this field, reaching 100
publications in 2004. However, the growth started to reduce over time, whereas
China had higher growth, which led to China becoming the new leader in 2013.
The numeric growth estimations for separate countries are available in Fig. 4 and
Table 5.

- o QKPR IRy

I 0 IR R

TSP S
Yo

Fig. 3. Number of publications of USA, China, Germany in the miRNA science field
added to the PubMed per year
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Fig. 4. Log number of publications of USA, China, Germany, Italy in the miRNA
science field added to the PubMed per year. Left-upper corner contains exponential
estimation of the first 3 years of publication activity. Right-bottom corner contains
logistic estimation of the rest of the years of publication activity

The logistic parameters estimations for publication activity of different coun-
tries is presented in the table below:

3.3 Countries Interaction Graph

To see how countries interact, we have built the graph using the gephi software
[18]. We used only those countries that have published more than 500 articles
to reduce the noisiness of the graph in Fig. 5.

The graph shows that the USA and China are the leaders in this field, as
well as they publish together a lot. Although connections are quite dense, and
there are many joint publications between different country pairs, the number
of joint publications seems to be quite low, and it is not clear whether some
country is the driver of joint publications, or it is the common practice in the
field to publish together. This problem will be addressed in the Sect. 3.4.

3.4 Joint Publications

During the 2002-2016 period, there were 52,407 publications, 5,412 of which
were international, i.e. joint. The field until some time did not have much joint
publications, however things changed in 2013. That year USA and China started
actively publish together (Fig.6).

However, the main driver for joint publications is the USA, as it has more
publications with different countries than China (Table 6). Also, it is interesting
to notice that major part of all USA joint publications appeared after the 2013,
when it started actively publishing with China.
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Table 5. Parameter of the logistic function estimation for publication activity of dif-

ferent countries

Country a b ¢

Australia 397,04 44,51 |0.49
Canada 396,36 | 36,44 |0.42
China 5,610.52 | 156,97 | 0.65
France 270,78 56,34 |0.42
Germany 668,37 | 15,56 |0,41
India 300,92 93,69 |0.61
Ttaly 669,29 |16,41 |0,42
Japan 400,22 | 25,3.1 | 0.54
Korea 277,04 |150,24 | 0,68
Netherlands | 237,04 | 10,57 |0.38
Spain 268,22 47,5 047
Switzerland | 193,1 14.26 |0.38
UK 961,07 |29.11 |0.36
USA 2798,78 10,04 |0.37

australia

germany

united Kingdom

usSa

/

chiha

republiciof korea

Fig. 5. Co-authorship of countries in the miRNA field. The label text, as well as the size
of the point reflects the number of published articles, edges thickness shows the number
of articles published together. If there were more than 2 countries in the publication,

each pair of countries is considered to have had the joint publication.
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Fig. 6. The log portion of international publications relative to overall number of pub-
lications. Blue color - within all countries. Red color - within USA only (Color figure

online)

Table 6. Most active countries pairs sorted by the number of joint publications

4 Discussion

Country 1 | Country 2 | Joint publications
USA China 1,084
USA UK 324
USA Italy 227
USA Germany | 223
USA Canada 190
UK Germany | 182
USA Korea 165
USA Japan 145
USA Australia | 131
China Canada 110
UK Italy 103
China UK 101
USA France 100

Getting the implicit properties of science field has major research interest as it
reveals the current state of the field, provides the opportunity to compare dif-
ferent science fields with uniform instrument and gives the possibility to predict
the creation of new fields or the future of the particular one.

And although metrics are the subject of the disputes - whether they are
needed or not, useful or harmful - they are still of peoples interest. Whether
government or companies support the research, they also rely on information
environment surrounding the science field, which is often quantified to, e.g.
number of publications within a science field, the impact of the research on
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the market, etc. Having more possibilities to reveal the “true” state of the sci-
ence field would help researchers to show the importance of their field, as well
as the funding organizations to distribute their funds efficiently. Thus, this work
aims to reveal the quantitative metrics of the science field.

In our worked we used K-Mer Boolean feature vector sorting algorithm, which
performed fast, however it still has the drawback of splitting the cluster into 2
separate cluster if there appears the different affiliation with common k-mer/n-
gram inside the cluster. This problem can be tackled using the numeric feature
vector, which will consider not only the presence of the k-mer/n-gram, but also
the count of them present in the affiliation.

This work yet does not cover the affiliation level properties of the miRNA
science field. It would be interesting to see the leaders of the field, track their
history and also get the properties of the co-authorship graph.

The points mentioned above will be considered in the upcoming paper.

5 Conclusion

In this work we have implemented the algorithm for fast institution name clus-
tering based on the K-Mer Boolean feature vector sorting - KOFER. Using that
algorithm we managed to cluster the miRNA science field affiliations data.

Using the clustering results, we were able to get properties of country level
interactions, see that China is currently the leading country in this field, however
the USA is the biggest driver of joint publications.

The linear growth model does not fit the publication activity of countries
- the relaxation should be taken into account. That tells us that the field is
currently reaching it’s peak.
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Abstract. This paper presents a brief summary of the twenty years of
research carried out at the A. P. Ershov Institute of Informatics Systems
SB RAS in the area of developing electronic archives for heterogeneous
documents. The phenomenon of electronic archives emerged and has been
developing as part of the Novosibirsk school of informatics, which has
always been oriented towards the contracting of social services. In the
1970s, the first social service projects launched by the Institute were edu-
cational initiatives for school education, accordant with the well-known
thesis of Andrey Ershov: “Programming is the second literacy”. Over the
years, the IIS SB RAS has completed a range of projects on digitizing
historical and cultural heritage of the Siberian Branch of the Russian
Academy of Sciences: the Academician A. P. Ershov Electronic Archive,
SB RAS Photo Archive and the SB RAS Open Archive. This work has
become especially relevant in view of the ongoing restructuring of the
Russian academic science.

Keywords: A.P. Ershov - Digital archives - Digital historical
factography - Drupal

1 Introduction

The current information boom has brought up a number of challenges dealing
with the problem of relevance of the information produced by a researcher; pro-
viding quality information to the scientific community has become a cornerstone
task. James Nicolas Gray, an American researcher in computational systems and
a Turing Award holder, suggested the concept of the fourth paradigm of research,
a grid-technology based science that uses big data. Even though Gray and his
followers stress the importance of systematization and free access to scientific
archives (including experimental data and modeling results), the notion of a
big virtual archive for humanities studies is no less relevant [1]. This highlights
the relevance of free access to information since scientific workers are known to
benefit from information and communication technologies (ICT) [2].

The demand for novelty and relevance of scientific research as a socio-
cognitive institute stresses the need for a better and quicker access to archives,
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libraries, museums and other types of heritage content. Informatization as well
as commercialization of state-run archives in Russia was propelled even further
by the emergence of the Internet in the 1990s. Evidently, there should be alter-
native options of free access to information as well. The IIS SB RAS research
team was among the first to complete several projects on the creation, scientific
interpretation, organization and development of the methodology of digitizing
scientific heritage; our experience can be viewed as technology-intensive, scien-
tifically based, successfully tested and implemented [3].

Interdisciplinary collaboration of specialists in human studies and IT at the
dawn of the Internet relied predominantly on the concept of open scientific com-
munications. In essence, this is a cluster of civil society supported by profes-
sionals. Museums, libraries, universities and research institutions getting access
to the Internet boosted user experience and the emergence of Internet-oriented
resources: published museum collections, online library systems and catalogs,
archival tools for research and reference, and select collections. For instance, in
the Novosibirsk Scientific Center, projects on the creation of electronic archives
of different types of documents became possible as part of the project called
“The Internet of Novosibirsk Scientific Center” in 1994-1998, funded by the
Soros Foundation, Russian Foundation of Basic Research, and INTAS. As result,
research institutions and other organizations of the NSC got free access to the
Internet.

2 Tools

The emergence and distribution of special tools — information systems (IS) —
facilitates the development and systematization of information in professional
communities, including those engaged in humanities studies [4]. Electronic cat-
alogs and knowledge bases became an integral part of scientific community pro-
cesses by the end of the 20th century. Specialized information systems appeared
aimed at presenting, storing and organizing historical sources and texts, i.e.
history-oriented IS’s. We understand information systems as a complex of tech-
nical, program, organizational and financial utilities as well as the personnel
capable of working with this complex and complete the project [5]. The minimal
staffing of such projects, based on the experience of the IIS SB RAS, is about
10 people, including programmers, historians, information specialists (operators)
and translators.

Specialists from Perm State University whose interest is the application of
the IT in humanities suggested a specification of history-oriented systems [6].
Of special interest are systems containing, in addition to historical information,
a set of research tools (search, analytics, text recognition, etc.). We see two
approaches to creating the IS’s: history-oriented, when a system is based on an
array of documents from a single source, and the system is modeled according to
the structure of this source, and problem-oriented, when a model is built based
on the structure of the studied field of knowledge. According to this classification,
the systems created in the IIS SB RAS are history-oriented. The SB RAS Photo
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Archive integrates two sources on its platform: scans of photographic documents
and archives of the Nauka v Sibiri (Science in Siberia) newspaper. There is an
organic and thematic connection between the two sources, because the news-
paper staff reporters took many of the photos. In addition to documents, the
A. P. Ershov’s Electronic Archive and the SB RAS Open Archive contain pho-
tographs and research papers. We consider our IS’s source-oriented for another
reason, too: the archives contain images (scans) of original documents with tran-
scriptions supplied as an additional feature allowing to read compromised and
poorly legible scans. Finally, our IS’s support remote workspaces for document
description.

3 Analogies and Problems

Currently there are many resources created for the accumulation of historical
and cultural heritage in a digital format. Millions of photographs from the LIFE
photo archive, stretching from the 1750s to today, are now available for the first
time through the joint work of LIFE and Google (2008). Digital collections of the
Science History Institute (https://digital.sciencehistory.org/) includes 6,508 dig-
itized items: artifacts, photographs, advertisements, letters, rare books. Library
of Congress (https://www.loc.gov/) and digital collections of UNESCO (https://
digital.archives.unesco.org/en/collection) are the most impressive ones. Though,
they have no available catalogue to help determine the connections between doc-
uments.

One of the main problems faced by the creators of these projects was financ-
ing. In 2015, UNESCO launched a fundraising project to digitize the archives of
the Organization belonging to its predecessors, including the League of Nations
International Institute for Intellectual Cooperation. Two years later, thanks to
the generous support of the Japanese government, UNESCO launched a major
two-year initiative. In partnership with the digitization company Picturae BV,
a laboratory was established at the site of UNESCO Headquarters in Paris in
February 2018.

Financing a project is a painful question for us as well. Russian foundatians
are willingly provide finance for the launch of the project but not for its sup-
port and development. At present, the attraction of sponsor funds has not been
undertaken, since the project A. P. Ershov’s Archive has been practically com-
pleted. The remaining digital projects of the Institute of Informatics Systems of
the SB RAS are carried out within the framework of the government assignment
to the Institute on the theme “Research of the fundamentals of data structur-
ing, information resources management, creation of information and computing
systems and environments for science and education” The purpose of this study
is the development of automated support methods for ontology design. The bot-
tleneck in this direction so far is the creation of more accurate search tools, text
recognition tools, involving qualified personnel.
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4 Technology and Method of Digital Historical
Factography

As part of Internet-oriented professional IS’s, the IIS SB RAS team has devel-
oped a technology and method of electronic historical factography, which allows
working with arrays of heterogeneous documents and their further structuring
by establishing connections between the entities reflected in the documents. The
Internet resources developed at the IIS focus on the materials on the history
of science and technology in Siberia — the Siberian Branch of the Russian (for-
merly Soviet) Academy of Sciences. Electronic historical factography dates back
to 1999, when the IIS team began working on an automated information sys-
tem for the creation and support of the Academician Andrey P. Ershov digital
archive.

The method of electronic, or digital, historical factography consists in the
publication of historical sources in Internet-oriented information systems accord-
ing to the rules of working with conventional archival documents: properties such
as the document source, type, author, addressee (either a person or an organi-
zation), dates, geographic data, etc., must be provided. The IS makes use of
the technology allowing to establish connections between these entities of the
subject field. Document quoting s from a digital archive is possible by means of
web links as well as by indicating a specific volume and page of the archive (this
is the case with the A. P. Ershov Electronic Archive and with other archives of
the SB RAS where documents originate from the state-run storages).

While working on the first academic project of an Internet-oriented IS
referred to as the A. P. Ershov Electronic Archive (http://ershov.iis.nsk.su), the
IIS SB RAS team developed original software tools based on the client-server
technology using predominantly Microsoft solutions. The archivist’s workspace is
written in Perl [7]. The specialized IS was created not only as a means of making
a body of documents available to science, but also as a tool allowing a historian
of science to perform a range of research tasks, such as organizing historical
documents, providing remote access to these documents, keyword-based queries
search, accumulating thematically connected sources from different storages, sci-
entific description, etc. Almost all the documents from the Ershov’s archive were
digitalized with the exception of some personal letters.

The software tools created at the IIS SB RAS ensure stable functioning and
continuous maintenance of virtual content. The developers wanted the visual
archive in the public interface to correspond to the physical archive created
by A. P. Ershov. He formed the cases on the thematic-chronological and the-
matic principles. His approach remained almost unchanged. Some corrections
were made in order to remove duplicates, build chronology, establish authorship
and dating of documents. The archive, formed by A. P. Ershov, was supple-
mented by some new documents received from the state archives. The electronic
version supports two types of systematization: on the basis of cases and on the
basis of thematic-chronological approach in the form of a corresponding catalog.
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Document types that were digitalized included letters, drafts of scientific arti-
cles, photos, reports, diaries, paperwork documents, reviews on scientific works,
etc.

The Electronic Archive framework also contains documents on the history of
IIS SB RAS, VINK “Start” (Temporary scientific and technical team “Start”)
and the A.P. Ershov Informatics Conference (PSI’). The pupils of the correspond-
ing member of the USSR Ac. of Sci. S. S. Lavrov (1923-2004, St. Petersburg),
transferred his archive to Novosibirsk. It is also presented on the platform of
Ershov’s archive.

The use of digitized documents is of communicational as well as of ergonom-
ical importance, since many researchers with year of hands-on experience with
archives suffer from the chronic disease caused by long-term contact with old
paper, glue and dust, which at times prevents them from working directly in
the archives. From this point of view, digital archives are safe and convenient to
use. During the existence of the archive in the public domain, we did not receive
objections to the publication of any documents.

5 Expansion of Project Activities

Upon the completion of the A. P. Ershov Electronic Archive project, in the run-
up to the 50th Anniversary of the Siberian Branch of the RAS, an initiative
group from the IIS SB RAS led by Dr. Alexander Marchuk began working on
a new project — the SB RAS Electronic Photo Archive (http://www.soran1957.
ru) (2005-2009). The project united a large number of separate photograph col-
lections on the history of science in Siberia into a single volume of documents,
which came from photoreporters, organizations (such as the SB RAS Museum,
SB RAS Expo Center, SB RAS Press Center as well as a number of research
institutes), and private collections. A landmark event in the history of Novosi-
birsk of the 20th century was setting up a town of science: Akademgorodok
of Novosibirsk. We owe the existence photographic records of Akademgorodok
from the moment of searching for a location for the new town to the foresight of
Mikhail Lavrentiev, its founding father, who ordered that a cinema and photo-
laboratory be organized and invited Rashid Akhmerov (1926-2017) to be the
staff photographer.

Especially for the Photo Archive a new IS was created— the SORAN1957
system [8]. It supports collecting, structuring and digital publication of histor-
ical data and documents using specially developed software and organizational
mechanisms. The SORAN1957 includes a system of structured data reflecting
real-world entities and their relationships. Methodologically, the system is based
on the ideology of Semantic Web. This approach allows structuring data accord-
ing to an ontology. An ontology is a formal specification of a shared conceptual
model — an abstract model of the subject area describing a system of its con-
cepts. A shared model is a conventional understanding of a conceptual model by
a certain community (a group of people). “Specification” is an explicit descrip-
tion of the system of concepts, and “formal” means that the conceptual model
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is machine-readable. An ontology consists of classes of entities of a subject area,
properties of these classes, connections between these classes and statements
made up of classes, their properties and connections. The resulting software
tools enable input and editing of data as well as import of data from other
sources, such as newspapers.

The SORAN1957 system features a public interface to the database and
to the photographic documents. Users can study photographs, documents and
database facts and their interconnections. For instance, by using text search the
user can find a person of interest and their personal data, linked photographs,
organizations (for instance, where that person worked), titles, etc. A nonspe-
cific information ontology is used here, which allows avoiding the duplication
of information contents in general-purpose and specialized information systems.
The system is based on the Semantic Web concept and .NET technologies and
can be installed on a server or an end user machine.

Our experience with the projects described above allowed us to cover a
broader range of historical sources. In 2012, an integrative project of the SB
RAS Presidium Fundamental Research, “The SB RAS Open Archive as a sys-
tem of presenting, accumulation and systematization of scientific heritage” began
(2012-2014, http://odasib.ru/). In this project, IIS SB RAS collaborated with a
number of research institutes of the Siberian Branch specializing in humanities.
Currently the SB RAS Open Archive contains 17 collections with 54,362 docu-
ment scans (as of March 28, 2018). Documents added to each collections are sys-
tematized based on the internal logics of the content type. The system allows the
creation of topic-based collections and sub-collections containing linked sources.

6 “Migration” Policy

It follows from the above descriptions of the projects that for each of them an
original information system was developed, supported by grants from funds and
sponsors (proprietary software). Some experts predicted over a dozen years ago
that “in the future applied programs might not be developed but ‘assembled’
from ready-made components, a job that will not require a programmer but a
qualified user who can formulate what he/she wants to receive at the output
in the terms understood by the component management system. The center of
gravity will shift from programming to design” [9]. Real life, however, has turned
out to be much more complicated, and the key word here is a “qualified user.”

In 2001, the open-source software expanded with the Drupal content man-
agement system (https://www.drupal.org/), developed and supported by pro-
grammers from all over the world [10]. The Drupal architecture allows for the
construction of various web-applications like blogs, news sites, archives and social
nets. Drupal contains over 40,000 modules that can be used to create an appli-
cation necessary for solving the developers’ problems. To achieve this, however,
the developers need to learn how to find and install the necessary modules and
how to write their own modules to solve highly specialized tasks. This means
that using information technologies by humanities-minded people is not a trivial
task, and help from programmers is welcome if not a must.


http://odasib.ru/
https://www.drupal.org/

Archival Information Systems: New Opportunities for Historians 47

In 2016, the A.P. Ershov Electronic Archive was migrated to the Drupal plat-
form (the graduate project of Sergey N. Troshkov, Mechanics and Mathemat-
ics Department, Novosibirsk State University, supervised by Doctor of Physics
and Mathematics Alexander G. Marchuk and programmer Marina Ya. Philip-
pova) [11,12]. Parenthetically, following the migration of the Electronic Archive
was the migration of the Library system developed by Ya. M. Kourliandchik for
the A.P. Ershov Programming Department in the mid-1980s. Until recently, the
latter system had been used by the IIS SB RAS but as it was not written in the
client-server architecture and both the database and application were on installed
the same computer, it could not be accessed from another computer [13].

The experience of developing the IS has revealed two approaches to project
work. The approach to the creation of the A. P. Ershov’s Electronic Archive
is engineering: its creators used quite complex tools. Nevertheless, they have
created a convenient and multifunctional system in the service and user inter-
faces. Achieving a workable version was a one-step process and did not require
significant additions to the working tools. Changes and additions to the system
architecture were made imperceptibly for operators and users, eliminating the
loss or duplication of data. The tools were improved in the direction of increas-
ing the speed of access to the database. All the developers of this system are
currently the leading specialists of foreign software companies.

The approach of the creators of IS SORAN1957 and Open archive SB RAS
can be called as researching. The system was developed with the help of com-
plex Semantic Web tools. At the same time there was a search for the most
optimal solutions in the creation of software. Variants of platform solutions have
repeatedly changed, which sometimes led to duplication and loss of information,
slowed down the work of operators, for some time stopped the filling of IS. The
creators of the IS “Open archive SB RAS” did not provide short links to scans
of documents.

7 Conclusion

An important scientific problem of electronic archives is the reliability of con-
tent. Professional historians believe that the researcher needs to see the original
document in order to get the most complete picture of it. But the existing archiv-
ing system cannot provide a wide coverage of valuable archives. The creation
of professional IS involves the responsibility of its developers for the quality of
reproduction of documents. Modern means of representation allow the researcher
to get enough information about the source. It is no coincidence that facsimiles
and scans of rare books are being actively published.

Since the mid-1980s, the European community has launched projects sup-
porting specialists engaged in the preservation, conservation and dissemination
of knowledge about the heritage with the help of digital reality: Framework Pro-
gramme for Research & Technological Development FR1, 1984-1987, continued
until 2013, and then HORIZON 2020 became its successor [14]. In addition to
the programmes supporting appropriate research, special-purpose centers were
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set up in some countries like the U.K. and France to provide the long-term stor-
age of software and access to it [15,16]. Moreover, the European Commission is
planning to launch a single European Open Science Cloud for storing, exchang-
ing and reusing research data in a variety of areas and support its infrastruc-
ture. In Russia, apparently, the critical mass required for making such decisions
at the national level has yet to be achieved. The Russian State Archives have
begun publicizing their meetings and reference apparatus fairly recently, later
than other institutions keeping historical sources. The Archive of the Russian
Academy of Sciences (RAS) is the umbrella association for launching a universal
corporate resource (http://www.isaran.ru). The Science Archive of the Siberian
Branch, RAS, however, neither digitizes its collections nor is represented in the
Internet. This is an urgent issue of the SB RAS and Russian Ministry for Science
and Education.

The structural changes undergoing in the RAS Siberian Branch in connec-
tion with reforming the Russian Academy of Sciences have so far ignored the
SB RAS archival activity. Therefore, the future of the SB RAS Science Archive
is uncertain. This most valuable collection of documents on the development
of Siberian science is in danger of neglect because the SB RAS Presidium has
no funds to maintain or, more importantly, to develop it. The SB RAS Sci-
ence Archive established simultaneously with the RAS Siberian Branch in 1958
possesses a richest array of representative sources on the history of science in
Siberia. It includes 86 library collections and 52,219 files including 9,356 personal
files. Until now, the Archive’s library collections have not been digitized for pro-
fessional or public purposes, and the Archive has no electronic resources of its
own (even though the SB RAS State Public Scientific-Technical Library has the
Internet connection). With a view to preserving the unique historical documents,
we need to digitize them and establish permanent repositories of datasets using
cloud technologies. Within the framework of the project SB RAS Open Archive,
which is in line with the all-Russia trend for the extensive use of information
and communication technologies in the cultural and scientific spheres, the IIS
has pioneered the organization of archival work in the RAS Siberian Branch. We
expect that our experience will be in demand.
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Abstract. In this paper, we introduce a new verification method for
control software. The novelty of the method consists in reducing the ver-
ification of temporal properties of a control software algorithm to the
Hoare-like deductive verification of an imperative program that explic-
itly models time and the history of the execution of the algorithm. The
method is applied to control software specified in Reflex—a domain-
specific extension of the C language developed as an alternative to IEC
61131-3 languages. As a process-oriented language, Reflex enables con-
trol software description in terms of interacting processes, event-driven
operations, and operations with discrete time intervals. The first step
of our method rewrites an annotated Reflex program into an equivalent
annotated C program. The second step is deductive verification of this
C program. We illustrate our method with deductive verification of a
Reflex program for a hand dryer device: we provide the source Reflex
program, the set of requirements, the resulting annotated C program,
the generated verification conditions, and the results of proving these
conditions in Z3py — a Python-based front-end to the SMT solver Z3.

Keywords: Control software + Process-oriented languages - Deductive
verification + SMT solver - Reflex language - Z3

1 Introduction

The increasing complexity of control systems used in our everyday life requires a
reassessment of the design and development tools. Most challenging are safety-
critical systems, where incorrect behavior and/or lack of robustness may lead
to an unacceptable loss of funds or even human life. Such systems are widely
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spread in industry, especially, in chemical and metallurgical plants. Since behav-
ior of control systems is specified in software, the study of control software is
of great interest. Correct behavior under various environmental conditions must
be ensured. In case of a hardware failure, e.g. plant damage or actuator fault,
the control system must automatically react to prevent dangerous consequences.
This is commonly referred to as fault tolerant behavior [1]. Because of the domain
specificity, control systems are usually based on industrial controllers, also known
as programmable logic controllers (PLCs), and specialized languages are used
for designing control software.

PLCs are inherently open (i.e. communicate with external environment via
sensors and actuators), reactive (have event-driven behaviour) and concurrent
(have to process multiple asynchronous events). These features lead to special
languages being used in the development of control software, e.g. the IEC 61131-
3 languages [2] which are the most popular in the PLC domain. However, as
the complexity of control software increases and quality is of higher priority,
the 35 years old technology based on the IEC 61131-3 approach is not always
able to address the present-day requirements [3]. This motivates enriching the
TIEC 61131-3 development model with object-oriented concepts [4], or developing
alternative approaches, e.g. [5-8].

To address the restrictions and challenges in developing present-day com-
plex control software, the concept of process-oriented programming (POP) was
suggested in [9]. POP involves expressing control software as a set of interact-
ing processes, where processes are finite state automata enhanced with inac-
tive states and special operators that implement concurrent control flows and
time-interval handling. Compared to well-known FSA modifications, e.g. Com-
municating Sequential Processes [10], Harel’s Statecharts [11], Input/Output
Automata [12], Esterel [13], Hybrid Automata [14], Calculus of Communicating
Systems [15], and their timed extensions [16,17], this technique both provides
means to specify concurrency and preserves the linearity of the control flow at
the process level. Therefore, it provides a conceptual framework for developing
process-oriented languages suitable to design PLC software. The process-oriented
approach was implemented in domain-specific programming languages, such as
SPARM [18], Reflex [19], and IndustrialC [20]. These languages are C-like and,
therefore, easy to learn. Translators of these languages produce C-code, which
provides cross-platform portability. With their native support for state machines
and floating point operations, these languages allow PLC software to be conve-
niently expressed.

The SPARM language is a predecessor of the Reflex language and is now out
of use. IndustrialC targets strict utilization of microcontroller peripherals (regis-
ters, timers, PWM, etc.) and extends Reflex with means for handling interrupt.
A Reflex program is specified as a set of communicating concurrent processes.
Specialized constructs are introduced for controlling processes and handling time
intervals. Reflex also provides constructs for linking its variables to physical 1/0
signals. Procedures for reading/writing data through registers and their mapping
to the variables are generated automatically by the translator.



52 I. Anureev et al.

Reflex assumes scan-based execution, i.e. a time-triggered control loop, and
strict encapsulation of platform-dependent I/O subroutines into a library, which
is a widely applied technique in IEC 6113-3 based systems. To provide both
ease of support and cross-platform portability, the generation of executable code
is implemented in two stages: the Reflex translator generates C-code and then
a C-compiler produces executable code for the target platform. Reflex has no
pointers, arrays or loops. Despite its very simple syntax, the language has been
successfully used for several safety-critical control systems, e.g., control software
for a silicon single-crystal growth furnace [21]. Semantic simplicity of the lan-
guage together with the continuing practical applicability makes Reflex attrac-
tive for theoretical studies.

Currently, the Reflex project is focused on design and development tools for
safety-critical systems. Because of its system independence Reflex easily inte-
grates with LabVIEW [22]. This allows to develop software combining event-
driven behavior with advanced graphic user interface, remote sensors and actu-
ators, LabVIEW-supported devices, etc. Using the flexibility of LabVIEW, a set
of plant simulators was designed for learning purposes [23]. The LabVIEW-based
simulators include 2D animation, tools for debugging, and language support for
learning of control software design. One of the results obtained in this direction
is a LabVIEW-based dynamic verification toolset for Reflex programs. Dynamic
verification treats the software as a black-box, and checks its compliance with
the requirements by observing run-time behavior of the software on a set of
test-cases. While such a procedure can help detect the presence of bugs in the
software, it cannot guarantee their absence [24].

Unlike dynamic verification, static methods are based on source code analysis
and are commonly recognized as the only way to ensure required properties of
the software. It is therefore very important to adopt static verification methods
for Reflex programs.

In this paper, we propose a method of deductive verification of Reflex pro-
grams. The original two-step scheme of the method allows us to reduce the
verification of temporal properties of a control algorithm written in Reflex to
the Hoare-like deductive verification of a C program that explicitly models time
and the history of the execution of the algorithm.

The paper has the following structure. In Sect. 2, we describe the language for
specifying of temporal properties of Reflex programs and an example of a Reflex
program controlling a hand dryer with its properties. Section 3 presents the algo-
rithm of transforming an annotated Reflex programs into a very restricted subset
of annotated C programs called C-projections of Reflex programs. We illustrate
this algorithm by the example of the C-projection of the dryer-controlling pro-
gram. Rewriting an annotated Reflex program into its C-projection is the first
step of our deductive verification method. The second step—generation of verifi-
cation conditions for C-projection programs of this subset—is defined in Sect. 4.
Examples of verification conditions for the C-projection of the dryer-controlling
program illustrate the rules of this generation. In the concluding Sect.5, we
discuss the features of our method and future work.
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2 Specification of Properties of Reflex Programs

Our verification method reduces the verification of Reflex programs to the veri-
fication of C-projection programs. A Reflex program, together with its require-
ments for verification, is translated into an equivalent C-projection program and
a corresponding set of properties. In this section, we define the specification
method for the properties of Reflex programs. This method is illustrated with
an example Reflex program for a hand dryer controller.

We specify properties of Reflex programs using two kind of languages: an
annotation language and an annotating language. The annotation language is a
language of logic formulas that describe program properties. These formulas are
called annotations. The annotating language is a markup language for attributing
annotations to a program. Constructs of this language are called annotators. A
program extended with annotators is an annotated program.

Annotations of Reflex programs are formulas of a many-sorted first-order
logic. The specific formula syntax in the example uses the language of the python-
based front-end Z3py [25] to the SMT solver Z3 [26] used in deductive verification
of the resulting C-projection programs.

Temporal properties of Reflex programs can be expressed in the annotations.
The discrete-time model used in the annotations is based on the periodicity of
interaction between a Reflex program and its object under control. A Reflex
program and its controlled object interact via input and output ports associated
with the program variables. Every time-triggered control loop the program reads
input ports and then writes the values to the corresponding variables. Changing a
variable value as a result of writing to an input port is called its external update.
At the end of control loop, the program writes new values to output ports.
Writing values from input ports to variables and reading values from variables
to output ports occur periodically with a fixed period (program cycle) specified
in milliseconds. Time in the annotations is modeled by the implicit variable
tick (which is not used in Reflex programs explicitly) specifying the number
of program cycles. Thus, tick is an analogue of the global clock, counting the
number of interactions of the Reflex program with its controlled object. One tick
of the clock corresponds to one program cycle.

Each program variable z is interpreted in the annotations as an array in
which indexes are values of tick, and elements are values of x associated with
tick. Thus, in the annotation context, = stores a history of its changes. We denote
a set of annotations by F', such that f € F is an annotation specifying some
Reflex program property.

The annotating language for Reflex programs includes three kinds of annota-
tors. The invariant annotator INV f; specifies that the property f must be true
before each program cycle. The initial condition annotator ICON f; specifies that
the property f must be true before the first program cycle. The external con-
dition annotator ECON f; constrains external updates: the property f must be
true after each external update.

Let us illustrate our approach by using a simple example of a program con-
trolling a hand dryer like those often found in public restrooms (Fig. 1, Listing 1).
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Fig. 1. Hand dryer
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controller Here, the program uses the input from an infrared sen-
sor, indicating presence of hands under the dryer and it
controls the fan and heater with a joint output signal. The
first basic requirement is that the dryer is on while hands
are present and it turns off automatically otherwise. Trivial
at first sight, the task becomes complicated because of dis-
continuity of the input signal caused by the users rubbing
and turning their hands under the dryer. To avoid erratic
toggling of the dryer heater and fan, the program should
not react to brief interruptions in the signal, and the actu-
ators should only be turned off once the sensor reading is
a steady “off”. The control algorithm can only meet this
requirement by measuring the duration of the off state of
the sensor. In this case, a continuous “off” signal longer than
(for example, 1s) would be regarded as
a “hands removed” event. The second requirement is more simple and formu-
lated as ‘dryer never turns on spontaneously’. These two requirements (specified
by the formulas p; and py below) we will verify to demonstrate the proposed

a certain given time

approach.
PROGR HandDryerController {
/* ==============z============= */
/* == ANNOTATIONS: */
/* INV inv; */
/* ICON icon; */
/* ECON econ; */
/* == END OF ANNOTATIONS */
TACT 100;
CONST ON 1;
CONST OFF O0;
/#===sss====sssssssss==sssss===

/* I/0 ports specification
/* direction, name, address,

/* offset, size of the port
/*=============================
INPUT SENSOR_PORT O O 8;
OUTPUT ACTUATOR_PORT 1 0 8;

/#=============================

/#=============================
PROC Ctrl {
/*===== VARIABLES =============
BOOL hands =
BOOL dryer = {ACTUATOR_PORT

/*===== STATES ================
STATE Waiting {
IF (hands == 0ON) {
dryer = 0N;
SET NEXT;
} ELSE dryer = OFF;
}
STATE Drying {
IF (hands == O0ON)
RESET TIMEOUT;
TIMEOUT 10

*/
*/
*/
*/

*/
*/

*/

= {SENSOR_PORT[1]} FOR ALL;
[11} FOR ALL;
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SET STATE Waiting;
}
} /* \PROC =/
} /* \PROGRAM =/

Listing 1. Hand dryer example in Reflex

In Reflex programs, the PROGR construct specifies the name and body of the
program. The annotators are added at the beginning of the program body as the
special kind of comments. In our case the annotators are INV inv;, ICON icon;,
and ECON econ;, where inv, icon, and econ are annotations defined below. The
TACT construct specifies the number of milliseconds corresponding to one program
cycle. The CONST construct is used to specify program constants. Constructs INPUT
and OUTPUT describe the input and output ports, respectively. Program variables
are specified by variable declarations. For example, the variable declaration BOOL

hands = SENSOR_PORT[1] FOR ALL; associates the boolean variable hands with
the first bit of the port SENSOR_PORT and specifies that all processes can use this
variable. The PROC construct is used to describe processes of the program. Our
example program has one process Ctrl (controller) that controls a hand dryer,
i.e. its fun and heater. The STATE construct specifies process states. Process Ctrl
can be in two states WAITING and DRYING. Actions executed by the process in
a state are described in the body of that state by statements and operators.
In addition to C-statements and operators, there are Reflex-specific ones. Each
process has its own time counter (local clock), which is also counted in ticks (the
number of program cycles). Statement RESET TIMEOUT; resets the local clock of
the process. Statement TIMEOUT x stm; launches the execution of statement stm
when the local clock is equal to x. Statement SET NEXT; moves the process to
the next state in the text of the program, and statement SET STATE s; sets the
process to the state s. These two statements also reset the local clock of the
process.

The initial condition icon of the form (in the format of formulas in Z3py [25])

And(Or(dryer[0] == 0, dryer[0] == 1), Or(hands[0] == 0, hands[0] == 1))

specifies that variables dryer and hands can only have values 0 or 1. The external
condition econ of the form

Or(hands[tick] == 0, hands[tick] == 1)

expresses the fact that external updates of hands return 0 or 1.

Invariant inv of the form And(p1, p2, ap) includes properties p; and ps which
specify the desirable behaviour of the program and the conjunction ap of aux-
iliary properties necessary to verify them. These auxiliary properties are as fol-
lows: (1) the values of the program constants are equal to their predefined values,
(2) counter tick is non-negative, (3) all previous and current values of variables
hands and dryer are 0 or 1, (4) the current values of the latter variables are the
same as their previous values (since they have not yet been modified by external
updates), (5) the dryer can only be in two states WAITING and DRYING, and 6)
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the dryer in state DRYING is always on. We omit the notation for ap because it is
rather cumbersome.
Property p; of the form

ForAll(i, Implies(And(0 <= i,i < tick),
Implies(And(Implies(i > 0, hands[i — 1] == 0), hands[i] == 1),
dryer[i] ==1)))

refines the first hand-dryer requirement that the dryer is turned on (dryer[i] = 1)
no later than 100 ms (1 tick) after the appearance of hands.
Property py of the form

ForAll(i, Implies(And(0 <= i,i < tick — 1),
Implies(And(dryer[i] == 0, hands[i + 1] == 0), dryer[i + 1] == 0)))

corresponds to the second requirement that the dryer never turns on sponta-
neously.

In the next section, we present the method of rewriting an annotated Reflex
program to the annotated C-projection to generate the verification conditions
and subsequently check them with a theorem proving tool which can handle
the many-sorted first-order logic. We apply this method to the Reflex program
describing the hand dryer controller.

3 Rewriting Annotated Reflex Programs into
C-Projections

Reflex programs and their C-like projections share the same annotation lan-
guage. The annotating language for C-projections of Reflex programs includes
four annotators. The assume annotator ASSUME f; specifies that f is supposed to
be true at the location of this annotator in the program. The assert annotator
ASSERT f; states that f must be true at the location of this annotator in the
program. The invariant annotator INV 1 f£; is a special variant of the named
assert annotator with the name [ which is processed by our verification condi-
tion generator in a special way. The function annotator REQUIRES Py; ENSURES
Qy; must be placed directly after the function prototype ¢ f (t1 1, ..., thZn).
The function prototypes are used to call functions written in other programming
languages in Reflex programs. This annotator specifies the precondition P and
postcondition @ of the function f. Formulae Py and @; depend on x1,...,%,.
Postcondition Qs also depends on the special variable ret_f which stores the
value returned by f. The variables x,...,x, and ret_f are considered to be
global variables of the C-projection program.

The C-projection of the Reflex program for a hand dryer controller reads as
follows:

#define TACT 100
#define ON 1

#define OFF O
#define STOP_STATE O



Two-Step Deductive Verification of Control Software Using Reflex

#define ERROR_STATE 1
#define Ctrl_Waiting 2
#define Ctrl_Drying 3

int Ctrl_state;
int Ctrl_clock;
int tick;

int hands [];
int dryer[];

inline void init() {
tick = 0;
Ctrl_state = Ctrl_Waiting;
Ctrl_clock = 0;
ASSUME icon;
}

inline void Ctrl_exec() {
switch (Ctrl_state) {
case Ctrl_Waiting:
if (hands[tick] ==
dryer [tick] = ON;
Ctrl_clock = 0;
Ctrl_state = Ctrl_Drying;

oN) {

}
else
dryer [tick] = OFF;
break;
case Ctrl_Drying:
if (hands[tick] == 0ON) {
Ctrl_clock = 0;
Ctrl_state = Ctrl_Drying;
}
if (Ctrl_clock >= 10) {
Ctrl_clock = 0;
Ctrl_state = Ctrl_Waiting;
}
break;
}
}

void main() {

init ();

for (;;) {
INV lab inv;
havoc hands[tick];
ASSUME econ;
Ctrl_exec();
Ctrl_clock = Ctrl_clock + 1;
tick = tick 1;
hands [tick] hands[tick-1];
dryer [tick] = dryer[tick-1];

+

Listing 2. Hand dryer example in C-projection
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This program is the result of applying program transformation rules that
are used for generating an equivalent program that must include the following

constructs which replace the source Reflex constructs.

The macro constant TACT specifying the time of the program cycle replaces the
TACT construct. Reflex constants (for example, ON and OFF) are replaced by macro
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constants as well. The macro constants STOP_STATE and ERROR_STATE encode the
stop state (specifying that the program terminates normally) and the error state
(specifying that the program terminates with an error). For each program process
p and for each state s of this process, the macro constant s_p encodes this state.
The variable tick specifies the global clock. For each program process p, the
variables p_state and p_clock specify the current state and the current value
of the local clock of the process p. Like tick, these variables are also implicit
variables of the Reflex program, and so they can be found in its annotations.
The type t of each Reflex variable x is replaced by the dynamic array type t[].

Function init() initializes the program processes. It sets the global clock
and all local clocks to 0, sets all processes to their initial states and imposes
restrictions on the initial values of Reflex variables, using the assume annotator
ASSUME £ (for the hand-dryer program ASSUME icon).

For each program process p, function p_exec specifies the actions of the pro-
cess p during the program cycle. The body of function p_exec represents the
switch statement where labels are macro constants coding states of the process
p_exec. All Reflex-specific statements and operators in bodies of process states
are replaced by C constructs in accordance with their semantics.

The infinite loop for(;;) specifying the actions of all processes during the
program cycle is the last statement of the resulting program. Its body starts with
the invariant annotator INV lab inv; specifying the invariant inv of the Reflex
program. The next fragment havoc hands[tick]; ASSUME econ; specifies external
updates of Reflex variables (in our case, hands) and the constraint econ for them.
We add the special statement havoc x; [27] to the standard C language in order
to model assigning an arbitrary value to the variable z. The third fragment
is a sequence of calls of the functions p_exec() for each program process p.
The next fragment increments the values of global clock and all local clocks.
The last fragment specifies that values of Reflex variables are preserved after
incrementing the global time and before executing external updates. For the
hand-dryer program, this fragment is hands[tick] = hands[tick-1]; dryer[tick
] = dryer[tick-1];.

The definition of the transformational semantics of a Reflex program (the
rules for its transformation into C projection) and proving transformation cor-
rectness (equivalence of the Reflex program and its C projection) are beyond the
scope of this paper. The equivalence means functional equivalence of the Reflex
program and its C projection, where the inputs of both programs are the external
updates vector for each Reflex variable, and the outputs are the vector of values
for each Reflex variable, as well as the current process states and the values of
global clock and local clocks. It is based on the operational semantics of Reflex
programs, their C projections, and annotators of both annotation languages.

Thus, we reduce the verification of Reflex programs to the verification of
programs of a very restricted subset of C extended by the havoc statement.
Next we describe the rules of generating the verification conditions for programs
of this subset. These verification conditions can further be checked by some
theorem proving tool that can handle many-sorted first-order logic.
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4 Generating Verification Conditions for C-Projections
of Reflex Programs

Like many other deductive verification engines, such as FramaC [28], Spark [29],
KeY [30], Dafny [31], etc., our algorithm for generating verification conditions
implements a predicate transformer. We use Z3 to prove such verification con-
ditions. Let us consider the features of its implementation especially taking into
account the fact that it is applied to a program which is an infinite loop and
some variables of this program are externally changed at each iteration of the
loop. The algorithm sp(A, P) recursively calculates the strongest postcondition
[32] expressed in the many-sorted first-order logic for program fragment A and
precondition P. It starts with the entire program and the precondition True. Its
output is the set of verification conditions saved in the variable vcs. The algo-
rithm uses service variables vars and reached. Variable vars stores information
about variables and their types as a set of pairs of the form z : ¢, where x is
a variable, and t is its type. Variable reached stores the set of names of invari-
ant annotators that have been reached by the algorithm. It is used to ensure
termination of the algorithm. The initial values of these variables are empty
sets.

We define the generation algorithm sp as the ordered set of equalities of the
form sp(A, P) = [ai; ...; ap; e]. This notation means that the actions ay, ..., a,
are sequentially executed before the expression e is computed. Every action a;
of the form v + = S adds the elements of the set S to the set v. The equality
sp(A, P) = e is an abridgement for sp(A, P) = [e].

We use the following notation in the algorithm definition. Let array(t) denote
the array type with the elements of type ¢. Let expression e have type ¢, {z :
t,y:array(t)} Cwars, {z:t,v:t} Nvars =) for each ¢, and €’ be the result of
conversion of C expression e to a Z3py expression. Function Store(a,i,v) is the
array update function from Z3 language.

Since the syntax of C-projections of annotated Reflex programs is very
restricted, algorithm sp has the following compact form:

1. Sp(t f(tl L1y -vey tn In);v P) =
[vars += {z1 :t1,...,zpy  ty,ret_f : t}; PJ;
2. sp(t z;, P)=[vars += {z:t}; P
sp(#define c e;, P) = [vars + = {c:t}; And(P,c ==¢€')];
4. sp(havoc y[i];, P) =
[vars + = {z:t,v:t}; And(P(y « z),y == Store(z,i,v))];
5. sp(havoc x;, P) = [vars + = {z:t}; And(P(z « z),x == 2)|;
6. sp(zfi] = e, P)=
[vars + = {z:array(t)}; And(P(y < z),y == Store(z,i,e' (y — 2)))];
7. splx = e;, P)=[vars + = {z:t}; And(P(z « z),x == €'(x « 2))];
8. Sp({B}v P) = Sp(B, P);
9. sp(if (e) Belse C, P) =
Or(sp(B, And(P, econv(e))), sp(C, And(P, Not(econv(e))));

@
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10. sp(switch (e) Iy : By break; ... l,: B, break;, P)=
Or(sp(B1, And(P, ¢’ ==11)),...,sp(Bn, And(P, ¢’ ==1,)),
And(P,e'l =1q,...,¢'l =1,));
) B, P)=sp(B for(;;) B, P);
f(el, ey en);7 P):
sp(x1 = e1; ... xp, = en; ASSERT Py; havoc ret_f;
ASSUME Qy; © = ret_f;, P);

11. sp(for(;;
12. sp(z =

13. sp(ASSUME e;, P) = And(P, e);
14. sp(ASSERT e;, P) = [vcs+ = {Implies(P,e)}; And(P,e));
15. if [ ¢ reached, sp(INV le; A, P)=
[reached + = {l}; ves + = Implies(P,e); sp(A4,e)];
16. if I € reached, sp(INV 1l e; A, P) = [ves + = Implies(P,e); el;
17. sp(s A, P) = sp(A, sp(s, P)).

This algorithm terminates because sp recursively reduces the input program
in all cases except for(;;) (case 11), and due to case 16 the algorithm can pass
the invariant annotator at the begin of body of for(;;) only once.

The computation of verification conditions for the trace of the annotated
hand dryer program (Listing 2) starting at the point #define TACT 100 and end-
ing at the point INV lab inv; results in

— ves = {Implies(And(true, TACT == 100,0ON == 1,0FF == 0,
STOP_STATE == 0, ERROR_STATE == 1,Ctrl. WAITING ==
Ctrl DRYING == 3, tick == 0, init_state == INIT_W AITING,
init_clock == 0, dryer[0] == 0,icon),inv)};
— vars = {TACT : int,ON : int, OFF : int, STOP_STATE : int,
ERROR_STATE :int, CtriWAITING : int, Ctrl_DRYING : int
Ctri_state : int, Ctri_clock : int,dryer : array(int), hands : array(int),
tick : int, tick_1 : int, Ctri_state_1 : int, Ctrl_clock_1 : int};
— reached = {lab}.

Here x_i, where 7 is a natural number, is a fresh variable generated by algorithm
sp in the case of the assignment of the form z = ... or z[...] =....

Other seven verification conditions starting at the point INV lab inv; and
ending at the same point and corresponding to different branches of the switch
statement and if statements are generated likewise. All generated verification
conditions are successfully proved in Z3py.

The generation of verification conditions for C-projections of annotated
Reflex programs and proving them complete the description of our two-step
method of deductive verification for Reflex programs.

Currently, we prepare for publication a description of the transformational
semantics of Reflex programs (including a formal proof of its correctness) and a
formal proof of the soundness of the axiomatic semantics of C projections w.r.t.
their operational semantics. Software tools automating the steps of the method
are being developed on their basis.
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5 Discussion and Conclusion

In this paper we propose a two-step method of deductive verification of Reflex
programs. This method includes the annotation and annotating languages for
Reflex programs, the algorithm for transforming an annotated Reflex program
into the annotated program written in restricted C (the C-projection of the
Reflex program), the annotating language, and the algorithm of generating ver-
ification conditions for C-projections of Reflex programs. Our method can be
applied to the so-called pure Reflex programs that do not contain definitions of
functions written in other languages.

In practice, Reflex programs often include definitions and calls of C functions.
We can extend our method to this more general case of Reflex, because such
programs must also include a prototype for each C function. Verification of such
Reflex programs is reduced to separate verification of definitions of C functions
and a pure Reflex program extended by calls of functions. These functions are
considered black boxes and their prototypes are annotated with preconditions
and postconditions treated as specifications of these black boxes. The definitions
of C functions can be verified by any C program verification method or tool. For
verification of Reflex programs with function calls, we use our two-step method.

Our verification method has several remarkable properties. Firstly, it mod-
els the interaction between a Reflex program and its controlled object through
the input and output ports associated with the program variables. The havoc
statement in the C-projection of the Reflex program allows to represent writ-
ing values from input ports to variables. These external variable updates are
constrained by the assume annotator. Checking values read from variables to
output ports is specified by the assert and invariant annotators. Secondly, this
method reduces the verification of some time properties of Reflex programs to
Hoare-like deductive verification by explicitly modeling time in C-projections of
Reflex programs with variables which specify the global clock, local clocks of
program processes and history of values of Reflex variables. Thirdly, our ver-
ification conditions generation algorithm can handle infinite loops intrinsic to
control systems.

There are several directions for further development of the method. We plan
to extend it to the textual languages of the IEC 61131-3 family. Like Reflex,
these languages are used for programs that interact with the controlled object
only between program cycles. The other research direction is to investigate new
temporal properties for which verification can also be reduced to Hoare-like
deductive verification. Especially, we are interested in temporal aspects asso-
ciated with the histories of values of process states and process clocks, which
would allow to evaluate the performance of control sofware algorithms. Explicit
time modeling in Reflex annotations is not a very natural way to represent the
time properties of Reflex programs. We plan to use temporal logics (LTL, CTL
and MTL) and their extensions to describe these properties and develop an algo-
rithm for translating such descriptions into formulas with explicit time modeling.
To make this task feasible, we plan to use specialized ontological patterns [33]
instead of arbitrary formulas of these logics. In addition to Z3 solver, we intend
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to use in our method other provers and solvers in order to extend the class of
verifiable properties. In particular, Z3 solver cannot prove that dryer will work
for at least 10 seconds after hands have been removed because this property
requires advanced induction. The interactive theorem prover ACL2 [34] with
advanced induction schemes is a good candidate to solve this problem. Finally,
we plan to consider new case studies on control software algorithms.

Acknowledgement. The reported study was funded by the Russian Ministry of Edu-
cation and Science; RFBR, project number 17-07-01600; RFBR, project number 20-
01-00541; and RFBR, project number 20-07-00927.
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Abstract. This paper presents an approach for substantial reduction of
the training and operating phases of Self-Organizing Maps in tasks of
2-D projection of multi-dimensional symbolic data for natural language
processing such as language classification, topic extraction, and ontol-
ogy development. The conventional approach for this type of problem is
to use n-gram statistics as a fixed size representation for input of Self-
Organizing Maps. The performance bottleneck with n-gram statistics is
that the size of representation and as a result the computation time of
Self-Organizing Maps grows exponentially with the size of n-grams. The
presented approach is based on distributed representations of structured
data using principles of hyperdimensional computing. The experiments
performed on the European languages recognition task demonstrate that
Self-Organizing Maps trained with distributed representations require
less computations than the conventional n-gram statistics while well pre-
serving the overall performance of Self-Organizing Maps.

Keywords: Self-organizing maps * n-gram statistics -
Hyperdimensional computing * Symbol strings

1 Introduction

The Self-Organizing Map (SOM) algorithm [25,41] has been proven to be an
effective technique for unsupervised machine learning and dimension reduction
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Fig. 1. Outline of the conventional approach.

of multi-dimensional data. A broad range of applications ranging from its conven-
tional use in 2-D visualization of multi-dimensional data to more recent develop-
ments such as analysis of energy consumption patterns in urban environments
[6,8], autonomous video surveillance [29], multimodal data fusion [14], incre-
mental change detection [28], learning models from spiking neurons [12], and
identification of social media trends [3,7]. The latter use-case is an example of
an entire application domain of SOMs for learning on symbolic data. This type
of data is typically present in various tasks of natural language processing.

As the SOM uses weight vectors of fixed dimensionality, this dimensionality
must be equal to the dimensionality of the input data. A conventional approach
for feeding variable length symbolic data into the SOM is to obtain a fixed
length representation through n-gram statistics (e.g., bigrams when n = 2 or
trigrams when n = 3). The n-gram statistics, which is a vector of all possible
combinations of n symbols of the data alphabet, is calculated during a pre-
processing routine, which populates the vector with occurrences of each n-gram
in the symbolic data. An obvious computational bottleneck of such approach is
due to the length of n-gram statistics, which grows exponentially with n. Since
the vector is typically sparse some memory optimization is possible on the data
input side. For example, only the indices of non-zero positions can be presented
to the SOM. This, however, does not help with the distance calculation, which is
the major operation of the SOM. Since weight vectors are dense, for computing
the distances the input vectors must be unrolled to their original dimensionality.
In this paper, we present an approach where the SOM uses mappings of n-gram
statistics instead of the conventional n-gram statistics. Mappings are vectors
of fixed arbitrary dimensionality, where the dimensionality can be substantially
lower than the number of all possible n-grams.

Outline of the Proposed Approach

The core of the proposed approach is in the use of hyperdimensional com-
puting and distributed data representation. Hyperdimensional computing is a
bio-inspired computational paradigm in which all computations are done with
randomly generated vectors of high dimensionality. Figure 1l outlines the con-
ventional approach of using n-gram statistics with SOMs. First, for the input
symbolic data we calculate n-gram statistics. The size of the vector s, which con-
tains the n-gram statistics, will be determined by the size of the data’s alphabet
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Fig. 2. Outline of the proposed approach.

a and the chosen n. Next, the conventional approach will be to use s as an input
X to either train or test the SOM (the red vertical line in Fig. 1). The approach
proposed in this paper modifies the conventional approach by introducing an
additional step, as outlined in Fig.2. The blocks in green denote the elements
of the introduced additional step. For example, the item memory stores the
distributed representations of the alphabet. In the proposed approach, before
providing s to the SOM, s is mapped to a distributed representation h, which is
then used as an input to the SOM (the red vertical line in Fig. 2).

The paper is structured as follows. Section2 describes the related work.
Section 3 presents the methods used in this paper. Section 4 reports the results
of the experiments. The conclusions follow in Sect. 5.

2 Related Work

The SOM algorithm [25] was originally designed for metric vector spaces. It
develops a non-linear mapping of a high-dimensional input space to a two-
dimensional map of nodes using competitive, unsupervised learning. The output
of the algorithm, the SOM represents an ordered topology of complex entities
[26], which is then used for visualization, clustering, classification, profiling, or
prediction. Multiple variants of the SOM algorithm that overcome structural,
functional and application-focused limitations have been proposed. Among the
key developments are the Generative Topographic Mapping based on non-linear
latent variable modeling [4], the Growing SOM (GSOM) that addresses the pre-
determined size constraints [1], the TASOM based on adaptive learning rates and
neighborhood sizes [40], the WEBSOM for text analysis [17], and the IKASL
algorithm [5] that addresses challenges in incremental unsupervised learning.
Moreover, recently an important direction is the simplification of the SOM algo-
rithm [2,19,39] for improving its speed and power-efficiency.

However, only a limited body of work has explored the plausibility of the
SOM beyond its original metric vector space. In contrast to a metric vector
space, a symbolic data space is a non-vectorial representation that possesses an
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internal variation and structure which must be taken into account in computa-
tions. Records in a symbolic dataset are not limited to a single value, for instance,
each data point can be a hypercube in p-dimensional space or Cartesian product
of distribution. In [26], authors make the first effort to apply SOM algorithm to
symbol strings, the primary challenges were the discrete nature of data points
and adjustments required for the learning rule, addressed using the general-
ized means/medians and batch map principle. Research reported in [42] takes a
more direct approach to n-gram modeling of HT'TP requests from network logs.
Feature matrices are formed by counting the occurrences of n-characters cor-
responding to each array in the HTTP request, generating a memory-intensive
feature vector of length 256™. Feature matrices are fed into a variant of the
SOM, Growing Hierarchical SOMs [9] to detect anomalous requests. Authors
report both accuracy and precision of 99.9% on average, when using bigrams and
trigrams. Given the limited awareness and availability of research into unsuper-
vised machine learning on symbolic data, coupled with the increasing complexity
of raw data [27], it is pertinent to investigate the functional synergies between
hyperdimensional computing and the principles of SOMs.

3 Methods

This section presents the methods used in this paper. We describe: the basics
of the SOM algorithm; the process of collecting n-gram statistics; the basics
of hyperdimensional computing; and the mapping of n-gram statistics to the
distributed representation using hyperdimensional computing.

3.1 Self-organizing Maps

A SOM [25] (see Fig. 3) consists of a set of nodes arranged in a certain topology
(e.g., a rectangular or a hexagonal grid or even a straight line). Each node j is
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characterized by a weight vector of dimensionality equal the dimensionality of
an input vector (denoted as x). The weight vectors are typically initialized at
random. Denote a u X k matrix of k-dimensional weight vectors of u nodes in a
SOM as W. Also denote a weight vector of node j as W; and i’th positions of
this vector as W ;. One of the main steps in the SOM algorithm is for a given
input vector x to identify the winning node, which has the closest weight vector
to x. Computation of a distance between the input x and the weight vectors
in W, the winner takes all procedure as well as the weight update rule are the
main components of SOM logic. They are outlined in the text below.

In order to compare x and W, a similarity measure is needed. The SOM
uses Euclidian distance:

where x; and Wj; are the corresponding values of ith positions. The winning
node (denoted as w) is defined as a node with the lowest Euclidian distance to
the input x.

In the SOM, a neighborhood M of nodes around the winning node w is
selected and updated; the size of the neighborhood progressively decreases:

. —Il(j,w a(t)?
v, w, t) = e Tm)/2e (07, (2)

where [(j,w) is the lateral distance between a node j and the winning node w
on the SOM’s topology; o(t) is the decreasing function, which depends of the
current training iteration ¢. If a node j is within the neighborhood M of w then
the weight vector W is updated with:

AW =n(t)y(j, w,t)(x — W), (3)

where n(t) denotes the learning rate decreasing with increasing ¢. During an
iteration ¢, the weights are updated for all available training inputs x. The
training process usually runs for 7' iterations.

Once the SOM has been trained it could be used in the operating phase.
The operating phase is very similar to that of the training one except that the
weights stored in W are kept fixed. For a given input x, the SOM identifies the
winning node w. This information is used depending on the task at hand. For
example, in clustering tasks, a node could be associated with a certain region.
In this paper, we consider the classification task, and therefore, each node would
have an assigned classification label.

3.2 n-gram Statistics

In order to calculate n-gram statistics for the input symbolic data D, which is
described by the alphabet of size a, we first initialize an empty vector s. This vec-
tor will store the n-gram statistics for D, where the ith position in s corresponds
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to an n-gram N; = (S1,8s,...,S,, ) from the set N of all unique n-grams; S;
corresponds to a symbol in jth position of ;. The value s; indicates the number
of times N; was observed in the input symbolic data D. The dimensionality of
s is equal to the total number of n-grams in N, which in turn depends on a
and n (size of n-grams) and is calculated as a™ (i.e., s € [a™ x 1]). The n-gram
statistics s is calculated via a single pass through D using the overlapping sliding
window of size n, where for an n-gram observed in the current window the value
of its corresponding position in s (i.e., counter) is incremented by one. Thus, s
characterizes how many times each n-gram in N was observed in D.

3.3 Hyperdimensional Computing

Hyperdimensional computing [16,31,33,34] also known as Vector Symbolic
Architectures is a family of bio-inspired methods of representing and manipulat-
ing concepts and their meanings in a high-dimensional space. Hyperdimensional
computing finds its applications in, for example, cognitive architectures [10], nat-
ural language processing [20,38], biomedical signal processing [22,35], approxi-
mation of conventional data structures [23,30], and for classification tasks [18],
such as gesture recognition [24], physical activity recognition [37], fault isola-
tion [21]. Vectors of high (but fixed) dimensionality (denoted as d) are the basis
for representing information in hyperdimensional computing. These vectors are
often referred to as high-dimensional vectors or HD vectors. The information is
distributed across HD vector’s positions, therefore, HD vectors use distributed
representations. Distributed representations [13] are contrary to the localist rep-
resentations (which are used in the conventional n-gram statistics) since any
subset of the positions can be interpreted. In other words, a particular position
of an HD vector does not have any interpretable meaning — only the whole HD
vector can be interpreted as a holistic representation of some entity, which in
turn bears some information load. In the scope of this paper, symbols of the
alphabet are the most basic components of a system and their atomic HD vec-
tors are generated randomly. Atomic HD vectors are stored in the so-called item
memory, which in its simplest form is a matrix. Denote the item memory as H,
where H € [d x a]. For a given symbol S its corresponding HD vector from H
is denoted as Hs. Atomic HD vectors in H are bipolar (Hs € {—1,+1}[4x1])
and random with equal probabilities for +1 and —1. It is worth noting that an
important property of high-dimensional spaces is that with an extremely high
probability all random HD vectors are dissimilar to each other (quasi orthogo-
nal).

In order to manipulate atomic HD vectors hyperdimensional computing
defines operations and a similarity measure on HD vectors. In this paper, we
use the cosine similarity for characterizing the similarity. Three key operations
for computing with HD vectors are bundling, binding, and permutation.

The binding operation is used to bind two HD vectors together. The result
of binding is another HD vector. For example, for two symbols §; and Ss the
result of binding of their HD vectors (denotes as b) is calculated as follows:

b= Hgl ® H827 (4)
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where the notation ® for the Hadamard product is used to denote the bind-
ing operation since this paper uses positionwise multiplication for binding. An
important property of the binding operation is that the resultant HD vector b
is dissimilar to the HD vectors being bound, i.e., the cosine similarity between
b and Hs, or Hg, is approximately 0.

An alternative approach to binding when there is only one HD vector is to
permute (rotate) the positions of the HD vector. It is convenient to use a fixed
permutation (denoted as p) to bind a position of a symbol in a sequence to an
HD vector representing the symbol in that position. Thus, for a symbol S; the
result of permutation of its HD vector (denotes as r) is calculated as follows:

r= p(H51) (5)

Similar to the binding operation, the resultant HD vector r is dissimilar to Hg, .

The last operation is called bundling. It is denoted with + and implemented
via positionwise addition. The bundling operation combines several HD vectors
into a single HD vector. For example, for S; and Sy the result of bundling of
their HD vectors (denotes as a) is simply:

a=Hgs +Hs,. (6)

In contrast to the binding and permutation operations, the resultant HD vector
a is similar to all bundled HD vectors, i.e., the cosine similarity between b
and Hgs, or Hg, is more than 0. Thus, the bundling operation allows storing
information in HD vectors [11]. Moreover if several copies of any HD vector are
included (e.g., a = 3Hgs, + Hsg, ), the resultant HD vector is more similar to the
dominating HD vector than to other components.

3.4 Mapping of n-gram Statistics with Hyperdimensional
Computing

The mapping of n-gram statistics into distributed representation using hyper-
dimensional computing was first shown in [15]. At the initialization phase, the
random item memory H is generated for the alphabet. A position of symbol S;
in NV, is represented by applying the fixed permutation p to the corresponding
atomic HD vector Hs; j times, which is denoted as p7(HSJ) Next, a single
HD vector for N; (denoted as mys,) is formed via the consecutive binding of
permuted HD vectors p’ (Hs;) representing symbols in each position j of Ni.
For example, for the trigram ‘cba’ will be mapped to its HD vector as follows:
pr(H,) ® p?(Hy) ® p?(H,). In general, the process of forming HD vector of an
n-gram can be formalized as follows:

my, = H P (Hs,), (7)

where [] denotes the binding operation (positionwise multiplication) when
applied to n HD vectors.
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Once it is known how to map a particular n-gram to an HD vector, mapping
the whole n-gram statistics s is straightforward. HD vector h corresponding to
s is created by bundling together all n-grams observed in the data, which is
expressed as follows:

h=> smuy, =Y s [[F(Hs,), (8)
i=1 i=1  j=1

where Y denotes the bundling operation when applied to several HD vectors.
Note that h is not bipolar, therefore, in the experiments below we normalized it
by its {5 norm.

4 Experimental Results

This section describes the experimental results studying several configurations of
the proposed approach and comparing it with the results obtained for the conven-
tional n-gram statistics. We slightly modified the experimental setup from that
used in [15], where the task was to identify a language of a given text sample
(i.e., for a string of symbols). The language recognition was done for 21 European
languages. The list of languages is as follows: Bulgarian, Czech, Danish, German,
Greek, English, Estonian, Finnish, French, Hungarian, Italian, Latvian, Lithua-
nian, Dutch, Polish, Portuguese, Romanian, Slovak, Slovene, Spanish, Swedish.
The training data is based on the Wortschatz Corpora [32]. The average size of
a language’s corpus in the training data was 1,085,637.3 £ 121,904.1 symbols.
It is worth noting, that in the experiments reported in [15] the whole training
corpus of a particular language was used to estimate the corresponding n-grams
statistics. While in this study, in order to enable training of SOMs, each lan-
guage corpus was divided into samples where the length of each sample was set
to 1,000 symbols. The total number of samples in the training data was 22, 791.
The test data is based on the Europarl Parallel Corpus'. The test data also rep-
resent 21 European languages. The total number of samples in the test data was
21,000, where each language was represented with 1,000 samples. Each sample
in the test data corresponds to a single sentence. The average size of a sample
in the test data was 150.3 = 89.5 symbols.

The data for each language was preprocessed such that the text included only
lower case letters and spaces. All punctuation was removed. Lastly, all text used
the 26-letter ISO basic Latin alphabet, i.e., the alphabet for both training and
test data was the same and it included 27 symbols. For each text sample the n-
gram statistics (either conventional or mapped to the distributed representation)
was obtained, which was then used as input x when training or testing SOMs.
Since each sample was preprocessed to use the alphabet of only a = 27 symbols,
the conventional n-gram statistics input is 27" dimensional (e.g., k = 729 when
n = 2) while the dimensionality of the mapped n-gram statistics depends on the

! Available online at http://www.statmt.org/europarl/.
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Fig. 4. The classification accuracy of the SOM trained on the conventional bigram
statistics (n = 2; k = 729) against the number of training iterations 7. The grid size
was set to ten (u = 100). T varied in the range [5, 100] with step 5.

dimensionality of HD vectors d (i.e., k = d). In all experiments reported in this
paper, we used the standard SOMs implementation, which is a part of the Deep
Learning Toolbox in MATLAB R2018B (Mathworks Inc, Natick, Ma).

During the experiments, certain parameters SOM were fixed. In particular,
the topology of SOMs was set to the standard grid topology. The initial size
of the neighborhood was always fixed to ten. The size of the neighborhood and
the learning rate were decreasing progressively with training according to the
default rules of the used implementation. In all simulations, a SOM was trained
for a given number of iterations T, which was set according to an experiment
reported in Fig.4. All reported results were averaged across five independent
simulations. The bars in the figure show standard deviations.

Recall that SOMs are suited for the unsupervised training, therefore, an extra
mechanism is needed to use them in supervised tasks such as the considered
language recognition task, i.e., once the SOM is trained there is still a need
to assign a label to each trained node. After training a SOM for T iterations
using all 22,791 training samples, the whole training data were presented to the
trained SOM one more time without modifying W. Labels for the training data
were used to collect the statistics for the winning nodes. The nodes were assigned
the labels of the languages dominating in the collected statistics. If a node in the
trained SOM was never chosen as the winning node for the training samples (i.e.,
its statistics information is empty) then this node was ignored during the testing
phase. During the testing phase, 21,000 samples of the test data were used to
assess the trained SOM. For each sample in the test data, the winning node was
determined. The test sample then was assigned the language label corresponding
to its winning node. The classification accuracy was calculated using the SOM
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Fig.5. The classification accuracy of the SOM against the grid size for the case of
bigram statistics. The grid size varied in the range [2,20] with step 2.

predictions and the ground truth of the test data. The accuracy was used as the
main performance metric for evaluation and comparison of different SOMs. It is
worth emphasizing that the focus of experiments is not on achieving the highest
possible accuracy but on a comparative analysis of SOMs with the conventional
n-gram statistics versus SOMs with the mapped n-gram statistics with varying
d. However, it is worth noting that the accuracy, obtained when collecting an
n-gram statistics profile for each language [15,36] for n = 2 and n = 3 and
using the nearest neighbor classifier, was 0.945 and 0.977 respectively. Thus, the
results presented below for SOMs match the ones obtained with the supervised
learning on bigrams when the number of nodes is sufficiently high. In the case
of trigrams, the highest accuracy obtained with SOMs was slightly (about 0.02)
lower. While SOMs not necessarily achieve the highest accuracy compared to
the supervised methods, their important advantage is data visualization. For
example, in the considered task one could imagine using the trained SOM for
identifying the clusters typical for each language and even reflecting on their
relative locations on the map.

The experiment in Fig.4 presents the classification accuracy of the SOM
trained on the conventional bigram statistics against 7. The results demon-
strated that the accuracy increased with the increased number T'. Moreover, for
higher values of T' the predictions are more stable. The performance started to
saturate at T' more than 90, therefore, in the other experiments the value of T
was fixed to 100.

The grid size varied in the range [2,20] with step 2, i.e, the number of nodes
u varied between 4 and 400. In Fig.5 the solid curve corresponds to the SOM
trained on the conventional bigram statistics. The dashed, dash-dot, and dotted
curves correspond to the SOMs trained on the mapped bigram statistics with
k=d =500, k=d =300, and k = d = 100 respectively.
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Fig. 6. The training time of the SOM against the grid size for the case of bigram
statistics. The grid size varied in the range [2,20] with step 2.

The experiment presented in Fig. 5 studied the classification accuracy of the
SOM against the grid size for the case of bigram statistics. Note that the num-
ber of nodes u in the SOM is proportional to the square of the grid size. For
example, when the gris size equals 2 the SOM has uw = 4 nodes while when it
equals 20 the SOM has v = 400 nodes. The results in Fig.5 demonstrated that
the accuracy of all considered SOMs improves with the increased grid size. It is
intuitive that all SOMs with grid sizes less than five performed poorly since the
number of nodes in SOMs was lower than the number of different languages in
the task. Nevertheless, the performance of all SOMs was constantly improving
with the increased grid size, but the accuracy started to saturate at about 100
nodes. Moreover, increasing the dimensionality of HD vectors d was improving
the accuracy. Note, however, that there was a better improvement when going
from d = 100 to d = 300 compared to increasing d from 300 to 500. The perfor-
mance of the conventional bigram statistics was already approximated well even
when d = 300; for d = 500 the accuracy was just slightly worse than that of the
conventional bigram statistics.

It is important to mention that the usage of the mapped n-grams statis-
tics allows decreasing the size of W in proportion to d/a™. Moreover, it allows
decreasing the training time of SOMs. The experiment in Fig.6 presents the
training time of the SOM against the grid size for the case of bigram statis-
tics. Figure6 corresponds to that of Fig.5. The number of training iterations
was fixed to T" = 100. For example, for grid size 16 the average training time
on a laptop for k = d = 100 was 2.7 min (accuracy 0.86); for k = d = 300 it
was 8.0 min (accuracy 0.91); for ¥ = d = 500 it was 16.9 min (accuracy 0.92);
and for k = a™ = 729 it was 27.3 min (accuracy 0.93). Thus, the usage of the
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Fig. 7. The classification accuracy of the SOM trained on the mapped bigram statistics
(n = 2) against the dimensionality of HD vectors d (k = d). The grid size was set to
16 (u = 256). The number of training iterations 7" was fixed to 100.

mapping allows the trade-off between the obtained accuracy and the required
computational resources.

In order to observe a more detailed dependency between the classifica-
tion accuracy and the dimensionality of distributed representations d of the
mapped n-gram statistics, an additional experiment was done. Figure 7 depicts
the results. The dimensionality of distributed representations d varied in the
range [20,1000] with step 20. It is worth mentioning that even for small dimen-
sionalities (d < 100), the accuracy is far beyond random. The results in Fig.7
are consistent with the observations in Fig.5 in a way that the accuracy was
increasing with the increased d. The performance saturation begins for the val-
ues above 200 and the improvements beyond d = 500 look marginal. Thus, we
experimentally observed that the quality of mappings grows with d, however,
after a certain saturation point increasing d further becomes impractical.

The last experiment in Fig. 8 is similar to Fig. 5 but it studied the classifica-
tion accuracy for the case of trigram statistics (n = 3). The grid size varied in
the range [2, 20] with step 2. The solid curve corresponds to the SOM trained on
the conventional trigram statistics (k = 27% = 19,683). The dashed and dash-
dot curves correspond to the SOMs trained on the mapped trigram statistics
with £ = d = 5,000 and k = d = 1,000 respectively. The results in Fig.8 are
consistent with the case of bigrams. The classification of SOMs was better for
higher d and even when d < a” the accuracy was approximated well.
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Fig. 8. The classification accuracy of the SOM against the grid size for the case of
trigram statistics (n = 3). The number of training iterations 7" was fixed to 100.

5 Conclusions

This paper presented an approach for the mapping of n-gram statistics into
vectors of fixed arbitrary dimensionality, which does not depend on the size
of n-grams n. The mapping is aided by hyperdimensional computing a bio-
inspired approach for computing with large random vectors. Mapped in this
way n-gram statistics is used as the input to Self-Organized Maps. This novel for
Self-Organized Maps step allows removing the computational bottleneck caused
by the exponentially growing dimensionality of n-gram statistics with increased
n. While preserving the performance of the trained Self-Organized Maps (as
demonstrated in the languages recognition task) the presented approach results
in reduced memory consumption due to smaller weight matrix (proportional to
d and u) and shorter training times. The main limitation of this study is that
we have validated the proposed approach only on a single task when using the
conventional Self-Organized Maps. However, it is worth noting that the pro-
posed approach could be easily used for other modifications of the conventional
Self-Organizing Maps such as Growing Self-Organizing Maps [1], where dynamic
topology preservation facilitates unconstrained learning. This is in contrast to
a fixed-structure feature map as the map itself is defined by the unsupervised
learning process of the feature vectors. We intend to investigate distributed rep-
resentation of n-gram statistics in structure-adapting feature maps in future
work.
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Abstract. Polynomial factorization is a classical algorithmic problem in
algebra, which has a wide range of applications. Of special interest is fac-
torization over finite fields, among which the field of order two is probably
the most important one due to the relationship to Boolean functions. In
particular, factorization of Boolean polynomials corresponds to decom-
position of Boolean functions given in the Algebraic Normal Form. It has
been also shown that factorization provides a solution to decomposition
of functions given in the full DNF (i.e., by a truth table), for positive
DNFs, and for cartesian decomposition of relational datatables. These
applications show the importance of developing fast and practical fac-
torization algorithms. In the paper, we consider some recently proposed
polynomial time factorization algorithms for Boolean polynomials and
describe a parallel MIMD implementation thereof, which exploits both
the task and data level parallelism. We report on an experimental eval-
uation, which has been conducted on logic circuit synthesis benchmarks
and synthetic polynomials, and show that our implementation signifi-
cantly improves the efficiency of factorization. Finally, we report on the
performance benefits obtained from a parallel algorithm when executed
on a massively parallel many core architecture (Redefine).

Keywords: Boolean polynomials - Factorization - Reconfigurable
computing

1 Introduction

Polynomial factorization is a classical algorithmic problem in algebra, [8], which
has numerous important applications. An instance of this problem, which

This work was supported by the grant of Russian Foundation for Basic Research No.
17-51-45125 and by the Ministry of Science and Education of the Russian Federation
under the 5-100 Excellence Program.

© Springer Nature Switzerland AG 2019

N. Bjgrner et al. (Eds.): PSI 2019, LNCS 11964, pp. 80-94, 2019.
https://doi.org/10.1007/978-3-030-37487-7_7


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-37487-7_7&domain=pdf
https://doi.org/10.1007/978-3-030-37487-7_7

Parallel Factorization of Boolean Polynomials 81

deserves a particular attention, is factorization of Boolean polynomials, i.e., mul-
tilinear polynomials over the finite field of order 2. A Boolean polynomial is one
of the well-known sum-of-product representations of Boolean functions known
as Zhegalkine polynomials [14] in the mathematical logic or the Reed—Muller
canonical form [10] in the circuit synthesis. The advantage of this form that has
recently made it popular again is a more natural and compact representation of
some classes of Boolean functions (e.g., arithmetical functions, coders/cyphers,
etc.), a more natural mapping to some circuit technologies (FPGA-based and
nanostructure—based electronics), and good testability properties.

Factorization of Boolean polynomials is a particular case of decomposition
(so—called disjoint conjunctive or AND-decomposition) of Boolean functions.
Indeed, in a Boolean polynomial each variable has degree at most 1, which
makes the factors have disjoint variables: F(X,Y) = F1(X) - F»(Y), XNY = @.

It has been recently shown [4,5] that factorizaton of Boolean polynomials pro-
vides a solution to conjunctive decomposition of functions given in the full DNF
(i.e., by a truth table) and for positive DNFs without the need of (inefficient)
transformation between the representations. Besides, it provides a method for
Cartesian decomposition of relational datatables [3,6], i.e., finding tables such
that their unordered Cartesian product gives the source table. We give some
illustrating examples below.

Consider the following DNF

p=(xAu) V (xAv) V (yAu) V (yAv)V(zAuAv)
It is equivalent to
v=(xAu) V (zAv) V (yAu) V (yAv)
since the last term in ¢ is redundant. One can see that
Yv=(xVy)A(uVo)

and the decomposition components z V y and u V v can be recovered from the
factors of the polynomial

Fy=zut+av+yu+yv=(r+vy) (u+v)

constructed for .
The following full DNF

e=(x A yAuA-v)V(cA-yA-uAov)V
V(b2 Ay AuA-w)V (mz Ay A —uAv)
is equivalent to

(x A—y)V (—mz:/\y)/\(u/\—w) V (—u Av)
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and the decomposition components of ¢ can be recovered from the factors of the
polynomial

F, = zjut + zyuv + Tyud + Tyuv = (zy + Ty) - (u0 + uv) (1)

constructed for ¢.
Finally, Cartesian decomposition of the following table

[B[E[D[A[C]

zZ|q|u|x|y m

bl  EE SR

yir|vixlz| = [x|y| X up

zZ|r|v| x|z X|z yiuld
Z|V|T

y|plu|x|x

z|plu|x|x

can be obtained from the factors of the polynomial

ZBq U TA-Yct+ YB G -U-TA Yo

YB T V- -TA-Zct ZB T V-Ta- 20+

YB P U TA-TCH ZB P U -Tp T =
=(@a-yp+ra-zp) (- u-yoc+r v zc+p u-zc)

constructed for the table’s content.

Decomposition facilitates finding a more compact representation of Boolean
functions and data tables, which is applied in the scope of the Logic Circuit
Synthesis, self-organizing databases, and dependency mining, respectively. Due
to the typically large inputs in these tasks, it is important to develop efficient
and practical factorization algorithms for Boolean polynomials.

In [13], Shpilka and Volkovich showed a connection between polynomial fac-
torization and identity testing. It follows from their results that a Boolean poly-
nomial can be factored in time O(I®), where [ is the size of the polynomial
given as a symbol sequence. The approach employs multiplication of polyno-
mials obtained from the input one, which is a costly operation in case of large
inputs. In [4], Emelyanov and Ponomaryov proposed an alternative approach to
factorization and showed that it can be done without explicit multiplication of
Boolean polynomials. The approach has been further discussed in [7].

In this paper, we propose a parallel version of the decomposition algorithm
from [4,7]. In Sect. 2, we revisit the sequential factorization algorithm from these
papers. In Sect. 3, we describe a parallel MIMD implementation of the algorithm
and further in Sect. 4 we perform a quantitative analysis of the parallel algorithm
versus the sequential one. Finally, in Sect.5 we evaluate our algorithm on a
massively parallel many core architecture (Redefine) and outline the results.

2 Background

In this section we reproduce the sequential algorithm from [4,7] for the ease of
exposition. Let us first introduce basic definitions and notations.
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A polynomial F € Falxy,...,xz,] is called factorable it F = Fy - ... - Fy,
where k > 2 and Fy,..., F; are non-constant polynomials. The polynomials
Fi, ..., Fy are called factors of F. It is important to realize that since we consider
multilinear polynomials (every variable can occur only in the power of < 1), the
factors are polynomials over disjoint sets of variables. In the following sections,
we assume that the polynomial F' does not have trivial divisors, i.e., neither x,
nor x + 1 divides F'. Clearly, trivial divisors can easily be recognized.

For a polynomial F', a variable = from the set of variables Var(F) of F,
and a value a € {0,1}, we denote by F,—, the polynomial obtained from F'
by substituting « with a. %—i denotes a formal derivative of F wrt z. Given a
variable z, we write z|F if z divides F, i.e., z is present in every monomial of F’
(note that this is equivalent to the condition %—I: = F,—1). Given a set of variables
2’ and a monomial m, the projection of m onto X' is 1 if m does not contain any
variable from X, or is equal to the monomial obtained from m by removing all
the variables not contained in X, otherwise. The projection of a polynomial F’
onto X, denoted by F|yx, is the polynomial obtained as the sum of monomials
from the set S projected onto X', with duplicate monomials removed.

2.1 Factorization Algorithm

Algorithm 1 describes the sequential version of the factorization algorithm. As
already mentioned, the factors of a Boolean polynomial have disjoint sets of
variables. This property is employed in the algorithm, which tries to compute a
variable partition. Once it is computed, the corresponding factors can be easily
obtained as projections of the input polynomial onto the sets from the partition.

The algorithm chooses a variable randomly from the variable set of F. Assum-
ing the polynomial F contains at least two variables the algorithm partitions the
variable set of F into two sets with respect to the chosen variable:

— the first set Xsume contains the selected variable and corresponds to an irre-
ducible polynomial;

— the second set Y,pe corresponds to the second polynomial which can admit
further factorization.

The factors of F, Fygme and Fyuper are obtained as the projections of the input
polynomial onto Xgume and Xoiper, respectively.

In lines 1-3, we select an arbitrary variable x from the variable set of F and
compute the polynomials A and B. A is the derivative of F wrt z and B is the
polynomial obtained by setting = to zero in F. In lines 4-10, we loop through
the variable set of F excluding x, calculate the polynomials C' and D, and check
if the product AD is equal to BC. C' is the derivative of polynomial A and D is
the derivative of polynomial B. To check whether AD is equal to BC' we invoke
the IsEqual procedure in line 6. We describe the IsEqual procedure in detail
in the next subsection.



84 V. Kulkarni et al.

2.2 IsEqual Procedure

Algorithm 2 describes the sequential version of the IsEqual procedure.

Algorithm 1. Sequential Factorization Algorithm

Input Boolean polynomial to be factored F
Output Fsome and Foiner which are the factors of the input polynomial F

Take an arbitrary variable z occurring in F
Let A=2E B=F,—
Let Ysame = @, Yother = 0, Fsame = 0, Fotper =0
for each y € var(F) \ {z} do
Let C =% D= %fj
if IsEqual(A, D, B, ') then
Yother = Xother U {y}
else
Esame = Z/150,7’:'1,6 U {y}
end if
: end for
: If Xoiner = 0 then F is non-factorable
: Return polynomials Fsqme and Foiper obtained as projections onto Xsame
and Yoiper respectively.

= =
W OO

— The procedure takes input polynomials A, B,C, D and computes whether
AD = BC by employing recursion.

— Lines 1-2, 7-16 implement the base cases when AD = BC can be determined
trivially.

— In Line 3-5, we check whether a variable z divides the polynomials A, B, C, D
such that the condition in Line 4 holds. If this is not the case, then we
can eliminate z from A, B,C, D and check if the products of the resulting
polynomials are equal.

— In Lines 17-25, we recursively invoke IsEqual procedure on polynomials,
whose sizes are smaller than the size of the original ones.

2.3 Scope for Parallelism

The crux of Algorithm 1 is the loop in Lines 4-11. We observe that the different
iterations of the loop are independent of each other. Hence the loop exhibits
thread level parallelism which can be exploited for performance gain. The con-
ditional block inside the loop in Lines 6-10 can be used to exploit the task level
parallelism between the multiple threads.

Multiple sections of Algorithm 2 are amenable for parallelization. Checking
the divisibility of the polynomials A, B, C, D in Lines 3-6 of IsEqual procedure
can be performed independently. In Lines 1623, the recursive calls to IsEqual
procedure are independent of each other and exhibit thread level parallelism.

In the next section we propose a parallel algorithm using the above observa-
tions.
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Algorithm 2. Sequential IsEqual Procedure

Input Boolean polynomials A,B,C,D
Output TRUE if AD is equal to BC and FALSE otherwise.

1: If A=0 or D=0 then return (B=0 or C=0)

2: If B=0 or C=0 then return FALSE

3: for each z occurring in at least one of A;B,C,D do
4: if z|A or z|D xor z|B or z|C then

5: return FALSE

6: end if

7: Replace every X € {A, B,C, D} with %—f, provided z| X
8: end for

9: if A=1 and D=1 then return (B=1 and C=1)

10: end if

11: if B=1 and C=1 then return FALSE

12: end if

13: if A=1 and B=1 then return (D=C)

14: end if

15: if D=1 and C=1 then return (A=B)

16: end if

17: Pick a variable z

18: if not(IsEqual(A.—o, D.=0, Bz=0,C>=0)) then return FALSE
19: end if
20: if not(IsEqual(22, 22 9B '9€)) then return FALSE
21: end if
22: if IsEqual( B.—o,A.—0, a B) then return TRUE
23: end if
24: if IsEqual( ,Caeo, Arg, & d ) then return TRUE
25: else return FALSE
26: end if

3 Proposed Approach

3.1 Parallel Factorization Algorithm

Algorithm 3 describes the parallel version of the factorization algorithm. In Lines
1-3, we select an arbitrary variable x from the variable set of F and compute
the polynomials A and B. In Lines 4-11, we perform multiple loop iterations
independently in parallel by spawning multiple threads. Each thread will return
two sets Xt and X' specific to the scope of the thread designated by
thread identifier tid. In Lines 12-13, the variable sets Xsime and Xoipe,r are
computed as the union of the thread specific instances, respectively. Note that
Lines 12-13 perform barrier synchronization of all the parallel threads.

3.2 Parallel IsEqual Procedure

Algorithm 4 describes the parallel version of the IsEqual procedure. This algo-
rithm takes as input four polynomials A, D, B, C and checks whether the product
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Algorithm 3. Parallel Decomposition Algorithm

Input Boolean polynomial to be factored F
Output Fsome and Foiner which are the factors of the input polynomial F

1: Take an arbitrary variable z occurring in F

2: Let A=2E B=F._

3: Let Ysame = T, Xother = 0, Fsame = 0, Fother = 0

4: for each y € var(F) \ {z} do in parallel

5 LetC=8% D=4

6:  if IsEqual(A, D, B,C) then

8: else

9: Ezadme = Eﬁidme U {y}

10: end if

11: end for Wait for all the parallel threads to finish
12 Satner = Uy Siiher

13: Ysame = Utid Eélﬁme

14: If Xother = 0 then F is non-factorable; stop

15: Return polynomials Fsgme and Foiner obtained as projections onto Xsgme

and Xother, respectively.

AD is equal to the product BC. Lines 1-2 and lines 14-21 describe the cases
when determining AD = BC is trivial. In lines 3-9, we check whether a variable
z divides the input polynomials A, D, B,C such that the condition in Line 5
holds. If this is not the case, we divide them by z to obtain the reduced poly-
nomials. The above operations are performed for each variable independently
in parallel by spawning multiple threads. In Line 8 each thread checks whether
a variable 2"? (tid denotes the thread id) is a divisor of any of A, B,C,D.
If 2% divides any of A, B,C, D it computes the corresponding reduced poly-
nomials A%? Dt Btid Ctid ghtained by dividing any of A, D,B,C by 2%,
respectively. In line 10 we wait for all the threads to finish. In Line 13 we take
pairwise intersection of the corresponding monomials of thread specific polyno-
mials A ptid pBtid Ctid o form polynomials which are free of trivial divisors.
Intersection of two monomials my,ms is 1 if my, mo do not contain common vari-
ables and otherwise it is the monomial, which consists of the variables present in
both m; and msy. In Lines 2327, we perform four recursive calls to the IsEqual
function independently in parallel by spawning multiple threads. In Line 28-37,
we wait for all the threads to finish and compare the outputs of each threads to
form the final output. Note that lines 10 and 28 perform barrier synchronization
of all the parallel threads.
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Algorithm 4. Parallel IsEqual Function

— =
—_ o ©

[ A S N N N N N N N N e el e =l il
NI TR PRLPSORXDIITRRXN O ©OTD T W

Tz = IsEqual( ,BZ 0, A

Input Boolean polynomials A,B,C,D
Output TRUE if AD is equal to BC and FALSE otherwise.
If A=0 or D=0 then return (B=0 or C=0)
If B=0 or C=0 then return FALSE
for each z occurring in at least one of A,B,C,D do in parallel
set flagt?= True
if z|A or z|D xor z|B or z|C then
set flag'?= FALSE
end if
Replace every X4 € {A, B,C, D} with ax*d
end for

, prov1ded z| Xt

Oz

: Wait for all threads to finish
. if A flag"® = FALSE then return FALSE

tid

: end if

P X =,. X", for X € {A,B,C, D}

: if A=1 and D=1 then return (B=1 and C=1)
: end if

: if B=1 and C=1 then return FALSE
: end if

: if A=1 and B=1 then return (D=C)
: end if

: if D=1 and C=1 then return (A=B)
: end if

: Pick a variable z

Do the next 4 lines in parallel

anot(IsEqual(Az Q,Dz Q,BZ O7Cz=0))
9A 90D OB BC))

ty = not(IsEqual( e e

6z78z’8z’%§z

2=05 35
w = IsEqual( , Cz=0, Az=o0, %)

: Wait for all threads to finish
: if not(x) then return FALSE

: end if

: if not(y) then return FALSE

: end if

: if z then return TRUE

: end if

: if w then return TRUE

: else return FALSE

end if

4

Experiments and Results

Experimental evaluation of the sequential and parallel algorithms was made on
Logic circuit synthesis benchmarks and synthetic Boolean polynomials.
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4.1 Logic Circuit Synthesis Benchmarks

We used ITC’99 [2], Iscas’85 [9], and n-bit ripple carry adder [12] benchmarks.
RTL designs of the digital logic circuits were converted from Verilog to the full
disjunctive normal form to obtain the corresponding Boolean polynomial. The
sequential and parallel algorithms were evaluated on the obtained Boolean poly-
nomials. Table 1 shows the execution time of sequential and parallel algorithms
executed on Xeon processor running at 2.8 GHz with 4 threads averaged over 5
runs. One can observe a considerable performance speedup of the parallel algo-
rithm over the sequential one.

Table 1. Results on Xeon processor at 2.8 GHz using 4 threads

Benchmark | Sequential | Multi-threaded | Speedup
ITC99 4324 (s) 1441 (s) 3.01
Iscas’85 7181 (s) | 2633 (s) 2.73
EPFL adder | 1381 (s) 374 (s) 3.69

4.2 Synthetic Polynomials

Synthetic polynomials of varying complexities were generated at random and
sequential and parallel algorithms were evaluated on them. Table 2 shows execu-
tion times for the sequential and parallel algorithms executed on Xeon processor
running at 2.8 GHz with 4 threads averaged over 5 runs. We observe that the exe-
cution time of both sequential and multithreaded algorithm increases drastically
with the increase in the complexity of Boolean polynomials. We also observe that
the speedup due to parallelization decreases with the increase in the complexity
of Boolean polynomials.

4.3 Scaling Results

Figure 1a shows the speedup of the parallel decomposition algorithm over the
sequential one wrt the number of threads. Here, the problem size is fixed to
examine the strong scaling behaviour of the parallel decomposition algorithm.
We observe that the parallel speedup is decreased as the size (complexity) of
the problem increases. As the problem size increases, so does the call to the
sequential bottleneck of the algorithm (simplification of Boolean polynomials),
which causes the speedup to reduce.

Figure 1b shows the speedup of the parallel decomposition algorithm over
the sequential algorithm wrt the number of threads. Here, the problem size per
thread is fixed to examine the weak scaling behaviour of the parallel algorithm.
The increase in the parallel speedup with the increase in the number of threads is
less than the ideal linear speedup. This is due to the sequential bottlenecks in the
decomposition algorithm (simplification of Boolean polynomials) and the com-
munication bottleneck among multiple threads. Note that in these tests number
of variables ranges from tens to two hundreds.
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Table 2. Execution time of factoring synthetic polynomials on Xeon processor at

2.8 GHz using 4 threads

Number of monomials | Sequential | Multi-threaded | Speedup
10 0.023 (5) | 0.0074 (s) 3.12
50 16.29 (S) 5.07 (S) 3.21
100 103.5 (S) 30.44 (S) 3.4
500 483.6 (s) | 178.1 (s) 2.7
1000 1165 (S) 520.9 (S) 2.2
5000 1430 (s) | 735.11 (s) 1.91
10000 12614 (s) | 8034 (s) 1.57
6
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Fig. 1. (a) Parallel speedup vs number of threads with fixed problem size (b) Parallel
speedup vs number of threads with fixed problem size per thread

5 Implementation on Redefine

The REDEFINE architecture [1] comprises Compute Resources (CRs) connected
through a Network-on-Chip (NoC) (see Fig.2a). REDEFINE is an application
accelerator, which can be customized for a specific application domain through
reconfiguration. Reconfiguration in REDEFINE can be performed primarily at
two levels, viz. the level of aggregation of CRs to serve as processing cores for
coarse grain multi-input, multi-output macro operations, and at the level of
Custom Function Units (CFU) presented at the Hardware Abstraction Layer
(HAL) as Instruction Extensions. Unlike traditional architectures, Instructions
Extensions in REDEFINE can be defined post-silicon. Post-silicon definition
of Instruction Extensions in REDEFINE is a unique feature of REDEFINE
that sets it aside from other commercial multicores by allowing customization of
REDEFINE for different application domains.
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Fig. 2. (a) A 16 node REDEFINE comprising of a 4 X 4 toriodal mesh of routers and
a redefine resource manager (RRM) for interfacing with the host (b) Composition of a
compute Node

REDEFINE execution model is inspired by the macro-dataflow model. In
this model, an application is described as a hierarchical dataflow graph, as
shown in Fig. 3, in which the vertices are called hyperOps, and the edges rep-
resent explicit data transfer or execution order requirements among hyperOps.
A hyperOp is a multiple-input and multiple-output (MIMO) macro operation.
A hyperOp is ready for execution as soon as all its operands are available and
all its execution order or synchronization dependencies are satisfied. Apart from
the arithmetic, control, and memory load and store instructions, the REDE-
FINE execution model includes primitives for explicit data transfers and syn-
chronization among hyperOps and primitives for adding new nodes (hyper-
Ops) and edges to the application graph during execution. Thus, the execution
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model supports dynamic (data-dependent) parallelism. The execution model fol-
lows non-preemptive scheduling of hyperOps; therefore cyclic dependencies are
forbidden among hyperOps. The runtime unit named Orchestrator schedules
ready hyperOps onto CRs. A CR comprises four Compute Elements (CEs). Each
CE executes a hyperOp (see Fig. 2b). All communications among hyperOps are
unidirectional i.e., only producer hyperOp initiates and completes a communi-
cation. Thus with sufficient parallelism, all communications can overlap with
computations. Compared to other hybrid dataflow/control-flow execution mod-
els, REDEFINE execution model simplifies the resource management and the
memory model required to support arbitrary parallelism.

Fig. 3. Macro-dataflow execution model. An application described as a hierarchical
dataflow graph, in which vertices represent hyperOps and edges represent explicit data
transfer or execution order requirements between the connected hyperOps.

5.1 Decomposition Algorithm Using HyperOps

Algorithm 5 describes in pseudo-code the decomposition algorithm when written
using “C with HyperOps”. The code snippet, corresponding to Algorithm 5 is
presented in the listing below. In the code snippet the terms __CMAddr, __Sync,
_kernel,_ WriteCM, CMADDR are REDEFINE specific annotations. Lines 2—8
and 12-13 of Algorithm 5 are the same as Lines 5-10 and 1-3 of Algorithm 1,
respectively. In Lines 15-17 of Algorithm 5, for each variable y in the variable
set of F (excluding ) we spawn HyperOps in parallel to calculate whether y
belongs to Xsgme Or Xother- In Lines 1-10, we define the HyperOp. It takes as
input Boolean polynomials A, B and a variable y and adds y to Xsame Or Xother-
In Lines 18-20, we wait for the all the HyperOps to finish and output Fsgme and
Fother~
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Algorithm 5. Decomposition Algorithm using HyperOps

ooggngmnww»—l

Input Boolean polynomial to be factored F
Output Fsgme and Foiper which are the factors of the input polynomial F
Global variables Yome, Xother

: Begin HyperOp

: Inputs: A, B, variable y

: Calculate C = 3’3 D=

: if IsEqual(A,D,B,C) then

Zother - Eother‘ U {y}
else

Esame = Esame U {y}

: end if

: Call Sync HyperOp

: End HyperOp

: Take an arbitrary variable x occurring in F

: Let A=2E B=F.,

: Let Ysame = Z, Eother = @7 Fsame = 07 Fother =0
: for each y € var(F) \ {z} do in parallel

Spawn HyperOp with inputs A, B,y

: end for

: Wait for the Sync HyperOp to return

: If Yother = 0 then F is non-factorable; stop

: Return polynomials Fsqme and Foiper obtained as projections onto Ygqme and

Yother, respectively.

Table 3. Parallel factoring of synthetic boolean polynomials using REDEFINE emu-
lation running on Intel Xeon processor at 2.8 GHz

Number of |Sequential | Multi-threaded Redefine

monomials | (cpu cycles) | (cpu cycles) (cpu cycles)
30 17192 x 10° | 7896 x 10° 6837 x 103
50 45612 x 10% | 14196 x 10° 12320 x 10%

Listing 1.1 below shows the decomposition algorithm written in C with

HyperOps. The proposed algorithm with HyperOps was evaluated using REDE-
FINE emulator executed on Intel Xeon processor. Table 3 shows the execution
time of the decomposition algorithm executed on Redefine emulator on synthetic
Boolean polynomials. The Redefine implementation has the lowest CPU cycles.
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__hyperOp._ void decompose(_._.CMAddr selfId, __Op32 a, _-_Op32 b,__Op32 p.s,_._Op32
p-o, --Op32 m,__Op32 n, __Op32 i, __Op32 consumerFrld){
int *A = a.ptr;
int xB = b.ptr;
int *partition_-same = p-s.ptr;
int xpartition-other = p-o.ptr;
int I = i.i32;
int n = n.i32;
int m = m.i32;
int I=0,J = 0;
int *xC, xD;
--CMAddr confrld = consumerFrlId.cmAddr;
for (I = 0; I<n; I4++){
x(partition-same+J) = 0;
#*(partition-other4+J) = 0;

for (I = 0; I<m; I+4){
for (J=0;J<n; j+-+){
#(CH+Ixcolumns+J)
*(D+I%columns+J)
}
¥
derivative (A,B,C, i)
derviative (A,B,D, i)
if (IsEqual (A,D,B,C)){
*(partition_other+i)

(I}
oo

=1;

}
else {
x(partition_same+i) =1;

}
__Sync( confrid, —1);

_-kernel int decompose-start (int A, int =B,int spartition_-same , int =
partition_other , int N){

int i = 0, j = 0;

static int counter = 0;

--CMAddr decomposeFr;

__CMAddr syncFr = __Createlnst(&smd_Sync);
__WriteCM ( CMADDR(syncFr, 15), N—1);

for (i = 1; i<N; i++){
decomposeFr = __Createlnst(&smd-decompose) ;
--WriteCM ( CMADDR(decomposeFr, 0) (void ) (A));
--WriteCM ( CMADDR(decomposeFr, 1), (voidx)(B));
--WriteCM ( CMADDR(decomposeFr, 2), (voidx*)(partition_-same));
--WriteCM ( CMADDR(decomposeFr, 3), (voidx*)(partition-other));
--WriteCM ( CMADDR(decomposeFr, 4), M);
--WriteCM ( CMADDR(decomposeFr, 5), N);
__WriteCM ( CMADDR(decomposeFr, 6), i);
__WriteCM ( CMADDR(decomposeFr, 7), CMADDR(syncFr,15));

return 0;

Listing 1.1. Snippet of decomposition algorithm using Hyperops

Conclusions and Future Work

In this paper, we have reviewed the factorization problem for Boolean polyno-
mials. Factorization provides the basis for decomposition of Boolean functions
in DNF and for decomposition of data tables. Hence, it is important to develop
efficient factorization procedures. We have considered the approach from [4] for
factoring Boolean polynomials and presented a MIMD implementation thereof,
which exploits task and data level parallelism to achieve better performance.
Evaluation of the sequential and parallel algorithms on logic circuit synthesis
benchmarks and synthetic Boolean polynomials showed a considerable speedup
obtained by parallelization. The implementation of the parallel algorithm on a
REDEFINE emulator outlined the performance benefits under execution on a
massively parallel many core architecture. REDEFINE execution model is based
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on data flow principles and hence, the need for explicit barrier synchronization is
obviated. This results in better performance of MIMD applications (Ex:Boolean
factorization) on the REDEFINE architecture. In the future work we are going to
benchmark the proposed parallel algorithm on REDEFINE hardware. We also
plan to use REDEFINE for an efficient hardware implementation of Boolean
functions given as Boolean polynomials and DNFs in order to efficiently imple-
ment decomposition algorithms for these representations. Finally, we are going
to use these implementations for non-disjoint decomposition of DNFs [11] and
data tables [3], which is based on massive computation of disjoint decompositions
as a subtask.
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Abstract. The paper describes an approach to solving the problems
of using ontology design patterns (ODPs) for the development of the
ontologies of scientific subject domains (SSDs). This approach offers a
system of the heterogeneous ODPs, including both universal patterns
and patterns oriented to the presentation of scientific knowledge, as well
as methods of their joint use for building ontologies of SSDs. The use
of this approach allows us to save resources spent on the development
of ontologies, avoid errors common in ontological modeling, as well as
ensure a consistent presentation of all the entities of the ontologies of
scientific subject domains.

Keywords: Ontology - Scientific subject domain -+ Ontology design
pattern - Structural pattern - Content pattern

1 Introduction

Currently, ontologies are the main means of formalization and systematization of
knowledge in various subject areas including scientific subject domains (SSDs).
(Note that by “scientific subject domain” we mean a subject area that encom-
passes a branch of science or field of scientific knowledge in all its aspects).
The development of ontology is a very complicated and time-consuming pro-
cess. To simplify and facilitate it, various methods of and approaches to ontology
development [1-4] have been proposed. Recently, an approach based on ontology
design patterns (ODPs) [5-7] has gained popularity. According to this approach,
ODPs are documented descriptions of proven solutions to typical problems of
ontological modeling. Despite the fact that the use of ODPs allows us to greatly
simplify the process of building ontologies and improves their quality, ontology
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design patterns have not yet found wide practical application due to a number
of problems arising from their use.

One of the widespread problems of pattern reuse is their complexity: it is
often difficult for the developer of a new ontology to understand the semantics
the authors have laid down in the pattern. Another common problem is that the
patterns are described and used separately and do not constitute a single system.
In the development of ontologies of SSDs, there is yet another important problem,
which is the absence of patterns designed to present scientific knowledge.

The paper presents the approach to the construction of ontologies of scientific
subject domains based on the ODPs. The approach complements and develops
the ontology development methodology proposed by the authors and used in
development of intelligent scientific internet resources [8]. The ODPs used in
this approach emerged as a result of solving the problems of ontological mod-
eling, which the authors of the paper encountered in the process of developing
ontologies for various scientific subject domains [9,10].

This paper is organized as follows. The second section contains a short review
of the ontology design patterns; the third section analyzes the problems of their
use. The proposed approach to the development of ontologies of scientific subject
domains is described in detail in the fourth section. The main advantages and
practical benefits of this approach, as well as plans for the near future, are
discussed in the Conclusion.

2 A Short Review of Ontology Design Patterns

The progenitors of ontology design patterns are design patterns, widely used in
software development [11]. Similar to this design patterns, ODPs are employed to
describe solutions of typical problems arising in the development of ontologies [7].

Depending on the problems for solution of which the ODPs are created,
we distinguish between structural patterns, correspondence patterns, content
patterns, reasoning patterns, presentation patterns and lexico-syntactic patterns.
(Note that this typology of patterns was proposed in the framework of the NeOn
project [12]).

From all types of patterns listed above only structural patterns, patterns of
content and presentation are used in the development of ontologies.

The structural patterns either fix the ways to solve problems caused by the
limitations of the expressive capabilities of ontology description languages or
specify the general (modular) structure of an ontology. Patterns of the first type
are called logical patterns, and patterns of the second type are called architec-
tural patterns.

The content patterns define the ways of representing typical ontology frag-
ments, on the basis of which ontologies of a whole class of subject domains can
be built.

The presentation patterns actually represent the rules (recommendations)
for naming and annotating elements of ontology. The application of these rules
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should increase the readability of the ontology, as well as the convenience and
ease of its use.

Currently, several catalogs of ODPs have been created and are develop-
ing [13-15]. The most complete of them is posted on the ODPA (Associa-
tion for Ontology Design & Patterns) portal [13], created as part of the NeOn
project [12].

ODPs are most often described in the format proposed on the ODPA associ-
ation portal [13]. According to it, the description of the pattern includes infor-
mation about its author and scope, its graphical representation, text description,
a set of scenarios and examples of usages, and links to other patterns. Content
patterns can also be supplied with a set of competency questions [6,7], which
can be used both in the development of patterns and in the search for the desired
patterns in the development of a specific ontology.

3 Problems of Using Ontology Design Patterns

The first problem of pattern reuse is due to their complexity: it is often difficult
for the developer of a new ontology to understand the semantics that the authors
have laid down in the pattern. Recently there has been a tendency to simplify
patterns [16]. Even so-called meta-patterns, describing very simple entities, were
suggested [17]. However, such simple patterns cannot significantly facilitate the
construction of SSD ontologies.

Another problem is caused by the lack of convenient ontology development
tools supporting the use of ODPs. Here we can note the plugins for the ontology
development tool of the project NeOn [18] and the ontology editor WebProtégé
[19]. However, the first plugin is available only to the participants of the NeOn
project, and the second can be used only in the WebProtégé editor, which is not
yet popular enough among ontology developers due to its limited functionality
(in comparison with the desktop version).

The third problem is that the patterns are described and applied separately
and do not constitute a single system. One more problem associated with this
problem is the lack of systematized sets of patterns targeted at subject matter
experts. Existing catalogs of ontology design patterns do not meet this require-
ment.

In our opinion, the OTTR library (Reasonable Ontology Templates) [20]
is the closest to solving the latter problem. This library provides a language
for the representation of ontology design patterns and software supporting it.
The OTTR library supplies ontology developers with patterns in the form of
high-level OWL macros [21], which makes possible their use by subject matter
experts.

As for the availability of patterns that can be used in the development of
SSD ontologies, the catalogs mentioned above do not even partially cover the
needs of building ontologies of scientific fields since they do not contain patterns
designed to represent scientific knowledge.
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4 Approach to the Development of Ontologies
of Scientific Subject Domains

This section describes an approach to solving the problem of reusing ODPs in
the development of ontologies of scientific subject domains. This approach offers
a system of heterogeneous ODPs and methods for their sharing (joint use) for
building SSD ontology. At the moment, there are three types of patterns in the
system: structural logical patterns, content patterns and presentation patterns.
One part of these patterns is universal, and the other part is focused on the
presentation of scientific knowledge.

An important feature of this approach is the use of base (core) ontologies,
which include only the most general entities that are not dependent on a par-
ticular SSD. These ontologies were previously developed for the technology for
building subject-based intelligent scientific internet resources [8] and are now
represented by content patterns which were developed for all main entities of
base ontologies. In this regard, the construction of SSD ontology using the base
ontologies is reduced to their specialization and expansion. In particular, the
content patterns presented in the base ontologies are tuned (specialized) to a
specific SSD. As for the population of SSD ontology with actual data, it is per-
formed by instantiation of content patterns. This process is supported by a data
editor developed in the frameworks of this approach.

4.1 An SSD Ontology and Base Ontologies

Usually the ontology of any SSD contains not only descriptions of its inherent
system of concepts and methods for processing and analyzing information, but
also descriptions of relevant information resources. In this regard, an SSD ontol-
ogy can be represented as a system of interrelated ontologies responsible for
representing the above three components of knowledge, namely, the ontology of
the knowledge domain, the ontology of tasks and methods, and the ontology of
scientific Internet resources.

The ontology of the knowledge domain defines the system of concepts and
relations intended for a detailed description of a modeled SSD and its scientific
and research activities. The ontology of tasks and methods describes the tasks
solved in a given SSD and the methods for their solution. The ontology of sci-
entific Internet resources is used to describe the information resources available
on the Internet relevant to this SSD.

Since the development of an ontology of an SSD from scratch is not an
easy task, we have proposed a method for its construction based on a small
but representative set of base ontologies that include only the most general
entities not dependent on a particular SSD. This set includes: (1) the ontology of
scientific knowledge, (2) the ontology of scientific activity, (3) the base ontology
of tasks and methods, (4) the base ontology of information resources.

All base ontologies have specifications in the OWL language [21].



Providing the Sharing of Heterogeneous Ontology Design Patterns 99

The ontology of scientific knowledge contains classes that define structures for
describing concepts included in any SSD. Such concepts are Division of science,
Object of research, Subject of research, Method of research, Scientific result, etc.

The ontology of scientific activity includes classes of concepts related to the
organization of research activities, such as Person, Organization, Event, Activity
(Scientific activity), Project, Publication, etc.

The base ontology of information resources includes the class Information
resource as the main class. The set of properties (attributes and relationships)
of this class is based on the Dublin core standard [22].

Concepts and relations of base ontology of tasks and methods are used to
describe tasks to be solved in a given SSD, methods for their solution and soft-
ware components and algorithms implementing them.

4.2 A System of Ontology Design Patterns

To support the considered approach, a set of ODPs [23] was developed and
implemented in the OWL language. This set includes various types of patterns:
structural logical patterns, content patterns and presentation patterns. All these
patterns are combined into a single system.

Note that in this approach the presentation patterns define the rules for
naming and annotating elements of ontology, which are close to the generally
accepted ones [24].

The need to use structural logical patterns was attributed to the absence
in OWL of expressive means for representing complex entities and structures
required for building SSD ontologies, in particular, the ranges of admissible val-
ues, and n-ary and attributed relations (a binary relation with attributes).

The pattern of representation of the range of admissible values is intended
to specify such structures that are called domains in the relational data model
and are characterized by a name and a set of elementary values. Domains are
convenient to use for describing possible values of class properties when the entire
set of such values is known in advance. In this pattern, the domain is defined by
an enumerated class, which is the successor of the specially introduced service
class called the Domain class and consists of a finite set of different individuals
(objects) determining the possible values of a certain property (see Fig.1).

-subclassOf
subclass_of

object 2 -memberOf-

Fig. 1. Structural pattern of representation of the range of admissible values.
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{
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hasProperty
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Examples of such domains are “Geographic type”, “Position”, “Type of orga-
nization”, “Type of publication”, which include, respectively, types of localities,
types of positions in organization, types of organizations and publications.

Note that in the figures of the patterns presented in the paper, classes are
shown in the form of ellipses, individuals and attributes are in the form of rectan-
gles. An ObjectProperty type connection (a relation) is shown by a solid straight
line, and a DataProperty type connection (an attribute), by a dash line. At the
same time, classes, attributes and individuals, which must necessarily be present
in the pattern, are represented by figures surrounded by a thick line.

To represent an attributed relation, a structural pattern is proposed. It is
shown in the left side of Fig. 2.

Base class

subclassOf subclassOf subclassOf subclassOf

R

isArgument1 hasArgument2 participatesActivity participatesPerson

Attributed

ibclassOf-
relation

. e

hasAttnbute m Stan‘ Date

participateln

7

hasAttnbute 1

. N
subclassOf hasAttribute ¢ » Role N
FromDomain
Data type 1 Data type m Date
Role in Activity
subclassOf-

memberOf memberOf

object 2 ‘ team member team leader - | coordinator

object 1 ‘ objectn

Fig. 2. Structural pattern of the binary attributed relation and an example of its
specialization.

The central place in this pattern is occupied by the service class Attributed
relation with which the base classes of an ontology modeling the arguments of
the binary relation are connected by the links isArgument! and hasArgument2.
At the same time, the attributes of a binary relation are modeled by the prop-
erties of this class (in OWL notation, either DataProperty or ObjectProperty)
hasAttribute and hasAttributeFromDomain. For this pattern, it is required to
set constraints on the obligatoriness and uniqueness of the arguments of the
attributed relation (Class 1 and Class 2).

To represent a specific type of the attributed relation, a new class, which is
its successor, can be defined.

The right side of Fig. 2 shows an example of a structural pattern for describ-
ing a person’s participation in scientific activities (the attributed relation partic-
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ipateln). Here, the Person class serves as the first argument, the Activity class
is the second argument. The pattern also allows us to specify the start and end
dates of the person’s participation in an activity, as well as his/her role in it.

Similarly, we can build a pattern for an n-ary relation. Note that for this
pattern we must also specify the order of the arguments.

For a uniform and consistent presentation of the concepts used in SSD and
their properties, content patterns were constructed for the main concepts of base
ontologies using the structural patterns proposed. Due to this, the development
of an ontology of a specific SSD mainly consists in the specialization of content
patterns and the construction of fragments of a target ontology based on them.

As an example, we give a pattern intended for the description of applied tasks
solved within the framework of a scientific subject domain (see Fig. 3).

Method of ° Scientific
research Result

uses jsSolution

include: educedTo Division of

sclence
relatedTo

Description describes

Publication
Text presentedOn formulates
Information
resource

Fig. 3. Pattern for describing the applied task.

The following set of competency questions represents the content of this
pattern:

What methods solve the applied task?

What data is used for solving the applied task?

What is the result of solving the applied task?

Who formulates the task?

and etc.

It should be noted that the content patterns included in the proposed set
are interrelated through common concepts and relationships and thus form a
single network of patterns. For example, presented in Fig.4 content patterns,
describing the concepts of Activity and Person, are interconnected not only by
the attributed relation participateln, but also through the concepts of Scientific
result, Method of research, Publication, and Organization.

Note that in the Fig. 4 the attributed relations participateln and workiIn are
shown by a dotted line.
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isResult
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Division of
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Fig. 4. Fragment of a network of patterns.

4.3 Methods of Building Ontologies of SSDs

Building an SSD ontology involves two main steps:

—_

. Construction of the components of SSD ontology using the base ontologies
through their specialization and expansion.

. Population of SSD ontology with actual data by instantiation of content pat-
terns presented in base ontologies and specialized at step 1.

[N)

Note that in this approach the ontology of the knowledge domain is built
on the basis of ontologies of scientific knowledge and scientific activity; ontology
of tasks and methods, on the basis of base ontology of tasks and methods; and
ontology of scientific Internet resources, on the basis of base ontology of Internet
resources.

The use of content patterns is supported by a special editor, which allows
specialists in the subject area to populate the ontology with actual data, i.e.
objects of classes and their properties. When populating an ontology with the
help of the editor, the user selects the required class from the class hierarchy
presented to him, and the editor uses the class name to find the corresponding
pattern. After that, the editor, using the information from the pattern, builds
a form containing the fields for filling in all the properties of the object of this
class. At the same time, the editor can interpret the relations with attributes
described by the patterns. Thanks to this, the user can work with the properties
of the created object that are set by such relations as with “ordinary” object
properties. The difference consists only in the need to specify the values of the
attributes in a separate window.
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5 Conclusion and Future Work

The paper discusses the problems of applying ontological design patterns for
the development of ontologies of scientific subject domains. An approach to the
development of SSD ontologies that solves most of these problems is presented.
This approach is supported by a system of heterogeneous ontology design pat-
terns, describing the main structures and entities necessary for describing sci-
entific domains, and the data editor, which makes it possible to populate the
ontology with actual data by instantiation of content patterns. Due to the sim-
plicity and clarity of the pattern system and the data editor, this approach can
be used not only by knowledge engineers, but also by specialists in the modeled
area of knowledge.

This approach has shown its practical utility in the development of ontologies
of various scientific subject domains (“Decision Support” [25], “Active Seismol-
ogy” [26], etc.).

In the near future, it is planned to expand this approach in such a way that it
provides automated population of ontology. For this, the pattern system will be
expanded with lexico-syntactic patterns [27], which will be used to facilitate the
population (completion) of ontologies based on texts in the natural language.
Lexico-syntactic patterns are supposed to be automatically generated based on
the existing content and structural patterns using the synonyms dictionary and
subject area thesaurus.
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Abstract. When viewed the issue of analytical integration of hetero-
geneous data without warehouse building the unified model of diverse
data sources has to be suggested. The desired model has to take into
account analytical features of original file formats, to provide a construc-
tion of the integral analytical model and to attend to unlimited user data
queries. This paper proposes the analytical object model in terms of a
formal specification as the unified model and presents the mapping of
an XSD schema and a relational database to this model. The model has
been applied to analyze the All-Russia website of procurement that uses
XML and The Local System of procurement that uses relation DB. The
model instances obtained for each format are partly represented in this
paper in the form of JSON.

Keywords: OLAP - Integral analytic model - Analytical integration
of heterogeneous data - MDA - XML

1 Introduction

One of the most important aspects of the evolution of On-Line Analytical Pro-
cessing (OLAP) is developing theoretical approaches to simultaneous analysis of
heterogeneous data. OLAP tools are extensively used in decision support sys-
tems assisting managers of large companies with advanced analysis and report-
ing. As usual, a lot of business information flows from internal sources, that
provides an accumulation of the great amount of operational data [1]. In some
sources [2], the internal data that are owned by the decision-maker and can
be directly incorporated into the decisional process are called stationary. Each
source is a special-purpose data store associated with its data format. Joined
internal sources represent a model for heterogeneous data. However, with sig-
nificant growth of the number of open-access databases, it becomes possible to
involve external data in the decision-making process for extra benefits. Valuable
external data which may be related, for instance, to the market, to competi-
tors, or potential customers, are called situational data [3]. Well-informed and
effective decisions often require a tight relationship between stationary and sit-
uational data [2].
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Analysis of municipal procurement is the task demanding simultaneous anal-
ysis of heterogeneous data. According to the Federal Law N 44-FZ “Contract
system in the procurement of goods, works and services for state and municipal
needs” the Official All-Russia website of procurement (zakupki.gov.ru) has been
developed. It consolidates municipal demands, ongoing purchases and contracts
all over the country. It sends and receives data in XML format according to
system pre-defined XSD schemas. Otherwise, the Local System of procurement
forms municipal demand orders and scheduled plan of purchases. The Local Sys-
tem has a bidirectional link with the All-Russia website of procurement. Also, the
Local System uses Oracle DBMS to store data and metadata. From the regional
government perspective, the Local System data is an internal data source and
the All-Russia website data is an external one. An analyst, who wants to trace
some purchase from a demand order to a contract, or to analyze some supplier
activity, needs to integrate these heterogeneous data.

Complex analysis of internal and external data together concerns reconciling
(merging) diverse data sources. Often this step is performed by data warehouse
building or integration of separate analysis results while representing. This pro-
cess requires highly qualified analysts to intent and extra time for data actual-
ization and preparation.

We can consider related works from different points of view. Nowadays, the
complex analysis of heterogeneous data is actively discussed by researchers [4—
11]. In speaking about ideology, there are several conceptual foundations for
OLAP technology development which have been suggested by modern lead-
ing researchers. Thus, the concept of self-service Business Intelligence [2,12]
reduces the requirements for user skills. On the other hand, the concept of
exploratory OLAP supports ad-hoc arbitrary query execution [1,13]. The con-
ceptual description of these approaches shows further researches a way forward,
leaving them a wide discretion for realization. From the logical viewpoint, mod-
ern researches unanimously recognize the need for constructing a global (or a
mediated) schema that enables uniform access to the data [14]. The particu-
lar realizations of the approaches are rather different. They fall somewhere on
the spectrum between warehousing and virtual integration [15]. Approaches to
extraction, transformation and loading data to a centralized warehouse are pro-
posed in [16,17]. But it requires highly experienced modelers and designers to
compare a wide variety of domain concepts. Standards of heterogeneous data
interchange have been already developed that provide creating an unified format
of data exchange [18]. However, there aren’t common algorithms for transform-
ing miscellaneous data into this specific standard. As a virtual global schema,
ontology is proposed [15] for information disclosure from integrated data. This
approach isn’t aimed for analytical processing notwithstanding its grace and fea-
sibility. The analytical model of data source [19] has been suggested under the
“virtual schema” approach. Moreover, it allows us to reduce the requirements to
user-analysts skills so that analytical concepts (measures and dimensions) can be
arranged according to their analytical features that mean grouped into the same
request allowed by data consistency. The model serves to view all available data
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in a multidimensional form and provides unlimited querying without knowledge
specified about database structure, functional dependencies and SQL. Another
technology concept of operational analysis of heterogeneous data was suggested
to avoid warehouse building. This technology constructs the integral analytical
model by comparing and integrating of original data sources automatically. This
integral model supports the design and performance of random user data query
straight to an original data store and delineates author vision of implementation
of heterogeneous data analysis.

Analytical integration of heterogeneous data without warehouse building
requires the unified model of diverse data sources has to be suggested. The
desired model has to take into account the analytical features of original file
formats, to provide a construction of the integral analytical model and to attend
to unlimited user data queries.

This paper proposes the analytical object model (AOM) as the unified model.
The AOM is a metamodel describing the structure for model instances of original
data sources regardless of its format. Mapping of an XSD schema and a relational
database to this model is presented. Matching of source structure items for model
items in municipal procurement analysis is presented.

2 The Formal Specification of the Analytical Object
Model

Development of the analytical object model accords with the model-driven
development (MDD) of information systems, based on 4 level modeling [18].
The highest level (M3) describes a modeling specification and the lowest one
(MO) describes program system data. To develop the analytical object model
model-driven approach allows creating metamodel (M2) for describing the model
instance structure of the original data source regardless of its format. During sys-
tem lifecycle this model services to sources metadata store, sources link details
and instances production and maintain order. At the abstract layer, the analyt-
ical object model is a base of heterogeneous system integration and unifies data
format particularities.

Furthermore, the analytical object model has to take into account the analyt-
ical features of original file formats to provide a multidimensional form for OLAP.
Consortium OMG specifies open standard Common Warehouse Metamodel to
combine multidimensional modeling and model-driven approach for data ware-
houses. The standard consists of the set of metamodels for data interchange
within the conceptual layer and assumes data moving to a warehouse manually.
Model instances production taking into account implementation requirements
are beyond the standard scope, so it needs to be produced additionally. Auto-
matical source integration without warehouse building requires the standard
extension by adding analytical object metamodel. Suggested metamodel deter-
minates the unified structure of a source regardless of its format and consists of
analytical classes such as “AssociationClass”, “DAttribute”, “FAttribute” “Hier-
archy”. “AssociationClass” is a container class for other items. It matches the
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«Class»
AssociationClass
(from metadata)
“égkz:‘r‘:” +name: String

(from metadata)

+description: String
+address: String
+options: String
+format: String

+classes

{collection="List"}

+id: String
+altNames: String[0..1]
+classType: ClassType

+descriptions: String[0..1]

+addHierarchy(hierarchy: Hierarchy;

«constructor»~Class(name: String, description: String)

tion): Hierarchy

nstructor t : String, ion: String) +addD(dAttribute: DAttribute): DAttribute
+addCl String, String) lass +addF(fAttribute: FAttribute): FAttribute
+addDescription(String description): void
+isDimension(): boolean
="List’}
+hierarchies
«Hierarchy» .
HierarchyAssociation {collection="List’}
(from metadata) +fAttributes
«enumeration» +className: String : «egﬁa?:%,‘;f; >
HierarchyType +classID: String «MeasureObject»
ONE +identifiers: Map FAttribute REGULAR
UNBOUNDED +type: HierarchyType i | e
NONE +type: Type {transient=true}

+precision: int

. it
+scale: int {collection="List’}

+dAttributes

DA
(from metadata)

+length: int

/ vaies

«Attribute»
Attribute
(from metadata)

+name- String
+descriptions: String[0..1]
+type: Type

+isPk: Boolean
+altName: String[0..1]
+address: String

+isld(String: name, String: description): Boolean
+isMeasure(String: name, String: type, String: description): Boolean
+isAdditional(String: name, Attribute. Type: type. String: description): Boolean

Fig. 1. The class diagram for the analytical object model for integrating sources.

source items of a top level. The model has been applied to analyze municipal
procurement. There are XML and relational data formats in this task.

So, integration of these two sources model instances is produced from XML
Schema Definition and Oracle database. The class diagram of the analytical
object model is shown in Fig. 1 using UML.

“AssociationClass” instances are created for each table in relation source
and each complex type in XSD. Inner simple types and relation table column
relates “DAttribute” class (descriptive attribute) or “FAttribute” class (fact
attribute) depending on its analytical features and links “AssociationClass” with
the composite association. “Hierarchy” class instances describe analytical rela-
tions between source items, it matches foreign keys in a relational data source and
parent-child relations in XSD. Full rules to produce analytical model instances
for relation DB and XSD metadata are shown in Table 1.

The unified representation of diverse data sources in the form of the ana-
lytical object model allows producing a single algorithm of multidimensional
form constructing and merging structures of heterogeneous data sources into an
integral analytical model. Like traditional multidimensional approach numerical
data produces measures, descriptive attribute forms dimensions and “Hierarchy”
instances arrange dimensions hierarchically. Every model class has features to
facilitate both multidimensional modeling and user query support. “Scheme”
class has the connection properties of physical data sources.
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Table 1. Matching of XSD and relation DB metadata

items

and analytical object model

Analytical object model

Relation DB metadata

XSD metadata

class “AssociationClass”

a table

- a complexType

- a simpleType (enumeration
restricted)

- a choice

*elements with the same name
(type, if exist) and inner
elements relate the same
AssociationClass

+name: String

a table name

value of a element name
attribute

+descriptions: String [0..%]

- a table description or a table
name in Russian;

- a description of foreign keys
to this table

value of a documentation
element

+id

an auto increment identifier

+altNames: String [0..¥*]

a foreign key name to this table

value of a complexType name
attribute

+classType: [REGULAR,
ENUM, CHOICE]

REGULAR (fixed value)

REGULAR - if an element
type is a complexType;
ENUM - if an element is a
restricted by enumeration one;
CHOICE - if it is a choice
element

class “DAttribute”

a column, if it’s of string,
boolean or primary key types

an element based on a
simpleType (String, Boolean
Integer type)

+name: String

a column name value of

an element name attribute

+descriptions: String [0..*]

a column description

- value of a documentation
element;

- value of a simpleType name
attribute

+type: [BOOLEAN, DATE,
DATETIME, INTEGER,
NUMERIC, STRING]

system data types

+isPK: Boolean

TRUE - if the column contains
a primary key, otherwise
FALSE

TRUE - if an element is
required, otherwise FALSE

“+altName

no value

value of an simpleType name
attribute if a type of the
element relates the one

~+values

no value

enumeration values for
restricted simpleType

~+address

no value

a specified wildcard (@) - if an
element is an attribute,
otherwise - no value

+length

a data type length

a data type length, according
to restrictions:

- facets maxLength,
maxExclusive-1, maxInclusive;

- pattern value

- 0 — unrestricted length

(continued)



The Analytical Object Model as a Base of Heterogeneous Data Integration
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Analytical object model

Relation DB metadata

XSD metadata

class “FAttribute”

a column, if it’s of decimal type

an element based on a
simpleType (Double, Decimal)

+name: String

a column name

value of an element name
attribute

+descriptions: String [0..¥]

a column description

- value of a documentation
element;

- value of a simpleType name
attribute

+type system data types NUMERIC - fixed for
“xs:double”, “xs:decimal”

+isPK FALSE — fixed FALSE — fixed

+altName no value value of an simpleType name
attribute if a type of the
element relates the one

+address no value a specified wildcard (@) - if an

element is an attribute,
otherwise

- no value

+precision

count of numbers

according to facets totalDigits,
pattern. otherwise 0 —
unrestricted

+scale

count of digits following the
decimal point

according to facets
ractionDigits, pattern.
otherwise 0 — unrestricted

class “HierarchyAssociation”

a foreign key

parent-child relation

+className a name of the table related by a name of an inner
the foreign key complexType element
+classID an unique id of the table an unique id of the inner

related by the foreign key

complexType element related
by the foreign key

+identifiers

pairs of foreign key - primary
key

no value

+type: [ONE, UNBOUNDED)]

ONE - fixed

ONE - if maxOccures attribute
value of the child element
equals one

UNBOUNDED - if
maxOccures attribute value of
the child element more than
one

Having produced the AOM, an analyst is able to select objects for analysis
regardless of which source owns them. After the objects are selected, the AOM
maintains the query construction process due to preserving structure peculiari-
ties of the data source format.

3 An Example of Analytical Object Model Instance

Producing

According to the approach a program system was developed to produce an
instance of an analytical object model for a source to be integrated automati-
cally. The program system has services specified for XML and relational data
format. Each service is capable to construct AOM for one of the format types
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{
"name: "OKEI",
"description®™: "Reference to OKEI",
"hierarchies™: [].,
"dittributes": [
{ name™: "code", "description®™: "Cod", "ty.},
1 "name": "nationalCode™, "description®™: "N.},
{ "rname™: "fulllsme", "description®™: "Full .}
]F
"fhittributes": []
}:
i
"name": "product,
"description®™: "The object of the procurement”,
"hierarchies": [
{ "olassName™: "OEPD", "identifiers™: { wt
i
"olasslame™: "OKEI™,
"identifiera™: {
"OKEI code™: "code"”
i
H
1,
"dittributes": [
{ rname'": "sid", "description®: "Unigue ide.},
{ "name: "externalSid", "description®: "Ex.},
{ rname'": "name", "description™: "Product n.}
]J’
"fittributes": [
{
"name™: "price”,
"description®™: "Unit price in the contract currency®,
"precision®™: 10,
"zoale™: 0
}I
{ hame™: "priceRUR"™, M"description®™: "Unit .},
{ hame™: "sum™, "description®™: "Cost in coll,
1 hame™: "sumRUR"™, "description™: "Cost in.},
{ "name™: "gquanticy'”, "description™: "Quant. )
|
i

Fig. 2. A part of the analytical object model instance for fcsExtegration.xsd

and to send it to a server in the form of JSON. The server is capable to construct
a multidimensional model and subsequently to produce the integral analytical
model. The AOM instance obtained for XSD format when analyzed the All-
Russia website of procurement (zakupki.gov.ru) is partly shown in Fig. 2 in the
form of JSON.

The hierarchies elements of “product” class accord with the relation between
“Hierarchy” and “AssociationClass”. Particularly according to this instance a
product relates the All-Russian Classifier of Products (OKPD) and the All-
Russia Classifier of Measurement Units (OKEI). The analytical object model
takes into account both XML peculiarities and relational database ones. Another
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AOM instance obtained for relation format when analyzed the Local System of
procurement is partly shown in Fig.3 in the form of JSON. This part of the
AOM instance presents the All-Russia Classifier of Measurement Units (OKEI)
and its descriptive attributes.

"name™: "FOEEI™,

"description®: "Russian classifier of measurement units",

"hierarchies": [].,

"diccributes": [
{ "name: "FOEEI"™, "description®: "Name title. },
{ fname: "RUIIIAN®, "description'™: "3ymbol oo},
{ "name: "ENGLIZH", "description™: "3ymbol oo},
{ "name: "COD 37, "description': "Three-digi. },
{ nawe: "IDFOEEIY, "description®™: "Identifi. },
{ fname™: "IECT", "description™: "Classifier .},
{ hawe”: "GROPAY, "description™: "Code group. ),
{ fhname”: "COD", Mdescription™: "OEEI code", .},
{ "name™: "RUY, "description®™: "The basis of .}

1.
"fAttributes": []
}

Fig. 3. A part of the analytical object model instance for the Local System of procure-
ment

The popularity of relational and XML data formats allows involving addi-
tional information concerning the business environment from a large number of
open data sources in the analysis. So, XML format is used by Federal State
Statistics Service for social and macroeconomics statistics [19], by the Central
Bank of Russia for financial market indicators [20], by Federal Tax Service for
open governmental data [21]. Also, a large number of research and academic
institutions across the world create relational databases in various fields of sci-
ence and technology, which are available free through web portals [22,23].

Complete deployment of the program system based on the suggested model
and its successful beta testing on analyzing municipal procurement data verify
the approach. Further developing of the technology of integral analytical mod-
eling concern producing and testing of the algorithm of multidimensional view
forming based on AOM.

4 Conclusion

The analytical object model has been suggested. The model formally describes
the analytical and structural peculiarities of heterogeneous data sources to over-
come their diversity and to allow them to be integrated automatically. Possibility
to include some source to the integral model without warehouse building is pro-
vided with analyzing of analytical features and relations of a source format.
Retaining a format metadata arrangement contributes to supporting unlimited
user data queries.
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Abstract. The proportion of genome coding proteins is only a small part of a
whole genome (for example, about 5% in human’s genome). Among other
things the remaining part contains regulatory RNAs whose function depends on
their three-dimensional structure. Secondary structure is the first level of RNA
structure description (three-dimensional structure is approximated by secondary
structure).

Therefore the problem of determining the common secondary structure of
isofunctional RNA sequences (i.e., a set having similar functionality) is an
important and longstanding problem of bioinformatics. In this paper we present
the program which builds the secondary structure model for a such set of non-
homologous RNA sequences.

Secondary structure is described by directed acyclic graph i.e. multitree. The
problem of determining the model of secondary structure is reduced to the
discrete optimization task in the space of structure multitrees. The optimizable
function depends on the energy of the referenced sequences being folded into
this structure.

The optimization task is solved by simulated annealing algorithm. We
developed the program for building a common secondary structure model of
RNA and compared it with the existing solutions on the set of mobile group II
introns.

Keywords: RNA - Secondary structure prediction - Mobile group II intron -
Optimization - Simulated annealing - Software

1 Introduction

The task of determining the common secondary structure of a set of RNA sequences
with the same functionality is an important task of bioinformatics. However, currently
existing methods make it possible to effectively build models of secondary structures
only for small sets of sequences. In addition, they do not work well with sets of low-
homologous sequences and do not allow to take into account a priori information about

the structure of sequences.
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This paper presents a new method for constructing a secondary structure model for
a variety of sequences. This method is based on reducing the problem of constructing a
model to the problem of discrete optimization in the space of all possible models, and
the optimized parameter is the energy of the resulting structure [1].

In Fig. 1 shows an example of a tRNA secondary structure and shows the elements
of which it is composed. As it can be seen, the secondary structure consists of stems
formed by paired nucleotide bases and loops - free RNA segments.

Fig. 1. An example of the secondary structure of RNA

2 Basic Requirements for the Secondary Structure Prediction
Method

The following requirements are imposed on our method.

e Ability to build models for sets of sequences of any size. At the same time, it should
detect and correctly handle the situation when the set is a mixture of sequences that
actually have different secondary structure.

e Ability to build models for sets of low homologous sequences.

e There are cases when some general information about the structure of RNA
sequences belonging to a given set is known in advance. The method should allow
to set this a priori information and take it into account when building a model.

e After setting the initial parameters and a priori information about the structure, the
system should work in automatic mode and not require manual intervention.

e The system must provide a practically acceptable speed of building a model.
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Review of Existing Software for Predicting the Secondary
Structure of RNA

Consider a few common methods and software that implements them that meet the
requirements - the ability to work with sets of low homologous sequences and the
ability to set a priori information about the structure.

RNAStructure Multialign - predicts the secondary structure of a set of three or more
RNA sequences using the minimum energy estimate [2].

RNAStructure TurboFold - predicts the secondary structure of two or more
sequences. It generates pairwise alignments for the set using a hidden markov
model, which supplies extrinsic information to one of three selectable folding
modes [3].

PFold - this algorithm allows to specify some a priori information about the sec-
ondary structure, such as the exact position of the nucleotides that should be paired
in the resulting structure or, in contrast, free [4].

Used Programs and Real Data

Our method uses the RScan program [5] to determine the correspondence of the
constructed model of the secondary structure to specific sequences and calculate its
energy.

To test the program, a set of 40 sequences was used, each 72 nucleotides in length,
with the same secondary structure shown in Fig. 4. These sequences were taken
from rfam [6]. For this set, the value of the optimal secondary structure energy was
calculated [7].

The sequences of the first domain of the following mobile introns of group II [8, 9]
were used: Pylaiella littoralis cox1.I3 and 8 other introns, with the first domain
similar to it in its secondary structure: Thalassiosira pseudooana cox1.12, Allomyces
macrogynus coxl1.I3, Podaspora anserina cox1.Il, Podaspora anserina coxl.14,
Podaspora comata cox1.I1, Kluyveromyces lactis cox1.I1, Saccharomyces cere-
visiae cox1.I2 and Schizosaccharomyces pombe cox1.I1. The average length of
these sequences is 405 nucleotides.

To compare programs, a set of 10 tRNA sequences from rfam tRNA-Sec RF01852
[10] were also used. The average length of the sequences of this set is 89
nucleotides.
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S Method Description

5.1 Data Representation

The model of the secondary structure of RNA is represented as an oriented acyclic
graph—a multi-tree. In this case, the stems are represented by the edges of a multi-tree,
and the loops — by the vertices.

Each element of the tree has a set of attributes that define restrictions on the
elements of the secondary structure. The following attributes are supported:

e Permitted length range of elements (loops and stems).
e The sequence of nucleotides, which must necessarily be present on this element and
its position relative to the beginning of the element.

For example, in Fig. 2b shows an example of a secondary structure model, and
Fig. 2a - its representation in the form of a multi-tree.

len: 2 nucl

stem:

cons: gugccguau cons: g 4-19bp

len: 2-7 base-pair

len: 8-10base-pair,

ul -
al -
ul -
gl -
C| -
C
gv
al -
q -

a b

Fig. 2. a: Multi-tree modeling the secondary structure of RNA; b: The corresponding secondary
structure of RNA

5.2 Reducing to Discrete Optimization Task

The problem of building a model of the secondary structure of a set of RNA sequences
is reduced to the discrete optimization task as follows:
Let be:

e T -is the set of all admissible multi-trees representing the secondary structure.

o S={s|sen*,ne{a,u,g c}}-is the finite set of words in the alphabet a, u, g, c,
representing the set of RNA nucleotide sequences for which the secondary structure
model is built.
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e R(t,s): TxS—R - is a function that calculates for a given multi-tree and
sequence the value of the energy of a given sequence, folded into a given structure.
R(t,s) = oo, if the sequence s cannot be folded into the structure 7.

e (C(1,5) - is the number of sequences s € S, such that R(z, s) <co.

e E(1,S) - is the average energy for all sequences s € S, such that R(z, s) < oco.

e T(t,S) - is the average computation time for R(z,S).

Then the expression F(x) = —k E(t,S) + k2T (t,S) — k3C(¢,S) defines the objec-
tive function for the problem of discrete optimization in the multi-tree space T.
Coefficients ki, kp, k3 are selected in each specific case manually and set when the
program is started.

In this expression, the first term takes into account the energy of the secondary
structure, which is a measure of its stability and should be minimized. The second term
allows to take into account the calculation time of the objective function using the
RScan program. The inclusion of this term in the objective function is important from a
practical point of view, because it allows to speed up the calculation. The third term of
the expression allows to build a model for as many sequences as possible from the
original set. At the same time, it allows the algorithm to correctly handle the situation
when the set of sequences is an actual mixture of sets with different secondary
structure.

6 Solution of the Optimization Task

To solve the optimization task described above, an annealing simulation algorithm was
applied. To start the computation, you must specify some initial model of the secondary
structure. At each iteration, the annealing simulation algorithm applies one or more of
the following mutation operators to a multi-tree:

e Changing the value of a numeric attribute of a multi-tree element (for example, the
range of lengths or the position of the consensus sequence, if specified).
Adding a leaf to the tree, or deleting an existing one.
Adding a vertex to an arbitrary multi-tree location, or deleting an existing one.

All the described operators select a part of the tree for modification at random. The
last two operators correspond to the addition or removal from the tree of a random
element of the secondary structure - a stem or loop, as shown in Fig. 3a and b.

The described algorithm was implemented in java and is available on github [11].
To calculate the value of the function R(z,s), the RScan program is used.
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b

Fig. 3. a: Modification of the secondary structure by adding or removing a multi-tree leaf; b:
Modification of the secondary structure by adding or removing the inner vertex of a multi-tree.

7 Testing

7.1 Evaluation of the Accuracy of the Solution

To verify the accuracy of solving the optimization task found by the implemented
algorithm, a set of 40 sequences with the same optimal secondary structure was formed
and the implemented program was launched on it. The following parameters were used:

ki =10, ky = 1, k5 = 10.

Table 1 shows the optimal and program-determined values of each term of the

objective function.

Table 1. Comparison of optimal and predicted secondary structure models

Structure | Time of computation

Optimal energy

Number of sequences

Cost function

Optimal | 40
Predicted | 169

144
126

40
40

—1800
—1491
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The sensitivity and F-measure were also calculated [12]:

e Sensetivity = 0.9
e F-Measure = 0.95.

In Fig. 4b shows the optimal secondary structure of the considered set of
sequences, and Fig. 4a - predicted by the program.

Fig. 4. a: Predicted secondary structure for test set; b: Optimal secondary structure of the test

set.

7.2 Comparison of Programs

The program was also tested on a sample of the rfam family tRNA-Sec sequences. For
each predicted structure, the number of erroneously predicted paired bases was cal-
culated. Then, sensitivity and F-measure were calculated for all sequences. The results
obtained for all compared programs are shown in Table 2.

Table 2. Comparison of programs on a sample of transport RNA sequences

Program Sensetivity | F-measure | Time of computation
Simulated annealing 0.79 0.8 13 min

PFold 0.42 0.5 2s

RNAStructure multialign | 0.8 0.82 7 min

RNAStructure TurboFold | 0.79 0.82 40 s
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Also, the programs were launched on a set of 9 group II introns. We took introns,
the secondary structure of which best corresponds to the generalized structure of intron
data [13].

Table 3 shows the program comparison

Table 3. Comparison of programs on a sample of group II introns

Program Sensitivity | F-measure | Time of computation
Simulated annealing 0.51 0.53 ~112 h

PFold 0.06 0.07 6s

RNAStructure multialign | 0.38 0.4 ~21h
RNAStructure TurboFold | 0.46 0.47 320 s

As one can see from the Tables 2 and 3, on the set of small sequences of tRNA
with an average length of 89 nucleotides, the proposed method gives the results
comparable with other existing methods. However, for large sequences of group II
introns with an average length of 405 nucleotides and complex secondary structure, the
developed method gives more accurate results.
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Abstract. The theorem prover KeYmaera allows (1) to describe Cyber-
Physical Systems (CPSs) in terms of a Hybrid Program (HP), (2) to
specify properties for the defined system, and (3) to formally verify these
properties using a tailored logic called Differential Dynamic Logic (DDL).

The syntax of Hybrid Programs is rather poor and covers only the
most basic program statements, such as assignment, test, sequential exe-
cution, and iteration. The decision to keep the syntax of HPs very sim-
ple has different consequences: An advantage is that also the verification
calculus can be kept relatively simple. On the downside we have that
even small programs are hard to understand and that the programmer is
forced to program using a copy-and-paste style, which obviously hampers
maintenance. The most significant drawback, however, is the absence of
modularization and a library concept; making the development and ver-
ification of bigger systems a huge burden.

In this paper, we identify several problems of KeYmaera’s input syn-
tax and illustrate them with examples. To overcome these problems, we
first describe the original syntax in form of a metamodel. Then, we pro-
pose to extend this metamodel with established programming concepts
such as subprogram and abrupt termination. We illustrate our exten-
sions by using a new graphical concrete syntax. Examples from a recent
KeYmaera tutorial serve for our paper as illustration examples.

Keywords: Cyber-Physical System (CPS) - Safety property
verification + Theorem proving - Language design + Domain-Specific
Language (DSL) - Metamodel

1 Motivation

A Cyber-Physical System (CPS) is a system existing in the real world, which
usually consists of both cyber and physical components. The behaviour of a
cyber component is determined by the (computer) program, which is executed
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on this component while the behaviour of a physical component follows laws
from physics, e.g. for torque, acceleration, velocity, etc. An important subset of
CPSs are control systems consisting of sensors, processors, and actuators, whose
correct functioning is of upmost importance and should be assured by formal
verification techniques.

A hybrid system is a formal model of a CPS. To capture the behaviour
of cyber components, the hybrid system needs the notion of programs. The
behaviour of physical components are modelled by law in physics, which are for-
mulated in terms of ordinary differential equations (ODEs). The theorem prover
KeYmaera is able to formally verify properties of hybrid systems formulated in
differential dynamic logic (DDL) [13,18]. In this paper, we analyse DDL as used
by KeYmaera as input format. We point out some obstacles of the chosen input
syntax and make proposals to overcome them.

One of the main problems of the used DDL is, that this single formalism
is used for three different purposes, namely, to (i) describe the system to be
analysed (system description), to (ii) formulate the properties to be hold for the
system (system specification), and to (iii) formulate proofs (system verification).
Note that a proof is a tree of DDL-formulas where each connection between
nodes of the proof tree must be justified by one rule of the used proof calculus.

Thus, the very same DDL formalism serves quite different purposes and there
are some cases, in which it is hard to say, which purpose a given DDL artefact
actually serves. For example, the user of KeYmaera is sometimes forced to refor-
mulate a system description in a non-intuitive way, just to make a property of
this system verifiable. In other words, the property about the system one would
like to prove has a strong influence on the way one describes the system itself!
Note that - ideally - one should be able to formulate the system description
fully independent from the properties one would like to prove - usually later -
about the system. As we illustrate with a model of the very simple bouncing ball
example, this independence is sometimes not possible. This makes the usage of
KeYmaera rather an art than an engineering discipline.

The input syntax for KeYmaera is very rudimentary and forces the user
to describe a system is a Big Blob, since modularization, e.g. by subsystems
or subprograms, is simply syntactically not possible. In our analysis, we identify
also other weaknesses, for example that the correct function of evolutional states
rely on executing the right statement before entering the state or that evolutional
states usually share a high portion of ODEs. Unfortunately, the current syntax
makes it impossible to let an evolutional state ‘inherit’ from an already defined
evolutional state to prevent a copy-paste style in the system description.

In addition to identifying problems of KeYmaera’s input syntax, we also
make proposals to overcome these problems. In order to describe our solutions
at the right level of abstraction, our solution proposal will address the abstract
syntax - which we define in form of a metamodel - instead of the textual concrete
syntax. In order to stress the independence of our solution proposals from the
concrete syntax, we will employ also a graphical syntax, which is close to the
Abstract Syntax Tree (AST).
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2 Background

We first review the logical basis of the prover KeYmaera.

2.1 Dynamic Logic (DL)

The term Dynamic Logic (DL) was coined for the first time by Harel et al. in
[7], which is based on the work of Pratt [16] and Hoare/Floyd [4,8]. A recent
review on the history of Dynamic Logic is given by Pratt in [17].

Dynamic Logic has a long tradition in analysing programs running on a
machine. (First-Order) Dynamic Logic allows for a program « to formulate prop-
erties for the pre- and post-state of the program’s execution. Syntactically, DL
formulas are built on top of arithmetic terms and arithmetic atomic formulas,
such as ¢ < 5+ 3. The set of DL formulas is closed under the logical junc-
tors A, V, —, <>, under the quantifiers V 3, and under the parametrized modal-
ities [a] (boz), <a> (diamond), where « is a program. A program is syntac-
tically defined as a tree of statements. We have assignment (:=), test (?), skip
(skip') as atomic statements and nondeterministic choice (U), sequential compo-
sition (;), and iteration () as composed statements. Furthermore, some derived
statements (known as syntactic sugar) are allowed. For example, the program
if ¢ then s1 else s2 endif is defined as an abbreviation for (?¢;s1) U (7—¢;s2).
In the version of DL supported by KeYmaera, all terms (e.g. 3 4+ 8) including
variables are of type Real, so there is no support for a sophisticated type sys-
tem. For a thorough introduction to Dynamic Logic in syntax and semantics,
the reader is referred to [6].

Semantically, a formula of form ¢ — [a]¢ claims that program «, when
started in a state in which ¢ holds, might not terminate or, in case it actually
terminates, will result always in a state, in which v holds. The second modality
<> (diamond), which can occur in DL-formulas as well, has a different semantics:
<a> 1 claims that program « terminates and that for at least one post-state
the formula 1 holds (note, that « can behave non-deterministically).

As a concrete example, let us consider the formula

x>0—-[if c>0thenx:=x —1else x:= =25 endif;z:=x+ 1] x>0 (1)

The program « within the box modality is the sequential composition (opera-
tor ;) of an if-statement and an assignment (operator :=). The claim, formulated
by (1) about program « reads as follows: Whenever « is started in a state, in
which « > 0 holds, then > 0 must also hold once « has terminated (note,
that termination of « is not part of the claim). Formula (1) is actually valid,
i.e. under all circumstances the formula is evaluated to true (see [6] for a formal
definition of validity).

It is rather easy to argue informally on the validity of (1): This implication
evaluates only to false, when its premise evaluates to true and its conclusion to

! Since skip can be simulated by ? true it is not supported by all versions of KeYmaera.
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false. The premise is x > 0. Under this assumption, when executing program
a, the then-branch of the first statement (if-statement) is always taken and
decreases variable x by one. In the second statement, the value of x is again
increased by one, so the value of x in the post-state — let us denote it by Zpos —
is Tpost = Tpre —1 + 1, while z,,,. denotes the value of variable  in the pre-state.
The conclusion of (1) can thus be reduced to the proof obligation ,..—1+1 > 0,
which can never evaluate to false if we assume x,,. > 0. Fortunately, we do not
have to rely on informal argumentation for showing the validity of (1) but can
also use the theorem prover KeYmaera, which proves (1) fully automatically.

Please note that the formulas of DL do not make any claim about the exe-
cution time of program «, but only formulate properties on the relationship of
a’s pre- and post-states. You might just think all statements within program «
being executed instantaneously, i.e. their execution does not take any time. This
is an important difference to the extension of DL, called Differential Dynamic
Logic (DDL), we consider next.

2.2 Differential Dynamic Logic (DDL)

DDL [12] is an extension of DL, which means that every DL formula is also a
DDL formula. The same way as DL formulas, a DDL formula usually makes
a claim about a program «. However, since DDL formulas are mainly used to
describe the behaviour of Cyber-Physical Systems, we rather say that program
a encodes the behaviour of the CPS instead of « is executed on a machine, as
we do for programs « of pure DL formulas.

The only difference between DL and DDL is a new kind of statement called
continuous evolution statement (or simply evolution statement), which is allowed
to occur in programs «. When during the execution of a a continuous evolution
statement is reached, then the execution of this statement takes time and the
system will stay in the corresponding evolution state for a while. Note that this
is a new semantic concept of DDL and marks an important difference to pure
DL!

Executing the evolution statement means for the modelled CPS to stay in
the evolution state as long as it wishes (the time to stay is - in general - chosen
non-deterministically). However, the modeller has two possibilities to restrict the
time period the system stays in the evolution state: The first possibility is to add
a so-called domain constraint to the evolution statement, which is a first-order
formula and which is separated from the rest of the statement by & (ampersand).
The domain constraint semantically means that the system cannot stay longer
in the evolution state than the time at which the constraint is evaluated to true.
In other words: at latest when the evaluation of the domain constraint switches
from true to false, the system has to leave the evolution state.

The second possibility to restrict the time period is to have a sequential com-
position of an evolution statement followed by a test statement. Theoretically,
the machine can leave the evolution state at any time, but if the following test
evaluates to false, then this branch of execution is dismissed for the logical anal-
ysis of the system behaviour. Thus, an evolution statement immediately followed
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by a test statement is a general technique to force the system to remain in the
evolution state as long as the test condition is evaluated to false.

Bouncing Ball as a Simple CPS. We illustrate both the usage of an evolution
statement as well as the two mentioned techniques to control the time the system
will stay in the evolution state by the following bouncing ball example:

agp = ({2 =v,v' = —g & x>0} =0;v:= —cv)* (2)

The behaviour of the bouncing ball is described with the help of a new kind
of variables, called continuous variables. For example, variable x is always a non-
negative number and encodes the ball’s position and variable v encodes velocity,
which can be both positive (going up) or negative (going down). The constant
g is the gravitation acceleration and greater 0. The constant ¢ is the damping
coefficient, a number between 0 and 1.

xr
e
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2_
T T T T — t
to t1 to t3 t4 tytg

Fig. 1. Sample trajectory of a bouncing ball (Source: [13, p. 98])

The structure of agp is that of an iteration (operator *) over a sequence
(operator ;) of an evolution statement (enclosed by the curly braces), followed by
a test (operator ?), followed by an assignment (operator :=). The program agpg
is read as follows: The systems starts in a state with given values for variables
z and v. These values are not specified yet, but later, we will force the start
position xg to be a positive number while the start velocity vy is allowed to be
positive, zero, or negative. As long as the system stays in the first evolution
state, the values of z, v will change continuously over time according to physical
laws. Thus, the continuous variables z, v represent rather functions z(t), v(t) over
time t. The relevant physical laws for x,v are expressed by the two differential
equations: ¥’ = v,v' = —g.
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The latter means that the velocity decreases constantly over time due to the
gravitational force of the earth. Fortunately, this ODE has a simple polynomial
solution, which facilitates the analysis of the whole system considerably: v(t) =
vg + —g = t. Analogously, depending on the changing velocity v, the position x
of the bouncing ball changes with z(t) = 2o + vg * t + ¢,

The domain constraint x > 0 mentioned in the evolution statement allows
the system to remain in the evolution state only as long as x is non-negative.
Theoretically, the system can leave at any time the evolution state, but the next
statement is the test 7z = 0. Thus, if the system leaves the evolution state with
x > 0, then this computational branch will be discarded. Thus, when verifying
properties of the system we can rely on the system leaving the evolution state
only when z = 0, meaning when the ball touches the ground. The following
assignment v := —cv encodes that the ball goes up again: The negative value
v due to the ball falling down will change instantaneously to a positive value
(multiplication with —c) but the absolute value of v decreases since the ball loses
energy when touching the ground and changing the move direction. Figure 1
shows how the position x of a bouncing ball might change over time (sample
trajectory).

3 Problems in Using KeYmaera’s Input Syntax

Differential Dynamic Logic as introduced above is supported by KeYmaera and
allows to verify formally important properties of technical system as demon-
strated in numerous case studies from different domains, e.g. aircrafts [9,14],
trains [15], and robots [11].

However, the used input syntax to formulate properties in form of DDL
formulas suffers from numerous problems that are described in the following.
The solutions we propose to overcome these problems are discussed in Sect. 4.

(1) Invariant specification is not directly supported in DDL. Besides
describing the behaviour of hybrid systems as done with program agp for
the bouncing ball, the main purpose of DDL is to specify also properties
of such systems. Typical and in practice very important properties are so-
called safety properties, saying that the system never runs into a ‘bad sit-
uation’. Let’s encode a ‘bad situation’ with —¢). We can show the absence
of = by proving that in all reachable system states formula 1 holds, i.e.
1 is an invariant. If we assume all statements except the evolution state
are executed instantaneously, then showing invariant ¢ actually means to
show that v holds while the system stays in any of its evolution states.
However, the modality operators provided by DDL allow only to describe
the state after the program has terminated. For example, for the bouncing
ball system app defined in (2) we can prove very easily

x=0-— |[apgplr =0 (3)
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Note, however, that x = 0 has not been proven to be an invariant! If we
want to express the interesting invariant, that position z remains all the
time within the interval [0, H], while H encodes the system’s initial position
and if velocity v is initially 0, we have to admit that the formula

H>0ANv=0Az=HA0<cAc<1l—|apglt <H (4)

is provable, but does NOT encode x < H being an invariant because this
formula does not say anything about z and H while the system stays in the
evolution state {#' = v,v" = —g & = > 0}, which is part of app. In order
to prove z < H being an invariant the user is forced to reformulate agp to

adpp = {2z =v,v' = —g& x> 0};(skipU (72 =0;v:= —cv))x  (5)

This, however, would be an example for choosing the system description
depending on the property we would like to prove! We consider this as bad
style.

Evolution state definition cannot be reused. Evolution statements
have to contain all ODEs that should hold in the corresponding states. If
a program contains multiple evolution statements, then all ODEs usually
have to be copied for all these statements, since an ODE normally encodes a
physical law that holds in each of the evolution states. Currently, the syntax
of KeYmaera does not allow to define all ODEs once and then to reuse this
definition for all occurring evolution statements. This lack of reuse results
in a copy-and-paste style for describing a system. As an example, we refer
to Example 3a from the KeYmaera-tutorial [18], page 10, Eq. (20): {p’ =
v, v = —a&v> O/\p—l—% <Stu{py =v,v'=—-a&w 20/\p+% > S}
Here, the definition of the two evolution states (in curly braces) are very
similar and defined by copy-and-paste.

Evolution state definition is not encapsulated. In the KeYmaera-
tutorials [12,18], there is a frequently applied pattern to ensure that the
system stays in an evolution state ev = {...& ...} for at most time e. This
is achieved by extending the definition of evto ev’ = {... ' = 1&...At < ¢}
while ¢ is a fresh continuous variable. Together with the ODE ¢’ = 1, the
additional domain constraint ¢ < e forces the system to leave ev’ at latest
after time € has elapsed. However, this refined definition of ev works only,
if the value of ¢ has been set beforehand to 0. In order to achieve this, the
statement ev is usually substituted by ¢ := 0; ev’. While this pattern works
basically in practice, the definition of ev’ is not encapsulated and prevents
compositionality of programs.

Missing notion of subprogram (or function call in general). Once
the examples in the KeYmaera-tutorials [12,18] become a little bit more
complicate, they are given in a composed form, e.g. Example 3a from [18,
p. 10]: init — [(ctrl; plant)*]req where init = ..., ctrl = ..., plant = ...,
req = ... Presenting a DDL problem in such a composed form highly
improves readability. However, the usage of such a composed notation is
impossible for the input file of KeYmaera. While one could imagine to
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introduce new relational symbols init, req and to constrain their interpre-
tation by subformulas init < ..., req < ..., it is currently impossible to
define subprograms ctrl and plant and to compose the resulting program
from these subprograms.

4 A Metamodel-Based Approach to Solve Identified
Problems

The problems identified above can be overcome by incorporating language con-
cepts from object-oriented programming languages and statecharts into the input
syntax of KeYmaera. In order to discuss the incorporated new language concepts
at the right level of abstraction, we formulate our proposal in form of a changed
metamodel for KeYmaera’s input syntax. As a starting point, we present the
metamodel of the current syntax.

4.1 Metamodel of Current KeYmaera Syntax

Metamodeling [5] is a widely adopted technique to specify the abstract syntax
of modelling and programming languages. One well-known language definition
is that of the Unified Modeling Language (UML) [19].

«abstract»

Statement
IZH' T I IZH*
| Assignment | ‘ Sequence | | Iteration | | Choice | Evolution ‘ | Test | | Skip |
ODE
\hs N
«abstract»
Exp 0..1 constraint

fml

lhs ﬁk \

lhs | ‘
Var Literal UnaryExp | BinaryExp |

| UnaryOp | | BinaryOp |

Fig. 2. Metamodel of KeYmaera’s input syntax

Figure 2 shows a sketch of the metamodel of KeYmaera’s current input syn-
tax with focus on statements within a program. All meta-associations with
multiplicity greater than 1 are assumed to be ordered. If the multiplicity on
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a meta-association is missing, then 1 is the default value. The metaclass Exp
represents expressions of both type Real (e.g. 5 + x) and of type Boolean (e.g.
x < 10).

A concrete program « for KeYmaera can be represented by an instance of
the metamodel. This instance is equivalent to the result obtained by parsing this
program, i.e. the abstract syntax tree (AST).

:Iteration

[mser | ° ®

| :Sequence ‘

$ :Sequence
:Evolution ASS| nment :Evolution :Assignment
$ $ (vi=-cv)
:OD :ODE :Exp
x'=v ) (v'=-g) X> 0 (x=0)

Fig. 3. Instance of the metamodel (left) and control-flow inspired graphical syntax
(right) for bouncing ball program (aps)

The left part of Fig.3 shows the metamodel instance for the bouncing ball
program apg = ({¢/ = v,v' = —g & ¢ > 0};72 = 0;v := —cv)* as defined
n (2). In the right part we see an AST-aligned graphical representation of the
same program: Each kind of statement is represented by a block with input and
output pins. The control flow is visualized by directed edges connecting two pins.
The pre-/post-states of the program execution are represented by the symbol for
start/final state known from UML’s statemachine [19].

4.2 Solutions for Identified Problems

Based of the graphical notation introduced above we discuss now solutions for
the problems listed in Sect. 3.

(1) Invariant specification is not directly supported in DDL. As
described in Sect. 3, the modal operator [a] refers always to the post-state
represented by the final state node in Fig. 3, right part. However, for check-
ing an invariant we need a reference to the state after each evolution state-
ment has been finished. This moment in the execution is represented by the
output-pin of the Evolution state. What is needed in the program seman-
tics is a direct edge from each output-pin of each Evolution state to the
final state, as shown in Fig.4 by the green edge. This concept is known as
abrupt termination.
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:Iteration
:Sequence
:Evolution Test ! :Assignment

Fig. 4. Solution for invariant specification problem

Note that abrupt termination could be realized without any change of the
input syntax of KeYmaera since it requires merely a changed control-flow
for the existing statements.

Evolution state definition cannot be reused. Often, the very same
ODEs and constraints occur again and again in multiple evolution state-
ments, which hampers readability. To prevent this, our proposal is to intro-
duce the declaration of named evolution statements which can be referenced
by other evolution statement to - for example - inherit from them ODEs
and constraints. The relevant change of the metamodel is shown in Fig. 5.

«abstract»
Statement

Iy

Evolution

ODE
rhs

«abstract»
Exp 0..1 constraint

Fig. 5. Solution for evolution state reuse problem

One problem still to be discussed is, whether the declaration of an evolution
state can occur at an arbitrary location in the program or should be rather
done prior to the program as a global declaration. This question refers to the
important issue of which scope the identifier introduced by the declaration
(see metaattribute name) should actually have. Since resolving the scope of
an identifier is rather a problem when parsing a program, this issue is out
of scope for this paper.

Evolution state definition is not encapsulated. As demonstrated in
the problem definition, an evolution statement sometimes works only as
intended when a variable has been set beforehand to the right value. Prac-
tically this means, the evolution state EF'V is always prepended by an assign-
ment ASGN, so (ASGN ; EV) has to occur always for correctness. In order
to get rid of dependencies of evolution state to assignments from the context
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(which prevents a simple reuse of EV within a different context), we pro-
pose to extend the evolution state with optional additional statements that
are always executed when entering or leaving the state. This state extension
is well-known as entry-/exit-actions from UML statemachines. The relevant
change of the metamodel is shown in Fig. 6.

«abstract»
Statement

Evolution

Var «abstract»
Exp 0..1 constraint

Fig. 6. Solution for evolution state encapsulation problem

(4) Missing notion of subprogram. One of the most basic concepts in pro-
gramming is the possibility to encapsulate (a block of) statements with
a given name and to reuse these statements at various locations of the
program. This concept is usually called subprogram, procedure, or method;
depending whether parameters are used or not. In general, this is a very old,
proven and well understood concept, so that we introduce only the most
simple variant in our solution proposal here (cmp. Fig. 7).

«abstract»
Statement

Iy

Fig. 7. Solution for missing subprogram problem

5 Towards the Realization of Solution Proposals

In this section we review possible realization options for the proposed solution.
Finally, we give a recommendation for one realization option.

5.1 Realization by Extending the Prover KeYmaera

The prover KeYmaera mainly consists of a parser for the input syntax and
a calculus in form of proof rules, which even can be changed by the user. In
addition, there are some technical components such as (i) a prover engine for
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applying proof rules to create a formal proof, (ii) adapters to incorporate external
proof systems such as Z3 or Mathematica, and (iii) a GUI to control the proof
editing process. However, all these technical components are out of scope for this
paper.

For our proposals it is worth to distinguish pure syntactic changes from those,
that have an impact on the calculus used by KeYmaera. To the latter belong
the support of abrupt termination (problem (1)) and the possibility to invoke
subprograms (problem (4)). These changes would require to considerably extend
KeYmaera’s calculus. While such an extension requires intimate knowledge of
the underlying proof engine, it is nevertheless possible, as the prover KeY [1]2
demonstrates. KeY is an interactive verification tool for programs implemented
in the language Java and its calculus covers all the subtleties of a real world
programming language, including function calls, call stack, variable scope, abrupt
termination by throwing an exception, heap analysis, etc.

Pure syntactic changes among our proposals, i.e. addressing problems (2),
(3), could be realized in KeYmaera just by extending the parser. Note that
the creation of an alternative concrete input syntax is also topic of the ongoing
project called Sphinx [10] carried out by the authors of KeYmaera. Sphinx aims
to add a graphical frontend to the prover and will allow the user to specify a
program in a pure graphical syntax (similar to our graphical notation proposed
in Fig. 3, right part).

The general problem with any deep change of the prover KeYmaera is the
technical knowledge it requires. Furthermore, there are good reasons to keep a
version of the tool with the original syntax due to its simplicity, what makes it
much simpler to use KeYmaera for teaching than, for example, its predecessor
KeY. However, a new version of KeYmaera with deep changes is hard to maintain
as the original KeYmaera might evolve in future. For these reasons, deep changes
can hardly be done by others than the original authors of KeYmaera themselves.

5.2 Realization by Creating a Frontend-DSL

An alternative and flexible approach is the development of a frontend-DSL to
incorporate the new language concepts introduced in Sect. 4.2. The main idea is
to develop a new Domain-Specific Language according to the given metamodel.
Note that the metamodel covers merely the abstract syntax and keeps some
flexibility for the concrete syntax. Modern frameworks for defining DSLs such as
Xtext and Sirius even allow to have for one DSL multiple representations (i.e.
concrete syntazes) supported by corresponding editors, e.g. a textual syntax and
a graphical syntax. Figure 8 shows the general architecture of such a tool. Note
that the new tool will allow the user to interact synchronously with both a textual
and a graphical editor to create a model. However, the new models cannot be
simply transformed to input files for the original KeYmaera, because the new
syntax supports some semantically new concepts such as abrupt termination or
subprogram invocation stack. It is the task of the ProofManagement component

2 Historically, the prover KeY is the predecessor of KeYmaera.
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Tailored KeYmaera

Tools of Frontend DSL {l

Textual Editor {l
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ey 5 Proof {l
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(Original)

Fig. 8. Architecture of solution using a frontend-DSL

to split tasks - for instance to prove an invariant - into smaller proof obligations,
which can be formulated as formulas of differential dynamic logic (DDL) and
to pass these obligations to the original KeYmaera tool as verification backend.
How an invariant task can be split into smaller proof obligations is demonstrated
based on a concrete example in [2].

6 Related Work

The definition of DSLs can be done with numerous technologies, e.g. Xtext,
Spoofax, Metaedit, MPS. For realizing a DSL with both a textual and a graphical
concrete syntax, the combination Xtext and Sirius is very attractive.

Enriching the prover KeYmaera with a graphical syntax for DDL programs
is done in the project Sphinx [10]. The architecture of this tool is pretty similar
to our proposal in Fig. 8, but the focus is - in difference to our approach - not
the improvement of readability and modularization by making the input syntax
richer, but to enable the user to graphically construct a program for DDL.

While enriching a plain, imperative language with concepts from object-
oriented programming has been done many times in computing science’s history
(take the transition from C to C++ or from Modula to Oberon as examples),
it is still considered as a challenge. There is an excellent tutorial by Bettini
in [3] on how to incorporate into a plain sequential language based on simple
expressions additional concepts from object-oriented programming (e.g. class,
attribute, method, visibility). The resulting language in this tutorial is called
SmallJava and illustrates almost all technical difficulties when realizing a Java-
like programming language in form of a DSL.

7 Conclusion and Future Work

The syntax of programs of differential dynamic logic as supported by the theorem
prover KeYmaera have been kept very simple and low level. An advantage of this
decision is that also the calculus for proving such programs being correct could be
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kept relatively simple and that proofs can be constructed and understood easily.
At the downside we have that - once the examples become a little bit more
complicate - programs are hard to read, poorly structured, and are impossible
to reuse within a different context.

In this paper, we identified four general problems when applying the current
program syntax in practice. Furthermore, we made proposals to overcome the
identified problems by incorporating proven language concepts from program-
ming languages and from UML’s statemachines into KeYmaera’s input syntax.
These concepts have the potential to make programs scalable and easier to be
understood since they foster readability and modularization.

Our proposals have been formulated in form of a changed metamodel repre-
senting the abstract syntax of programs. The chosen form for formulating the
proposal has the advantage of being very precise while leaving it open, how
the changes should actually be realized in a given concrete syntax. Currently,
the implementation of a frontend DSL being the main constituent of a Tailored
KeYmaera tool set is under construction, but not finished yet.
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Abstract. Refactoring is a standard part of any modern development
cycle. It helps to reduce technical debt and keep software projects
healthy. However, in many cases refactoring requires that transforma-
tions are applied globally across multiple files. Applying them manu-
ally involves large amounts of monotonous work. Nevertheless, automatic
tools are severely underused because users find them unreliable, difficult
to adopt, and not customizable enough.

This paper presents a new code transformation framework. It deliv-
ers an intuitive way to specify the expected outcome of a transforma-
tion applied within the whole project. The user provides simple C/C++
code snippets that serve as examples of what the code should look like
before and after the transformation. Due to the absence of any addi-
tional abstractions (such as domain-specific languages), we believe this
approach flattens the learning curve, making adoption easier.

Besides using the source code of the provided snippets, the framework
also operates at the AST level. This gives it a deeper understanding of
the program, which allows it to validate the correctness of the transfor-
mation and match the exact cases required by the user.

Keywords: Code transformation + Global refactoring - C/C++

1 Introduction

The lifecycle of any software project is a constant evolution. Not only does it
mean writing new code while adding new features, but it also includes contin-
uously modifying the existing code. Excessive focus on extending the system’s

© Springer Nature Switzerland AG 2019
N. Bjgrner et al. (Eds.): PSI 2019, LNCS 11964, pp. 140-155, 2019.
https://doi.org/10.1007/978-3-030-37487-7_12


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-37487-7_12&domain=pdf
https://doi.org/10.1007/978-3-030-37487-7_12

Nobrainer: An Example-Driven Framework for C/C++ Code 141

functionality can lead to a rapid accumulation of the project’s technical debt.
The concept of technical debt is a widespread metaphor for design-wise imper-
fection that boosts initial product development and deployment. With time,
however, the debt grows larger and can potentially stall the whole organization
[3].

A common way to mitigate this problem is refactoring [2,12], which is a
modification of the system’s internal structure that does not change its external
behavior [4]. It helps to eliminate existing architectural flaws and ease further
code maintenance. Murphy-Hill et al. [9] have estimated that 41% of all pro-
gramming activities involve refactoring. The same study also concluded that
developers underuse automatic tools and perform code transformations man-
ually despite the fact that a manual approach is more error-prone. Research
performed on StackOverflow website data [10] found that corresponding tools
can be too difficult and unreliable, as well as require too much human interac-
tion. This reveals a few natural requirements for a beneficial refactoring tool—it
should be easy to use, ask a minimal number of questions from the end user, and
rely on syntactic and semantic information in order to ensure the correctness of
the performed transformations.

Highly customizable refactoring tools typically utilize additional domain-
specific languages (DSL) for describing user-defined transformation rules [5,7,
14]. Such languages need to express both the intended refactoring and the differ-
ent syntactical and semantical structures of the target programming language.
Adopting a DSL can be too overwhelming in the case of C/C++ languages
because the language itself is already complex. Studies show that C and C++
take longer to learn [8], and projects in these languages are more error-prone
[11] compared to other popular languages.

This insight further qualifies the ease-of-use requirement: the tool should not
introduce another level of sophistication on top of C/C++ nor expect additional
knowledge from its user.

This study presents the Clang-based transformation framework nobrainer,
which is built on such principles. The expression a no-brainer refers to something
so simple or obvious that you do not need to think much about it.!*? This concept
reflects the core idea behind nobrainer, the idea of providing an easy-to-use
framework for implementing and applying a user’s own code transformations.

Individual nobrainer rules are written in C/C++ without any DSLs. Each
rule is a group of examples that represents situations that should be refactored
and illustrates the way they should be refactored. They look exactly like devel-
oper’s code, thus flattening the learning curve of the instrument.

In this paper, we describe the main principles behind nobrainer, illustrate
the most interesting design and implementation solutions, and demonstrate the
tool’s application in real-world scenarios.

! https://www.merriam-webster.com/dictionary /no-brainer.
2 https://dictionary.cambridge.org/dictionary /english /no-brainer.
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2 Related Work

This section covers the various approaches on code transformation and automatic
refactoring presented in the literature. We distinguish two key points in the
current review. The first point is the form, in which the transformations are
described. The second point is the way these transformations are performed.
There are a few similar approaches that can be combined and compared.

Most of the tools reviewed here rely on a separate syntax for describing
transformation or refactoring rules. For example, Waddington et al. [5] introduce
their language YATL; whereas, Lahoda et al. [7] extend the Java language to
simplify rule descriptions. We believe that various types of DSLs can confuse the
user and introduce another layer of complexity. Wright and Jasper [14] describe
a different approach. Their tool ClangMR adopts Clang AST matchers [1] as a
mechanism for describing the parts of the user’s code that should be transformed.
The user must define replacements in terms of AST nodes. The authors imply
that the user is familiar with the principles of syntax trees and how it is built
for C/C++ programming languages. We believe that this requirement is rarely
met, and that is why the adoption of ClangMR can be challenging for a regular
user.

Wasserman [13], on the other hand, introduces a tool (Refaster) that does
not involve any DSLs. He suggests using the target project’s programming lan-
guage for describing transformations. This allows the user to embed transforma-
tion rules into the project’s code base, which leads to simpler syntax checks
and symbol availability validations. Transformation rules are written in the
form of classes and methods with either @BeforeTemplate or @AfterTemplate
annotations. Each class represents a transformation and should contain one
or more @BeforeTemplate methods and a single @AfterTemplate method.
Then the tool treats the transformation as follows: match the code that is
written in @BeforeTemplate method and replace it with the code written in
@AfterTemplate method.

We consider Wasserman’s tool design to be clear and user-friendly because
it uses the language of the project’s code base to define transformations. We use
a similar approach in nobrainer.

We decided that the best method for matching the C/C++ source code is
the approach used in ClangMR. However, because using Clang AST matchers
directly can be challenging, we provide a higher level framework that utilizes
AST matchers internally.

Regarding the code transformation, a common solution is to generate an
AST, transform it, and restore the source code in the end. This kind of app-
roach is used by Proteus [5], Jackpot [7] and Eclipse C++ Tooling Plugin [6].
The main problem of implementing such an approach is code generation. We
should remember all the nuances of the original source code in order to repli-
cate them when restoring the resulting code. This includes preserving comments,
redundant spaces, etc. On the other hand, in ClangMR [14], the authors suggest
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using the Clang® framework for code transformation because it allows developers
to directly modify the source code token wise. We also use the Clang framework
because we believe it is the best solution to transform C/C++ source code.

3 Design

In this section, we describe the overall design and the user’s workflow. Running
the tool on a real project involves the following list of actions:

— writing transformation rules as part of the target project
— providing compilation commands for the target project (the currently sup-
ported format is the Clang compilation database*)

Nobrainer either applies all the replacements or generates a YAML file con-
taining these replacements. In the latter case, replacements can be applied later
with the clang-apply-replacements tool (part of the Clang Extra Tools®).

Figure 1 provides an insight into the internal nobrainer structure. Each num-
bered block represents a work phase of the tool. Boxes at the bottom correspond
to each phase’s output.

@

o template collection

©)

o rule generation

®

o rule matching

replacement
generation

modified
source code

source code

o rule validation

o template validation °

o rule processing

compilation

replacements
commands file

Templates

Fig. 1. Nobrainer workflow

During the first phase, the tool analyzes all of the translation units that are
extracted from the given compilation commands. For each translation unit, it
searches for and collects templates that represent our transformation examples.
Then nobrainer filters invalid templates. The result of the first phase is a list
of valid templates.

In the second phase, we group conforming templates into rules. Nobrainer
also checks each rule for consistency and then processes each rule to generate
internal template representation.

In the third phase, we work with the list of preprocessed rules. Nobrainer
tries to match each rule against the project’s source code. For each match, we
construct a special data structure, which we use to generate a replacement. As
a result, we obtain a set of replacements.

For more details on each phase, see Sect. 4.

3 https://clang.llvm.org/.
* https://clang.llvm.org/docs/JISONCompilationDatabase.html.
5 https://clang.llvim.org/extra/index.html.
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4 Detailed Description

The core idea of nobrainer is the use of examples, which are code snippets
written in C/C++ languages. Because each snippet may represent a whole fam-
ily of cases, we call them templates. The user submits the situations she wants
to change in the Before templates and the substituting code in the After tem-
plates. These templates can be defined anywhere in the project.

Nobrainer offers a special API for writing such examples, which is subdi-
vided into C and C++ APIs. Both provide the ability to write expression and
statement templates to match C/C++ expressions or statements respectively.

For a clearer explanation of what a template is, let us proceed with an exam-
ple. Suppose the user wants to find all calls to function foo with an arbitrary int
expression as the first argument and global variable globalVar as the second
argument and replace the function with bar, while keeping all the same argu-
ments. Listing 1 demonstrates how such a rule can be specified (using nobrainer
C API).

int NOB_BEFORE_EXPR(ruleId) (int a) {
return foo(a, globalVar);

}

int NOB_AFTER_EXPR(ruleld) (int a) {
return bar(a, globalVar);

}

Listing 1: Expression template example

Expressions for matching and substitution reside inside of return state-
ments. We force this limitation intentionally because it allows us to delegate
the type compatibility check of Before and After expressions to the compiler.

Nobrainer’s transformations are based on the concept that two valid expres-
sions of the same type are syntactically interchangeable. This statement is correct
with the exception of parenthesis placement. In certain contexts, some expres-
sions must be surrounded with parentheses. However, we introduce a simple set
of rules that solve this issue and are not covered in this paper.

In order to properly define the term template, we first need to introduce the
following notations (with respect to the given program):

— O is a finite set of all types defined

— X is a finite set of all defined symbols (functions, variables, types)

— A is a finite set of all AST nodes representing the program

— C is a finite set of characters allowed for C/C++ identifiers

— P is a finite set of all function parameters p = (n,,t,) where n, € C* is the
parameter’s name and ¢, € @ is its type.

An expression template can be formally defined as a 6-tuple
Tewpr = (k,n,7, P, B, S) (1)

where
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k € {before,after} is the template’s kind

- n € C* is the rule’s identifier, it is used for pairing corresponding
before/after templates

— r € O is the return type

— B C A is the body

— P C P is the set of parameters

— § C X is the set of symbols used in B.

The last two elements of the tuple require additional commentary.

Template parameters P represent generic placeholders for different situa-
tions encountered in the real source code. Nobrainer reads these parameters as
arbitrary expressions of the corresponding type. For example, parameter a from
Listing 1 corresponds to any expression of type int.

The set of symbols S is important for the correctness affirmation (see
Sects. 4.4 and 4.6).

r k n P = {¢}
int NOB BEFORE EXPR(ruleId) (int a) {
return foo(a, globalVar);

Y B os={,4

Fig. 2. Before template deconstruction

Figure 2 dissects the Before template from Listing 1.
The following subsections cover nobrainer’s phases in more detail.

4.1 Template Collection

The first phase is to collect all the templates from the project. Nobrainer scans
each file and tries to find functions that were declared using the API. This can
only be done for parsed source files. Doing so for the whole project can have a
drastic impact on the tool’s performance. In order to avoid checking all the files,
we only process files that contain inclusion directives of nobrainer API header
files.

As the output, this phase has a set of all templates defined by the user. We
denote it as 7.

4.2 Template Validation

After the template collection phase, we validate each template individually. We
need to check that the collected templates in 7 are structurally valid. First it is
important to note that the syntactic correctness of a template is guaranteed by
the compilation process. Templates are implemented as the part of the existing
code base, which implies that they are actually parsed and checked during the
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collection phase. This includes checks for the availability of all symbols, type
checks, etc.

In every separate case, nobrainer replaces a single expression with another
single expression. Considering this fact, each template T¢s,, should define ezactly
one expression. This requirement is transformed into a syntax form as: a tem-
plate’s body B should consist of a single return statement with a non-empty
return expression. During the template validation stage, we check this constraint.
Thus, nobrainer filters out templates without a body (i.e. declarations), tem-
plates with an empty body, and templates with a single statement return;.

Currently there are some limitations regarding the usage of functional style
macros and the usage of C++ lambda expressions in template bodies. For this
reason, we validate the absence of either of these language features.

Thus, if nobrainer encounters invalid templates, it filters them out and
proceeds to the next phase with the set of valid ones 7, .

4.3 Rule Generation

For an arbitrary id € C*, we define two sets of templates B;q and A;4 as follows:
By ={T € T |ny = id, kr = before} (2)

Aig =A{T € Ty |np =id, kr = after} (3)

These two groups describe exactly one user-defined transformation scenario
because they include all of the Before and After examples under the same name.
However, in order for B;; and A;q to form a transformation rule, the following
additional conditions must be met:

|Bia| > 1
Aig ={aiq} (e |4 = 1) (4)
Vb € Big — ajqg <b

where

P, CP

Ty =Ty

Vx,y€T+—>a:<y(:>{ (5)

We refer to operator < as the compatibility operator. It indicates that the
snippet defined in x can safely replace the code matching y. The equality of
return types r ensures that the substituting expression has the same type as
the original one, while condition P, C P, guarantees that nobrainer will have
enough expressions to fill all of the x’s placeholders.

As a result, we define transformation rule as a pair R;q = (Bja, Aiq) where
B;q and A,;q meet conditions (4). Additionally we denote the set of all project
rules as R.
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4.4 Rule Processing

Before Template Processing. As mentioned before, we convert Before tem-
plates to Clang AST matchers. These provide a convenient way to search for
sub-trees that fit the given conditions. They describe each node, its properties,
and the properties of its children. Thus, this structure resembles the structure of
the AST itself. In order to generate matchers programmatically, we exploit this
fact. Each node of the template’s sub-tree is recursively traversed and paired
with a matcher. As a result, we encapsulate the logic related to different AST
nodes and avoid the necessity of supporting an exponential number of possible
node combinations.

int before(int x) { CallEXpr "f00" -oommomomeeeaone » callExpr(callee("foo"),
foo(3 + Xx); l hasArgument (*))
¥ ; .
BinaryOperator "+"..----3 » binaryOperator(hasOperator("+"),

hasLHS(*), hasRHS(*))
IntegerLiteral "3" | -oooooo.o. » integerLiteral(hasValue(3))

DeCTREFEXPr "X" cecmmeieeeeeee » expr().bind("x")

Fig. 3. Recursive AST matcher generation

Figure 3 demonstrates a simplified example of such a conversion. It depicts
three stages of Before template processing: source code, AST, and AST match-
ers. Bold arrows reflect parent-child relationships, while dashed arrows stand for
node-matcher correspondence. Because matchers are represented by a series of
nested function calls, we construct the innermost matchers first, traversing the
tree in a depth-first fashion.

Matching Identical Sub-Trees. Consider the Before template from Listing 2.
It is unlikely that the user expects the system to match two arbitrary expressions
as foo’s arguments. In fact, the most intuitive interpretation of this template is
matching calls to function foo with identical arguments only.

int before(int x) {
return foo(x, x);

}

Listing 2: An example of reusing a template parameter

Clang does not provide a matcher that can do the job. However, nobrainer
already has a mechanism to find identical sub-trees for Before templates without
parameters. During the matching process, we reuse this mechanism to dynami-
cally generate a matcher. Thus, for the given example, we bind the first argument
to x, generate a matcher, and check if the second argument fits.
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After Template Processing. Our goal is to construct a text that represents
the result of a replacement. Therefore, we convert After templates into plain
strings. However, there are some parts of the After template’s body that cannot
be taken as is and placed into the desired location. We call such parts mutable.
During the traversal of the After template’s body, we extract the ranges that
represent mutable parts. Each range consists of the start and the end locations
of the certain AST node. There are two cases of mutable parts.

The first case is the use of a template parameter inside of an After template’s
body. We treat each template parameter as a placeholder that we fill during
replacement generation (see Sect. 4.6).

The second case is the use of a symbol. Inserting symbols in arbitrary places
in the source code can be syntactically incorrect. Indeed, in the location of
insertion, the symbol may not yet have been declared. Thus, we collect symbol
information that is used during replacement generation (see Sect.4.6).

Given these points, for the After template from Listing 3, we construct the
following format string: "#{bar}(${x}) + 42". In this example, nobrainer dis-
tinguishes the symbol bar and the template parameter x, and handles them
accordingly. The tool treats all the remaining parts of the string as immutable,
and, with this in mind, constructs the resulting format string.

int after(int x) {
return bar(x) + 42;

}

Listing 3: An example of an After template

4.5 Rule Application

The next step is to identify all situations, in which to apply rules R. In order to
do this across the whole project, nobrainer independently parses all the source
files. After that, the tool applies AST matchers generated for each rule.

Each time a match is found, nobrainer obtains a top-level expression that
should be replaced and a list of AST sub-trees bound to parameters from the
corresponding Before template. Using this information and the After template,
nobrainer generates an actual code change called a replacement.

4.6 Replacement Generation

Replacement is a sufficient specification for a complete textual transformation.
It consists of four components:

— the file where current replacement is applied
the byte offset where the replaced text starts
— the length of the replaced text

— the replacement text
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Nobrainer extracts the first three components from the expression marked
for substitution. The replacing text is composed from the After template and
AST nodes bound to parameters. For each node, nobrainer gathers the cor-
responding source code and fills placeholders from the After template. This
operation results in plain text for the substitution. Figure4 demonstrates this
procedure using a real code snippet.

int before(int x, char y) {
return foo(y, x, y); foo('a', 10 * 42, 'a')
}
"bar('a') + 10 * 42"
int after(int x, char y) {
return bar(y) + x; "bar(${y}) + ${x}"
}

Fig. 4. Replacement generation

Such a transformation may nevertheless cause compilation errors due to sym-
bol availability. Nobrainer should check that each symbol that comes with a
substitution is declared and has all required name qualifiers. In order to ensure
this, we:

— add inclusion directives for the corresponding header files
— add namespace specifiers.

The resulting code incorporates only the pieces of real source code that have
been checked by Clang at different stages of the analysis.

4.7 Type Parameters

Parametrization with arbitrary expressions provides a flexible instrument for
generic rule definition. However, this may not be enough. Exact type specifica-
tion can significantly limit the rule’s expressiveness and reduce the number of
potential use cases.

In order to combat this shortcoming, we introduce a set of type parameters
& C C* to a template syntax. This extends the template definition (1) to

Tezpr: (k,mnP,B,S,@) (6)
and compatibility operator < (5) to

b, C o,
Ve,yeT, —x <y P, CP, (7)

Tg =Ty

Note that type parameters @ are fully symmetrical to parameters P.
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template <class T> T *before() {
return (T *)malloc(sizeof(T));

}

template <class T> T *after() {
return new T;

}

Listing 4: An example of a type-parametrized rule

Listing 4 demonstrates a rule parametrized with type.

5 Results

In this section, we describe how we test nobrainer, provide some transformation
rule examples and present the performance results.

5.1 Testing

Our tests can be divided into two main groups. First, we have a group of unit-
and integration-tests for each phase described in Sect.3. These are mainly used
to check the correctness of AST matcher generation (Sect.4.4) and format string
generation (Sect.4.4) for various AST nodes.

Second, we have a group of regression tests consisting of several open source
projects.

For each project, we have created files with predefined nobrainer templates.
Our testing framework runs the tool, measures the execution time, checks that
all the predefined transformations have been performed as expected, and verifies
that the project can be compiled afterwards.

5.2 Examples

In this section, we present three notable transformation rules that are supported
by nobrainer.

The first example (Listing 5) shows the transformation rule that changes
the order of arguments inside of the compose method call. Specifically,
nobrainer will replace each call of the compose method of the Agent class
a.compose(x, y) with the call a.compose(y, x).

Thus, we demonstrate how to perform an argument swap automatically when
method’s signature changes.
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int NOB_BEFORE_EXPR(ChangeOrder) (Agent a, char #*x, char *y) {
return a.compose(x, y);

}

int NOB_AFTER_EXPR(ChangeOrder) (Agent a, char *x, char xy) {
return a.compose(y, x);

}

Listing 5: An example template for the argument swap

The second example (Listing 6) shows that nobrainer can be used to
perform simplifying code transformations.

class EmptyCheckRefactoring : public nobrainer: :ExprTemplate {
public:
bool beforeSize(const std::string x) {
return x.size() == 0;

}

bool beforeLength(const std::string x) {
return x.length() == 0;
}

bool after(const std::string x) {
return x.empty();
}
};

Listing 6: An example template for a string emptiness check

Recall that each rule can have an arbitrary number of before templates,
but only one after template. Writing several before expressions helps to group
common transformations.

The third example contains type and expression parameters. Listing 7
shows the corresponding rule.

class ConstCastRefactoring : public nobrainer: :ExprTemplate {
public:

template <class T>

T *before(const T #*x) { return (T *)x; }

template <class T>
T *after(const T #*x) { return const_cast<T *>(x); }

};

Listing 7: An example template for const casts
It detects the C-style cast that “drops” the const qualifier from the pointed
type and replaces it with an equivalent C++-style cast. Parameter x should be of
any pointer-to-const type and should be cast to exactly this type, but without a
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const qualifier. Nobrainer captures all of these connections and processes them
as expected.

5.3 Performance

To measure the performance we run our regression tests five times on a machine
with Intel(R) Core(TM) i7-7700K CPU @ 4.20 GHz CPU, and 64 GB of RAM.
The machine runs on Ubuntu 16.04 LTS. We perform the execution in eight
threads.

Table 1 contains the results. For each project, we list its size in lines of code,
the number of replacements nobrainer applies during the test, and our time
measurements. We distinguish two stages of nobrainer’s workflow and measure
them separately. The first stage incorporates the project’s source code parsing.
The second stage contains all the remaining computations up to replacement
generation. We divide the whole process this way because the parsing process is
performed by the Clang framework. For this reason, we can only minimize the
time nobrainer spends in the second stage.

Table 1. Performance results

Project | KLOC | Replacements | Parsing time (s) | Remaining operation time (s)
CMake 493 24 31.36 7.13
curl 129 7 3.17 2.01
json 70 7 13.99 1.34
mysql 1170 10 9.54 3.12
protobuf | 264 8 16.62 2.97
v8 3055 6 281.57 28.52
xgboost 43 |14 6.75 1.18

It should be noted that the execution time does not directly correlate with
the project’s size. Other factors, such as translation unit sizes may also influence
the overall performance.

As can be seen in Table1, the elapsed time varies significantly between
projects. In particular, this behavior applies both to the parsing time and to
remaining processing time. Therefore, comparing the elapsed time of different
projects offers few insights. Thus, in our evaluations, we consider the percentage
of time that the file parsing takes from the whole process. Then, we compare
this proportion among different projects. Figure 5 demonstrates the correspond-
ing rates for the regression projects. Our results show that parsing takes up
more than 81% of the whole execution time on average. For a global refactor-
ing, all files must be parsed. The fact that the remaining procedure takes less
than 20% of the execution time means that nobrainer has reached near-optimal
performance.
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Fig. 5. File parsing percentage in nobrainer operation

Nevertheless, in certain cases, it is possible to avoid parsing files when it is
sure that the file contains nothing to transform. The next section explains this
and other directions in our future work.

6 Limitations and Future Work

Currently nobrainer supports expression templates and type parameterization.
It can be used to perform transformations in continuous integration environ-
ments (CI). However, the execution time is still unsuitable for running it on
large projects as a background task in IDE. There is still room for improvement.
Thus, we consider three main directions for future work:

1. Full statement support
2. Performance improvements
3. Usability improvements

At the moment, we have already designed infrastructure for statement sup-
port. This includes API, validation and stubs for processing Before and After
templates. We have also added support for if statements, compound statements,
and variable declaration nodes. Our next task is to implement processing for
each remaining statement node.

Regarding performance, we plan to research methods for reducing the pars-
ing time. We are considering two directions. Firstly, we would like to improve
the matching phase by skipping files that do not contain symbols used in Before
templates. Secondly, we will explore automatic precompiled header (PCH) cre-
ation, which is expected to speed up the process of parsing the project’s header
files.
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Further, the usability of our tool can be improved in two ways. Currently
nobrainer performs found transformations only for the whole code base. We
would like to add support for executing on user-defined parts of the project.
We are also considering integrating with other developer tools. For example,
nobrainer can be used as an IDE plugin to enhance user experience and the
convenience of usage. Another possible scenario is to use nobrainer to assist
static analyzers for fixing errors or defects.

7 Conclusion

In this paper, we presented nobrainer—a transformation and refactoring frame-
work for C and C++ languages based on the Clang infrastructure. Its design is
built on two main principles: ease-of-use and the extensive validation of trans-
formation rules. A substantial part of this article includes describing its design
and implementation, accompanied with examples and results.

Our results showed that nobrainer already supports real-world transfor-
mation examples and can be successfully applied to large C/C++ projects in
continuous integration environments. We also highlighted the current limitations
of the tool and some directions for later improvements. In the future, we plan
to enhance the usability of nobrainer and integrate with other developer tools.
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Abstract. The paper proposes algorithms and software tools for the automatic
interpretation and classification of objects and situations on aerospace images by
structural-spatial analysis and iterative reasoning based on fuzzy logic and expert
rules of inference. During iterations, the decision tree is built, the transition to
local rules and additional features is carried out, and the ranges of acceptable
values are adjusted. Particular attention is paid to geometric features of objects.
Quantitative attributes are converted to qualitative ones for ease of perception of
results and forming decision rules. The results of the experiment on the automatic
identification of objects in the aerial image of an urban area are given. The system
is useful for automating the process of labeling images for supervised learning
and testing programs that recognize objects in aerospace images.

Keywords: Image analysis + Object detection * Object features - Decision rule -
Decision tree + Ground truth + Image labeling

1 Introduction

Due to the rapid growth in the volume of aerospace monitoring data, there is an urgent
need for the tools that automate the extraction of knowledge from images, the iden-
tification and structured description of image objects.

Currently, the GEOBIA (Geographic Object-Based Image Analysis) approach [1] is
actively being developed in the field of aerospace image analysis. Within this approach,
the processing of areas obtained as a result of automatic color segmentation and their
classification based on rules set by an expert is implemented. There is an extensive
experience of using the object-oriented approach for solving various tasks: analysis of
changes in territories [2], classification of urban garden surfaces [3], automatic
detection of built-up areas [4], estimation of crop residues [5], etc.

The work [6] is interesting by the proposed method of obtaining the object clas-
sification rules. The rules are formed on the basis of supervised learning: using man-
vally prepared training examples, an automatic synthesis of a decision tree is
performed, from which the most reliable classification rules are then manually
extracted. The process of classifying objects in the image includes color image seg-
mentation, calculation of spectral and geometric characteristics of the obtained seg-
ments, and classifying the segments into the target object categories by checking the
rules that test feature values. In general, the considered work is aimed at maximizing
the effectiveness of the final stage of image analysis, which is associated with decision
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making. It should be noted that the overall effectiveness of the analyzing system is
determined not only by this factor, but also largely depends on the quality of image
segmentation, the completeness of the set of analyzed features and the degree of
consideration of the environment of objects.

In [7], an ontological approach to representing the knowledge of GEOBIA-systems
is proposed. Based on the formalism of description logics, the relationships between the
target categories of objects and their patterns in images are described. From these
logical descriptions, it is then easy to extract the rules for assigning image objects
provided by the segmentation procedure to the desired categories. The advantage of
this approach is that the knowledge of experts is transferred to the analyzing system in
a more systematic way, the subjectivity of the decision rules is leveled, and the pos-
sibility of using automatic means for checking the consistency of the knowledge base
appears. Unfortunately, the approach does not specify any form of contextual analysis
of objects. Identification relies entirely on spectral and geometric characteristics of
individual objects (NDVI, squareness, etc.). The authors noted that automatic seg-
mentation did not always perfectly delineate the boundaries of objects, especially in the
case of shadows and trees. In this regard, the existing free database of cartographic data
was used to refine the results of segmentation.

In existing implementations of the GEOBIA approach, relatively simple classifi-
cation rules are applied that do not take into account the context of an object. The
decision making mechanism is built on the production knowledge model. A significant
drawback is the lack of tools for complex analysis of the shape of objects. Under
conditions of imperfection of automatic image segmentation, it is not always possible
to achieve high identification rates.

The purpose of this work is to develop mechanisms for the automatic interpretation
and classification of objects and situations on aerospace images by structural-spatial
analysis and iterative reasoning based on fuzzy logic and expert rules of inference.
During iterations, the decision tree is built, the transition to local rules and additional
features is carried out, and the ranges of acceptable values are adjusted. Particular
attention is paid to geometric features of objects. Quantitative attributes are converted
to qualitative ones for ease of perception of results and forming decision rules.

2 Formation of a Set of Features

At the stage of image preprocessing, color segmentation and approximation of the
edges of regions by circular arcs and straight line segments are performed. The algo-
rithms of image approximation and extraction of basic features used by us are discussed
in detail in [8]. The result of the stage is the set of color regions represented as the
cyclic lists of straight line segments and circular arcs:

REGIONS = {Ry, ..., R,}, n € N, R; = (Color;, Edge;), Edge; = (e, ..., ex), k €N,
Vj € [1..k] LineSegment(e;) \ CircularArc(e;), Connected(ey., ei1),Vj € [1.k — 1]

Connected (eij, ejj+ 1) ,
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where Color; is the region’s average color; LineSegment(e) is true if e is a straight line
segment; CircularArc(e) is true if e is a circular arc; Connected(e;, e;) is true if any
endpoints of e; and e, are the same.

Many of the obtained regions correspond unequivocally to the target objects of the
image or their structural fragments (a typical example is a roof slope of a building). On
the other hand, it is not possible to avoid regions that are incorrect to some degree: a
very tortuous border, the capture of a part of a neighboring object, etc. In a number of
researches [9, 10], it is noted that the inaccuracy, insufficiency or excessiveness of
automatically obtained color segments is a serious problem for object-oriented
approaches, preventing them from achieving a high level of recognition. In view of
this, the subsequent stages of processing and analysis have been designed in such a way
as to minimize the influence of this negative factor.

Next, the adjacency graph of the regions and sections of their edges is constructed.
Each node of the graph corresponds to a certain region of the image. Arcs of the graph
represent relationships between the regions:

(BegNode, EndNode, R,V , AdjChains),

where BegNode is the number of the node from which the arc exits; EndNode is the
number of the node to which the arc enters; R is the type of relationship between the
regions: IsNeighbourOf, Contains, IslnsideOf; V is the vector that connects the regions’
centroids, showing relative orientation and distance; AdjChains is the set of adjacent
chains of the regions’ edges.

To describe the image regions, the following features are calculated:

1. Significant elements of the region’s edge:
SignifEls; = {e|e € Edge; N\ L(e)/P(Edge;) > &},

where L is the length calculation function, L(e) € R™, P is the perimeter calculation
function, P(Edge;) € R*, § is a threshold, & € [0, 1].

2. Significant line segments: SL; = {e | e € SignifEls; N\ LineSegment(e)}.

3. Straightness of the region’s edge:

2. Lle)

ecSL;
Straighmess(R;) = |
P(Edge;)

4. The presence of three sides of a rectangle:
Ja,b,c € SLi(aLb,bLc,allc, Near(a,b), Near(b, c)) — Has3RectSides(Edge;)

where Near is true if the elements are located relatively close to each other; L and

|| are the relations of fuzzy perpendicularity and parallelism that allow a slight
deviation of the angle from 90° and 0°, respectively.

The presence of significant perpendicular line segments (Has2PerpLines).

6. Area, converted to a relative form through clustering.

e
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7. Average width (AvgWidth), calculated on the basis of creating cross sections and
clustering their lengths. The calculated absolute value is converted to a relative
form, namely, it is considered depending on the size of the region.

8. Elongation of the region: Elongation(R;) = min(a, b)/max (a, b),
where a and b are the lengths of the sides of MinBoundRect(R;) — the minimum
rectangle that covers the region R;.

9. Squareness of the region: Squareness(R;) = Area(R;)/Area(MinBoundRect(R;)),
where Area is the area calculation function, Area(R;) € R*.

10. Circleness — the ratio of the region’s area to the area of a circle of the corre-
sponding radius.
11. Tortuosity of the region’s edge:

Tortuosity(R;) = SignChangeCount(Edge;)/P(Edge;),

where SignChangeCount is the number of changes of the sign of the element
inclination angle when traversing the edge.

12. Density of contour points: ContourPointDensity(R;) = |ContourPoints(R,)|/Area
(R,
where ContourPoints is the function that detects contour points in the given region
of the image.

The last feature characterizes the texture of the region: if the value is small, then the
region is homogeneous and smooth, otherwise it has a complex texture.

Quantitative values of the features are translated into qualitative form in order to
simplify the process of forming decision rules and perception of the analysis results.
Conversion can be based on a simple partition of a value range into several subranges.
However, a more flexible approach is to assign membership functions in accordance
with the principles of fuzzy sets [11]. The second method is more laborious and time-
consuming to set up, but the costs pay off to some extent, since some of classification
errors associated with a slight violation of range boundaries are eliminated. At present,
approaches are being developed [12, 13], aimed at simplifying the fuzzification pro-
cess, seeking to eliminate subjectivity and reduce the share of manual labor in the
creation of membership functions.

To facilitate the user’s process of determining the ranges of qualitative values, the
system has a tool for constructing histograms of the distribution of numerical values of
the features. Figure 1 shows a program window in which the Straightness feature is
examined. Initially, the histogram is built with a large number of equal ranges (Fig. 1a)
to give the user a general idea of the shape of the distribution. The task of the user is to
reduce the number of ranges to the required number of qualitative values of the feature.
For example, in Fig. 1b, the user has defined ranges of four qualitative straightness
values that he considers sufficient for classification.

By clicking on any bar of the histogram, the system highlights all the color areas in
the image for which the feature value falls within the range corresponding to this bar.
This feature helps the user to evaluate the correctness of the resulting ranges.
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Fig. 1. Interface for converting quantitative values of the features into qualitative ones: (a) the
initial equal ranges; (b) the target ranges Small, Medium, Large, and VeryLarge

During the interpretation of decision rules, the quantitative values are fuzzified
using simple built-in trapezoidal functions, which are automatically scaled to the width
of the user-defined ranges.

3 Formation of Decision Rules

Decision rules are divided into the following types:

— rules that analyze image regions in isolation from other regions, classifying the most
reliable objects;

— rules that consider aggregates of adjacent regions, classifying less reliable objects
and refining previously detected objects.

Consider some rules of the first type, applied at the beginning of the object clas-
sification stage:
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Object Category: Building

General requirements: (Color(R) # Green) A (Color(R) # VeryDark) N (Area(R) >

Medium) A (Elongation(R) < Medium) N (AvgWidth(R) > VeryLarge) N (Con-

tourPointDensity(R) < Medium) A (— AR, (Color(R,) = Green N\ Contains(R, R>)).
Variants:

— 1IF (Straightness(R) > VeryLarge) THEN Building(R, 1.0).

— 1IF (Squareness(R) > Large) N\ (Has3RectSides(R) V Has2PerpLines(R)) THEN
Building(R, 1.0).

— IF (Straightness(R) > Large) N (Has3RectSides(R) vV Has2PerpLines(R)) A
(Squareness(R) > Medium) A (Tortuosity(R) < Medium) THEN Building(R,
1.0).

— IF (Straightness(R) > Large) N (Has3RectSides(R) V Has2PerpLines(R)) A
(Tortuosity(R) < Medium) THEN Building(R, 0.7).

— IF (Squareness(R) > Large) THEN Building(R, 0.5).

— IF (e € R.Edge L(e) > VeryLarge) THEN Building(R, 0.5).

Object Category: Shadow of Building
General requirements: (Color(R) = VeryDark).
Variants:

— 1IF (Straightness(R) > VeryLarge) THEN ShadowOfBuilding(R, 1.0).

— 1IF (Straightness(R) > Large) THEN ShadowOfBuilding(R, 0.8).

— 1IF (Straightness(R) > Medium) N (Tortuosity(R) < Large) THEN
ShadowOfBuilding(R, 0.6).

When a rule is triggered, the image region obtains a classification variant with the
degree of reliability specified in the rule’s consequent. The reliability value is set by the
expert.

The rules of the second type are repeatedly applied to the results of the previous
classification steps, while new information is added. Below is an example of one of
these rules:

Object Category: Building near ShadowOfBuilding
IF ShadowOfBuilding(R,, m), Adjacent(R, Ry) A (Straighmess(CommonEdge
(R,Ry)) > Large) A (Orientation(Ry, R) =2 SolarAngle) A .. THEN Building
(R, m), ShadowOfBuilding(R,,m + 0.2),

where m is the reliability of classification of the region R, before executing the rule.

The classification stage has an iterative principle of organization. Different sets of
rules can be used at different iterations. Namely, when setting rules, the expert can
specify on which iterations they can be applied. This principle makes it possible to
implement various image analysis strategies. For example, the rules used in the i-th
iteration can serve the purpose of detecting all potential objects, ensuring maximum
recall rate and not worrying much about the precision. Then the elimination of false
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objects can be made on the i + [ iteration by specifying additional features, checking
the contextual rules and adjusting the ranges of acceptable values.

In our experiments, iterations were used as follows: (1) detection of the most reliable
objects; (2) classification of less reliable objects with the condition that they are
adjacent to reliable objects; (3) identifying buildings near shadows the source of which
has not yet determined; (4) detection of buildings and roads among the remaining
regions on the basis of weakened requirements; (5) classifying the remaining regions
into the categories of trees, grass, and roads (what they are more like, depending on
tortuosity and color).

The results of rule execution are organized as a decision tree, the general structure of
which is shown in Fig. 2. Each color image region has its own decision tree. Of all the
classifications derived, the one with the highest reliability is chosen as the result.
Similarly, when interpreting rules of the second type, the neighbors are substituted in
descending order of the degree of compliance with the specified requirements.

Region
General features

Variant features

Neighboring objects

Objects

Fig. 2. Decision tree structure

4 Experiment

An experiment on the automatic classification of objects was conducted on an urban
area aerial image taken from Inria Aerial Image Labeling Dataset [14]. The dataset
contains the building ground truth, providing an opportunity to assess the quality of
building identification using the Intersection over Union (loU) and Accuracy [15, 16]
metrics. These measures are calculated as follows:

IoU = |ANG|/|AUG]|,Accuracy = |ANG|/|A|,

where A is the set of pixels that the program has classified as pixels of target objects;
G 1is the set of pixels that are related to target objects in the ground truth.

As a result of automatic analysis of the image that has the size 5000 x 5000 and
contains a total of 793 buildings, the following performance values were obtained:

IoU = 0.56,Accuracy = 0.83.
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The values obtained can be considered satisfactory. It should be noted that the
applied metrics work at the pixel level and require the most accurate determination of
building boundaries. In this paper, the desire for accurate detection of objects was not
put at the forefront. The most difficult to classify were small buildings partially covered
with trees, since their visible parts often do not have any distinctive elements of
geometric shape. Such situations require special analysis strategies. Neural network
approaches [14] also experience some difficulties on this dataset (the average value of
IoU does not exceed 0.6), leaving considerable room for improvement.

Figure 3 shows examples of the work of our approach and two other approaches in
the literature.

Fig. 3. A visual comparison of the results: (a) the original image; (b) FCN results [14]; (c) MLP
results [14]; (d) our results

Practice shows that manual creation of the ground truth labeling for a single large
aerospace image takes more than an hour. And additionally it is necessary to prepare a
set of test images. The obtained estimate IoU = 56% indicates the possibility of
reducing labor costs by half. The important point is that the developed system does not
require training and can be relatively easily reconfigured to other images. Thus, the
system can be useful for automating the creation of training datasets to expand the
scope of application of artificial neural networks.
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The Labor Costs for Setting Up the System. The setting up is carried out on one of
the most representative images and consists in formation of decision rules. Each rule is
designed to recognize one category of objects by checking the values of the features
specified in it. Fine-tuning the color image segmentation involves determining the
optimal combination of values of 3 parameters and takes no more than 30 min. The
current version of the system uses 12 shape features. At the stage of preprocessing,
quantitative values of features are calculated. For the rules to work, they are translated
into qualitative ones. To this end, the user requests a histogram of a feature, sets the
number of ranges and specifies their boundaries. Setting the value ranges of one feature
takes a maximum of 15 min. The formation of a decision rule for the desired category
of objects consists in choosing the necessary features from the set of possible ones and
specifying identifiers of qualitative values. In our experiments, the development of an
object detection strategy and formation of decision rules took one full working day. At
the same time, the action of the well-known Pareto principle was clearly felt: a small
share of the efforts (formulated rules) gave the main share of the result (recognized
objects), and the remaining efforts were associated with the struggle for improving the
detection quality within 10-20%. Given this fact, in the future it is advisable to limit
the rules development process to 4 h. Then the total labor costs for setting up the
system are 7.5 man-hours.

5 Conclusion

Thus, the proposed approach to the analysis of aerospace images is based on structural-
spatial analysis and iterative reasoning with the use of fuzzy logic and expert rules of
inference. During iterations, the decision tree is built, the transition to local (contextual)
rules and additional features is carried out, and the ranges of acceptable values are
adjusted.

Particular attention is paid to geometric features of objects. The set of standard
geometric characteristics (perimeter, area, squareness, circleness, elongation, etc.) of
objects has been supplemented with such more complex features as significant ele-
ments, straightness, presence of three sides of a rectangle, presence of significant
perpendicular line segments, tortuosity, average width, and contour point density.

The advantages of the logical approach to image analysis are the following:
(a) argumentation of the decision; (b) the possibility of context-sensitive analysis;
(c) automatic generation of descriptions of objects and scenes; (d) there is no need for
training on labeled datasets; (e) relatively simple adjustment to the required type of
images and shooting conditions.

Based on the classification results, it is possible to form a training dataset for neural
network type recognition systems. This may require some manual adjustment of the
results: removal of false objects and refinement of the edges of true objects. If nec-
essary, two-stage training can be organized. In this case, at the second level, with the
help of additional features, “specialization” is carried out according to the seasons
(winter, summer, autumn), types of terrain (agricultural grounds, highland), and other
parameters of shooting.
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Further enhancement of the system is seen in the organization of flexible search

strategies, for example, specific techniques for large/extended/small objects. Due to
context-sensitive strategies, the system will automatically, depending on the content of
a particular area, adapt to the shooting conditions, the texture of objects, combinations
of objects of different categories, the nature of the edges between them, etc.
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Abstract. Measuring visual complexity (VC) of human-computer user inter-
faces (Uls) sees increasing development, as VC has been found to affect users’
cognitive load, aesthetical impressions and overall performance. Spatial allo-
cation and ordering of UI elements is the major feature manipulated by an
interface designer, and in our paper we focus on perceived complexity of lay-
outs. Algorithmic Information Theory has justified the use of data compression
algorithms for generating metrics of VC as lengths of coded representations, so
we consider two established algorithms: RLE and Deflate. First, we propose the
method for obtaining coded representations of Ul layouts based on decreasing of
visual fidelity that roughly corresponds to the “squint test” widely used in
practical usability engineering. To confirm applicability of the method and the
predictive power of the compression algorithms, we ran two experimental sur-
veys with over 4700 layout configurations, 21 real websites, and 149 partici-
pants overall. We found that the compression algorithms’ metrics were
significant in VC models, but the classical purely informational Hick’s law
metric was even more influential. Unexpectedly, algorithms with higher com-
pression ratios that presumably come closer to the “real” Kolmogorov com-
plexity did not explain layouts” VC perception better. The proposed novel Ul
coding method and the analysis of the compression algorithms’ metrics can
contribute to user behavior modeling in HCI and static testing of software Uls.

Keywords: Algorithmic complexity - Static UI analysis - Human-Computer
interaction - Information processing

1 Introduction

1.1 Visual Complexity in Human-Computer Interaction

A few decades ago, with the increasing ubiquity of computers and the growing number
of users, visual complexity (VC) started becoming a research field of its own, detaching
itself from the general studies of complex systems [1]. Nowadays it is well-known in
human-computer interaction (HCI) that perceived user interface VC significantly
affects not just cognitive load, but also user preferences, aesthetical and other affective
impressions [2-5]. The general guideline in HCI is that all other things being equal, VC
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should be decreased (in some cases, a certain level of complexity should be maintained,
due to reasons of aesthetic perception). However, we so far lack universally accepted
quantitative measure and the respective techniques for automated assessment of user
interface VC, although their development is largely seen as desirable [6].

One of the obstacles in tackling this problem is that VC is not universal and the
factors and features affecting it depend of the object being perceived. For instance, for
certain signs (hieroglyphs) these factors included area and, correspondingly, the
number of lines and strokes, while for shapes of familiar objects it was the number of
turns [7]. Most current research works seem to focus on images (even more often, on
photos), while publications related to complexity in data visualization and user inter-
faces (Uls) are relatively scarce. As some examples, we can note [8] and [9], where the
authors proposed the formulas and developed software tools for calculating the UI
complexity values, as well as [10].

1.2 Complexity and Data Compression

Still, there are universal approaches in VC research and quantification, and they are
based on Shannon’s Information Theory and on Gestalt principles of perception [11].
The former provides robust quantitative apparatus for measuring information content
(calculating entropy), but it has been repeatedly shown that information-theoretic
complexity does not correspond to human visual perception well, particularly since it
does not consider spatial structures [12]. The latter has the concept of “visual sim-
plicity” as the foundational principle, and has been shown to match the humans’ “top-
down” perception of objects well. However, it used to suffer from lack of quantitative
methods, at least until the emergence of Algorithmic Information Theory (AIT), which
linked this approach to Kolmogorov algorithmic complexity [13].

With AIT it became possible to directly link the concepts of “simplicity” and
“probability” and unite the two corresponding approaches. The complexity of a percept
is the length of the string that generates the percept and at the same time expressed
through Kolmogorov probability of the percept. The compression algorithm acts as a
practical substitute of the universal Turing machine, taking the compressed string
(previously produced with the same algorithm) to reproduce the original string. Kol-
mogorov complexity is defined as the length of the shortest program needed to produce
a string — hence, the length of the compressed string can stand for the pseudo-
Kolmogorov complexity of the original string [11]. Higher compression ratios pre-
sumably allow the compressed string’s length to approach the “real” Kolmogorov
complexity.

1.3 Related Work and Research Question

The compression algorithm probably seeing the widest use for producing VC is JPEG
(as specified e.g. in ISO/IEC 10918-1:1994 standard), which was specifically designed
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to consider particulars of images perception by humans. In relation to complexity, this
mainstream compression algorithm is a subset of spatial-frequency analysis, of which
some more advanced versions are sometimes utilized, such as discrete Fourier analysis
with varying window size and number of harmonics [7]. Some alternatives include
calculating Subband Entropy [14] or Fractal Dimension of the image, using Zipf’s
Law, preliminary edge detection filters application, etc. [15].

In HCT and UI analysis, the above approaches have been successfully applied to
images (JPEG compression algorithm, frequency-based entropy measures, image types
[15], etc.), textual content (characters recognition in fonts, graphic complexity [16],
etc.), high-order UI design measures (e.g. amount of whitespace in [2]) and so on.
Meanwhile, UI layouts have not been in the focus of quantitative VC research, even
though they are known to have significant impact on users’ perception of Uls and are
important for preserving their attained experience with a computer system [17]. To the
best of our knowledge, [18] was the only work to propose a layout complexity metric,
based on spatial allocation and diversity of Ul elements, but this research direction
seemingly failed to gain momentum.

One possible reason why studies of UI layouts have been relatively scarce is that
the spatial regularity component in perception is hard to isolate. Indeed, the widely
accepted neurological model is that the “what” and “where” information processing is
rather detached and performed in ventral and dorsal streams of the brain respectively.
Also it was noted that the three basic factors in information complexity metrics:
numeric size, variety, and relation are evaluated in different stages of brain information
processing: perception, cognition, and action. However, in practical Ul engineering
these factors are interlinked, and the effect of spatial allocation of UI elements is barely
distinguishable from the others. We in our work, however, propose the method
potentially capable of negating the superfluous effects, perform a model experiment
first, where UI layouts were represented as uniform cells in a 2D grid. Then we validate
the approach with the real web Uls, which are nowadays most often designed as
vertically or horizontally aligned blocks, each consisting of several logically connected
UI elements.

So, the goal of our paper is finding out if humans’ perception of UI layouts
complexity can be well explained with the measures supplied by data compression
algorithms. In Methods, we briefly reiterate on the Hick’s law, acting as the baseline
information-theoretic measure, and describe the compression algorithms used in our
study: RLE-based one and classical Deflate. We further introduce our method for
coding the considered visual objects — UI layouts. Since cases were reported when
vertical or horizontal alignment of the same UI elements mattered in terms of visual
search time [19], we also investigate the different ways to convert two-dimensional
layouts into bit string representations. We conclude the Sect. 2 with the hypotheses
detailing the research question of our work. In Sect. 3, we describe experimental
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research we performed with the model layouts and analyze the data we obtained from
78 participants. In Sect. 4, we verify our findings with real Uls of 21 operating web-
sites, assessed by 63 subjective evaluators and coded according to the proposed
method. In Conclusions, we summarize our results, note limitations of our study and
outline prospects for further research.

2 Methods

2.1 Entropy and Human Perception

Almost immediately after its emergence, the Shannon’s Information Theory was
applied to psychological and perception problems. The prerequisite for using infor-
mation concepts in visual perception was measuring the information content of stimuli
[11]. Arguably the most influential undertaking with regard to the cognitive aspect was
the one by W.E. Hick (1952), who postulated that reaction time (RT) when choosing
from equally probable alternatives is proportional to the logarithm of their number

(Nm):
RT ~ log,(Ny + 1) (1)

Naturally, (1) is a particular case — with the equiprobable alternatives — of the more
fundamental relation between RT and the entropy of the stimuli set (Hy), which was
later noted by Ray Hyman:

RT = ay + bHHTu (2)

where ay and by are empirically defined coefficients.

Some of the popular UI design guidelines are in fact based on the related entropy
minimization principle: grouping of interface elements and aligning them by grid,
importance of consistency and standards, aesthetics of minimalism, etc. However,
despite the demonstrated applicability of the Hick’s law for certain aspects related to UI
design, it currently has little use in HCI [20]. First, calculating the informational
content of stimuli in practice is generally more problematic. Second, it is believed that
since the information-theoretic approach is analytical by nature, it is fundamentally
limited in explaining human perception, which is mostly top-down: that is, focused on
higher-order images and structures. As we mentioned before, AIT made it possible to
bond Information Theory with Gestalt principles of perception, which are concerned
exactly with how visual sensory input is organized into a percept. Within this school, it
was empirically shown that the coded string lengths, the complexity measures, and
performance measures in experiments are highly correlated [11].
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The process of obtaining the complexity measure is as follows. The pre-requisite of
AIT application to perception of a visual form, including a GUI, is translating the form
into a string of symbols. Although there are many ways to convert 2D grid repre-
sentations that we use in our study into 1D strings, we need to do that considering
human perception of regularity. Both theory (see in [17]) and practical Ul design agree
that vertical and horizontal alignment best correspond to perceived regularity in UI, so
we will consider both these ways. AIT equate the complexity of the visual form with
the length of the code required to represent the form, and data compression algorithms
can act as practical analogue of the AIT definition of complexity (length of the bit
string required to generate the initial string) [11]. Correspondingly, after processing the
representative string with a compression algorithm, we obtain a complexity measure
(approximated, as the real one is incomputable). Presumably, the complexity measures
for UI layouts will be well correlated with perception of complexity, as is the case for
other types of visual objects.

2.2 The Compression Algorithms

In our work we rely on two algorithms that are classical in lossless image compression,
even though they may well provide worse compression than more advanced methods,
such as based on k-th order entropy. We deliberately use one rather basic method
(RLE), seeking to have significant difference in the compression ratios. The two
employed methods also allow more natural application on rather small 2D grids that we
use in our model experiment and comparison with JPEG-based compression measure,
which we use in the experiment with the real web Uls.

Run-Length Encoding (RLE). RLE is one of the oldest and simplest algorithms for
lossless data compression, which was already in use for handling images in the 1960s.
The idea of the algorithm is relatively straightforward: runs of data are replaced with a
single data value and the count of how many times it’s repeated. Runs are sequences in
which the same data value occurs several times, and these are quite common in icons,
line drawings and other imagery with large mono-colored areas. The algorithm doesn’t
deal with 2D images, but can work with the linear string of bytes containing serialized
rows of the image. In the best case, a string of some 64 repeating value would be
compressed into 2 bits, i.e. providing compression ratio of 32 or data rate saving of
0.96875. It should be noted that for some kinds of files, such as high-quality photo-
graphic images, the RLE algorithm compression may even increase the volume, due to
lack of runs. Based on RLE encoding principle, a number of more sophisticated
algorithms and compressed data file formats were developed (.TGA, .PCX, etc.), but in
our work we are going to employ a simple and straightforward RLE implementation.

The encode function implements simple RLE algorithm compression. The input
variable for the function is binary string.
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function encode ($input)

{
if (!$input) {

return '';
}
Soutput = '';
Sprev = S$letter = null;
Scount = 1;
foreach (str split($Sinput) as Sletter) ({
if (Sletter === Sprev) {
Scount++;
} else {
if (Scount > 1) {
Soutput .= Scount;
}
Soutput .= Sprev;
Scount = 1;

}
Sprev = $letter;
}

if (Scount > 1) {
Soutput .= Scount;
}

Soutput .= $letter;
return S$Soutput;

Deflate. Deflate is a lossless data compression algorithm that is based on combination
of LZ77 algorithm and Huffman coding. It was developed by P. Katz, who used it in
PKZIP archiving software, and was later defined in RFC 1951 specification. It is free
from patent protections, so many compressed data formats (e.g. .PNG images) rely on
Deflate. Today’s popular implementation of the algorithm is in widely used zlib soft-
ware library, which is also capable of compressing data according to the somewhat
adjusted RFC 1950 and RFC 1952 (gzip) variations.

In the first stage of Deflate, LZ77-based “sliding window” approach is used to
replace duplicate series of data (strings) with back-references to a single copy of that
data. In the second stage, commonly used symbols are replaced with shorted repre-
sentations and less common symbols — with longer ones, based on Huffman coding
method. The Huffman algorithm (which doesn’t guarantee optimal result, but has very
reasonable time complexity) produces a variable-length code table for encoding source
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symbols. The Huffman codes are “prefix-free”, i.e. an encoding bit string is never a
prefix for another encoding bit string. The Huffman coding is now widespread, being
used in compression of many kinds of data, especially photos (JPEG) and multimedia,
as well as in data transmission protocols. At the same time, it does provide good data
compression ratio for small alphabet sizes.

For the purposes of current research work, we relied on PHP’s standard zlib_encode
function, called with ZLIB_ENCODING_RAW parameter (corresponding to the RFC
1951 specification), to obtain the compressed string.

2.3 The “Squint” Coarsening Method

To turn layouts (as visual objects) into string representation, in our study we propose a
novel method, which is based on decrease of Ul visual fidelity (coarsening) — over-
laying 2D grid. Layout grids with blocks aligned vertically and/or horizontally, are de-
facto standard in modern interface design, and they are implemented in Bootstrap,
Axure and many other tools. Each cells of the overlaid grid contain either 1 (the area
has interface elements) or O (few or no perceived interface elements). Such uniformity
allows focusing on layout and eliminating other factors, such as perception of colors,
diversity of elements, etc. Naturally, it makes the method inadequate for UI studies that
involve user tasks and actual interactions, textual content, etc.

At the same time, the aforementioned coarse model still reflects most layout-related
aspects of real Uls: visual organization (hierarchy), elements’ weights and forms,
edges, whitespace, etc. Perception-wise, Gestalt principles (particularly proximity and
continuation) remain legitimate, while most Ul grid quality/layout metrics can be
calculated on the model: balance, symmetry, alignment points, etc. The grid model also
supports scanning (thus matching the users’ prevalent way of interacting with new web
pages), during which the quick but persistent impressions of the UI are known to be
made.

Overall, the method can be said to correspond to the informal “squint test” popular
in practical Ul design, which allows estimating the quality of interface elements’ visual
organization (see software implementation of the coarsening e.g. in [21]). The approach
also starts seeing methodological use in research — for instance, in [22] they used
similar method in studying user attention distribution in interaction with 2D graphic
Uls.

2.4 Hypotheses and the Experimental Material

Based on the research objectives and the related work, we formulated the following
hypotheses for our experimental investigation:

1. Lengths of strings output by the data compression algorithms should explain lay-
outs’ complexity perception in humans better than the baseline measure. For the
latter we are using the purely informational Hick’s law, lacking the spatial allo-
cation consideration.

2. The algorithm providing higher data compression ratio better explains the layout
complexity perception, since its output is closer to the algorithmic complexity.
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3. The conversion of two-dimensional layout into bit string sent to a compression
algorithm is uniform for vertical and horizontal dimensions (as said before, we
consider only these two types of the filling curve) — i.e. it does not consistently
affect the measure’s explanatory power.

Layouts (Experiment 1). For the model testing of the hypotheses and assessment of
the coarsening method’s applicability, we used two-dimensional grids (all square, to
better align with the hypothesis #3). In the grid, square cells of the same sizes were
allocated, most of which were white, corresponding to zeros, while a varying number
of them were filled with blue color, corresponding to ones. In Fig. 1 we show example
of the grid, with the corresponding numerical values overlaying the cells (in the
experiment they did not show to participants). The two-dimension matrix corre-
sponding to the example is: [[0, O, 1, 0, 0], [1, O, O, O, 1], [0, O, 1, 0, 0], [O, 1, O, 1, 1],
[0, 1, 0, O, O]].

Websites (Experiment 2). The goals were to check if our model results generalize to
real Uls and if the coarsening method can be feasible in practice. Since there are many
interfering factors, not just layouts, we should expect to find smaller statistical effects
(this is why our first experiment was with models). We chose to focus on web inter-
faces, so that the popular JPEG algorithm could be more dependable in producing the
additional baseline measure. So, we employed 21 operating websites of 11 German
universities and 10 Russian ones — in all cases, English versions were used. The
websites for the experiment were manually selected, with the requirements that (1) the
universities are not too well-known, so that their reputations do not bias the evalua-
tions; (2) the designs are sufficiently diverse in terms of layout, colors, images, etc.

o ool
Hooofm
o offlolo
0 & o 1S
of@olo o
Fig. 1. Example of the grid with explanation of the numerical values corresponding to the cells.

3 Experiment 1: Layouts

3.1 Experiment Description

Participants. The overall number of valid subjects in our experimental sessions
undertaken within one month was 78 (57 females, 20 males, 1 undefined). Most of
them were Bachelor and Master students of Novosibirsk State Technical University,
who took part in the experiment voluntary (no random selection was performed).
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The subjects’ age ranged from 17 to 65, mean 21.7 (SD = 2.03). All the participants
had normal or corrected to normal vision and reasonable experience in IT usage. Most
of the participants worked from desktop computers installed in the university computer
rooms. There were also 17 other registrations with the online surveying system, but
none of those subjects completed the assignment (on average, each of them completed
only 4.4% of the assigned evaluations), so they were discarded from the experiment.

Design. The experiment used within-subjects design. The main independent variables
were:

e Number of filled cells in the grid (the “ones” in the matrix), ranging from 4 to 13: N;

e Number of all cells in the grid (elements in the matrix). We used two levels, 25 (5*5
grid) and 36 (6%6 grid): So;

e Layout configuration — i.e. allocation of filled cells in the grid, which was performed
randomly.

For the purposes of the compression algorithms application, the layout configura-
tions needed to be converted into bit string. We used two ways to do that: by rows
(matrix [[1, 1], [0, O]] becomes [1100] string) and by columns (the same matrix
becomes [1010]), in both cases starting from the top left element. So, we also got
several “derived” independent variables in the experiment:

e Lengths of the row- and column-based bit strings compressed with the RLE-based
algorithm: Lgygr and Lrig.c;

e Lengths of the row- and column-based bit strings compressed with the Deflate
algorithm: Lp g and Lp_c;

e The corresponding data compression ratios for the algorithms: Cgrygr, CrLg-c
Cpr: Cp.c

The dependent variable was Complexity — the subjects’ subjective evaluations of
presented layouts complexity, ranging from 1 (lowest complexity) to 5 (highest
complexity).

Procedure. To support the experimental procedure, we used our specially developed
web-based software. Before the experiment, we used it to collect data on the partici-
pants (gender, age, university major, etc.). In each trial, the subject was shown a layout
with random allocation of the colored cells (configuration) and varying N and S, and
asked to evaluate it per the Complexity scale. The values of all the variables would be
saved be the software, and the participant moved to the next trial. The configurations
were independent between the trials, and the overall number of layouts to be evaluated
by each subject was set to 100. The interface of the software could be either in Russian
or in English, with the scale also dubbed in German.

3.2 Descriptive Statistics

The total number of layouts used in the experiment was 4734. The subjects submitted
7800 evaluations in total, and averaged evaluations for 4702 layouts (99.3%) were
considered valid. Save for outliers, completing each trial on average took a participant
13.69 s, so the average time spent on an experimental session was 22.82 min.
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The averaged value for Complexity in the experiment was 2.58 (SD = 0.96)". The
Pearson correlation between S, and N was significant, but quite low (r = 0.096,
p < 0.001).

To test the hypothesis #3 (differences for row- and column-based strings com-
pression) we used t-tests, which found no statistically significant differences for Lg; .
and Lgyg.c (t4701 = —0.808, p = 0.419, r = 0.708) or Lpr and Lp_c (t470; = —1.035,
p = 0.301, r = 0.590). So, in the further analysis we used the “best” values, equal to the
minimal length or maximal compression ratio for each string:

Lgrp = min{Lgigg; Lrre—c} 3)

LD = min{LD,R; Lch} 4)

Crre = max{Crrg—r; CrLE-C} 5)

(

(

(

CD = max{CD,R; Cch} (6)
Ranges, means and standard deviations for the considered independent variables
are shown in Table 1. We found statistically significant Pearson’s correlations for Ly g
with Lp (r = 0.718, p < 0.001), log,N with Lg; g (r = 0.736, p < 0.001), and log,N
with Lp (r = 0.702, p < 0.001). At the same time, t-test suggested statistically sig-
nificant difference between Cgrg and Cp (t470; = —87.5, p < 0.001, r = 0.734). Since

the compression ratios for the two algorithms in the experiment were different, the
testing of our hypothesis #2 would be possible.

3.3 Effects of Independent Variables

In Table 1 we also show Pearson correlations between Complexity and the respective
independent variables, all of which were significant (p < 0.001).

With respect to the hypothesis #1, we can note that the strongest correlation
(r = 0.539) was found for log,N, which suggests Hick’s law is rather applicable for
explaining the perception of layouts’ complexity. However, the differences in corre-
lations are marginal compared to the ones found for N and Lgyg, which implies the
need for further analysis.

With respect to the hypothesis #2, while Deflate algorithm provided significantly
better compression ratio (mean of 2.23 vs. 1.85 for RLE), thus finding more regularities
in the layouts. However, its correlation with the perceived complexity was notably
weaker than for RLE algorithm. We will further elaborate on this in the regression
analysis.

! We are aware about the controversy existing in the research community about treating Likert and
other ordinal scales as rational ones for some methods. In our analysis we tried to use methods
appropriate for ordinal scales when possible, but nevertheless were not restricted to them, if more
robust analysis could be performed. We ask the readers to judge for themselves whether the potential
bias in the results overweighs their usefulness.



Data Compression Algorithms in Analysis of UI Layouts Visual Complexity 177

Table 1. Descriptive statistics and the correlations for the independent variables (experiment 1).

Variable | Range Mean (SD) |r (Complexity)
So 25; 36 - 0.163
N 4-13 7.46 (2.01) 0.535
logoN [ 2.00-3.70 | 2.84 (0.42) 0.539
Lrie 8-30 |17.14 (3.54) 0.531
Lp 820 | 13.95(1.99) 0.440
Crie | 1.09-4.50| 1.85 (0.40) —0.400
Cp 1.39-4.00 | 2.23 (0.42) -0.199

3.4 Regression Analysis

To explore whether the variables considered in the paper could explain layout com-
plexity perception, we performed regression analysis for Complexity with two groups
of factors. The informational component was log,N, as having the highest correlation
with Complexity and being best theoretically justified by the Hick’s law. The regres-
sion model with this single factor was significant (F; 4700 = 1926, p < 0.001), but had
relatively low R? = 0.291:

Complexity = —0.95 + 1.241og, N. (7)

Further, we attempted regression with all 7 independent variables (see in Table 1)
as factors. We used Backwards variable selection method, which led to the model with
just two significant factors: log,N (Beta = 0.323, p < 0.001) and Lg; i (Beta = 0.294,
p < 0.001). With respect to the hypothesis #2, we should specially note that the Lp
factor was not significant (p = 0.552). The model had somehow improved R? = 0.330
(Fa.4600 = 1158, Riyj = 0.330):

Complexity = —0.9 +0.741og, N + 0.08Lg£. (8)

To evaluate the quality of the two models that had different number of factors (k),
we also calculated Akaike Information Criterion (AIC) using the following formulation
for the linear regression:

AIC = 2k +n In(RSS), (9)

where n is sample size (in our case, n = 4702), RSS are the respective residual sums of
squares. AIC for (7) amounted to 37758, while AIC for (8) was 37490, which suggests
that the “information loss” of the second model is lower and it should be preferred over
the first one.
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4 Experiment 2: Websites

The first stage was experimental survey in which we collected subjective evaluations
for website homepages, per dimensions related to visual complexity (see [23] for more
detail). In the second stage, the web Uls were processed by annotators to be converted
into coded representations.

4.1 Experiment Description (Subjective Complexity)

Participants. In total, 63 participants (30 male, 33 female) provided their evaluations
of the websites’ complexity. The convenience sampling method was applied, with most
of the participants being students or universities staff members. The self-denoted age
ranged from 19 to 72, mean 27.6, SD = 8.07. The self-denoted nationalities were
Russian (65.1%), German (17.5%), Argentinian (4.8%), and others (including Bul-
garian, Vietnamese, Korean, etc.). Submissions by another 13 participants were dis-
carded as being incomplete (none of them had at least 50% of websites evaluated).

Design. Since providing the evaluations in absolute numbers would be unattainable for
the participants who were not web design professionals, we chose to rely on ordinal
values. For each of the following statements, 7-point Likert scale was used (1 being
“completely disagree”, 7 — “completely agree”), resulting in the respective ordinal
variables:

e “This webpage has many elements.” SElements

e “The elements in the webpage are very diverse.” SVocab
e “The elements in the webpage are well-ordered.” SOrder
e “The webpage has a lot of text.” SText

e “The webpage has a lot of graphics.” SImg

e “The webpage has a lot of whitespace.” SWhite

e “The webpage appears very complex.” SComplex

In the current work, we only used SComplex as the dependent variable in the
experiment 2. We also employed SElements and SWhite to extra check the applica-
bility of the proposed coarsening method implementation, which we describe further.

Since for web Uls we can use the JPEG algorithm measure, we introduced two
additional independent variables:

e The size of JPEG-100 compressed file, measured in MB: Ljpgg;
e The corresponding compression ratio, calculated as the area S (in pixels) of the
screenshot divided by the JPEG file size (in bytes): Cjpgg.

Procedure. The survey to collect data was implemented using LimeSurvey, and the
participants used a web browser to interact with it. Some of them worked in university
computer rooms, while the others used their own computer equipment with varying
screen resolutions, to better represent the real context of use. Each subject was asked to
evaluate the screenshots of the 21 websites’ homepages (presented one by one in
random order) per the 7 subjective scales. On average, it took each participant 30.3 min
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to complete the survey, and the data collection session lasted 19 days overall. We used
screenshots, not the actual websites, to ensure uniformity of the experimental material
between the participants.

4.2 Experiment Description (Layout Annotation)

Participants. In the second stage of the experiment, we employed 8 annotators (4
male, 4 female), whose ages ranged from 18 to 21 (mean 19.0, SD = 1.0). They were
students of Novosibirsk State Technical University who volunteered to participate in
this study as part of their practical training course. All the participants worked
simultaneously in a same room, under instructor’s supervision.

Design. The independent variables resulted from the annotation of the Uls:

e Number of rows in the overlaid grid: W_Sg;
Number of columns in the overlaid grid: W_Sc;
“Configuration” — the placement of Os and 1s in the grid cells.

From these, we got the “derived” independent variables:

e Number of cells containing 1s: W_N;
Number of all cells in the grid (W_Sg multiplied by W_Sc): W_Sy;
Lengths of the row- and column-based bit strings compressed with the RLE-based
algorithm: W_Lg;gr and W_Lg1 g c;

e Lengths of the row- and column-based bit strings compressed with the Deflate
algorithm: W_Lp_ and W_Lp_c;

e The corresponding data compression ratios for the algorithms: W_Cgigr,
W_Crre-c, W_Cpr, W_Cpc.

Procedure. The screenshots of the websites were printed out in color on A4 format
paper sheets (since the two websites were not found to be valid, the total number of
annotated websites was 19). The participants were instructed to put the provided
tracing paper A4 format sheets over the printed out screenshots and use the pencils to
draw grid layouts marking O or 1 in each cell. The numbers of rows and columns in the
grid were to be chosen individually by each annotator and each screenshot, depending
on their impression of the layout design grid. However, the participants were told that
more rows and columns are generally preferred over less. In the grid cells, Os and 1s
were also to be assigned subjectively, depending if the cell’s interior was mostly
whitespace (0) or interface elements/content (1). The order in which each of the 8
annotators processed the 19 screenshots was randomized.

4.3 Descriptive Statistics

In the first stage of the experiment, we collected 1323 complexity evaluations for the 21
websites. Websites #9 and #14 were removed from further study due to technical
problems with the screenshots (90.5% valid). In the second stage, we collected 152
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annotations for the remaining 19 website screenshots. On overall, it took the annotators
about 1 h to finish their job.

The averaged value for SComplex (the complexity scale in this experiment ranged
from 1 to 7) was 3.61 (SD = 0.77). The Pearson correlation between W_S, and W_N
was highly significant (r = 0.929, p < 0.001).

We used t-tests to check statistical significance of differences in compression for
row- and column-based strings. We found no statistically significant difference between
W_Lgier and W_Lgig.c (t151 = 1.222, p = 0.224, r = 0.807). However, the differ-
ence between W_Lpr and W_Lp.c was significant (ty70; = —3.873, p < 0.001,
r = 0.951), the mean lengths being 13.37 and 13.97 respectively. Still, we decided to
use the “best” values for both algorithms (W_Lg; g and W_Lp), in correspondence with
the experiment 1.

Again, we found statistically significant Pearson’s correlations for W_Lg; g with
W_Lp (r=0.941, p < 0.001), logoW_N with W_Lg;g (r = 0.735, p < 0.001), and
logoaW_N with W_Lp (r = 0.657, p < 0.001). Lypgg had no significant correlations (at
o = 0.05) with either of these three variables, but its positive correlation with W_S,
was found to be significant (r = 0.486, p = 0.035), which suggests validity of this
“screenshot length” measure provided by the annotators.

In this experiment, t-test showed no statistically significant difference between
W_Cgrrg and W_Cp (p = 0.983). However, Cjpgg was found to be significantly dif-
ferent (at o0 = 0.08) from both W_Cg; g (t;5 = —1.86, p = 0.08) and W_Cp, (t15 = —2.1,
p = 0.05).

4.4 Effects of Independent Variables

In Table 2 we show Pearson correlations between SComplex and the respective
independent variables, but in this experiment none of the correlations were significant
at oo = 0.05, which is explained in particular by the small sample size.

Table 2. Descriptive statistics and the correlations for the independent variables (experiment 2).

Variable |Range Mean (SD) |r (SComplex)
W_Sy |22.25-54.75|34.22 (9.53) 0.245
W_N 12.5-32.00 |21.82 (6.04) 0.343

log,W_N| 3.64-5.0 | 4.39 (0.42) 0.349

W_Lpig | 6.75-22.5 | 15.14 (4.06) 0.149
W_Lp | 8.25-17.38 | 12.94 (2.23) 0.269
Lipeg 0.56-9.11 | 1.68 (1.95) 0.332

W_Crige | 1.80-3.74 | 2.58 (0.57) 0.058
W_Cp 1.82-3.56 | 2.58 (0.48) 0.126
Cyprg 1.19-3.18 | 2.22 (0.57) -0.262

Just like in the first experiment, the strongest correlation with complexity
(r = 0.349) was found for log,W_N. The correlation for Ljpgg that we considered as
the baseline was somehow weaker (r = 0.332).
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Hypothesis #2 couldn’t be validated by strict analogy with the first experiment,
since in the second one there was no significant difference between the compression
ratios provided by RLE and Deflate algorithms. But we should note that while JPEG
algorithm compression ratio was significantly lower on average, Cjprg had stronger
correlation (r = —0.262) with SComplex, in comparison with W_Cgy g and W_Cp.

Additional analysis was performed to explore relations between the number of
elements specified by participants of the subjective complexity evaluation stage and the
annotators’ results. We found significant correlations between SElements and W_N
(r =0.719, p = 0.001), which was stronger than the one between SElements and W_S,
(r = 0.562, p = 0.012). The correlation between SWhite and the calculated whitespace
measure (1 — W_N/W_S) was also significant (r = 0.531, p = 0.019). These results
suggest that whitespace was mostly annotated as grid cells with Os, while the interface
elements visible to the complexity evaluators were annotated as grid cells with 1s.

4.5 Regression Analysis

Again, first we performed regression analysis with the baseline factors. The model with
log,W_N was not significant (p = 0.143) and had R? = 0.122. The model with Ljprg
had lower significance (p = 0.164) and R? = 0.110. Notably, the regression models for
the other factors we considered (W_Sg, W_N, W_Lg; g, W_Lp) had even lower sig-
nificances and R? values.

Further, we attempted regression with all 9 independent variables (see in Table 2)
as factors. We used Backwards variable selection method, which now led to the model
with three significant factors (at o = 0.07): log;W_N (Beta = 0.619, p = 0.067),
W_Lgig (Beta = —1.534, p = 0.043), W_Lp (Beta = 1.306, p = 0.054). This model
had R* = 0.339 (F3 5 = 2.57, Rag; = 0.207, AIC = 43.2):

SComplex = —2.85+1.15log, W_N — 0.29W _Lgr g +0.45W_Lp (10)

However, among the intermediate models considered within the Backwards
selection, there was a model with higher Rﬁdj = 0.263 and lower AIC = 42.5. The
factors in this model (F, 4 = 2.61, R? = 0.427) were log,W_N (Beta = 0.498,
p =0.134), W_Lg g (Beta = —1.694, p = 0.026), W_Lp (Beta = 1.471, p = 0.031),
and Ljpgg (Beta = 0.328, p = 0.165):

SComplex = —2.3740.921og, W_N — 0.32W _Lgrr +

(11)
0.51W _Lp +0.13Lspgg

5 Conclusion

In our paper we examined perceived visual complexity of Ul layouts, which are a major
controlled feature for every human-computer interface designer. Particularly, we
sought to introduce data compression algorithms, which with respect to complexity
have both solid theoretical justification (AIT) and wide practical application
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(JPEG-based metrics). So, we proposed the Ul layouts coding method and employed
the RLE and Deflate algorithms to produce compressed strings. In Experiment 1,
Deflate provided better compression ratio, which was expected from it as the more
advanced algorithm. In Experiment 2, no significant difference in the compression
ratios could be found, probably due to very limited sample size.

Our analysis of the experimental data suggests the following conclusions per the
hypotheses formulated in the study:

Hypothesis #1. The compressed strings’ lengths do explain layouts’ complexity per-
ception in humans, as the corresponding factors were significant in regressions for the
model (8) and real Uls (10). However, the correlations (Tables 1 and 2) suggest that the
Hick’s law factor is even stronger connected to the perceived layout complexity.

Hypothesis #2. Unexpectedly, algorithms that showed higher compression ratios had
weaker connection to the perceived complexity (Tables 1 and 2). LD was not signif-
icant in regression (8), unlike LRLE, while LJPEG had the lowest significance in (11).

Hypothesis #3. Generally, matrix conversion to string representation was no different
by rows or by columns, with the only exception of the 4.4% difference for Deflate
algorithm in experiment 2, where the sample size was relatively small.

Hence, we see the main contributions of our paper as the following:

1. We proposed the novel “squint” coarsening method for coding UI layouts into
binary strings and demonstrated its use with real web interfaces. Practical appli-
cability of the method is supported by highly significant correlation (r = 0.719)
between the subjectively assessed number of interface elements and the number of
annotated cells containing s, as well as significant correlation (r = 0.531) between
the subjective amount of whitespace and the share of annotated cells containing Os.

2. We demonstrated that compression algorithms can provide metrics that improve
prediction of perceived VC of Ul layouts. At the same time, we found that the
classical Hick’s law informational metric is well applicable as the main factor,
which may imply its certain “revival” in HCL.

3. We found that better compression algorithms, which presumably come closer to the
“real” Kolmogorov complexity, do not explain layouts VC perception better. It may
mean that layouts are a specific type of visual objects [24], whereas human per-
ception of them doesn’t rely on optimal coding.

4. We found that the way two-dimensional matrix representing the modelled UI layout
is converted into bit string (by rows or by columns) does not affect the compression
measure’s explaining power with regard to layouts VC.

We see the main limitation of our study in employment of ordinal scales to measure
VC of both model representation and web Uls. We plan to develop the approach for
using interval scale, presumably based on tasks performance time. Also, the sample
size in the websites experiment was relatively small, so the found statistical effects were
not always convincing. Finally, the proposed coarsening method was inspired by Ul
design practice, and in our study it was applied to web UI layouts only. At the current
point we cannot surmise if it will adequately work for UI on other platforms (mobile,
desktop) or images in general.
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Our further prospects include software implementation of the proposed coarsening

method, so that coded representations for web UI screenshots could be collected
automatically. We also plan to explore whether the coarsening method that we pro-
posed and applied for WUI layouts only, could be suitable for producing coded rep-
resentations for other types of visual objects.
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Science, according to the research project No. 2.2327.2017/4.6.
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Abstract. Using the framework of computable topology we investigate
computable minimality of lifted domain presentations of computable Pol-
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prove that in the case of the real numbers we can effectively construct a
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_ Informally, any representation of a space X is the factorisation of a part
D of an appropriate algebraic domain D up to homeomorphism. The existence
and uniqueness of representations of spaces by (algebraic) Scott-Ershov domains
have been investigated in [4,5], where some canonical representations have been
introduced. However the uniform characterisations of such representations have
not been proposed in details. In this paper, we address similar problems in the
setting of continuous domains which are more suitable, in practice, for con-
tinuous data computations [2,17]. We aim at uniting independently developed
concepts of computability on computable metric spaces and on weakly effective
w—continuous domains [7,12,20].

In particular, following ideas from [1,9,22], we propose homeomorphic
embeddings of computable Polish spaces into the lifted domains that endow the
original spaces with computational structures and investigate the following nat-
ural problems. One of them whether lifted domain presentations of computable
Polish spaces are computably and/or topologically minimal. Another one con-
cerns a characterisation of translators from lifted domain presentations to other
effective domain presentations of computable Polish spaces. The last problem is
originated in computable model theory [14,16] and is related to stability of struc-
tures and spaces. In particular, we show cases when computable and continuous
translations between different presentations of spaces exist and/or unique.

In this paper we introduce the key notion of a computably minimal domain
presentation and show that the canonical lifted domain presentations are com-
putably minimal. Moreover, since there are infinitely many computable transla-
tors from any computably minimal domain presentation to any computable one
(see Sect. 3.3), using the idea of a principal (maximal) computable numbering
from recursion theory [18] we introduce the notion of a principal computable
(continuous) translator and prove that in the case of the real numbers we can
effectively construct a principal computable translator from the lifted domain
presentation to any other effective domain presentation.

The paper is organised as follows. In Sect. 2 we give some basic concepts from
domain theory, computable Polish spaces and effectively enumerable topological
spaces. We use effectively enumerable Ty-spaces as a uniform framework to repre-
sent computability on domains and computable Polish spaces. Section 3 contains
the main contributions of the paper. We first computably embed a computable
Polish space P into a lifted domain DF that is a weakly effective w—continuous
domain such that the Scott topology on D¥ agrees with the standard topology
on P and the proposed embedding is a homeomorphism between the set of max-
imal elements and the original space. We prove that lifted domain presentations
are computably and topologically minimal. Then we show that while all topo-
logically minimal presentations of computable Polish spaces are not stable there
exist principal translators in the case of the lifted domain presentation of the
reals.
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2 Preliminaries

We refer the reader to [7,9,10,19-21] for basic definitions and fundamental con-
cepts of computable topology and to [1,2] for basic definitions and fundamental
concepts of domain representations of reliable computations. A numbering of a
set Y is a total surjective map v : w — Y. We use the standard notations for
the real numbers R and C([a, b]) for the set of continuous real-valued functions
defined on a compact interval [a, b].

2.1 Weakly Effective w-continuous Domains

In this section we present a background on domain theory. The reader can find
more details in [2,6]. Let (D; L, <) be a partial order with a least element L.
A subset A C D is directed if A # 0 and (Vz,y € A)(Fz € A)(x <z Ay < 2).
We say that D is a directed complete partial order, denoted dcpo, if any directed
set A C D has a supremum in D, denoted | | A. For two elements x, y € D we
say x is way-below y, denoted z < y, if whenever y <| | A for a directed set A,
then there exists a € A such that z < a. A function f: D — D between cpos is
continuous if f is monotone and for each directed set A C D we have F(| |A) =
LI{f(x) | x € A}. We say that B C D is a basis (base) for D if for every x € D
the set approrp(z) = {y € B | y < z} is directed and = = | |approzg(z). We
say that D is continuous if it has a basis; it is w—continuous if it has a countable
basis. We denote the predicate Cons(a,b) = (3c € D) (a < c¢) A (b < ¢).

Definition 1 [6]. Let D = (D;B, 3,<,1) be an w—continuous domain with a
basis B, the least element L € B and its numbering 8 : w — B such that
B(0) = L. We say that D is weakly effective if the relation B(i) < B(j) is
computably enumerable.

One of the well-known examples of weakly effective w—continuous domains is the
interval domain Zg = {[a,b] | a, b € R, a < b} U L with the inverse order and
the countable basis that is the collection of all compact intervals with rational
endpoints together with the least element L (see e.g. [2]).

Proposition 1 (Interpolation Property) [6/. Let D be a continuous domain
and let M C D be a finite set that (Ya € M)a < y. Then there exists x € D
such that M < x < y holds. If D is w—continuous then x may be chosen from
the basis.

Definition 2. We say that D = (D; B, 3, <, 1) is a weakly effective consistently
complete w—continuous domain if the following requirements hold:

1. D= (D;B,3,<,1) is a weakly effective w—continuous domain.

2. D = (D; <) is consistently complete, i.e., for all a, b € D if Cons(a,b) holds
then there exists d = aUb such that V(c € D) (a <cAb<c¢)—d<ec.

3. The predicate Cons(a,b) is computable enumerable on B, i.e., the set {(k,1) |

Cons(B(k), (1))} is c.e.
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4. The operator U is partially computable on B, i.e., for some partial computable
function p : w? — w:

(a) (k1) € dom(p) < Cons(B(k), B(1));
(b) Cons(B(k), B(1)) — B(k) U L) = Bp(k, 1))

2.2 Perfect Computable Polish Spaces

In this paper we work with the following notion of a computable Polish space
abbreviated as CPS. A perfect computable Polish space, simply computable
Polish space, is a complete separable metric space P without isolated points
and with a metric d : P x P — R such that there is a countable dense
subset B called a basis of P with the numbering a : w — B that makes
the following two relations: {(n,m,i) | d(a(n),a(m)) < ¢, ¢ € Q} and
{(n,m,i) | d(a(n),a(m)) > ¢, ¢ € Q} computably enumerable (c.f. [22] see
also [15]).

The standard notations B(a,r) and B(a, ) are used for open and closed balls
with the center a and the radius r. We also use the notation a(n) = b, for a
numbering « : w — B.

2.3 Effectively Enumerable Topological Spaces

Let (X,7,a) be a topological space, where X is a non-empty set, B, C 2% is
a base of the topology 7 and « : w — B, is a numbering. In notations we skip 7
since it can be recovered by a. Further on we will often abbreviate (X, «) by X
if v is clear from a context.

Definition 3 [12]. A topological space (X, ) is effectively enumerable if there
exists a computable function g: w X w X w — w such that

a(i)Na(j) = | alg(i,j,n)) and

new

{i | a(i) # 0} is computably enumerable.
Definition 4. Let (X, «) be an effectively enumerable topological space.

1. A set O C X is effectively open if there exists a computably enumerable set
V C w such that O = J,,cy a(n).

2. A sequence {Optnewn of effectively open sets is called computable if there
exists a computable sequence {Vp}new of computably enumerable sets such
that O, = Upey, (k).

Definition 5 [10]. Let X = (X, &) be an effectively enumerable topological space
and Y = (Y, 3) be an effectively enumerable To—space. A function f : X — Y
is called partial computable (pcf) if the following properties hold. There exist a
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computable sequence of effectively open sets {On }new and a computable function
H : w? — w such that

dom(f) = m O, and
new
F7HB0m)) = | a(#H (m, i) 0 dom(f).
1EW
In the following if a partial computable function f is everywhere defined we

say f is a computable function. It is easy to see that computable functions are
effectively continuous and map a computable element to a computable element

(c.g. [21]).

Remark 1. Tt is worth noting that the weakly effective w—continuous domains
and computable Polish spaces with induced topologies are proper subclasses of
effectively enumerable To—spaces [12]. Therefore for uniformity we consider all
those spaces in the settings of the effectively enumerable Ty—spaces.

3 Main Results

In this section we first computably embed a computable Polish space P into
a lifted domain DP that is a weakly effective w—continuous domain such that
the Scott topology on DF agrees with the standard topology on P and the pro-
posed embedding is a homeomorphism between the set of maximal elements and
the original space. We prove that lifted domain presentations are computably
and topologically minimal. Then we show that while all topologically minimal
presentations of computable Polish spaces are not stable there exist principal
translators in the case of the lifted domain presentation of the reals.

3.1 Effective Domain Presentations for CPS

Definition 6. Let P be a computable Polish space. A triple (P,D, p) is called
an effective domain presentation if

1. D= (D;B,3,<,1) is a weakly effective consistently complete w—continuous
domain;

2. The function ¢ : P — D is a computable homeomorphic embedding such
that im(p) = (,,c., On for some computable sequence of effectively open sets

{On}vtew;

The definition has been motivated by observations and examples in [1,13,23].
Thus in [13] we proposed a computable homeomorphic embedding ¢ : C[0,1] —
D, where D is a weakly effective consistently complete w—continuous domain
consisting of all continuous functions from the compact [0, 1] to Zg. Remarkably
it turns out that (C[0,1],D, ¢) is an effective domain presentation.

We recall from [9] the construction and properties of lifted domains for com-
putable Polish spaces. Let P = (P,d, B) € CPS. Then the lifted domain (DF, 1))
for P € C'PS is defined as follows:
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DP = PxR* ={(a,r) |a € Pand r € R*};

(b,q) < (a,7) = d(a,b) +7 < g

B = {(a,q) | a € Band q € Q>°};

The numbering § : w — B is induced by o : w — B and the standard
numbering of Q>°.

Ll

It is easy to see that the way-below relation < has the property (b, q) < (a,r) <
d(a,b)+r < q and the sub-basis of the Scott topology Tpe is the set of open sets
Upq = {(b,7) | (b,7) > (a(n),q), where a(n) € B and ¢ € Q”°}. The function
1 is defined as follows ¥ (a) = (a,0).

Proposition 2. The lifted domain (DF, 1)) for P € CPS has the following prop-
erties:

1. D¥ = (D¥;B, 3, <, 1) is a weakly effective w—continuous domain;
2.1 : P — DP is a computable canonical homeomorphic embedding;
3. im(v) is dense in DY and coincides with the set of mazimal elements;

4. im(v)) is an effective intersection of effectively open sets;
5. Bnim(y) = 0.

Proof. The claims follow from [9,10].

Corollary 1. Let (D 4)) be the lifted domain for P € CPS. If (P,DF ) is
a weakly effective consistently complete w—continuous domain then it is an effec-
tive domain presentation.

Further on we call such lifted domains (P, D, ) as lifted domain presentations.

Proposition 3. The interval domain I with the standard embedding is com-
putationally isomorphic to the lifted domain presentation (R, DR, 1)).

3.2 Computable and Topological Minimality

In this section we assume that P = (P,d,B) € CPS, (P,DF v) is the corre-
sponding lifted domain presentation for P. For the basic elements of a weakly
effective w—continuous domain D = (D; B, 3, <, 1) we use the following notation

B:{ﬁh...,ﬁn,...} andﬁo =1.
Definition 7. Let (P, D1, 1) and (P, Dq, w2) be effective domain presentations.

A function F : Dy — Dy is called a computable (continuous) translator if the
following diagram is commutative:

®2
P

Dy
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Definition 8. An effective domain presentation (P,D,) is called computably
(topologically) minimal if for any effective domain presentation (P,D,v) there
exists a computable (continuous) translator G : D — D.

Theorem 1. For any computable Polish space P the lifted domain presentation
(P,DF, %)) is computably minimal.

The proof is based on the following propositions.

Lemma 1. Let D = (D;B, 3, <, 1) be a weakly effective w—continuous domain
and X be an effectively enumerable topological space. If a function f: X — D is
computable then the following accessions hold.

1. Let Ag = f~Y(Ug), where Us = {d € D | d > B}. Then {Ag}sen is a
computable sequence of effectively open subsets of X such that, for all B, v €
B, A3 = U5/>>g Ag, AgNA, = Uﬁ’>>,8/\ﬁ’>>'y Ag and if 3 <y then Ag DO A,.

2. f(z) = {peB|zeAg}.

Proof. Let us show the first accession. Computability of the sequence {A3}zeB
follows from computability of f. The relation Ag 2 UB’>>[3 Ag is straightfor-
ward. Assume now that @ € Ag. By definition, f(z) € Ug, i.e., f(z) > B. By the
interpolation property there exists 5° € B such that f(z) > 8’ > 8. Soz € Ag,
T € UB’>>B Ag'. The relation AgN A, 2 UB’>>,8/\[-3/>>7 Ap is straightforward. In
order to show Ag N Ay C Ugis gnps, Agr We assume z € Ag N A,. By defini-
tion, f(z) > B and f(x) > 7. By the interpolation property and computability
of f there exists §’ € B such that f(z) > " and 5/ > A S > v. Sox € Ap.

The second assertion follows from the following observation. On the one hand,
if x € Ag then f(x) > 3, s0 f(x) > | {8 € B |z € Ag}. On the other hand, if
f(z)> [ then z € Ag, so / <| {f € B |z € Ag}. Since f(z) = | {F | ' <«
f(z)} we have f(z) <| {8 € B|x € Ag}.

Lemma 2. Let D = (D;B, 3, <, 1) be a weakly effective w—continuous domain,
X be an effectively enumerable topological space and {Ag}gen be a computable
sequence of effectively open sets of X such that

1. Ifﬂl S ﬁg then Aﬁ1 :_) AﬁQ.

2. For all 3,7 € B, Ag = Uﬁ/>>ﬁ Ag and AgNA, = UB’>>5/\B/>>'Y Apr. Then
the function F : X — D defined as follows F(x) = | {# € B |z € Ag} is
computable. Moreover, Az = F~1(Ug).

Proof. 1t is sufficient to show that x € F~1(Ug) < F(z) > B. If z € Ag then
there exists 8’ > (3 such that x € Ag and F(z) > /' > f, e, F(z) > 0. If
F(x) > 3 then there exists 4 > [ such that z € Ag and 5’ > (3, so z € Ag.

Lemma 3. LetD; = (D1;B1, %, <, 11) and Dy = (Dq; Ba, 3%, <, 1) be weakly
effective w—continuous domains and a function F* : D1 — Dy be pcf such that
dom(F™*) is effectively open in Dy. Then one can effectively construct a total
computable extension F : 1Dy — Ds.
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Proof. Put

[ F*(a) if a € dom(F™)
F(a) = {J_g otherwise.

Monotonicity of F' is straightforward. To show limit preservation we assume that
{a; | i € I} is directed and | |;.; a; = a. If a € dom(F*) then, by the definition
of Scott topology, there exists j € I such that a; € dom(F*) and |_|Z.2j a; = a.
So F(a) = F*(a) = |_|i2j F*(a;) = l_liZj F(a;) = Uer Fai) If a ¢ dom(F™)
then, for all i € I, a; ¢ dom(F™). So F(a;) = Lo and F(a) = | J;c; F'(a;). Hence
F is continuous. For computability let us show that F(8}) < ﬂ,% is computably
enumerable. Indeed, F(8)) < 8} < (B € dom(F*) AF*(B}) < 82,) V 32, <
15. Hence F' is computable.

Theorem 2. LetD = (D;B, 3, <, 1) be a weakly effective consistently complete
w-continuous domain, P be a computable Polish space and (P, DF 1)) be its lifted
domain presentation. Then for any computable function f : P — D one can
effectively construct a computable extension F : D¥ — D such that F(¢(x)) =
f(x), i.e., the following diagram is commutative:

(3

]D)P

Proof. Let us fix the numbering 3% of the basic elements of D¥ such that 85 =
BF(0) = L. This induces the numbering of basic open balls in P such that if
B = (ai,r;) then By = B(a;,r;) for the corresponding ball.

By definition, f~(Ug,) = Ukewy(i) By, for a computable function v : w — w,
where U, = {d € D | d > ;}. Then for any z = (a,r) € D¥ such that z # L
we define

It is worth noting that any finite nonempty A = {8, ,..., Bk, } C C; is consistent
in D. Indeed, we could take any y € B(a,r). Then, by the definition of v,
ye [t Us,) fori=1,...,s So, f(y) > Bk, for i =1,...,5 and hence A is
consistent. Therefore, the set Cp, = {{JA | A C C, is finite and consistent} is
directed and we put

1 otherwise.

Flz) = {|_|ch if Cp # 0

In terms of the corresponding sets Ag = {x € D¥ | F(x) > 3}, where 3 € Bp,
this means that Ag = {x € D¥ | (3a € D¥) a > 3}. By Lemmas 1-3 the function
F' is continuous.
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For k, 1 € w, B, < F(B%) if and only if there exists a finite consistent set
A C C, such that ; < | A. This relation is computably enumerable since one
can compute the index of the basic element |JA. So, F' is computable. Let us
show that F'(¢(z)) = f(x). From the one hand, by construction, for x € P, from
Br € Cy(q) it follows that f(z) € Us,. So F(i(x)) < f(x). From the other hand,
if B, < f(x) then f(z) € Ug, so B € Cy(yy and F(1(x)) > Bi. As corollary,
F(Y(@)) = (2).

Remark 2. Tt is worth noting that the statement of the previous theorem holds
not only for any lifted domain presentation but also for any effective domain
presentation ¢ : P — Dy with the following conditions: the function ¢! is pef
and for all d € Dy there exists z € P such that p(z) > d.

Corollary 2. For any computable Polish space P the lifted domain presentation
(P,D¥, ) is topologically minimal.

Proof. The claim follows from the relativization of Theorem 1 to an oracle mak-
ing a lifted domain presentation computably minimal.

Our considerations above revel the following properties of the interval domain
for real numbers that widely used in domain theory and interval computations.

Theorem 3. Let (P, D1 1)) be a lifted domain presentation and (R, Zg, o) be
the standard interval domain presentation for the reals. For any pcf f: P — R
one can effectively construct a total computable function F : DP' — Ty such that

1. f(z) =y < F(¥1(x)) = ¢2(y) A (x € dom(f));
2. if x & dom(f) then F(¢1(x)) & maz(Ig).

Proof. Let f : Py — R be pcf. In [8] we have shown that for the class of real-
valued functions from computable metric spaces the notion of pcf coincides with
majorant-computability. That means that we can effectively construct effectively
open sets U(z,y) and V(z,y) such that V(z,-) < U(z,-) and

f@) =y o VaVa (V(z,z1) <y <U(z,z2)) A
{2 V(a,2)} U{z | U(a, 2)} =R\ {y}.

Now we define H : P; — Zg as follows: Put

H(:L’) _ { [Sup{y | V(x7y)vinf{z | U($72)}] if V(CE, ')7 U(LL‘7 ) 7& (Z)

4 otherwise.

It is easy to see that H is a computable function and, for all z € P, H([z]) =
f(x). Then the existence of F' follows from Theorem 2.
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3.3 Principal Translators

In this section we introduce the notion of a principal computable (continuous)
translator and prove that in the case of the real numbers we can effectively
construct a principal computable translator from the lifted domain presentation
to any other domain presentation.

Definition 9. For a computable Polish space P, let (P, D1, 1) and (P, Da, p2) be
its effective domain presentations. We call a computable (continuous) translator

G : Dy — Dy principal if F < G for any computable (continuous) translator
F ]D)l — ]D)Q.

Definition 10. An effective domain presentation (P,D,p) is called (com-
putably) stable if for any effective domain presentation (P,D,1)) there exists a
unique continuous (computable) translator G : D — D.

Proposition 4. For any computable Polish space the lifted domain presentation
s neither computably stable nor stable.

Proof. 1t is sufficient to show that there are infinitely many continuous even
computable translators for D = DF. Put

G =id and wq((a,r)) = (a,q*7), where ¢ € Q" and ¢ > 1.

We have:

DP v

All of these translators are computable and different from each other.

Proposition 5. If an effective domain presentation (P,D,0) is topologically
(computably) minimal then it is not (computably) stable.

Proof. Let D = (D;B, 3, <, 1). It is enough to observe topological part, the rest
is just an analog. Assume F : D — DF is a continuous translator. We have the
following commutative diagram:

P D
b,
e
DP . DP
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Since F(B) € max(DF), there exists a € B such that F(a) € maz(D"). Then
¢q(F(a)) # F(a), where ¢ is defined in Proposition 4. We have ¢, 0 F : D — DF
is a continuous translator and ¢, o F' # F'.

Theorem 4. Let (P,DF, 1)) be the lifted domain presentation and (P,D, 12) be an
effective domain presentation. Then there exists a principal continuous translator
G :DP - D.

Proof. Let us define
&((a,1) = | o((@,r+ 1)) }ncwr where g((a,7) = inf{i(z) | (a7) < w(a)}.

From the definition of 1 it is easy to see that g((a,r)) = inf{¢(z) | (a,r) <
(2,0)} = inf{¢)(z) | € B(a,r)}. In order to show that G is a required we prove
that G is total and monotone, preserves limits and makes the corresponding
diagram commutative. B
Totality. It is worth noting that for any Y C D there exists inf(Y). Indeed,
since D is consistently complete the set {z | z < Y} is directed. Therefore
inf(Y)=||{z |2 <Y} for Y # ( and inf(#) = L by the definition of dcpo.
Monotonicity. By definition it is clear that g is monotone Assume (b, R) <
(am), i.e., d(a,b) +r < R. By definition, G((a,r)) = | |inf{¢(z) | 2 € B(a,r +
)}nad, G((b,R)) = | |inf{¢)(z) | = € B(b,R + L)} new and, by assumption,
(b R+ 1)< (a,r+ 1). Therefore G((b, R)) < G(( r)).

Limit Preservation. Since D is a weakly effective w—continuous domain to
prove that G preserves limits it is sufficient to consider countable directed sets.
We show first that for any directed sets A, B C D, if | |JA = | B = (a,r)
and A < (a,7), B < (a,r) then | |{g((a,7)) | (a,7) € A} = [H{g((b,R)) |
(b, R) € B} that looks as the low semi-continuity condition. Let us pick a basic
clements 8 € B such that 8 < LI{g((a,7)) | (a,r) € A}. By the definition of
the way-below relation, there exists (a,r) € A such that 3 < g((a,r)) so for all
2 € B(a,r) we have 8 < ¢(z). Since | | A = | | B there exists (b, R) > (a,r) so for
all z € B(b, R) we have 8 < ¢ (x). This means § < LI{g((b,R)) | (b,R) € B}.
Since 3 is arbitrary chosen | [{g((a,7)) | (a,7) € A} > | [{g((b,R)) | (b, R) € B}.
By symmetry, | [{g((a,7)) | (a,7) € A} = {g((b. R)) | (b, R) € B}.

Now assume that, for a countable directed set A C D, | | A = (a,r). It is well-
known that we can extract some monotone sequence {(a,,7)}new of elements
of A such that | |{(an,"n)}new = (a,7). Therefore it is sufficient to prove that
LI{G((an,70)) tnew = G(a, 7). By definition G ((an, 7)) = L{(an,"n+ 3 trew- It
is easy to see that | |{(an,”n + £)}nkew = (a,7) and (an,m, + 1) < (a,7) for all
n, k € w. By the property of g which we proved above | [{g((an,n+ 7)) nkew =
LI{g(a,” + =) }mew so [ IG((an,mn)) = G((a,r)). Therefore G is a continuous
function.

() =

Commutativity of the Diagram. We show that ¢(z) = G (¥(z)), i.c
G((x,0)) since 9(z) = (,0). By definition, G((z,0)) = [ [{g((z, 1) )} and, for
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all n € w, gz, 1) < ¥(z). Therefore i (z) > G((z,0)). Since ¢ is continuous
in z for all B € B such that E < &(x) there exist ¢ > 0 such that for all
y € P if d(y,x) < o then b < J(y) It is worth noting that if 1 < o then
g(z, 1) < . So we have G((z,0)) > . By continuity, ¢(z) = | {8 | 8 < ¢(z)}
so Y(z) < G((z,0)).

Maximality. Let us show that for any continuous translator F : DR — D we
have F' < G. First we observe that if * € maz(D¥) then F(z) = G(x). By
monotonicity of F, F((a,r)) < inf{¢(x) | (a,7) < ¥(z)} = g((a,r)). Simi-
larly, F((a,r + 1)) < g((a,r + 1)). Since G((a,7)) = [ {g((a;r + 2)) }necw and
F((a,7)) = L{F((a,7 + 2)) }necw we have F((a,r)) < G((a,r)). As a corollary
G is a required function.

Theorem 5. Let (R,DR 1)) be the lifted domain presentation and (R,]ﬁ),@g) be
an effective domain presentation. Then there exists a principal computable trans-
lator G : DR — D.

Proof. Let us show that in the case of P = R, the continuous function G from
the previous proof is computable under the assumption that v is computable.

Computability. In order to show that G is computable it is sufficient to show
that F'(Bx) > [, is computably enumerable. First we assume that 8, = (ag, k)
and observe that the relation g((ak,rk)) > [, is computable enumerable. It
follows from the following formula and the uniformity principle [11].

9((ak,1)) > B < (Vo € Blak, 1)) ¥(x) > B <
(V€ Blak,m)) = € ¥ (U, ).

Since, by definition, G ((ax, %)) = LI{g((ak, 7k + 2)) }ncw we have

G((ak,rk)) > Em — (Ine w)g((ak,rk + %)) > Em.

Therefore the required relation is computably enumerable and G is computable.

4 Conclusion and Future Work

In this paper we characterised computably minimal presentations of computable
Polish spaces. We showed that between any computably minimal presentations
one can effectively construct a translator. This gives a technique to convert one
computably minimal presentation to another. Therefore a user can chose any
preferable computably minimal presentation and then if necessary convert to
canonical one. For the lifted domain of the real numbers we provided a prin-
cipal computable translator. This highlighted a direction of how to approach a
formalisation of higher type computations over the reals.
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in the Process of Indexing Sites
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Abstract. The large number of sites for very different purposes (online stores,
ticketing systems, hotel reservations, etc.) collect and store personal information
of their users, as well as other confidential data, such as history and results of
user interaction with these sites. Some of such data, not intended for open
access, nevertheless falls into the search output and may be available to unau-
thorized persons when specific requests are made. This article describes the
reasons for such incidents occurrence and the basic recommendations for
technical specialists (developers and administrators) that will help prevent leaks.

Keywords: Data leaks - Site indexing - Search crawlers - Robots.txt -
Noindex - X-Robots-Tag - Htaccess

1 The Possible Sources of Data Leaks

One of the factors determining the effectiveness of the search is the completeness of the
index. So the search engines try to index as many pages as possible to select those that
most closely match the users’ requests. Therefore, in addition to going through the
links on the pages, the search engines also resort to other methods that allow it to
discover the appearance of new pages on the Internet. Very often sites generate indi-
vidualized pages for each user. So that search engines cannot get to seemingly public
pages from links on the main page of the site. Accordingly, it is logical for search
engines to obtain page addresses for indexing from as many sources as possible. In
particular, for example, users agree by default with possible analysis and collection of
browsers anonymous data on page visits and other actions, when installing browsers,
often developed by search engines (Yandex, Google). This is the legal way for search
engines to collect most of the pages ever viewed by users. For example, Yandex.
Browser collects anonymized statistical information, which includes, in addition, the
addresses of the pages visited. This happens in all cases when the user clearly did not
forbid doing this in the browser settings (the option “Send usage statistics to Yandex”).
At the same time, thematic forums for developers described situations when, due to a
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technical error of Yandex employees, information about individual pages viewed in the
browser came to the list of indexing for Yandex crawlers [1].

Another source of data for the search engines index replenishment can be the
counters of analytical systems (the most common ones in Russia are Yandex.Metrica
and Google Analytics) placed in the page source code. For example, as specified in the
Yandex.Metrica user agreement [2] if site administrators do not forbid sending site
pages to indexing, the addresses of the pages on which the counter is installed are
passed to Yandex indexing (and it is possible subsequently to the search output). By
default, such option is enabled. That is how a few years ago SMS from the mobile
operator Megafon’s site fells in the search output [3]. There was the possibility of
anonymous sending SMS on the operator’s site to its clients. This did not require
registration on the site. At the same time, the site developers, for the convenience of
users, generated for each sending a page with a random address, which displayed the
SMS text and the status of its delivery. These pages got into Yandex’s search output
and became available to any user of the search engine.

Only the couple of data leakage cases were listed above on the example of the one
of the search engines services. Nevertheless, there is no reason to suppose that the rest
of the search engines are fundamentally different. The issues of search engines legality
and their crawlers «ethical» nature in the data collection process have already been
repeatedly discussed in the other researchers’ works [4-6].

2 The Informing Developers and Users About the Possibility
of Leaks

Search crawlers cannot access and indexing information from pages that require
authorization. At the same time, modern sites often require complex passwords, which
are not always convenient for users to remember. For the convenience of users,
developers often generate and send to users in emails (in plain text) links to pages with
unique long addresses from a random character set that cannot be guessed or enu-
merated. So users can grant direct access to sites without entering a username and
password. Users navigate through such link, their browser or analytics counter tells the
search engine that an unknown page has appeared, the search crawler indexes it. In this
case, the crawler has no information about whether the personal data is placed on the
page, whether confidential information is contained in tables (for example, financial
indicators) or the content of the page is publicly available. Useful recommendations for
developers who are forced to generate and send pages with automatic login are
available in the corresponding W3C manual [7].

Confidential data periodically fell into search indexes during the entire existence of
search engines. The number of such leaks, increased in recent years, is associated with
the growing popularity of the Internet and, accordingly, the number of users of the
network. More and more people are entering the network, now they are not only IT
specialists, but also users far from information technologies. Most users believe that a
document accessible via a unique link is securely protected and will never get into the
index. The main changes to minimize the number of similar incidents in the future
should be done by site developers to ensure their quality work. Search engines, in turn,
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should also fully cover their indexing mechanisms for both developers and site users. In
particular, to inform developers that any page that is available to users without
authorization can sooner or later get into the index and search output. The last such
large-scale data leak in the Russian-speaking Internet segment occurred in early July
2018. The search engine Yandex indexed and included in its search output a large array
of documents from the Google Docs service [8]. The documents were publicly
available and, accordingly, were available for indexing, but at the same time, many of
them contained confidential information not intended for unauthorized persons.
Moreover, some of the documents were not only available for viewing, but also for
editing to any user who passed them by link from the index. Formally, both Yandex
and Google in this situation acted within the law. The documents were excluded from
the search output in identifying the problem. The problem arose primarily because of
the lack of users’ awareness about the specifics of the access differentiation to their
documents in the service. But this fact does not cancel the presence of the problem
itself.

3 The Prohibition of Confidential Data Indexing. Directives
for Search Crawlers

The most effective way to deny access to confidential information is to use autho-
rization to access it. However, in those cases when it is impossible or impractical for
not to complicate the work of users with the site, developers can use other methods that
will prevent search crawlers from indexing the contents of the pages and in many ways
will reduce the probability of their getting into the search output. For example, it is
possible to use the robots.txt file [9-11] or corresponding tags in the HTML markup
and page headers.

The de-facto standard of exclusions for crawlers Robots.txt has been open for
discussion on the Technical World Wide Web mailing list. It represents a consensus on
30 June 1994 between the majority of robot authors and has since been supported by
most search engines. Robots.txt is the text file describing the limitations of the search
crawlers’ access to the web server’s content. This file should be uploaded to the site’s
root directory. The file consists of separate records, the Disallow field is used to prevent
indexing. With this field, developers can deny access to individual directories/ pages
for all or individual search crawlers. The example of the appropriate entry completely
closing access to the site for search crawlers is shown in (1).

User-agent: *
Disallow: / (1)

In the User-agent field, individual search crawlers can be enumerated, for example,
Yandex or Googlebot. In the Disallow field, you can specify both the name of the
individual file and the directory as a whole. More details about the syntax of robots.txt
and practical recommendations for its use can be read in the original description [12]
and earlier studies on this topic [13, 14]. It is also recommended after creating or
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editing the file to check its syntax correctness by using search engines special services
[15, 16].

In cases where site administrators do not have access to the site root directory to
host the robots.txt file, or site administrators do not want to advertise the individual
directories/files addresses, the noindex tag can be used anywhere in the HTML code of
the page, as shown in (2).

<noindex> the text that does not
need to be indexed </ noindex> 2)

The noindex tag is only valid for the search engine Yandex and it is not included in
the official HTML specification so, if it is used in the code of the pages, they may fail to
validate the html code correctness. In such cases the noindex tag can be used in the
format shown in (3).

<! - noindex -> the text that does not
need to be indexed <! - / noindex -> 3)

The noindex tag can also be used as the metatag, in which case its action will
extend to the entire text of the page as a whole, as shown in (4).

<meta name = "robots" content = "noindex" /> (4)

In addition, although Google does not index the contents of pages blocked in the
robots.txt file, such pages URLs found on other pages on the Internet can still be
indexed [17]. In this case, the use of noindex in the metatag form in the page header
will further prohibit its indexing when a search crawler hits it.

The separate metatag can be requested to delete the previously indexed page copy
from the search engine cache, as shown in (5).

<meta name = "robots" content = "noarchive" /> (5)

The noindex metatag can be used only in the code of html-pages. If developers
want to deny access to other types of documents, they can use the X-Robots-Tag
metatag contained in the HTTP header. An example of the HTTP header that prohibits
crawlers from indexing the page is shown in (6).

HTTP / 1.1 200 OK

X-Robots-Tag: noindex (6)
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If site works on the Apache web server, its administrators can insert the appropriate
headers using directives in the .htaccess file. For example, the directives prohibit search
crawlers from indexing all pdf-files of the site are shown in (7).

<Files ~ "\.pdfs$">
Header set X-Robots-Tag "noindex, nofollow" (7)
</ Files>

For more details about syntax and usage examples, see the appropriate Google
manual [18].

4 Conclusion

Unfortunately, using the above methods does not guarantee that the site pages and
individual files will not be indexed. These methods are recommendatory for search
crawlers and the implementation or non-implementation of recommendations depends
only on the particular crawler. The problem is that different search engines differently
interpret the web servers’ directives, their recommendations for improving the sites’
indexing also often contradict each other. That is, the developers, having done
everything according to the Google’s instructions, can create a situation in which the
Yandex will index a lot of documents that should not have been indexed, and vice
versa. For example, Google does not handle noindex tags in the text of the pages, and
Yandex - X-Robots-Tag in HTTP headers.

Therefore, administrators of already working sites need to conduct their basic audit
for the leaking confidential data possibility to search engines:

e Carry out the entire tree of the site’s links analysis - scan search output and other
sources (Yandex.Metrics, Google Analytics, Yandex.Webmaster and Google
Search Console). Identify the site’s pages containing confidential data. Finding the
reasons and determining how to hide these pages from indexing and from the
publicly available part of the site.

e Analyze files, links to which are not present on the site pages - identify confidential
files accessible via direct links, including those that are not yet in the search output.
Search for the reasons for such files availability and determine how to hide them
from public access.

In addition to the above actions to prohibit the confidential data’s indexing,
developers can also strongly encourage to take the following actions when creating
new sites:

e Exclude any of the confidential data from sharing with authorization using.

e Identify search crawlers and block them from accessing any private information.
And developers should not only use one of the methods recommended by any
search engine, but duplicate, using all protection methods. Verify that the protection
methods used are universal and workable for all search engines.

e Maximally inform users about all available privacy settings within each site.
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Abstract. The paper presents an approach to the agile requirements engi-
neering based on the OWL ontologies. A brief overview of the benefits of an
ontology-based approach to requirements engineering is given. Attention is
focused on agile engineering requirements process. The proposed approach uses
three ontologies. The first ontology is used to represent knowledge about the
agile requirements engineering process. The second ontology is designed to
match natural language sentences with the requirements in order to identify
conflicts. The third ontology is used to accumulate the knowledge about the
domain of the software product. The first ontology is core. This ontology
consists of classes corresponding to events, roles and artefacts of agile devel-
opment. Object properties established between the individuals of class can be
used to identify directly or indirectly linked requirements and requirements
artefacts. This enables maintaining requirements traceability. Also the ontology
takes into account particular qualities of working with the requirements in agile
development processes including knowledge about the criteria for assessing the
quality of user stories that is the most common form to record the requirements
in agile methods. The ontologies are implemented in the Protégé environment.

Keywords: Requirements engineering + Ontology + Agile environment

1 Introduction

The success of software products depends on the extent to which they, as tools, can be
effectively used in the implementation of the end user tasks. That is why requirements
engineering plays a key role in the software development. The requirements engi-
neering as a field of knowledge includes elicitation, analysis, specification and vali-
dation of the requirements [1]. By their nature, the software requirements represent
complex knowledge that is extracted in the process of requirements engineering from
various sources, including many stakeholders, whose views on the developed product
can be diametrically opposed. In this regard, the requirements can be considered as a
result of alternative solutions in the field of determining functional and qualitative
characteristics of the software.

The decision making process in requirements engineering depends greatly on the
experience and intuition of the development team. In particular, the team members use
their experience in analyzing feasibility and determining complexity of the require-
ments, identifying inconsistencies and incompleteness in the requirements sets,
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forecasting implementation deadlines, assessing implementation risks, etc. Frequent
modifications of the requirements inherent to the agile development methodologies as a
reaction to changes in the business environment, requires permanent monitoring on the
consistency of the requirements specification and the actual priority of the software
product functions. Therefore, the ability to quickly identify and resolve conflicting
requirements, and also revise priorities to meet new requirements, is critical to the
development of the software development project.

The scientific discourse of recent years is characterized by a focus on the appli-
cation of ontological models to the software development process. Ontologies provide
a formal representation of knowledge and relationships between the concepts used in
the software development. Ontologies can be used for requirements analysis and
specification phases [2]. Ontologies allow to expand the possibilities of model-driven
requirements engineering (MDRE) through the use of machine reasoning. Over the past
few years ontology-driven requirements engineering (ODRE) has become a leading
trend [3].

The success of the ontological approach in the requirements engineering is deter-
mined by its capabilities, such as availability of the domain vocabulary, formulating
knowledge about the application area and its reuse, understanding the problem area,
improving communication between specialists from different fields [4]. Ontologies in
the requirements engineering are used to formalize the structure of documents for
working with the requirements, to represent the types of the requirements and
knowledge about the domain of the software product [5]. Ontologies also allow for-
mulating the rules (axioms) for reasoning about traceability, consistency and com-
pleteness of the requirements [6]. The ontological approach is useful for comparing
stakeholders’ points of view on different subsystems of a single information system [7].

Ontologies can be used to improve the requirements development [8] and require-
ments management [9] in agile software development process. Ontological approach to
the requirements engineering allows to improve the process of user story formulation
[10], to facilitate verification of compliance with the quality characteristics of individual
user stories and sets of user stories [11], as well as to obtain more accurate assessments
of the efforts required to implement user stories [12]. Summarizing the above, it should
be noted that most studies of the possibilities of using ontologies in requirements
engineering do not take into account the specifics of the project management life cycle
or the software development life cycle. To the best of our knowledge, very few papers
apply ontology-based approach to the agile project development. However, it seems that
the application of the ontology-base approach can be especially valuable for agile
development. It is precisely under conditions of permanent changes in the requirements
and their priorities inherent to the agile development that knowledge engineering
methods prove to be especially useful. Representation of knowledge about the project
requirements in the form of ontologies allows the use of machine reasoning methods that
can be used for discovering logical inconsistencies.

In the present paper we propose an ontology-based approach to the agile require-
ments engineering using a system of three ontologies. The first ontology is needed to
represent knowledge about the agile requirements engineering process, the second one
is designed to match natural language sentences with the requirements in order to
identify conflicts, the third ontology is used to accumulate the knowledge about the
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domain of the software product. The paper is organized as follows. In Sect. 2 we
provide a review of the research topic and the terminology used. In Sect. 3 we define
the ontology for agile requirements engineering process. In Sect. 4, we give conclu-
sions about the prospects of using this approach in agile software development.

2 Theoretical Background

2.1 Requirements Engineering in Agile Software Development

In agile development, the software requirements specification (SRS) is an integrated
requirements package which is maintained up to date. This package is not a single
physical document, but a logical structure filled with requirements for a software
product.

To date, the Scrum framework is the most popular among the agile project man-
agement framework. The basis of Scrum is the theory of empirical control. According
to this theory, the source of knowledge is experience, and the source of solutions is real
data. The basic scheme of the Scrum framework works is presented in Fig. 1.
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Fig. 1. The basic scheme of the Scrum framework works

According to Agile Manifesto [13], agile development encourages the creation of
the minimum amount of documentation necessary to manage and coordinate the project
participants work in developing a software product. When a software project is laun-
ched, it is not necessary to create a comprehensive requirements document. First, the
document “Vision and Scope” is developed. This document determines the stake-
holders vision on the software being developed in terms of the key needs and con-
straints under which the project will be implemented.

Next, work begins on filling the Product Backlog, which is a prioritized list of
currently existing product requirements, which is never complete. Product backlog
items can be divided into product features, defect, technical work, knowledge acqui-
sition by type of work [14]. Product feature is a unit of functionality of a software
product that satisfies a requirement. The remaining three types of product backlog items
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are needed to plan work on eliminating defects, refactoring, database migration,
research necessary to implement the requirements of any type, etc.

Before a feature is scheduled for a sprint, it is necessary to decompose it into small
user stories, develop basic behavior scenarios, evaluate implementation efforts, identify
dependences on other user stories, and determine the priority. It is also necessary to
analyze low priority user stories. Perhaps these product backlog items became
important, or, on the contrary, so unimportant that they should be removed. This work
is done by the Product Owner together with the development team as part of the
Backlog grooming.

Backlog grooming (Product backlog refinement or grooming) is an activity
throughout the sprint aimed at revising the backlog of the product to prepare its product
for the next sprint planning. Backlog grooming helps ensure that the requirements will
be clarified, and user stories will be prepared for work in advance of planning for the
sprint. As a result of Backlog grooming, the top of the Product Backlog should include
user stories prepared for sprint. In this case, such user stories should be enough for 2-3
sprints. User stories should be clear to all team members, evaluated by the team, and
acceptance criteria should be indicated for the stories. The acceptance criteria can be
written in the form of simple sentences or behavior scenarios, in particular, in the form
of Gherkin scenarios.

2.2 User Stories

Initially, user stories were recorded on cards of small sizes. The card is not intended to
collect all information about the requirement. The card must contain several sentences
that reflect the essence of the requirement. The card usually indicates the identifier,
name, text, acceptance criteria and its assessment (priority, risk, evaluation of the
efforts, etc.). The user story should follow the following pattern:

As a <type of user X>, I want <some goal Y>, So that <some reason Z>

Nevertheless, it is easy to make a lot of mistakes when writing a user story. In this
connection, writing the user story text is one of the cornerstones of agile engineering
requirements. Suppose it is necessary to describe the functionality that will allow the
social network users to sell stickers sets that they can add to messages. In this case, the
user has a standard free stickers set. Suppose the story was formulated as follows: “As a
user, [ want to add sticker sets from the paid collection, So that I can see new stickers in
my sticker sets”. In this user story, the type of user is not specified, there is no
understanding of what problem the user solves, what is his motive. If the system users
are divided into logged users and visitors, then it is probably a logged in user. And,
most likely, the developer will immediately understand this and without losing time on
figuring out the type of user will be able to implement the feature correctly. But if
logged-in users are in turn subdivided (for example, there are users with a premium
account that this service should already be included in the payment), the feature may be
implemented incorrectly, or the developer will spend time clarifying out who the user
is. In order to avoid mistakes in the first part of the user story, it is necessary to build a
user roles model and accept an agreement that if this is not about any user, but about a
certain group of users, this should be reflected in the user story. Further, the user story
inaccurately defined user action and absolutely not indicated his motivation. This user
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story is better stated in the following wording: “As a logged-in user, I want to buy new
stickers sets, So that I can decorate my messages with non-standard stickers”. Another
important point when writing stories is the use of possessive pronouns, the omission of
which can drastically change the meaning of the requirement.

Despite the huge popularity, the number of ways to assess the quality of user stories
is small. Many existing approaches use the INVEST model proposed in 2003 by Bill
Wake. According to this model, user history should be: Independent, Negotiable,
Valuable, Estimable, Small, Testable [15].

The aim of using the Independent criterion is to keep the number of dependencies
on other user stories to a minimum. The presence of dependencies makes it difficult to
prioritize and, accordingly, planning a sprint. The details of user stories should also be
negotiable. According to the Negotiable criterion, the user story text should contain
information only about what it needs to be implemented for. A typical example of a
breach of Negotiable criterion is when a Product Owner tells a team how to implement
a user story. According to the Valuable criterion, user stories should be valuable to the
customer or end user, or both. According to the Estimable criterion, the user story must
be clear to the development team so that the team can determine the necessary effort. If
a team cannot estimate user story, then the user story is either too large, or ambiguously
formulated, or the team does not have enough knowledge, for example, about some
technology. In the first case, it is necessary to decompose the user story, in the second -
to eliminate the ambiguity of the wording, in the third - to conduct research in order to
obtain the necessary knowledge. When sprint planning, it is necessary that the user
stories that are considered to be candidates for implementation have a small size so that
several user stories can be planned for the sprint. Testable criterion means that each
acceptance criteria must have a clear pass or fail result.

The development of a user stories list for the project can be preceded by the
construction of the Feature tree [16]. Function trees are a good way to organize project
information. The Product Owner begins building the Feature tree in Sprint 0. The start
of the Feature tree can be generated based on information from the document “Vision
and Scope”. Since all product features are usually undefined during sprint O, the
Feature tree is constantly evolving. Further, the items of the Feature tree are added to
the Product backlog, where they are supplemented with user stories.

3 OWL Ontology for Agile Requirements Engineering

In this paper, it is proposed to use the OWL ontology system to support the require-
ments engineering. The first ontology contains knowledge of requirements engineering
within the framework of an agile approach including knowledge about types of
requirements. The second ontology is a model for identifying conflicting requirements.
The third is a model that includes a software product feature tree, a user roles model
and the connections between them.

In Fig. 2 shows the taxonomy of the upper level classes for ontology “Guide”, and
also object properties reflecting the relations between ontology classes.



210 M. Murtazina and T. Avdeenko

Object property hierarchy: DB
Asserted ¥ Asserted v/
v v mmowl:topObjectProperty = hasVariantScenario V- murefines =
: :ttrLl;ute"O'I:lsctetrStorv = checks = hasWriter musKeyScenarioOfUserStory
acklogProject = conflicts muisActionOfGherkinScenario misPartOf
b @ LevelOfEvaluation ™ contains misActionOfGoalUser misRule
»-© Product hasActi i i i isVari i
Podid mhashct Tk i ! . isVariantScenario
»> Requ!rement ™ hasConditionGherkinScenario misCheckedBy -‘9;1_;
»> Reqnfremenunne'act = hasEventGherkinScenario muisConditionOfGherkinScenario v mmtraceFrom
»© RequirementType = hasGoalUser misEventOfGherkinScenario m checks
» @ RiskClass = hasObjectGoalUser misGoalUser ™ hasSource
Stakeholder ™ hasPartOf misObjectOfGoalUser mjsTestedBy
b StatusReq = hasResourcesRisk misPartOf v murefines
b @ StructuralElement = hasRule . misRefined muisKeyScenarioOfUserStory
»- 0 Task -hBSSCenarIP misRequired misPartOf
b TeamMember = hasScopeRisk misRule misRule
> I::::ve m hasSource misSource misVariantScenario
) mutraceTo
» @ ConstraintType ™ hasUserRole ™ isVariantScenario =

Fig. 2. The taxonomy of the upper level classes for ontology “Guide” and object properties

The ontology “Guide” consists of classes corresponding to events, roles and arte-
facts of agile development. The instances (individuals) of the ontology classes are the
software requirements and their artefacts, as well as information about the development
team and stakeholders. Object properties reflect relations that can be established
between individuals. For example, to specify the relationship “the requirement refines
another requirement” the object properties “refines” are used. This object property, in
turn, includes as subproperties that can be established between different classes (or
individuals) of requirements artefacts which are also requirements by their nature (for
example, the behavior scenario refines user story). Object property “traceFrom” is
intended to define of bottom-up tracing links. For the object property “traceFrom” and
its subproperties, inverse properties are given through the “Inverse Of” relation-
ship. This allows the top-down tracing of the “traceTo” relationship. Object property
“conflicts” enables specifying that the requirements conflict with each other. This can
be done directly in this ontology or transferred from the additional ontology “Detection
of conflicts in the requirements”. In Fig. 3 lists the objects properties for this ontology
and their domains and ranges.

Individuals of the ontology “Detection of conflicts in the requirements” are elements
extracted from the requirements text. The sentence that expresses a requirement,
regardless of the technique used for recording requirements, can be divided into main
parts: the subject, the action, and the object to which the action of the subject is directed.
To identify conflicts between user stories need to extract from user story text the func-
tional user role, the action and the object on which the action is directed. Object properties
“sameAsActor”, “sameAsAction” and “sameAsObject” are set between instances of the
corresponding classes if same name is used for the elements of two requirements or the
full name in one and an abbreviation in the second. Object properties “isaActor” and
“isaObject” are used to establish hierarchical relations. For example, a senior manager is a
manager. Object properties “antonymsAction” and “antonymsObject” are set between
instances of the corresponding classes if they have the opposite value (for example, “my
comment about the product” and “someone else’s comment about the product”). Object
properties “partOfAction” and “partOfObject” are set between instances of the respective
classes if one is part of the other. Object properties “synonymsActor”, “synonymsAction”
and “synonymsObject” are set if the values of the corresponding requirements elements
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have a synonymous value. In all other cases it is considered that the corresponding
elements of the requirements are bound by object property “no-relationActor”, “no-
relationAction” or “no-relationObject”.

= hasAction == hasActor == hasObiect
Requirement
Action Actor Object
v lati v murelati i v jionObject v :
mmisaActor == antonymsAction = antonymsObject == notConnected
== no-relationActor == no-relationAction mmisaObject mmisConflict
ionObject - tion

o = partOfAction e
sameAsSuhjeq . tion == partOfObject
= Object
== synonymsObject

Actor Action Object Requirement
Actor Action Object Requirement

Fig. 3. Classes and object properties for ontology «Detection of conflicts in the requirements»

The following production rules are used to determine the type of relations between
the two requirements:

If ObjectProperty_between_class_instances (Actorl, Actor2)

AND ObjectProperty_between_class_instances (Actionl, Action2)

AND ObjectProperty_between_class_instances (Objectl, Object2)

Then Object properties_between_class_instances (Requirementl, Requirement2).

Relations between actors, actions and objects can be established on the basis of
information from the domain ontology as well as using linguistic ontologies, such as
WordNet.

To illustrate the idea of the proposed approach to the formation of a software
product domain model in the form of an OWL ontology consider a fragment of
ontology for an online store (cMm. Fig. 4).

When building the software product domain ontology it is necessary to analyze the
user roles (class “User”) and also which software product sections users can work with
(class “Office”) and build a Feature tree (class “Features”). Further, it should be
determined which sections can be used by certain users, and also indicate which
features are associated with these sections. Instances of the class “Object” are objects
that the user works with (for example, a sales report or a search string). Instances of the
class “Action” are verbs that are used to describe user actions. Actions, respectively,
can be divided into four operations: reading, adding, editing, deleting. In this example,
users are divided into groups depending on the two properties “isLogin” and
“isRegistered”. The knowledge of which user office is owned is also used to assign a
user to a class.
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Fig. 4. Ontology «OnlineStore»

A list of the features available in office is indicated for each class of the corre-
sponding office. Subclasses of personal offices automatically inherit features set for the
classes in which they belong.

4 Conclusion and Future Work

The OWL ontology system containing three ontologies was developed based on the
analysis of the results of ontology application in requirements engineering. The first
ontology accumulates knowledge about the development of software products in a
agile environment. The second one contains knowledge about the relations between the
elements of sentence with a requirement (role, action, object). This allows analyzing
pairs of requirements in order to identify conflicts. The third one contains knowledge of
the software product domain.

We have developed a model through which enables solving typical problems for
requirements engineering in agile software development. These include the formation
and refinement of the Product backlog, requirements tracing and the conflicting
requirements identification. The next stage of our research will include the develop-
ment of the algorithm for prioritizing and re-prioritizing requirements based on the
business value of the product backlog item, assessment of the efforts to requirements
implement and risks, as well as the dependencies between product backlog items that
are recorded in the ontology.
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Abstract. In the paper, we suggest new approach to schedulability
problem for strict periodic tasks (a periodic task is strict if it must
be started in equal intervals of time — task’s period). Given permissi-
ble tasks’ periods, our approach allows to obtain quickly all schedulable
sets of tasks with such periods and to build immediately a conflict-free
schedule for each obtained set. The approach is based on mathematical
methods of graph theory and number theory. We illustrate the approach
by a number of examples and present current practical results.

Keywords: Scheduling - Real-time system - Strict periodic task

1 Introduction

Real-time systems are complex and promissing area of research. The such kind
of system requires distributed computing for real relation representation. Thus
it becomes necessary to have different kind of scheduling of task processing.

Now we recall some terms.

Suppose processor time is divided into minimal parts (scheduler quantums)
that are numerated. We refer to such a part as a point.

A point number ¢ is called starting for a task if the task processing starts
at this point. The processing points different from the starting point are called
additional. A task duration is the number of all processing points for the task.

A task is called periodic, if its processing is repeated at equal time intervals.
Length of time of one such interval is called a period p of the task. A periodic task
is called strict periodic, if its adjacent starting points are at a distance exactly
equal to the task period. Besides, additional points related to the same processing
must be processed during the period following the corresponding starting point.
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In this paper, we discuss static! scheduling of strictly periodic preemptive?
tasks.

There are two simple considerations used to find conflict-free schedules.

The first is CPU usage. Let pq, ..., pr be periods of periodic tasks executed
on a processor. Let [; be the worst case execution time for one instance of the
task with period p;. Then CPU usage should not be more than 100% [1]:

l—1+...+£§1. (1)
b1 Pk

The second is the necessary condition for conflict-free scheduling. Let p; and
p2 be periods of two tasks. And let ¢; and t2 be starting points of the tasks. If
t; — to is divisible by the greatest common divisor (GCD) of p; and ps without
remainder, then the schedule has conflict [2].

The standard way to find a schedule for a task system consists of two steps.
the first step is to place the starting points. The second step is to place the
additional points. These two actions have to be considered separately, because
it is not clear how to distribute the starting and additional points at the same
time, and whether it is possible in principle.

In the existing works, scheduling algorithms are based on the exhaustive
search of suitable points [3-5]. But exhaustive search evokes the problem of
combinatorial explosion. The available methods of limiting the search are unsat-
isfactory, therefore, it is not uncommon when a scheduling algorithm fails to find
a solution even though it exists.

We propose a different approach to the problem described above. This app-
roach is based on our study of numerical properties of period systems [6].

Our research concerns only the first step of scheduling, namely, the distribu-
tion of starting points. Therefore, in the rest of the paper, the term “schedule”
means only the location of starting points (thus, we mean all durations I; = 1 for
all tasks). In the paper, we propose an effective algorithm that enumerates all
schedulable task sets and builds starting points for them in an acceptable time.
We describe an outline of this algorithm and present some experimental results.

2 Preliminaries

Recall that G[S] denotes the induced subgraph of a graph G for vertex subset S.

Let D be a set of GCD of task period pairs. And let H be a closure of D
with respect to the operation of taking the greatest common divisor. Denote by
G a directed graph constructed as follows. Vertices of Gy are elements of H
and there is an edge from a vertice d; to a vertice ds if dy is divisible by d; and
there is no any d3 such, that ds is divisible by d; and ds is divisible by d3. The
vertice d; is called a parent and ds is called a child.

1 Scheduling is called static, if the schedule is built before running the system.
2 Task is called preemptive, if it may be interrupted by another task.
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Now, for all d € H, denote by G4 an undirected graph constructed as follows.
Vertices of G4 are all task periods and there is an edge between two vertices if
the periods have GCD equal to d.

In [6] we prove the following criterion for the existence of a conflict-free
schedule:

Theorem 1. The system of tasks with periods py, pa, ..., pr has a conflict-free
schedule if and only if

1. For all d € Gy, graph G4 have the proper coloring involving at most of d
colors.

2. Colors in different G4 graphs are “inherited” with respect to Gg. This means
that two vertices having different colors in Gparent for a parent node from Gy
cannot have the same color in Gepiig for a child node from Gp.

3. For any d € Gy with parents d; € Gy, any period subset, which is colored by
the same color in each Gg,, is colored by at most m(d) = ﬁ(di) colors in

Gg. The number m(d) is called multiplier for a divider d.

If graph Gy is a tree, then the condition 3 of Theorem 1 is much simpler,
and all conditions of Theorem 1 may be presented briefly—see the Table 1.

Table 1. Conditions of Theorem 1 when graph Gy is a tree

Gparent Gehita

1. | Properly colored with < parent Properly colored with < child
colors colors

2. | Some vertices u and v are assigned | = | u and v are assigned to different
to different colors colors

3. | A subset S of vertices is assigned = | S is colored with
to the same color < m(child) = pi’;’;ji - colors

Consider two examples of application of Theorem 1.

Ezample 1. This example (Fig.1) shows the case when the construction of a
conflict-free schedule is impossible due to a violation of the third condition of
Theorem 1.

Let 6, 12, 14, 18, and 30 be periods of tasks.

Graph Gy consists of two vertices: 2 and 6 (Fig. 1a).

In order to properly color G, the set S = {6,12, 18,30} must be assigned to
the same color in Gy (Fig. 1b). Since Gg[S] is complete subgraph, then in order
to properly color Gg, all vertices of the set S must be assigned to different colors
in Gg (Fig. 1c). But m(6) = g = 3, thus, by the condition 3 of Theorem 1, there
are only three colors for coloring four elements of S.
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G, : G,
) @
Fig. 1. A violation of the third condition of Theorem 1.
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Fig. 2. Conflict-free scheduling using Theorem 1.

Ezample 2. This example (Fig. 2) shows a “positive” application of Theorem 1.

Let 12, 15, 18, and 24 be periods of tasks.

Graph G consists of three vertices: 3, 6, and 12 (Fig. 2.a).

Graph G3 may be properly colored as follows: we assign vertex 15 a color ¢z 1,
and we assign vertices 12, 18, and 24 a color ¢ 2 (Fig. 2b). Thus, start point for
15 has some reminder (for example, 1) modulo 3, while start points for 12, 18,
and 24 have some another reminder (for example, 0) modulo 3 (Table 2, second
column).

Table 2. Reminders and start points

Period | Reminder modulo ... | Start point
316 12

12 0/0/0 0

15 1{1]1 1

18 0133 3

24 0/0|6 6

Consider graph Gg. Since m(6) = g = 2, then there are two colors for coloring

12, 18, and 24 in graph G¢. Thus, we assign vertex 18 a color ¢ 1, and we assign
vertices 12 and 24 a color ¢g 2 (Fig. 2c). Corresponding reminders modulo 6 are
shown in Table 2, third column. Note that each chosen reminder modulo 6 has
the reminder modulo 3 previously chosen during analysis of graph Gs.
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Consider graph Gis. Since m(12) = % = 2, then there are two colors for
coloring two vertices 12 and 24 in graph G2 (Fig. 2d). Corresponding reminders
modulo 12 are shown in Table 2, fourth column. Again, note that each chosen
reminder modulo 12 has the reminder modulo 6 previously chosen during analysis
of graph Gg.

As a result, for all chosen reminders, one can find corresponding start points
for all tasks (Table 2, last column).

Other examples of application of Theorem 1 may be found in [7].

3 Motivation and Problem Statement

In real conditions, the task period depends on technical characteristics of devices
used. For example, it may correspond to the frequency of signals that are sent
or received by the task. And these characteristics are not diverse. Table 3 shows
examples of widely used task periods in industrial RTOS.

So, if the number of different permissible periods is not so large, is it possible
to generate all good task period sets? (“Good” means that there is a conflict-free
location of the starting points.)

Table 3. Frequencies and periods. One second contains 2000 points.

Hz | Period || Hz | Period || Hz | Period
400| 5 60 | 32-35 || 30 | 60-65
200 |10 50 |40 20 | 100
100 | 20 40 | 50 10 | 200

Let p1 < p2 < ... < pg be all permissible periods. Suppose there are n; tasks
with period p1, no tasks with period po, ..., ni tasks with period pg. The tuple
(n1,na,...,ng) is called correct if it satisfies the condition (1) of the CPU usage.
We say that the correct tuple (n1,ns,...,nx) is a solution if there is a conflict-
free location of starting points for tasks with such periods. The solutions can
be partially ordered as follows. We say that (ngl),...,n,(j)) < (n§1)7...7n,(€1)) if
nz(-l) < ngz) foralli=1,.. k.

It turns out that Theorem 1 provides means to construct an algorithm for
generating all maximal solutions. (“Maximal” means maximal with respect to
the introduced order.) Obviously, for any solution 7, there exists a maximal
solution 7, such that 7 < 7. So, if we have all maximal solutions, then we can
construct all solutions.

4 Algorithm Sketch

In the most general form, the generation algorithm is as follows.
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Loop: divider d in Gy
If d is root Then
Loop: iterate valid assignments of colors to periods p;
Color set contains d elements, which should be assigned to the periods
(i.e. vertices of the graph Gg) taking into account the conditions of
Theorem 1. Important: several periods can be assigned to the same
color if such assignment does not violate the proper coloring condition.
End of loop: iterate valid assignments of colors to periods p;
Else
Loop: iterate valid assignments of colors to periods p;
In this case, it is necessary to take into account the assignment of col-
ors constructed for all parents of the divider d. Colors must be inher-
itors (w.r.t condition 2 of Theorem 1) of the parent colors. If there
are several parents, the inheritance must be agreed with all parents.
Other conditions of Theorem 1 must be satisfied as well.
End of loop: iterate valid assignments of colors to periods p;
End of loop: divider d in Gy

Note that the generator assignes all colors, so we do get the maximal solu-
tions. In addition, the information obtained during the construction of the max-
imal tuple makes it possible to build immediately a conflict-free schedule for this
tuple.

Illustrate presented algorithm by the following example.

Ezample 3. Let 8 and 12 be all permissible periods of tasks.
Given a period p, denote by S®) a set of all vertices for p in Gy.

Graph Gy consists of three vertices: 4, 8, and 12 (Fig. 3a).

Fig. 3. Graphs Gx and G4 for generation algorithm when periods are 8 and 12

Graph Gy is complete bipartite with two disjoint sets of vertices S® and
S(12) (Fig. 3b). By condition 1 of Theorem 1, graph G4 must be properly colored
with at most 4 colors. Suppose that S®) is colored using k colors. Then S(?) is
colored using other 4 — k colors.

Consider graph Gg. Subgraph Gg[S®)] is complete, and all vertices of S(12)
are isolated (Fig. 3c). Thus, all vertices of S®) must be assigned to different col-
ors, and all vertices of 12 may be assigned to 4 — k colors used during coloring
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of G4 (we can not assign all vertices of S(*?) to the same color, since condition
2 of Theorem 1). Since m(8) = § = 2, then, by condition 3 of Theorem 1, there
are at most 2k colors for coloring S®). So, we have max |S®)| = 2k.

Consider graph Gi3. Subgraph G12[5(12)] is complete, and all vertices of
S®) are isolated (Fig.3d). Similarly, since m(12) = 12 = 3, then we have
max [S(?)| = 3(4 — k).

In this simple example, loops “iterate valid assignments of colors to periods
p;” work as follows. For d = 4 (root), our algorithm iterates valid values of k.
For d = 8 and d = 12, we have trivial iteration of the only assignment.

On the basis of the presented algorithm scheme, we have developed a genera-
tor of the solution set. Our implementation generates the desired set of maximal
solutions in an acceptable time. The results of the experiments are given below
in Sect. 6.

5 Application of the Generator

Now let’s discuss how to use such a generator in practice.

A generated set of solutions gives an answer to the first question of scheduling:
is it possible to build a conflict-free starting points for a given set of tasks. In
addition, we can get a schedule for starting points.

Complete information about available solutions allows, for example, to auto-
matically assign some given tasks to several processors without any risk of choos-
ing a non-schedulable combination of periods for each processor.

Parameter setting Result processing

X 7
[Schedulability analyzer]

v 4

Query processor }

Generate
database of
schedulable
task sets

[j> Schedulable

task sets | -— ‘
—>

Fig. 4. A possible architecture of the automatic scheduler.

An automatic scheduler may include the following components (see Fig.4):

— Database which includes all generated solutions for the given period set and
the schedules for these solutions.

— A query processor for standard database queries.

— Analyzer that builds a task processing schedule, in accordance with the user-
specified parameters.
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Table 4. The number of maximal solutions for experimental period sets

Period set Gpg | Time The number of The number of
maximal solutions | maximal correct

tuples

10, 20, 35, 40, 80 5a 0,5 s 656 7 456

10, 20, 40, 50, 100, 200 | 5b | 32min 17 s | 176 604 188 844

10, 64, 20, 32, 40, 50, 5¢ | 42min 34 s | 552 610 6 108 197

100, 200

10, 65, 20, 35, 40, 100, |5d |16 min 5s | 702 264 1 263 391 852

200, 400, 1000

6 Experimental Results

We conducted several experiments to generate sets of solutions for different
period sets taken from realistic scenarios. Corresponding graphs Gy have dif-
ferent structural complexity (see Fig.5): Fig.5a and b shows graphs Gy with
simple structure, while Fig. 5c and d shows graphs Gy with more complicated
structure. For all produced solutions, schedules were generated and tested for
compliance with the necessary condition for conflict-free schedules (see Sect. 1).

g
5686

Fig. 5. Graphs Gy for experimental period sets.

Table 4 shows the number of maximal solutions for experimental period sets.
The last column contains the number of maximal correct tuples for each period
set. This characteristic shows that the structure of the graph Gy is more impor-
tant for the number of solutions, then quantitative indicators of period set is.
For example, consider two last period sets. One can see that two large periods
(400 and 1000) dramatically increase the number of maximal correct tuples, but
have little effect on the number of solutions.

Table 4 shows also that the presence of additional cross-links in G g increases
the generation time, apparently complicating generation process, while the tree
structure of the graph Gy simplifies and speeds up the generation.
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7 Conclusion

In this paper, we studied the problem of effective finding the starting execution
points for scheduling strictly periodic tasks with given permissible periods. The
main innovation is: instead of solving partial schedulability problem for each
set of tasks, we suggest to enumerate all schedulable sets of tasks with given
permissible periods. Based on previously obtained theoretical results, we propose
a corresponding algorithm. Our implementation of the algorithm completes in
an acceptable time. The algorithm allows to build a database of schedulable sets
of tasks with all data necessary for schedule construction. Then one can use this
database to check any set of tasks against schedulability condition and to obtain
schedule immediately.
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Abstract. In this paper, we propose a framework to perform verifica-
tion and validation of semantically annotated data. The annotations,
extracted from websites, are verified against the schema.org vocabu-
lary and Domain Specifications to ensure the syntactic correctness and
completeness of the annotations. The Domain Specifications allow for
checking of the compliance of annotations against corresponding domain-
specific constraints. The validation mechanism will detect errors and
inconsistencies between the content of the analyzed schema.org anno-
tations and the content of the web pages where the annotations were
found.

Keywords: Verification - Validation + Semantic annotation -
Schema.org

1 Introduction

The introduction of the Semantic Web [3] changed the way content, data and
services are published and consumed online fundamentally. For the first time,
data in websites becomes not only machine-readable, but also machine under-
standable and interpretable. The semantic description of resources is driving
the development of a new generation of applications, like intelligent personal
assistants and chatbots, and the development of knowledge graphs and artifi-
cial intelligence applications. The use of semantic annotations was accelerated
by the introduction of schema.org [8]. Schema.org was launched by the search
engines Bing, Google, Yahoo! and Yandex in 2011. It has since become a de-facto
standard for annotating data on the web [15]. The schema.org vocabulary, seri-
alized with Microdata, RDFa, or JSON-LD, is used to mark up website content.
Schema.org is the most widespread vocabulary on the web, and is used on more
than a quarter of web pages [9,14].

Even though studies have shown that the amount of semantically annotated
websites are growing rapidly, there are still shortcomings when it comes to the
quality of annotations [12,17]. Also the analyses in [1,10] underline the inconsis-
tencies and syntactic and semantic errors in semantic annotations. The lack
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of completeness and correctness of the semantic annotations makes content
unreachable for automated agents, causes incorrect appearances in knowledge
graphs and search results, or makes crawling and reasoning less effective for
building applications on top of semantic annotations. These errors may be caused
by missing guidelines, insufficient expertise and technical or human errors. Data
quality is a critical aspect for efficient knowledge representation and processing.
Therefore, it is important to define methods and techniques for semantic data
verification and validation, and to develop tools which will make this process
efficient, tangible and understandable, also for non-technical users.

In this paper, we extend our previous work [21], where we introduced a
Domain Specification, and present an approach for verification and validation
of semantic annotations. A Domain Specification (DS) is a design pattern for
semantic annotations; an extended subset of types, properties, and ranges from
schema.org. The semantify.it Evaluator! is a developed tool that allows the ver-
ification and validation of schema.org annotations which are collected from web
pages. Those annotations can be verified against the schema.org vocabulary and
Domain Specifications. The verification against Domain Specifications allows
for the checking of the compliance of annotations against corresponding domain-
specific constraints. The validation approach extends the functionality of the tool
by detecting the consistency errors between semantic annotations and annotated
content.

The remainder of this paper is structured as follows: Sect.2 describes the
verification approach of semantic annotations. Section 3 describes the validation
approach. Section 4 concludes our work and describes future work.

2 Verification

In this section we discuss the verification process of semantic annotations accord-
ing to schema.org and Domain Specifications. The section is structured as
follows: Sect.2.1 gives the definition of the semantic annotation verification,
Sect. 2.2 describes related work, Sect. 2.3 discusses our approach, and Sect. 2.4
describes the evaluation method.

2.1 Definition

The verification process of semantic annotations consists of two parts, namely,
(I) checking the conformance with the schema.org vocabulary, and (II) checking
the compliance with an appropriate Domain Specification. While the first verifi-
cation step ensures that the annotation uses proper vocabulary terms defined in
schema.org and its extensions, the second step ensures that the annotation is in
compliance with the domain-specific constraints defined in a corresponding DS.

! https://semantify.it /evaluator.
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2.2 Related Work

In this section, we refer to the existing approaches and tools to verify structured
data. There are tools for verifying schema.org annotations, such as the Google
Structured Data Testing tool?, the Google Email Markup Tester?, the Yandex
Structured Data Validator?, and the Bing Markup Validator®. They verify anno-
tations of web pages that use Microdata, Microformats, RDFa, or JSON-LD as
markup formats against schema.org. But these tools do not provide the check of
completeness and correctness. For example, they can allow one to have empty
range values, redundancy of information, or semantic consistency issues (e.g. the
end day of the event is earlier than the start day). In [7] SPARQL and SPIN
are used for constraint formulation and data quality check. The use of SPARQL
and SPIN query template sets allows the identification of syntax errors, missing
values, unique value violations, out of range values, and functional dependency
violations. The Shape Expression (ShEx) definition language [20] allows RDF
verification® through the declaration of constraints. In [4] the authors define a
schema formalism for describing the topology of an RDF graph that uses reg-
ular bag expressions (RBEs) to define constraints. In [5] the authors described
the semantics of Shapes Schemas for RDF, and presented two algorithms for
the verification of an RDF graph against a Shapes Schema. The Shapes Con-
straint Language” (SHACL) is a language for formulating structural constraints
on RDF graphs. SHACL allows us to define constraints targeting specific nodes
in a data graph based on their type, identifier, or a SPARQL query. The existing
approaches can be adapted for our needs but not fully, as they are developed for
RDF graph verification and not for schema.org annotations in particular.

2.3 Our Approach

To enable the verification of semantic annotations according to the schema.org
vocabulary and to Domain Specifications, we developed a tool that executes a
corresponding verification algorithm. This tool takes as inputs the schema.org
annotation to verify and a DS that corresponds to the domain of the annotation.
The outcome of this verification process is provided in a formalized, structured
format, to enable the further machine processing of the verification result.

The verification algorithm consists of two parts, the first checks the general
compliance of the input annotation with the schema.org vocabulary, while the
latter checks the domain-specific compliance of the input annotation with the
given Domain Specification. The following objectives are given for the conformity
verification of the input annotation according to the schema.org vocabulary:

2 https://search.google.com /structured-data/testing-tool/.

3 https://www.google.com/webmasters/markup-tester,/.

4 https://webmaster.yandex.com /tools/microtest,/.

® https://www.bing.com/toolbox /markup-validator.

5 Authors use term “validation” in their paper due to content definition.
" https://www.w3.org/ TR /shacl-ucr/.
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1. The correct usage of serialization formats allowed by schema.org, hence RDFa,
Microdata, or JSON-LD.

2. The correct usage of vocabulary terms from schema.org in the annotations,
including types, properties, enumerations, and literals (data types).

3. The correct usage of vocabulary relationships from schema.org in the annota-
tions, hence, the compliance with domain and range definitions for properties.

The domain-specific verification of the input annotation is enabled through
the use of Domain Specifications®, e.g. DSs for annotation of tourism domain and
GeoData [18,19]. DSs have a standardized data model. This data model consists
of the possible specification nodes with corresponding attributes that can be used
to create a DS document (e.g. specification nodes for types, properties, ranges,
etc.). A DS document is constructed by the recursive selection of these gram-
mar nodes, which, as a result, form a specific syntax (structure) that has to be
satisfied by the verified annotations [11]. Keywords in these specification nodes
allow the definition of additional constraints (e.g. “multipleValuesAllowed” or
“isOptional” for property nodes). In our approach, the verification algorithm has
to ensure that the input annotation is in compliance with the domain-specific
constraints defined by the input DS. In order to achieve this, the verification
tool has to be able to understand the DS data model, the possible constraint
definitions, and to check if verified annotations are in compliance with them.

2.4 Evaluation

We implement our approach in the semantify.it Evaluator?. The tool provides a
verification report with detailed information about detected errors according to
the schema.org vocabulary (see Fig. 1) and Domain Specifications (see Fig. 2).

Nr. Type Markup View SDO-Valid

1 MusicEvent ® (B)
2 Website ® (5]
3 Breadcrumblist =n (] Not Valid

4 BreadcrumblList microdata ® valid @

5 PostalAddress microdata ® valid @

Fig. 1. Schema.org verification

Besides the verification result itself, the report includes details about the
detected errors, e.g. error codes (ID of the error type), error titles, error severity

8 List of available Domain Specifications: https://semantify.it/domainSpecifications/
public.
9 https://semantify.it /evaluator.
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vErrors (6):

© Missing Property: The annotation is missing a property (‘addressRegion’) which is mandatory by the domain specification.
L> MusicEvent > location > Place > address > PostalAddress

© Missing Property: The annotation is missing a property (‘offers’) which is mandatory by the domain specification.
L MusicEvent

@ Missing Property: The annotation is missing a property (‘addressRegion) which is mandatory by the domain specification.
L> MusicEvent > organizer > Organization > address > PostalAddress

v Warnings (8):
Additional Property: The annotation has a property (‘caption’) which is not specified by the domain specification.
MusicEvent > image > ImageObject

Additional Property: The annotation has a property (‘telephone’) which is not specified by the domain specification.
MusicEvent > location > Place > address > PostalAddress

Additional Property: The annotation has a property (‘email’) which is not specified by the domain specification.
MusicEvent > location > Place > address > PostalAddress

Fig. 2. Domain specification verification. Verification report
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levels, error paths (where within the annotation the error occurred), and textual
descriptions of the errors. The implementation itself can be evaluated through
unit tests in terms of a correct functionality (correctness) and the implementa-
tion of all possible constraint possibilities of the Domain Specification vocabulary
(completeness). This can be achieved by comparing the structured representa-
tion of the result, namely the JSON file produced by the verification algorithm,
which is used to generate a human-readable verification report for the user (see
Fig. 3), with the expected verification report outcome specified in the test cases

for predefined annotation-Domain Specification pairs.

https://www.mayrhofen.at/ (: )
Evaluation Settings Crawling Settings
Schema.org verification: Yes Timeout: 10000 Use sitemap: Yes
Domain-specific verification: Yes WaitFor: 3000 Crawl Sub-domains: No
Annotation validation: Yes Max. crawled Links: 100 Respect Robots.txt Yes
EDIT SETTINGS START EVALUATION

Start date Crawling Schema.org Verification Domain-specific Annotation Validation

Verification

4 16.Apr19,1207 159 ¥ 239 B 238(1© 0 39199100

Fig. 3. semantify.it Evaluator. Verification and validation report

A formal proof of the correctness and completeness of our implemented algo-
rithm is rather straightforward given the simplicity of our current knowledge
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representation formalism. In our ongoing work'?, we develop a richer constraint
language which will require more detailed analysis of these issues.

3 Validation

Search engines may penalize the publisher of structured data if their annotations
include content that is invisible to users, and/or markup irrelevant or misleading
content. These penalties may have negative effects on a website (e.g. bad position
of the website in search results) or even lead to non-integration of the structured
data (e.g. no generation of rich snippets). For example, annotations of the Desti-
nation Management Organizations (DMOs) usually include a list of offers. These
offers must comply with offers which are described on the website, and all URLs
contained in the annotations must match with the URLs in the content. Such
issues can be detected through the validation of semantic annotations.

In this section, we discuss the validation process of semantic annotations and
the proposed approach. The section is structured as follows: Sect. 3.1 gives the
definition of the semantic annotation validation, Sect. 3.2 describes some related
work, Sect. 3.3 discusses our approach, and Sect.3.4 describes the evaluation
method.

3.1 Definition

The validation of semantic annotations is the process of checking whether the
content of a semantic annotation corresponds to the content of the web page
that it represents, and if it is consistent with it. Semantic annotations should
include the actual information of the web page, correct links, images and literal
values without overlapping or redundancy.

3.2 Related Work

The incorrect representation of the structured data can make data unreachable
for automated engines, cause an incorrect appearance in the search results, or
make crawling and reasoning less effective for building applications on top of
semantic data. The errors may be caused by not following recommended guide-
lines, e.g. structured data guidelines'!, insufficient expertise, technical or human
errors (some of the issues can be detected by Google search console!?), and/or
annotations not being in accordance with the content of web pages, so-called
“spammy structured markup”!®. There is no direct literature related to the
methods of detecting inconsistency between semantic annotations and content
of web pages, but the problem of the content conformity restriction is also men-
tioned in [13].

10 The paper is under double blind review and can’t be revealed.

1 https://developers.google.com /search/docs/guides/sd-policies.

2 https://search.google.com /search-console/about.

13 https://support.google.com /webmasters/answer/9044175?hl=en&visit_id=6368625
21420978682-2839371720& rd=1#spammy-structured-markup.
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3.3 Owur Approach

Since semantic annotations are created and published by different data providers
or agencies in varying quantity and quality and using different assumptions, the
validity of data should be prioritized to increase the quality of structured data. To
solve the problem of detecting errors caused by inconsistencies between analyzed
schema.org annotations and the content of the web pages where the annotations
were found, we propose a validation framework. The framework consists of the
following objectives:

1. Detect the main inconsistencies between the content of schema.org annota-
tions and the content of their corresponding web pages.

2. Develop an algorithm for the consistency check between a web page and
corresponding semantic annotations. The information from web pages can be
extracted from the source of a web page by tracking the appropriate HTML
tags, keywords, lists, images, URLs, paragraph tags and the associated full
text. Some natural language processing and machine learning techniques can
be applied to extract important information from the textual description,
e.g price, email, telephone number and so on. There exist some approaches
to extract information from a text, such as named entity recognition [16]
to locate and categorize important nouns and proper nouns in a text, web
information extraction systems [6], and text mining techniques [2].

3. Define metrics to evaluate the consistencies of the semantic annotations
according to the annotated content. In this step, we analyze existing data
quality metrics that can be applied on the structured data and define metrics
that can be useful to evaluate the consistency between a web page content
and semantic annotation. We measure the consistency for different types of
values, such as URL, string, boolean, enumeration, rating value, date and
time formats.

4. Provide a validation tool to present the overall score for a web page and
detailed insights about the evaluated consistency scores on a per value level.

3.4 Evaluation

To ensure the validity of the report results, we will organize a user study of
semantic annotations and annotated web pages to prove the performance of our
framework. The questionnaire will be structured in a way to get quantitative
and qualitative feedback about the consistencies between a web page and anno-
tation content (see Fig.4) according to the results provided by the framework
(see Fig. 3). As our use case, we will use annotated data and websites of Destina-
tion Management Organizations, such as Best of Zillertal Fiigen'*, Mayrhofen'?,
Seefeld'®, and Zillertal Arena'”.

' https://www.best-of-zillertal.at.
5 https://www.mayrhofen.at.
16 https://www.seefeld.com/.
'7 https://www.zillertalarena.com.
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Fig. 4. Web page content and annotation content

4 Conclusion and Future Work

Semantic annotations will be used for improved search results by search engines
or as building blocks of knowledge graphs. Therefore, the quality issues in terms
of structure and consistency can have an impact on where the annotations are
utilized and lead, for instance, to false representation in the search results or
to low-quality knowledge graphs. In this paper, we described our ongoing work
for an approach to verify and validate semantic annotations and the tool that is
evolving as the implementation of this approach.

For the future work, we will define Domain Specifications with SHACL in
order to comply with the recent W3C Recommendation for RDF validation. We
will develop an abstract syntax and formal semantics for Domain Specifications
and map it to SHACL notions, for instance by aligning the concept of Domain
Specifications with SHACL node shapes.
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Abstract. The generation and proving of verification conditions, which
correspond to loops, may cause difficulties during deductive verification
because the construction of required invariants is a challenge, especially
for nested loops. The methods of invariant synthesis are often heuristic
ones. Another way is the symbolic method of loop invariant elimination.
Its idea is to represent a loop body in a form of special replacement
operation under certain constraints. This operation expresses loop effect
with possible break statement in a symbolic form and allows introducing
an inference rule, which uses no invariants in axiomatic semantics. This
work represents the further development of this method. The inner loops
are interesting because of the higher nesting level, the more complicated
loop invariant. A good example for this case to verify is a class of linear
array sorting programs, which iteratively increase the sorted part. In this
paper, we consider the insertion sort program. A special algorithm was
developed and implemented to prove verification conditions automati-
cally in ACL2. It generates automatically auxiliary lemmas, which allow
to prove obtained verification conditions in ACL2 in automatic mode.

Keywords: C-light + Loop invariant elimination - Mixed axiomatic
semantics - Definite iteration - C-lightVer - Array sorting program -
ACL2 prover + Deductive verification - Lemma discovery + Proof
strategy

1 Introduction

C program verification is an urgent problem today. Some projects (e.g. [2,4]) sug-
gests different solutions. But none of them contains any methods for automatic
verification of loop-containing programs without invariants. As it is known, in
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order to verify loops we need invariants whose construction is a challenge. There-
fore, the user has to provide these invariants. For many cases, it is a difficult
task.

Tuerk [19] suggested to use pre- and post-conditions for while-loops, but
the user still has to construct them himself. Li et al. [11] developed a learning
algorithm of loop invariants generation, but their method does not support array
operations and the break statement in the loop body. Galeotti et al. [5] improved
a well-known method of post-condition mutation by a combination of test case
generation and dynamic invariant detection. However, this approach failed to
infer full invariant for sorting programs. Srivastava et al. [17] proposed a method,
which is based on user-provided invariant templates. This method also is not able
to perform a full verification of sorting programs. Kovacs [10] developed the
method of the automatic invariant generation for the P-solvable loops, where
right operands of assignment statements in the loop body must have a form of
polynomial expression and the break statement is not considered.

We consider loops with certain restrictions [16]. We extend our mixed axi-
omatic semantics of the C-light language [1] with a new rule for verification of
such loops, based on the replacement operation [16]. The verification conditions
are generated by C-lightVer system [9] using this rule.

In our previous paper [8], we considered the strategy of automatic proving of
verification conditions. It can be applied, if a program loop includes the break
statement. This strategy belongs to the class based on auxiliary lemma discov-
ering [6].

The new goal is the verification of the insertion sort program, which has
different specification. Sorting programs are programs over changeable arrays
with loop exit. Suzuki et al. [18] described decidability of verification conditions
with the permutation predicates, if such conditions are representable in the Pres-
burger arithmetic. But verification conditions are not representable in presburger
arithmetic in our case due to replacement operation. Sorting programs can con-
tain downward loops and can use the value of loop counter after iterations are
finished. Thus, we had to change our algorithm of replacement operation gen-
eration. Also, we overcame the difficulties in proving verification conditions by
developing new strategies of proof. This paper describes the solution of these
problems.

2 Preliminary Concepts

We develop a two-level system of deductive verification of the C-light programs
[14]. The C-light language is a powerful subset of C language. To prove obtained
in our system verification conditions, we use the theorem prover ACL2 [15]. The
input language of ACL2 is an applicative dialect of Common Lisp language,
which supports only functional paradigm and does not support imperative one.

Since Common Lisp language focuses on list processing, arrays of the C-light
language we simulate by lists. Consider list operations in ACL2. If expr is an
expression of ACL2 language, then (update-nth i expr 1) is a new list, which
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coincides with a list [ except for i-th element, whose value is expr. The function
len returns the length of a list.

To verify programs without invariants, we implemented the method of loop
invariants elimination for definite iteration [16] in our system. Our previous
works [12,13] dealt with definite iteration over unchangeable data structures
with /without loop exit. In this paper, we moved to changeable data structures
with possible break statement in the loop body.

Consider the statement for x in S do v := body(v, x) end, where S is
a structure, x is the variable of the type “an element S”, v is a vector of loop
variables, which does not contain x and body represents the loop body com-
putation, which does not modify = and which terminates for each = € S. The
structure S can be modified as described below. The loop body can contain only
the assignment statements, the if statements, possibly nested, and the break
statements. Such for statement is named a definite iteration. Let vy be the
vector of values of variables from v just before the loop. To express the effect
of the iteration let us define a replacement operation rep(v, S, body,n), where
rep(v, S, body,0) = v, rep(v,S,body,i) = body(rep(v, S,body,i — 1),s;) for all
i=1,2,...,n. A number of theorems, which express important properties of the
replacement operation, were proved in [16].

The inference rule for definite iterations has the form:

{P} A; {Q(v — rep(v, S, body, n))}
{P} A; for x in S do v := body(v, x) end {Q}

Here A are program statements before the loop. We find the weakest pre-
condition applying the mixed axiomatic semantics [1] of the C-light language.

3 Generation of Replacement Operation
In this paper, we extend the class of definite iterations by downward iteration

for (i =n - 1; i >= 0; i--) v := body(v, i) end,

where n is the number of elements of array. The definition of rep is generated
by a special translator [8]. The statements of the loop body are translated to
the constructions of the ACL2 language. The fields of the structure of the type
frame correspond to the variables of v and the function frame-init creates the
object of the type frame with given field values.

For downward iteration, the generator of rep was modified. Firstly, it has
to generate not only the structure frame but the structure enwvir. It stores
the values of variables, which are used but are not modified inside the loop.
Moreover, the generator makes a definition of the function envir-init, which
creates an object of the type envir with given field values. The structure envir
has also a dedicated field upper-bound, whose value is an inaccessible upper
bound of the loop counter, which is equal to (n — 1) + 1.

Secondly, in the case of downward iteration, the value of loop counter is not
equal to the number of iteration. In order to distinguish from loop counter ¢, the
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first argument of rep is called iteration. Therefore, the generator has to include
not only the elements of the vector v, but also the loop counter to the fields of
the structure frame. This allows using the value of the loop counter after loop
execution.

One of the restrictions of the symbolic method [16] is that the loop counter is
not modified by the loop body. So the third change of the generator is the usage
of the difference between the upper bound and iteration number as the value of
loop counter in the body of rep. In the case of iteration continuation, the loop
counter is initialized by the difference between the same value and 1. In the case
of the loop exit, the loop counter is not modified. Note that such approach can
simplify the proof because it expresses the value of the loop counter explicitly.

4 Verification of Insertion Sort Program

Let us demonstrate the motivating example. Consider the following insertion
sort program, which orders a given linear array a of the length n:

/* P */ void insertion_sort(int al[], int n) {int k, i, j;
/* INV x/ for (i = 1; i < n; i++) {
k = al[il;
for (j =1i-1; j > 0; j—-) {
if (al[j] <= k) break;
alj + 11 = aljl;}
alj + 11 = k;}}/* Q */

The program pre-condition, post-condition, and invariant have the form:

P=0<nAa=agAn<len(ag), Q =perm(0,n —1,a9,a) A ord(0,n —1,a),
INV =i <nAn<len(a) Alen(ag) = len(a)A
agli :n—1] = ali : n — 1] A perm(0,i — 1, ag,a) A ord(0,i — 1,a),

where perm(i, j,ap,a) means that array a is the permutation of array ag from
i-th to j-th element, ord(,j,a) denotes that array a is ordered from i-th to
j-th element. Note that Galeotti et al. [5] did not prove the permutation, and
Srivastava et al. [17] used more weaker property Vidj (0 <i<n) = (0<j <
n A agli] = a[j]) then permutation.

Applying rules of the mixed axiomatic semantics [1] we obtain three verifi-
cation conditions: the condition of loop entry, the condition of loop exit and the
condition of iteration continuation.

The first and the second verification conditions were proved in ACL2 auto-
matically. Consider the third verification condition, which is the most difficult.

i <nANINV = ((INV(i i+ 1))(a < update-nth(j + 1,k,a)))
(j « rep(i, envir-init(i, k), frame-init(i — 1,a)).7,
a — rep(i, envir-init(i, k), frame-init(i — 1,a)).a))(k < a[i]))
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Due to the symbolic method of definite iteration verification, we do not need
to provide an invariant for inner loop. This verification condition can be found
in [20] (in the syntax of ACL2). It was automatically generated and named vc-3
in the file ve-3.1isp. To prove this verification condition the strategies from
Sect. 5 were applied.

5 Method of Automation of Verification Conditions
Proving

During this research, four strategies of verification conditions proving were devel-
oped. They are based on the automatic generation of lemmas. Their proof can
help to prove a verification condition. Automatically generated formulas can be
not theorems, therefore only successful proving of them in ACL2 allows adding
them into the underlying theory. In ACL2, such formulas can be given to the
user for proving them in interactive mode or can be proved automatically. We
will give here key lemmas, which were added to the underlying theory in our
example. These lemmas allowed ACL2 to prove the verification condition.

Let us introduce common notions for all strategies. Each of them gets a finite
downward iteration over array a. We will define strategies using notions from
Sect. 3.

Let us consider the verification condition of a form (X3 A Xo A... A X,) =
(C1 ACoA...ANCy,), where X1, Xo, ..., X,, are hypotheses and C, Cs, ..., Cp,
are goals. If the verification is not of that form, let us bring it to such form. We
will consider each goal separately: (X1 A Xa A...AX,,) = C;, where 1 <i < m.
Let Y = {Cl, Cg, SN Cm}

Let us make a correspondence between parameters of strategies and our finite
iteration with its continuation condition from our example. In our case, the
parameter a stands for array a, parameter n stands for variable i, parameter 4
stands for variable j. Parameter T = INV A (i < n). Let afé : j] be a subarray
of array a from i-th to j-th element inclusively.

5.1 The Strategy of Premises Choice

The condition of the applicability of this strategy is the form of considered finite
iteration (with possible loop exit). This strategy is applied, if during verification
condition proving, we try to prove a statement about the property of rep. Let
R be such a statement. Thereby, the first argument of our strategy is the finite
iteration, the second one is the definition of rep, the third argument is R.

The strategy is oriented to solving a problem of transformation of R to
lemma, which has the form of implication. R becomes the conclusion of such
implication. Therefore, the problem is reduced to a generation of the premise,
which should allow to prove the lemma and the verification condition.

To overcome this difficulty we use more generalized statements as premises
than T. For example, the statement Ly = (iteration € N) A (iteration <
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env.upper-bound) A (env.upper-bound < (len(fr.a))) A (fr.j = (env.upper-
bound —1)) or the statement Lo = (env.upper-bound € N) A (env.upper-
bound < (len(fr.a))) A (fr.j = (env.upper-bound — 1)) A = fr.loop-break.

We plan to extend the set of premises. The choice is determined by one, which
helps ACL2 to prove the lemma. For each L € {L1, Lo}, we try to prove formula
Im = L = P in ACL2. All such lemmas start with the prefix rep-lemma- in
[20].

Let us generate auxiliary formula Im’ in a form of implication. Its premise
is T' and its conclusion is constructed from R by replacing n, env, and fr by
iteration parameters. Let us substitute the iteration parameters into I'm to prove
Im’. Because of the same premises, it is more convenient to use Im’ for verifi-
cation condition proving. In [20] the names of all such lemmas start with prefix
vc-3-lemma-.

For example, consider the statement about equality of two subarrays as R =
al0 : rep(iteration, env, fr).j] = (rep(iteration,env, fr).a)[0 : rep(iteration,
env, fr).j]. Applying our strategy to R, we add a lemma L; = P to the under-
lying theory, which can be found in [20] under the name rep-lemma-76.

5.2 The Strategy for Finite Iteration over Changeable Array

The condition of the applicability of this strategy is the form of considered
finite iteration and the presence of assignment statement al[expr-index] =
expr-value; in a loop body. Let an iteration consists of w assignment state-
ments. With the help of the function c_kernel_translator, we will translate each
expression expr-index; to the expression expr-ind; of ACL2 language for each
i1 <i<w.

Let us generate and try to prove by the strategy from Sect. 5.1 the following
statement: (index # expr-indy) A ... A (index # expr-ind,,) = rep(iteration —
1,env, fr).alindex] = rep(iteration,env, fr).a[indezx]. In case of a successful
proof of such formula, the corresponding lemma is added to the underlying the-
ory. It states, that an array element, whose index is not in the set of indices of
left operands of assignment statements, is not changed at the next iteration.

Consider the application of this strategy to our example. Note that the loop
contains the assignment statement alj + 1] = a[j];. Since the value of loop
counter is env.upper-bound — iteration, the generated lemma rep-lemma-22
[20] has the following form: L A (index # (env.upper-bound — iteration) +1) =
rep(iteration — 1, env, fr).afindex| = rep(iteration, env, fr). alindex].

5.3 The Strategy for Finite Iteration with break Statement

The condition of the applicability of this strategy is the form of considered
finite iteration and the presence of break statement. Let break-condition be
a conjunction of controlling expressions of the if statements on the path to
break statement (we make all necessary substitutions in case of assignment
statements). In fact, break-condition is a function br-cond(iteration, env, fr).
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The value of the field loop-break of the structure frame is the detec-
tor for certain iteration, whether break statement occurred earlier. Note that
the number of iteration, which led to loop exit, is br-iter = env.upper-
bound — rep(env.upper-bound, env, fr).i. This strategy attempts to prove the
set of auxiliary lemmas obtained from the following statements about break:

1. If rep(iteration,env, fr).loop-break then rep(iteration,env, fr).i =
rep(iteration — 1, env, fr).i.

2. If —wrep(iteration, env, fr).loop-break then rep(iteration,env, fr).i = env.
upper-bound — iteration — 1.

3. If rep(iter,env, fr).loop-break and iter < iteration then rep(iteration,
env, fr).loop-break.

4. If rep(iter, env, fr).loop-break and iter < iteration then rep(iter,env, fr)
= rep(iteration, env, fr).

5. If —rep(iteration, env, fr).loop-break and iter < iteration then —rep(iter,

env, fr).loop-break.

—(br-iter — 1, fr, env).loop-break and rep(br-iter — 1, fr, env).loop-break.

If iter € [br-iter : env.upper-bound] then rep(env, iter, fr).loop-break.

If iteration € [0 : br-iter — 1] then —wrep(iteration, env, fr).loop-break.

If iteration € [0 : br-iter — 1] then —br-cond(iteration, env, fr).

iteration € [br-iter : env.upper-bound] = br-cond(iteration, env, fr).

—br-cond(br-iter — 1, env, fr) and br-cond(br-iter, env, fr).

,_.
AN

[t

These statements are based on the fact, that the property “whether a loop
exit occurred” is monotonic relative to the number of iteration. The strategy
from Sect. 5.1 is applied to these statements.

Consider the application of this strategy to our example. As the loop contains
break statement the break-condition is (a[rep(iteration—1, env, fr).j]) < env.k.
In our case the statement 11 has the form: a[rep(br-iter — 1, env, fr).j] > env.k
and a[rep(br-iter, env, fr).j,env, fr)] < env.k. Using obtained by the strategy
statements 1 and 2 we have the equivalent break-condition: a[rep(env.upper-
bound, env, fr).j + 2] > env.k and a[rep(env.upper-bound, env, fr).j] < env.k.
By the strategy from Sect.5.1 these statements are transformed to lemmas
[20] rep-lemma-83: Ly = env.k < alrep(env.upper-bound, env, fr).j + 2] and
rep-lemma- 108: Ly = a[rep(env.upper-bound, env, fr).j] < env.k.

5.4 The Strategy for Functions with Concatenation Property

The strategy for functions with concatenation property generates statements of
equality between subarrays of array a and subarrays of array rep(n, env, fr).a.
These subarrays are chosen using analysis of loop body. These statements are
converted to lemmas using the strategy from Sect. 5.1. These lemmas are proved
using the strategy from Sect. 5.3 and the strategy from Sect.5.2. The set D of
pairs of equivalent subarrays is obtained as the result. The first item of each
pair from D is a subarray of array a and a second item is a subarray of array
rep(n, env, fr).a.



Towards Automatic Deductive Verification of C Prog. over Linear Arrays 239

The predicate V has the concatenation property if (V(i,k,uy,...,uy) A
Vik,j, ur,...,ur) A(@ < k)N (k < j) = V(i,j,u1,...,u.). The predicate
V' has the concatenation with the splice at bounds property by condition f if
(V@i kyuty .oy up) A V(k jour,...our) A < k)A (K< j) A flurlk],ui[k +
1) A fluplkl, up [k + 1)) = V(E, Gout, -0 ur).

These patterns of the properties are used in check whether this strategy
is applicable. To do this, loop and post-condition analysis are performed. For
all predicates in post-condition, we search theorems satisfying given property
patterns in all used theories. Analysis of loop allows ascertaining whether the
loop corresponds to the form of considering definite iteration.

The strategy starts at an analysis of the elements of the set Y. Let Z be a
set of goals from Y, which are the applications of a predicate satisfying concate-
nation property or concatenation with a splice at bounds property.

For each goal U(...) € Z the following steps are performed:

1. The iteration does not cover items from the segment [0 : rep(n,env,
fr).i]. Therefore, we can suppose that the segment is not modified by
rep. If we succeeded in proving the statement about equality a[0
rep(n,env, fr).i] and (rep(n,env, fr).a)[0 : rep(n, env, fr).i] then the pair
([0 : rep(n, env, fr).i, [0 : rep(n, env, fr).i]) is added to set D.

2. In case of presence of statements al[i + expr] = al[il;, where expr is a
C-light expression, the hypothesis about array shift arises. With the help
of c-kernel_translator from [8] we obtain expression, which is expr in
ACL2 language. If we succeeded in proving the statement about equality
al[(rep(n,env, fr).i+ 1) : (n — expression)] and (rep(n,env, fr).a)[(rep(n,
env, fr).i+ 1+ expression) : n] then the pair ([(rep(n,env, fr).i+1): (n—
expression)], [(rep(n, env, fr).i+ 1+ expression) : n]) is added to set D.

3. In case of presence of break statement, we apply the strategy from Sect. 5.3
if predicate U satisfies the property of concatenation with a splice at bounds
by condition f. Note that break-condition can contain f and depends on
br-iter defined in Sect. 5.3. If we proved the formula obtained from the state-
ment 11 from the Sect.5.3, then such lemma can help to prove the range
splice. If we succeeded in proving T A —br-cond(br-iter — 1,env, fr) A br-
cond(br-iter,env, fr) = f((rep(n,env, fr).a)[rep(n,env, fr).i], (rep(n, env,
fr).a)[rep(n, env, fr).i + 1]) then this lemma is added to underlying theory.
This lemma states about the range splice between rep(n, env, fr).i and rep(n,
env, fr).i + 1, i. e. in the point of loop exit. In case of successful proof, we
add this lemma to the underlying theory.

For statements of the form a[i + expr] = al[i]; we generate and check the
formula about range splice of rep(n, env, fr).i + expression and rep(n, env,
fr).i+ expression + 1.

4. The strategy generates lemmas about truth of U for second items of pairs from
D starting from truth of U for first items of pairs from D. These lemmas allow
ACL2 to prove truth of U for subarrays obtained by concatenation of second
items of pairs from D. Let ACL2 prove T' = U(...) using these lemmas.
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Let us apply this strategy to our example. All lemmas mentioned above can
be found in [20]. After post-condition analysis, the theorems permutation-7
and ordered-3 were detected in the underlying theory. Since permutation-7
satisfies the pattern, the predicate perm satisfies concatenation property. The
theorem ordered-3 satisfies the pattern with a splice at bounds, where < is used
as a relation f. Therefore, the predicate ord satisfies the concatenation property
with a splice at bounds with respect to <.

Consider lemmas appeared at proving two goals. Let A be the goal con-
taining predicate perm. Let B be the goal containing predicate ord. Thus,
A B € Z. Then, let G =T = A and let H = T = B. Let e = update-
nth(rep(i,env, fr).j + 1, k,rep(i,env, fr).a).

Consider first the application of strategy steps to formula A. The application
of strategy to al0 : rep(n,env, fr).j] = (rep(i,env, fr).a)[0 : rep(i,env, fr).j]
is described in Sect.5.1. After that, the permutation of a and e in the range
[0 : rep(i, env, fr).j] was proved.

During analysis, the statement al[j + 1] = a[j]; was detected, which is
a potential array shift. Thus, the constant 1 corresponds to expression. With
the help of rep-lemma-22 and the strategy from Sect.5.1, rep-lemma-55 was
obtained from alrep(i, env, fr).j+1 : i—1] = (rep(i, env, fr).a[rep(i,env, fr).j+
2 : 4. It allowed to prove permutation of alrep(i,env, fr).j + 1 : i — 1] and
elrep(i,env, fr).j + 2 : .

The statement e[rep(i,env, fr).j + 1 : rep(i,env, fr).j + 1] = ali : i] was
proved automatically. It allowed to prove the permutation of a[i : i] and e[rep(s,
env, fr).j + 1 : rep(i,env, fr).j + 1]. As permutation satisfies concatenation
property, the permutation of a and e in the range [rep(i,env, fr).j + 1 : i] was
proved. Finally, using concatenation property we get permutation of ¢ and e in
the range [0 : ].

Consider the application of strategy steps to formula B. The predicate ord
satisfies the property of concatenation with a splice at bounds, so it is necessary
to check that the relation < holds at bounds. This property was successfully
checked in Sect. 5.3.

The full proof can be found in [20].

6 Conclusion

This paper represents the method for the automation of the C-light program
verification. In case of definite iteration over changeable arrays with loop exit,
this method allows generating verification conditions without loop invariants.

This generation is based on the new inference rule for the C-light for state-
ment which uses the replacement operation. This operation is generated auto-
matically by the special algorithm [8], which translates loop body statements to
ACL2 constructs. In this paper, we described changes to this algorithm, which
extends the application of our method to downward iterations.

To prove obtained verification conditions, we apply special strategies based
on lemma discovering. The successful proving of such lemmas allows us to prove
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the verification conditions. We developed four strategies. Their application was
illustrated by the verification of insertion sort program. They supplement the
symbolic method of definite iterations and allow automatizing the process of
deductive verification.

Also, the verification of the functions implementing BLAS interface [3] is
an actual problem. Earlier we performed such experiments successfully [7]. Our
methods allowed us to verify the function asum, which implements the corre-
sponding function from BLAS interface: it calculates the sum of absolute values
of a vector.
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Abstract. We describe the programming language Hermes, which is
designed for writing private-key encryption algorithms. Specifically, every
program written in Hermes is reversible: It can run equally well forwards
and backwards. This means that you only write the encryption algo-
rithm and get the decryption algorithm for free. Hermes also ensures
that all variables are cleared after use, so the memory will not contain
data that can be used for side-channel attacks. Additionally, to prevent
side-channel attacks that extract information from running times, control
structures that may give data-dependent execution times are avoided.

1 Introduction

Recent work [7] have investigated using the reversible language Janus [3,14] for
writing encryption algorithms. Janus is a structured imperative language where
all statements are reversible. A requirement for reversibility is that no informa-
tion is ever discarded: No variable is destructively overwritten in such a way
that the original value is lost. Instead, it must be updated in a reversible man-
ner or swapped with another variable. Since encryption is by nature reversible,
it seems natural to write these in a reversible programming language. Addi-
tionally, reversible languages requires that all intermediate variables are cleared
to 0 before they are discarded, which ensures that no information that could
potentially be used for side-channel attacks is left in memory. But non-cleared
variables is not the only side-channel attack used against encryption: If the time
used to encrypt data can depend on the values of the data and the encryption
key, attackers can gain (some) information about the data or the key simply by
measuring the time used for encryption. Janus has control structures the tim-
ing of which depend on the values of variables, so it does not protect against
timing-based attacks.

So we propose a language, Hermes, specifically designed for encryption. What
Hermes has in common with Janus is reversible update statements, swap state-
ments, and procedures that can be called both forwards and backwards. The
main differences to Janus are that Hermes operates on integers of specified sizes,
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specifically 32 and 64-bit signed and unsigned integers, and there are no time-
sensitive control structures. The syntax of Hermes resembles C, so programs will
be readily readable by C programmers.

Figure 1 shows a Hermes implementation of TEA, a Tiny Encryption Algo-
rithm [9] corresponding to the C code in Fig. 2, which is taken from the Wikipedia
page for TEA [13]. While the Hermes code resembles the C code, this does not
mean that we can automatically convert C programs to Hermes: In general, C
statements are not reversible, and their timing may depend on data. But if an
encryption algorithm is designed to be reversible and immune to timing attacks,
it will usually be simple to (manually) port to Hermes. But the purpose is not
to port existing C implementations of cyphers to Hermes, but to allow cypher
designers to develop their cyphers in a language that ensures both reversibility
and immunity to timing attacks.

encrypt (u32 v[2], u32 k[4])
{

u32 v0, vl, sum, kO, k1, k2, k3;

const u32 delta = 0x9E3779B9; /% key schedule constant x/
vl <—> V[O]; vl <—> V[l]; /* set up *x/
kO += k[0]; k1 4= k[1]; k2 += k[2]; k3 4+= k[3]; /+ cache key */
for (i=0; 32) { /% basic cycle start x/

sum += delta;

v0 4= ((vl<<4) + k0) ~ (vl 4+ sum) ~ ((v1>>5) + kl);

vl = ((v0<<4) + k2) ~ (v0 + sum) ~ ((v0O>>5) + k3);

i++;

/* end cycle *x/

k0 — k[O]; kl —= k[l}; k2 —= k[Q]; k3 — k[3}; /* clear locals */
sum —= delta << 5; /* alternatively , sum —= 0zC6EF3720 */
V[O] <= v0; V[l] <= vl; /% return coded values */

Fig.1. TEA in Hermes

Note that while the C version needs a separate decryption procedure, this
is not required in Hermes, as decryption is achieved by running the encryption
procedure backwards. Apart from often using the swap operator <->, the Hermes
code is very similar to the encryption part of the C code, except that the local
variables are explicitly cleared. If they were not, an error would be reported
when running the program. Note that constants do not need to be cleared.

2 Hermes

The Syntax of Hermes is shown in Fig.3. A program consists of one or more
procedures, where the procedure called main is the entry point of the program.
Unlike in C, the main procedure has no arguments. Arguments to procedures
are passed by reference and to avoid aliasing, no variable or array may be passed
several times in the same call.
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void encrypt (uint32_t v[2], uint32_t k[4]) {
uint32_t vO0=v[0], vl=v[1l], sum=0, i; /+ set up */

uint32_t delta=0x9E3779B9; /* key schedule constant */
uint32_t k0=k[0], k1=k[1], k2=k[2], k3=k[3]; /* cache key %/
for (i:O; i<32; i++) { /* basic cycle start x/

sum += delta;
v0 4= ((vl<<d4) + k0) ~ (vl + sum) "~ ((v1>>5) + kl1);
vl 4= ((v0<<4) + k2) ° (v0 + sum) "~ ((v0>>5) + k3);
} /* end cycle x/
v[0]=v0; v[l]=vl;
}

void decrypt (uint32_t v[2], uint32_t k[4]) {
wint32-t vo=v[0], vi=v[1], sum=0xC6EF3720, i; /+ sum=32sdeita +/

uint32_t delta=0x9E3779B9; /* key schedule constant x/
uint32_t kO:k[O}, kl:k[l}, k2:k[2}, k3:k[3], /* cache key x/
for (120; 1<32; i++) { /% basic cycle start x/
vl —= ((v0<<4) + k2) * (v0 + sum) "~ ((v0>>5) + k3);
v0 —= ((vl<<4) + k0) ~ (vl + sum) ~ ((v1>>5h) + kl1);
sum —= delta;
} /% end cycle x/

v[0]=v0; v[l]=vl;

Fig. 2. TEA in C

The values used in Hermes are variables or one-dimensional arrays the ele-
ments of which are of the types u8, ul6, u32, or u64, representing unsigned
two’s complement numbers corresponding to the C types uint8_t, uint16_t,
uint32_t, and uint64_t. Sizes of arrays must be specified when they are
declared. All variables are local to procedures, and must be cleared to zero
before the end of the procedure. If not, a run-time error is reported.

Constants are initialised with a value and can not be modified. Constants do
not need to be zeroed before procedure exit.

The body of a procedure is a statement. This can be

— The empty statement (;),

— An update using one of the update operators +=, -=, "=/ <<=, or >>=, where
the last two operators are rotate-left and rotate-right. The root variable on
the left-hand side is not allowed to occur elsewhere on the update statement
(neither left-hand side nor right-hand side). For example, the statements i +=
al[i]; and a[a[i]] += 1; are not allowed, but a[i] += 1i; is allowed, as i is
not the root variable on the left-hand side. Additionally, if the variable on the
left-hand side is a loop variable (see later), the right-hand side expression must
be a constant expression. Rotates are done on the word size of the variable
on the left-hand side. For example, if x is an 8-bit number, x <<= 11 will
rotate the 8-bit number 3 positions left. Rotates are not found as operators
in C, but they are commonly used in cryptology, and they are reversible, so
it is natural to include them in Hermes.
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— Increment or decrement of a variable or array element. These are special cases
of updates.

— A conditional update. In addition to the restrictions for unconditional
updates, the root variable on the left-hand side may not occur in the con-
dition, nor may it be a loop variable. To avoid value-dependent timing, the
right-hand side is always evaluated and afterwards logically ANDed with the
condition before using the result in an update. As such, the conditional update
does not any power to the language, it just aids readability of otherwise some-
what cryptic code.

— A swap of two variables or array elements, using the swap operator <->.
The root variables on either side may not occur in any index expression, nor
may they be loop variables. For example, the statements i <-> a[i]; and
alal[il] <-> j; are not allowed, but a[i] <-> a[j]; is allowed. A swap is
implemented as three updates (using ~=) to avoid introducing a temporary
variable that might leak information.

— A conditional swap. In addition to the restrictions of the normal swap, neither
root variable may occur in the condition. Conditional swap is commonly used
in elliptic-curve cryptography to avoid time-variant conditionals.

— A block in curly braces, consisting of a number of declarations and a number
of statements. Variables and array elements are initialised to 0 and they must
be returned to 0 at the end of the block (otherwise a run-time error is issued).

— A for loop. This specifies the initial and final values for a counter variable
and a body that will be executed until the counter variable reaches its final
value. Updating the counter variable is, unlike in C, done in the body of the
loop. The final value must be reached exactly, otherwise the loop continues.
The counter variable is local to the for loop and need not be declared (it is
always of type u32). The expressions for initial and final values for the loop
counter must be constant expressions. Also, the loop counter may only be
unconditionally updated with constant expressions, but it may be updated
multiple times and with any update operator (+=, -=, "=, <<=, and >>=).

— An assertion. If the condition evaluates to false, a run-time error is issued.
This is included for testing purposes.

— A procedure call. Arguments are passed by reference. No variable may be
repeated in the argument list, so the statements call f£(i, i);, call f(i,
alil);, and call f(a, al[il]); are illegal. To avoid potential modification,
loop variables can not be passed as arguments to procedures.

— An inverse procedure call. This executes the procedure in backwards order,
so the sequence call f(x); uncall f(x); has no net effect.

— Print and scan statements. These use format strings like in C, except that the
formats are %u8, %ul6, etc. Before reading a variable or array element, this
must have the value 0, otherwise, a run-time error is issued. After printing a
variable or array element, this is set to 0. Loop variables and constants can
not be printed or scanned.

Expressions are variables, array elements, constants, operators applied to expres-
sions, or conditions. Constants are numbers in decimal or hexadecimal form,
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Program — Procedure™

Procedure — id ( Decls2? ) Stat

Stat —

Lval update Ezp ;

Loval ++;

Lval --;

if ( Ezp ) Lval update Ezp ;
Lwval <->Lval

if ( Exzp ) Lwal <->Lwval

for (id =Exp ; Fxzp ) Stat
assert ( Ezp);

call id ( Lwals)

uncall id ( Lwvals)

printf ( stringConst , Lvals );
scanf ( stringConst , Lvals );
| { Declsl Stat™}

Exp — Lwal

numConst

FExp binOp Exp
unOp FExp

( Exp)

Lval — id
|id [ Exp ]

Lvals — Lwal
| Lval , Lvals

VarSpec — id
| id [ numConst ]

VarSpecs — VarSpec
| VarSpec , VarSpecs

Declsl —
| type VarSpecs ; Declsl
| const type id = numConst ; Declsl

Decls2 — type VarSpec
| type VarSpec , Decls2

Fig. 3. Syntax of Hermes

using C notation. Binary operators are +, -, *, /, %, &, |, ==, !=, <, >,
<=, >=, <<, and >>. Unary operators are - and ~. All operators have the same
meaning as in C, and like in C, there is no separate Boolean type — 0 is treated
as logical falsehood and all non-zero values as falsehood. Note that we do not
include sequential logical operators &&, ||, and !, as their timing may depend on
the values of their arguments. Bitwise logical operators should be used instead.
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3 More Examples

An implementation of the speck128 cipher [1,12] in C and Hermes is shown in
Fig. 4. Hermes has rotation built-in, so it does not need the ROR and ROL macros.
But since Hermes does not support macros, R must be defined as a procedure.
Since loop variables can not be modified, it is not allowed to pass them as
parameters to procedures, so we use a variable ii to hold a copy of the loop
variable i. The Hermes version does not use separate parameters for the original
and encrypted text, since we want to use the encryption function in reverse for
decryption. A complication compared to a normal C implementation is that the
round keys a and b must be restored (in the second for-loop) so they can be
reset to 0 before the procedure exits. Note the use of uncall to do R in reverse.
While the Hermes version is slightly larger than the C version, a C program
would have to define separate functions for encryption and decryption.

To illustrate the use of conditional updates, Fig.5 shows a simple shift-
register-based cipher. Note that, since the condition in a conditional update
may not involve the updated variable, the value of the condition is computed
in a variable ¢ before the update. To ensure reversibility of the procedure, c is
returned (uncomputed) to 0 afterwards. We restrict K[0] to be even to make
this uncomputation possible.

Figure6 includes C and Hermes versions of the central part of the RC5
cipher [4,10], i.e., not including the key expansion part. Again, Hermes doesn’t
need the ROL macro, and we use a single parameter for the original and encrypted
values (pt, ct), but we must pass the expanded keys (S[]) as a parameter since
we don’t have global variables. As usual, Hermes doesn’t need a separate decryp-
tion function. The updates to A and B must in Hermes be done as sequences of
reversible updates, which is slightly more verbose, but also makes it clearer that
the transformations are, in fact, reversible. The C version has two nearly iden-
tical lines for even and odd array entries. By swapping A and B, we avoid this in
the Hermes version at the cost of going through the loop twice as many times.

We have implemented also Red Pike [11] and Blowfish [5] in Hermes.

4 Compiling Hermes to C

We have implemented a prototype of Hermes by writing a compiler from Hermes
to C. Each Hermes procedure is compiled to two C functions: One for running
forwards and one for running backwards. The backwards version of a procedure
is compiled by first doing a source-level inversion of the Hermes procedure and
then compiling the inverted procedure to C. A command-line option allows the
whole program to be executed backwards. Since Hermes (like Janus) is designed
to be locally reversible, inversion of procedures is simple.

Individual Hermes statements are fairly straightforward to compile to C.
The compiler inserts the checks and forced zeroing required for reversibility and
compiles statements to time-invariant C. An issue with using C as the target lan-
guage is that the C compiler may optimise away the statements that clear local
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#include <stdint.h>

#define ROR(x,r) ((x > 1) | (x << (64 — 1)))
#define ROL(x,r) ((x << 1) | (x>> (64 — r)))

#define R(x,y,k) (x =ROR(x,8), x +=1y, x "=k, y =ROL(y,3), v "= x)
#define ROUNDS 32

void encrypt(uint64_t ct[2],
uint64_t const pt[2
uint64_t const K[2]

I
)
uint64_t y = pt[0], x = pt[1], b =K[0], a =K[1];

R(x, y, b);

for (int i = 0; i <ROUNDS — 1; i++) {
R(a, b, 1);
R(x, v, b);

Y5

X5

o
o+
=
I

R(u64 x, u64 y, u64 k)
{x>=8; x+=y; x =k; y<<=3; y '=x; }

speck128(u64 ct[2], u64 K[2])

u6bd y, x, b, a, ii;
y <= ¢t [0]; x <> ct[1]; b +=KJ[0]; a +=K][1];
call R(x, y, b);
for (i=0; 32) {
call R(a, b, ii);
call R(x, y, b);
, lits i+
for (i:32; 0) { /% restore a and b x/
i—; i1——

uncall R(a, b, ii);

y <= ct[0]; x <> ct[1]; b —=KJ[0]; a =K][1];

Fig. 4. Specl28 in C (top) and Hermes (bottom)

variables, hence allowing information to leak. Other optimisations may make
timing depend on the actual data, leading to another form of information leak.
As an option, you can use the Zerostack modification of the Clang/LLVM [6]
compiler, which aims to avoid such compiler-introduced leaks.
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shift (u64 v, u64 K[2])

{
u64 a, b, c;
a += K[O], b += K[l]; /x K[0] must be even x/
for (i=0; 13) {
c '=v& 1l; if (¢) v4=a; ¢ '=v & 1;
v "= b; v<= 5; i++;
}
a —=K[0]; b —=K[1];
}

Fig. 5. Simple shift-register block cipher

void RC5ENCRYPT(WORD xpt, WORD x*ct )

{
WORD i, A = pt[0] + S[0], B=pt[1] + S[1];
for(i =1; i <= 12; i++4)
A =ROLAA " B, B) + S[2xi];
B=ROLB "~ A, A) + S[2%i + 1];
it[O] =A; ct[l] =B;
}
reb(u32 ct[2], u32 S[25])
{u32 A, B;

A <> ct[0]; B<—=> ct[1];
A+4=S[0]; B+=S[1];

ct[0] <= A; ct[1l] <> B;

Fig. 6. RC5 in C (top) and Hermes (bottom)

5 Future Work

To ensure reversibility and avoid information leaks, a number of conditions are
tested at run-time: That variables and arrays are zeroed before returning from
a procedure, that variables are zero before a scan statement, as well as explicit
assertions. We will investigate whether some of these conditions can be verified
at compile time, both to reduce the size of the target code, to reduce the running
time, and, if all conditions can be verified at compile time, to guarantee that
programs will never fail these conditions at run-time.
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Some of the restrictions for timing-sensitive control can be relaxed if we add
variables that are declared to be non-secret. These can, for example, be used
for the size of the key or data. Statements that are conditional only on non-
secret variables need not be time invariant, as no secret is leaked by this variable
timing. This will allow recursion based on, say, the size of data. Loop bound
expressions and loop indices can use non-secret variables, and loop counter vari-
ables themselves can be categorised as non-secret. We plan to add public/secret
types in future versions of Hermes.

Because if the issues with using C as a target language, we plan to make
a compiler to CT-Wasm [8], which is a variant of WebAssembly [2] that has a
public/secret type system as proposed above and which ensures that timing is
invariant over secret values.
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Abstract. The intention of the paper is towards a causality-based
framework for developing, studying, and comparing testing equivalences
with causal net and causal tree semantics in the setting of time Petri nets
(elementary net systems whose transitions are labeled with time firing
intervals, can fire only if their lower time bounds are attained, and are
forced to fire when their upper time bounds are reached). We establish
the relationships between the equivalences showing the similarity of the
semantics under consideration. This allows studying in detail the timing
behaviour in addition to the degrees of relative concurrency of processes
generated during the functioning of time Petri nets.

1 Introduction

The concept of testing equivalence was put forward by Hennessy and de Nicola
n [12]. Two processes are considered testing equivalent if there is no test that
can distinguish them. A test is usually itself a process applied to a process
by computing both together in parallel. A particular computation is consid-
ered to be successful if the test reaches a designated successful state, and the
process guarantees the test if every computation is successful. This notion is
intuitively appealing and has led to a well-developed mathematical theory of
processes that ties together the equivalences and preorders. Testing equivalences
were thoroughly investigated and well-understood in the setting of transition
systems (see [7,11] among others) which are a representative of the interleaving
approach where concurrency relation is reduced to nondeterminism by treating
concurrent execution of actions as the choice between sequentializations of their
atomic actions. To overcome the limits of interleaving semantics, concurrency is
often modeled by absence of causal dependencies, represented by partial orders,
between systems’ events. Several well-known variants of partial order testing
[2,14] appeared in the literature. Furthermore, testing equivalences based on
causal tree semantics are actively treated as well. Here, the behaviour of a sys-
tem is represented in the form of a tree with edges labeled by actions and their
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predecessors. So, information about causality relation between actions is kept
precisely. The relationships between causal tree and partial order semantics have
been thoroughly studied in [1,10,14].

As safety-critical applications often require verification of real time charac-
teristics, in addition to functional or qualitative temporal properties, testing
equivalences are expanded in concurrent models with time. The papers [8] and
[16] provided an alternative characterization of timed testing for discrete-time
transition models, on the base of a notion similar to that of an acceptance set
in the testing theory. In [18], decidability questions of interleaving time-sensitive
testing are investigated. Semantic theories based on testing were developed for
process algebras with timing constraints in the papers [15] and [9]. Both the
papers provide alternative characterizations of testing preorders in terms of
refusal traces. Also, the authors of [9] proved the possibility of discretization
in the context of their algebra and, as a consequence, reduction of dense-timed
testing to discrete-timed one. In [6], the testing relations and the results on their
alternative characterizations and the possibility of discretization were extended
to Petri nets with associating time intervals to arcs from places to transitions.
At the same time, to the best of our knowledge, there are only few mentions of a
fusion of timing and causality-based semantics, in testing scenario. In this regard,
the work [17] is a welcome exception, where time-sensitive testing were treated
in the setting of event structures with time characteristics. Also, our origin is the
papers [4,5] which contribute to the classification of the wealth of observational
equivalences of linear time — branching time spectrum, based on interleaving,
causal tree and partial order semantics of dense-time event structures with and
without internal actions.

The intention of the paper is towards a causality-based framework for devel-
oping, studying, and comparing testing equivalences with causal net and causal
tree semantics in the setting of time Petri nets (elementary net systems whose
transitions are labeled with time firing intervals, can fire only if their lower time
bounds are attained, and are forced to fire when their upper time bounds are
reached). We establish the relationships between the equivalences showing the
similarity of the semantics under consideration. To do this, we heavily rely on
the concept of causal net processes of a time Petri net, which were put forward
in the paper [3]. The proofs of the results obtained can be found at www.iis.nsk.
su/virb/proofsketches-PSI-2019.

2 Time Petri Nets: Syntax and Interleaving Semantics

In this section, some terminology concerning the model of Petri nets with tim-
ing constraints (time intervals on the firings of transitions) and its interleaving
semantics in terms of firing sequences are defined.

We start with recalling the definitions of the structure and behavior of Petri
nets (elementary net systems) [13]. We use Act to denote an alphabet of actions.

Definition 1. - A (labeled over Act) Petri net is a tuple N = (P, T, F, My,
L), where P is a finite set of places and T is a finite set of transitions such
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that PNT =0 and PUT # 0, F C (P x T)U (T x P) is a flow relation,
0 # My C P is an initial marking, L : T — Act is a labeling function. For
x e PUT, let*z={y| (y,x) € F} and z* = {y | (x,y) € F'} be the preset
and postset of x, respectively. For X C PUT, define *X = |J,cx *r and
X* = UmGX z°.

— A marking M of a Petri net N is any subset of P. A transition t € T is
enabled at a marking M if *t C M*. Let En(M) be the set of transitions
enabled at M.

The firing of a transition t enabled at a marking M leads to the new marking
M’ (denoted M — M') iff M’ = (M \ *t) U t*. We write M -2 M’ iff
O =1t1...ty and M = MO 5 MY . MEY U Ak = MY (k> 0). In this
case, U is a firing sequence of N from M (to M'), and M’ is a reachable
marking of N from M. Let RM(N) be the set of all reachable markings of
N from M.

We call N T-restricted iff *t # 0 # t°*, for all transitions t € T'; contact-free
iff whenever t is a transition enabled at a marking M, then M Nt®* = 0, for
all M € RM(N).

Following the approach of [3], we extend the above model to time Petri nets.
Let the domain T of time values be the set of rational numbers. We denote by
[T1, T2] the closed interval between two time values 71, 75 € T. Infinity is allowed
at the upper bounds of intervals. Let Interv be the set of all such intervals.

Definition 2. - A (labeled over Act) time Petri net is a pair TN = (N, D),
where N is the underlying (labeled over Act) Petri net and D : T — Interv is
a static timing function associating with each transition a time interval. For
a transition t € T, the boundaries of the interval D(t) € Interv are called the
earliest firing time E ft and latest firing time Lft of t.

— A state of TN is a pair (M, I), where M is a marking and I : En(M) — T
is a dynamic timing function. The initial state of TN is a pair So = (My, I),
where My is the initial marking and Iy(t) = 0, for all t € En(My).

A transition t enabled at a marking M is fireable from a state S = (M, 1)
after a delay time 6 € T if (Eft(t) < I(t)+6) and (I(t') + 60 < Lft(t'), for
allt’ € En(M))).

The firing of a transition t fireable from a state S = (M, I) after a delay time

0 leads to the new state 8" = (M',I') (denoted S ¢4) S’) given as follows:

(a) M - M,
IW)+0, ift' € En(M\ *t),
() V' eT . I'(t') =<0, ift' € En(M')\ En(M \ *t),
undefined, otherwise.
Then, we write S )| S, if a = L(t). We use the notation S 2 S’ iff
o= (t1,01) ... (t, 0x) and S = §° W0 g1 gk B0 gk o s,
! For technical convenience, we do not use the classical definition: a transition t € T

is enabled at a marking M if °t C M and M Nt* = (). We will require the second
part in the definition of the contact-free property.
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In this case, o is a firing sequence of TN from S (to S’), and S’ is a reachable
state of TN from S. Let FS(TN) be the set of all firing sequences of TN
from Sy, and RS(TN) be the set of all reachable states of TN from Sy.

We call TN T-restricted iff the underlying Petri net is T-restricted; contact-
free iff whenevert is a transition fireable from the state S = (M, I) after some
delay time 0, then (M \ *t)Nt* =0, for all S € RS(TN)?; time-progressive
iff for all sets {ti,ta,...,tn} C T such that t$ N*t;y1 #0 (1 <i < n) and
te Nty # 0, it holds that Y ;. Eft(t;) > 0°. In what follows, we will
consider only T-restricted, contact-free and time-progressive time Petri nets
and denote their class as TN.

Ezample 1. A (labeled over Act = {a,b,c}) time Petri net 7N is shown in Fig. 1.
Here, the names are depicted near the elements, the flow relation is drawn by
the arcs, the initial marking is represented as the set of the places with tokens,
and the values of the labeling and timing functions are printed next to the
transitions. It is not difficult to check that t; and t3 are transitions enabled
at the initial marking M, and, moreover, transitions fireable from the initial
state So = (Mo, Ip) after a time delay 6 € [2,3], where My = {p1,p2}, Io(t) =
{Sc’ndefz'ned, :)ft;(ivgslé?}’ The sequence ¢ = (t1,3) (t3,0) (t2,2) (t3,2) (¢1,0)
(t5,2) (t4,0) is a firing sequences of TN from Sy. Furthermore, it is easy to see
that 7N is really T-restricted, contact-free and time-progressive.

P1 (. P2 (e
t2,a
TN : t1,b ¥ [2,3] ta,b 1 [2,4]
ﬂaN
p3 ( pa ()

t4,C T [172] ts,d—— [252]

5 () ps ()

Fig. 1. An example of time Petri net.

3 Causality-Based Semantics of Time Petri Nets

3.1 Preliminaries
We start with considering definitions related to time causal nets.

2 Clearly, if the underlying Petri net of 7N is contact-free, then 7N must be contact-
free as well, but not vice versa.

3 The time-progressive property shall guarantee the correctness of the modified defi-
nition of the contact-free property, for our purposes.
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Definition 3. A (labeled over Act) time net is a finite, acyclic net TN =
(B,E,G,l,T) with a set B of conditions, a set E of events, a flow relation
G C (B x E)U (E x B) such that {e | (e,b) € G} = {e | (bye) € G} = E,
a labeling function | : E — Act, and a time function 7 : E — T such that
e Gt e = 71(e) < 7(€).

Introduce additional notions and notations for a time net TN =
(B,E,G,l,7). Let <= G*, <= G*, and 7(T'N) = max{7(e) | e € E}. Spec-
ify 2 = {y | (y,2) € G} and 2* = {y | (x,y) € G}, for x € B U E, and,
moreover, *X = [J,cx *z and X* = |, .y 2*, for X C B U E. Furthermore,
define the sets *TN = {b € B|* =0} and TN®* ={be B|b* =0}. TN
is called a time causal net, if |*b] < 1 and [b*] < 1, for all b € B. Notice that
n(TN) = (Ern, 2t~ N(Erny X Ern),lrn, 7rN) is a time poset®. Given a time
causal net over Act, TN = (B, E, G, 1, 7), e,e/ € E, z,2’ € (BUE), and
E'CE

— le={x |z < e} (predecessors), Earlier(e) = {¢’ € E | 7(e/) < 7(e)} (time
predecessors), * — ¢’ <= —((z <z’) V (¢/ <z)) (concurrency);

— E'is a downward-closed subset of Eif | ¢ NE C E’, for all ¢ € E’. In this
case, Cut(E') = (E’* U *TN)\ *E’. Also, E' is called timely sound subset
of Eif 7(e/) <7(e), forall ¢ € B and e € E\ E;

— a sequence p = ey ...ex (k > 0) of events of TN is a linearization of TN if
every event of TN appears in the sequence exactly once, and the following
holds: (e; < e;VT(e;) < 7(e;)) =i < j,forall1l <4, j < k. For alinearization
p = ej...ep of TN, define Ell) = Ujciq e (0 < 1 < k). Clearly, Ef) is
a downward-closed and timely sound subset of F, and, moreover, 7(ey) =
T(TN).

Lemma 1. Every time causal net TN has a linearization p = e; ...ex. More-
over, Cut(EL) = (Cut(EL") \ ®e) Ue®, and (Cut(ELY)\ *e) Nef = 0
(1<1<k).

Time causal nets, TN = (B, E, G, 1, 7) and TN' = (B, E', G', l', 1), are
isomorphic (denoted TN ~ T'N') iff there exists a bijective mapping 3 : BUE —
B’ U E’ such that (i) 8(B) = B’ and §(E) = E'; (ii) * Gy <= [(z) G’ B(y),
for all z,y € BU FE; (iii) l(e) = I'(6(e)) and 7(e) = 7/(6(e)), for all e € E. We
say that TN is a direct prefic of TN’ (denoted TN — TN') if B C B', E is
a downward-closed and timely sound subset of E', E'\ E = {e}, | eNE' C E,
G=G'N(BXxEUEXxB),l=1|g,and T =7 |g.

3.2 Time Causal Net Semantics

In this subsection, the concept of causality-based net processes of time Petri nets
proposed in [3] is considered and studied.

4 A (labeled over Act) time poset (partially ordered set) is a tuple n = (X, =<, \,7)
consisting of a finite set X of elements; a reflexive, antisymmetric and transitive
relation =<; a labeling function A : X — Act; and a timing function 7 : X — T such
that e < e’ = 7(e) < 7(¢). Let 7(n) = max{r(x) | z € X}.
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Definition 4. Given a time Petri net TN = (P, T, F, My, L), D) and a time
causal net TN = (B, E,G,l,1),

— a mapping ¢ : BUE — PUT is a homomorphism from TN to TN iff the
following conditions hold:
® 9(B)C P, p(E)CT:
e the restriction of ¢ to ®e is a bijection between *e and ®p(e) and the
restriction of ¢ to e® is a bijection between e®* and p(e)®, for all e € E;
e the restriction of ¢ to *T'N is a bijection between *TN and My;
e l(e) = L(p(e)), for alle € E.
— a pair m = (TN, ) is a time process of a time Petri net TN ff TN is a time

causal net and ¢ is a homomorphism from TN to TN

Given a time process m = (T'N, @) of TN, a subset B’ C Bry, and a tran-
sition ¢ € En(¢(B’)), the time of enabling (TOE) of ¢, i.e. the latest global
time moment when tokens appear in all input places of ¢, is defined in [3]

as follows: TOE,(B’,t) = max ({TTN(’b) | b € Bft] \ *TN} U {0}), where
Bft] ={be B'| orn(b) € *t}.
Next, define the notion of a correct time process of TN .
Definition 5. A time process m = (T'N, @) of TN is correct iff for alle € E it
holds:
(a) T(e) = TOE(%¢e, p(e)) + Eft(p(e)),
(b) YVt € En(p(C) o 7(¢) < TOE (C.t) + Lft(t), where C, =
Cut(Earlier(e)).

Let CP(TN) denote the set of correct time processes of TN .

Time processes 7 = (TN, ), ©' = (T'N',¢') € CP(TN) are isomorphic
(denoted m ~ «’) iff there is an isomorphism f : TN ~ TN’ such that ¢(x) =
¢ (f(x)), for all x € BU E. From now on, for 7 = (TN,y), n’ = (T'N',¢’) €
CP(TN), we write 7 — 7’ in TN iff TN — TN’ and ¢ = ¢'|puE.

We now intend to realize for a time Petri net the relationships between its
firing sequences and its correct time processes. For m = (T'N, ) € CP(TN),
define the function F'S; that maps any linearization p = ey ...e; of TN to the
sequence of the form: F'S;(p) = (p(e1),7(e1) —0) ... (¢(er), 7(ex) — T(er—1)).
The following is a slight modification of Theorems 19, 21 and 22 from [3].
Proposition 1. (i) Givenm = (T'N,p) € CP(TN) and a linearization p of TN,

there is a unique firing sequence FS;(p) € FS(TN).

(ii) Given o € FS(TN) of TN, there is a unique (up to an isomorphism) time
process 1, = (T'N, p) € CP(TN) with a unique linearization p, of TN such
that FSy_(ps) = 0.

Lemma 2. Giveno € FS(TN) andw € CP(TN) such that o0 = FS;(p), where

p is a linearization of TN,

(i) if o(t,0) € FS(TN), there is T € CP(TN) such that 1 — 7 in TN and

o(t,0) = FSz(pe), where pe is a linearization of T Nz;

(i) if @ — 7 in TN, then there is o(t,0) € FS(TN) such that o(t,0) =
FSx(pe), where pe is a linearization of T Nx.
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3.3 Time Causal Tree Semantics

Causal trees [10] are synchronisation trees which carry in their labels addi-
tional information about causes of actions thus providing us with an interleaving
description of concurrent processes which faithfully expresses causality. Time
causal trees are an extension of causal trees by adding timing. In the time causal
tree of TN, the nodes are simply the firing sequences from FS(7N), and an
arc exists between the two nodes if the second one is an extension of the first
one. The causes in the labels of the arc have to be computed from the causality
relation of the corresponding time processes of TN

Definition 6. The time causal tree of TN, TCT(TN), is a tree (FS(TN),
A, @), where FS(TN) is the set of nodes with the root e; A = {(o,0(t,0)) |
o,0(t,0) € FS(TN)} is the set of arcs; ¢ is the labeling function such that
o(e) = € and ¢(o,0(t,0)) = (lzn(t), 0, K), where K = {n -1+ 1] o(t,0) =
FSy .oler ... en €), for the linearization ex ... e, e of TNy, , and
e <TN. ., e}. Let path(o) be the path starting from the root and finishing

in the node o of TCT(TN)®.

Ezample 2. Consider the time Petri net 7N (see Fig. 1) and its firing sequence
g = (t1,3) (tg,O) (t2,2> (t3,2) (tl,O) (t5,2) (t4,0) S fS(TN) It is easy to
get that ¢(path(o)) = (a,3,0) (b,0,0) (a,2,{1,2}) (b,2,{1,2,3}) (a,0,{2,3,4})
(d,2,{2,3,4,5}) (¢,0,{2,4,5,6}).

We finally establish some relationships between correct time processes and
labeled paths in the time causal trees of two time Petri nets.

Proposition 2. (i) Given m € CP(TN) and ' € CP(TN") with an isomor-
phism |+ 1(TNy) — n(TN), 6(path(FSx(p))) = o (path(FSw ((1)))),
for any linearization p of T N.

(ii) Given 0 € FS(TN) and o' € FS(TN") such that ¢(path(c)) = ¢'(path(c’)),
there is an isomorphism f : (T Ny, ) — n(TNx_,) such that f(ps) = po.

4 Testing Equivalences in Causality-Based Semantics

A kind of causal testing on event structure models has already been defined by
Aceto, De Nicola and Fantechi in [2]. Their idea is that the experiments on event
structures are pomsets instead of words and the behaviour which is tested for
after the experiment consists of a set of actions. Instead of sets of actions, the
authors of [14] have used sets of direct extensions of the executed pomsets, as
tests. Also, in [14] a stronger version of causal testing has been put forward,
based on posets rather than pomsets. Following this approach, we define poset
testing equivalence on time Petri nets, relying on their correct time processes.

Definition 7. Given time Petri nets TN and TN,

® We assume path(e) = e. Notice that in TOT(TN), for any node o € FS(TN), there
is a path starting from the root and finishing in o.
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— for a time poset TP and a set TP of time posets, such that TP~ TP'S for all
TP € TP, TN after TP MUST,,s TP iff for allm = (T'N,p) € CP(TN)
and for all isomorphisms f : n(TN) — TP7, there exists TP' € TP, 1’ =
(TN',¢") € CP(TN), and an isomorphism f' : n(TN') — TP’ such that
7w —x and f C f';

~ TN and TN" are poset testing equivalent (denoted TN ~pos TN') iff for
all time posets TP and for all sets TP of time posets, such that TP< TP’
for all TP' € TP, it holds: TN after TP MUST,,,; TP’ <= TN’ after
TP MUST,,, TP'.

Ezxample 3. Consider the time Petri nets TNy, TN3, and TN3 depicted in
Fig.2. It is easy to see that TN and TNy are ~p,s—equivalent whereas 7N
and 7 N3 are not. Let’s make sure the latter. Define posets TP = ({1, 22}, =X, A,
7)and TP = ({x1, 29,23}, 2/, N, 77), where <= {(z;,2;) | 1 <i <2}, AMay) =

TN : TN : TNs:

| [

_[07

| IS

Fig. 2. ~p0,— and ~pos—equivalent time Petri nets.

)\(1’2) = b, T(l’l) = T(iCQ) = O, jI: {(.’ﬂ“.’ﬂl) | 1 S ) S 3} @] {($2,£C3)}, )\/(1'1) =
N(z2) = b, N(z3) = a, 7'(x1) = 7/(x2) = 0, and 7/(x3) = 3.9. For any time
process ma = (T'Na,p2) € CP(TN3) with Ery, consisting of two concurrent
events with labels b and time values 0, and any isomorphism fs: n(T'Ny) — TP,
we can find 75 = (T'Ny, %) € CP(TN2) with Ery; consisting of two concurrent
events with labels b and time values 0 and some third event with label a and
time value 3.9, which is causally preceded by one of the b’s, and an isomorphism
f4: (T Ny) — TP’ such that mo — 7 and fo C f5. But this is not the case in
TN;.

5 A time poset 7 is a direct prefiz of a time poset 7' (denoted n<n') iff X C X',
X'\ X ={z}, 2=x'N(X x X), =X |x, 7=7"|x, and z is a maximal w.r.t. <’
element of X'.

" Time posets, = (X,=,\,7) and 7/ = (X', =<', N, 7'), are isomorphic (denoted
n =~ n') iff there is a bijective mapping 3 : X — X' such that (i) z <y <=
B(z) <" B(y), for all z,y € X; (i) M=) = X' (B(z)) and 7(z) = 7'(8(z)), for all
e X.
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Second, the definition of testing equivalence on time causal trees is developed.
For this we adapt the concept of causal tree testing on event structures from [14]
to time Petri nets, in so doing the experiments and tests are constructed over
the alphabet Act x T x 2N instead of over Act x 2N,

Definition 8. Given time Petri nets TN and TN’ with their time causal trees
TCT(TN) and TCT(TN"), respectively,

~ for a sequence w € (Act x T x 2N)* and a set W C (Act x T x 2Y), TCT(TN)
after w MUST W uff for all paths u in TCT(TN) from its oot to a node n
such that ¢(u) = w, there exists a label (a,d, K) € W and an arc r starting
from n such that ¢(r) = (a,d, K);

— TN and TN’ are causal tree testing equivalent (TN ~¢ TN') iff for all
w € (Act x T x 2M)* and W C (Act x T x 2V), TCT(TN) after w MUST
W < TCT(TN') after w MUST W.

We finally establish the coincidence of poset and causal tree testing equiva-
lences, in the setting of time Petri nets.

Theorem 1. Given time Petri nets TN and TN 3,

TNl ~pos TNQ < TN1 ~et TNQ

5 Concluding Remarks

We have shown that some of the causality-based testing equivalences actively
treated in the untimed and timed event structures literature may be lifted to
the realm of time Petri nets. In particular, we have defined testing equivalences
based on time causal trees and time causal nets, in the setting of safe Petri nets
(elementary net systems) with strong timing (transitions are labeled with time
firing intervals, enabled transitions are able to fire only if their lower time bounds
are attained, and are forced to fire when their upper time bounds are reached). In
doing so, we dealt with three behavioral representations of a time Petri net: firing
sequences representing interleaving semantics, time causal net processes, from
causal nets of which partial orders are derived, and the causal tree semantics
constructed from the firing sequences and partial orders. We have realized for
a time Petri net the relationships between its firing sequences and correct time
processes, on the one hand, and the labeled paths in its time causal tree and
correct time processes, on the other hand. As a main result, the coincidence
between the testing equivalences in the semantics of time partial orders and
time causal trees was established. It is worth noticing that the result also works
for the untimed versions of the equivalences in the setting of untimed contact-free
elementary net systems.

As for future work, we plan to see the place of the equivalences and semantics
under consideration in the lattice of those in the linear-time—branching-time
and interleaving—partial order spectra, constructed in the paper [19]. Also, we
intend to extend the results obtained to time Petri nets with invisible actions.
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