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Preface

The International Conference on Business Process Management (BPM) has established
itself over 17 years as the conference where people from academia and industry discuss
the latest developments in the area of business process management. This year the
conference was organized in Vienna, Austria. Workshops were held on September 2,
during one of the conference days and, where the main conference is meant to present
finished research, the workshops are meant to discuss research that is still in progress.
Each of the workshops focused on particular aspects of business process management,
either a particular technical aspect or a particular application domain. These proceed-
ings present the work that was discussed during the workshops.

Workshops were selected based on proposals that were submitted to the workshop
co-chairs. The workshops co-chairs evaluated the proposals based on their fit with the
conference, the expertise of the workshop organizers, and the expected potential of the
workshop to attract high-quality presentations. Subsequently, the workshops them-
selves called for papers to present. A total of 124 papers was submitted to the work-
shops. 61 papers were accepted for presentation, leading to a total acceptance rate of
49%. The workshops that attracted sufficient interest from the community created a
program, including, for some of them, also keynote talks, as presented in the respective
sections of these proceedings. The following workshops were organized:

— The Third International Workshop on Artificial Intelligence for Business Process
Management (AI4BPM)

— The Third International Workshop on Business Processes Meet Internet-of-Things
(BP-Meet-IoT)

— The 15th International Workshop on Business Process Intelligence (BPI)

— The First International Workshop on Business Process Management in the era of
Digital Innovation and Transformation (BPMinDIT)

— The 12th International Workshop on Social and Human Aspects of Business
Process Management (BPMS2)

— The 7th International Workshop on Declarative, Decision and Hybrid approaches to
processes (DEC2H)

— The Second International Workshop on Methods for Interpretation of Industrial
Event Logs (MIEL)

— The First International Workshop on Process Management in Digital Production
(PM-DiPro)

— The Second International Workshop on Process-Oriented Data Science for
Healthcare (PODS4H)

— The 4th International Workshop on Process Querying (PQ)

— The Second International Workshop on Security and Privacy-enhanced Business
Process Management (SPBP)

— The First International Workshop on the Value and Quality of Enterprise Modelling
(VEnMo)



vi Preface

As it is customary, the BPM workshop proceedings are post-proceedings meaning
that the authors were given the opportunity to revise their papers, based on feedback
that they received at the workshops. This book of proceedings contain the revised
papers. It also contains a report on a panel that was organized at the conference, during
which the major trends and controversies in the field of business process management
were discussed.

We are confident that this process of selection, presentation, and revision has led to
interesting new insights and research ideas in the field of business process manage-
ment, and led to compelling discussions and exchange of ideas during the conference.
We hope that you — as a reader — will enjoy reading these proceedings and that they
inspire your own work.

We would like to take this opportunity to acknowledge the people who helped create
these proceedings: Jan Mendling, for carefully managing the conference as a whole,
including the workshops; Claudio Di Ciccio, for providing us with useful advice and
helpful information about the practical creation of the proceedings; the chairs of the
individual workshops and the panel for managing these parts of the program; and of
course the people who contributed with their work to these proceedings.

October 2019 Chiara Di Francescomarino
Remco Dijkman
Uwe Zdun
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Abstract. One of the traditional components of the BPM conference is
the panel discussion. This report describes the set-up of the 2019
edition, in which we changed procedures somewhat, and summarizes
the main insights it generated on basis of the questions discussed. These
insights may bear on the development of the discipline as a whole and
the conference series specifically.

Keywords: BPM - Panel + Grand challenges * Ethics « Process mining
1 Set-up

A conference focusing on “Business Process Management” (BPM) should look to walk
its own talk from time to time. We tried to innovate the processes associated with
setting up and running a panel, a traditional component of many academic conferences
including the BPM conference series. Because BPM research is situated within
information systems scholarship, we looked toward implementing “digital
innovations”.

For the first time in the history of the conference series, both the composition of the
panel and the discussion questions were crowd-sourced. Through mailing lists and
postings on social media, we had our community pit nominations for panel members,
and nominate topics and questions they would like to see discussed at the panel. In
processing this input, we took account of potential biases in the data to compose a
representative and knowledgeable panel. The selected panel members were, in
alphabetical order:

1. Prof. Avi Gal, Technion — Israel Institute of Technology,

2. Prof. Jan Mendling, Vienna University of Economics and Business,
3. Prof. Stefanie Rinderle Ma, University of Vienna, and

4. Prof. Barbara Weber, University of St. Gallen.

From the wide range of candidate questions we received, we coded the general
themes that became evident from the questions and then short-listed the most popular
ones. From these, we created a mix of four themes that we considered to be of broad
interest to the entire community, to look backward as well as forward in time, and to
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spark some controversy — hence, excitement among the conference participants. The
themes we created ultimately were the following:

Grand Challenges. What are the grand challenges for the BPM community? What
direction should our research endeavors take? What is necessary to thrive as a
community?

Process Mining. Have we overly invested in research on process mining in the past
years at the expense of other topics? Have we missed opportunities because of this
focus? Or should we even further deepen and extend our work on process mining?
Success Stories. Are we focused too much on the dissemination of success stories?
Should we not be more receptive of learning about failure in BPM research? How
could we foster such an attitude?

Ethics. Is there a lack of attention for the ethical implications of the work we
generate? How does our work affect the people within the organizations we work
with or their wider network? Whose responsibility is it to think through the ethical
implications of our work?

The panel discussion was programmed towards the end of the last conference day. It
took place on Thursday September 5, 2019, just before the closing session of the
conference. After a discussion of the listed themes, the panelists answered questions
from the audience. In what follows, we summarize the discussions that ensued about
the themes above.

2 Discussion

2.1 Grand Challenges

The panel recognizes that BPM, as a discipline, can connect to many different fields,
but that we are often nog clearly recognized by other communities for what we are
good at. There is a task for all of us to bring others to our field, while at the same time
also reaching out ourselves to other events and outlets for our work. One specific
advice for young researchers is also to work research groups with a focus different from
BPM, even if only possible for short periods of time.

As to directions for future steps, the panel suggested that we could take a more
empirical angle in our work, trying to identify genuine issues that organizations are
facing. It would also be good to lessen the tendency of repeatedly fine-tuning existing
algorithms and approaches, and instead to be bolder and identify new perspectives on
processes. One particular direction noted could be the study the role of people within
business processes and how to make them perform better.

2.2 Process Mining

The panel emphasized how process mining has been a big impetus for BPM and has
inspired many young, talented people to become active in the discipline. Moreover, the
topic also resonates well with industry, which has strengthened our links with practice.
This does not mean that there are no other relevant topics. While the human perspective
in processes was already mentioned, there seems to be also much potential for
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exploratory approaches, process design methods, and studies on the link with
entrepreneurship.

Another interesting perspective would be “to do new things” by building on the
success of process mining. How could process mining become meaningful in IoT
(Internet of Things) settings? Is it possible to bring in the management perspective in
process mining?

2.3 Success Stories

The panel discussed whether the difference between the engineering/formal sciences on
the one hand and the social sciences on the other hand could be behind the apparent
difference in appreciation of ‘failure’ in different communities. While engineers are
mostly interested in making things better, social scientists have an interest in explaining
the ‘how’ and ‘why’ of the way things are and why they are not what they could be. At
this point, it seems that in our community scholars are reluctant to send in work that
does not show improvement over the state of the art, perhaps because the focus on
demonstrating progress is deeply engrained in our authoring and reviewing culture.
Yet, the panel was quite clear in that there is much to learn from failure and that failure
is, indeed, part of science and theorizing. Even a report on a poorly performing
algorithm could make sense if it includes a deep discussion on the reasons that would
cause it to perform poorly. Obviously, the panel did not want to give a carte blanche to
bad science: You have to read related work, design well, report properly, etc. The final
insight was that something which is far worse than failing is faking: never fake your
research.

2.4 Ethics

The community seems to mature with respect to data usage and the appropriate
handling of privacy issues, but this is only part of the broader issues we should be
aware of. It would be a good idea if we, as researchers, would more consciously reflect
on the ethical implications of our work. Of course, researchers themselves cannot
completely see through what will be the potential uses of the things they design.
A lively discussion took place on the merit (or lack thereof) of a mandatory paragraph
in each research paper on the ethical implications of the reported work. A final point
made was that we also need to sort out as a community what our ethical standards are
for research ethics issues such as acknowledgement and re-use of work or data, for
example concerning research deposited in open repositories such as arXiv.

After the discussion of these themes, the panel members interacted with the
audience, that raised some additional questions. An idea that was suggested was the
further development of process mining into a fully developed research method and to
bring it to non-traditional application scenarios. A point of caution that came up was
that some of our work may actually be motivated by the convenience of available data
sets, rather than other considerations. A final reflection concerned the issue whether
BPM should evolve from a data science to a decision science.

A full recording of the panel discussion can be found here: https://www.wu.ac.at/
wutv/show/clip/bpm2019-closing.


https://www.wu.ac.at/wutv/show/clip/bpm2019-closing
https://www.wu.ac.at/wutv/show/clip/bpm2019-closing
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3 Conclusion

In our opinion, the crowd-sourced approach to organizing the panel worked out well.
We felt that the topics that were brought in indeed interested the audience and led
people to interact with the panel. The panel members in their turn provided fresh
insights, as well as a fair share of amusement. To us, the themes discussed seem to
point to a further maturing and growth of the BPM community, both with respect to its
coverage of research topics and its critical reflection on the way we carry out our
research. In that sense, the panel at BPM 2019 turned out to be a proper vehicle to share
points of view within the community not commonly discussed during the research
tracks of the conference series.



Contents

Third International Workshop on Artificial Intelligence for Business
Process Management (AI4BPM)

Pushing More Al Capabilities into Process Mining to Better Deal
with Low-Quality Logs . . . .. .. . 5
Francesco Folino and Luigi Pontieri

Research Challenges for Intelligent Robotic Process Automation. . .. ... ... 12
Simone Agostinelli, Andrea Marrella, and Massimo Mecella

Description Logics and Specialization for Structured BPMN. . .. ... .... .. 19
Alexander Borgida, Varvara Kalokyri, and Amélie Marian

Utilizing Ontology-Based Reasoning to Support the Execution

of Knowledge-Intensive Processes. . .. ........ ... .. ... .. .. ...... 32
Carsten Maletzki, Eric Rietzke, Lisa Grumbach, Ralph Bergmann,
and Norbert Kuhn

How Cognitive Processes Make Us Smarter. . .. .................... 45
Andrea Zasada

Supporting Complaint Management in the Medical Technology Industry
by Means of Deep Learning. . . . ........ ... ... ... ... ... ... ... .. 56
Philip Hake, Jana-Rebecca Rehse, and Peter Fettke

Resource Controllability of Workflows Under Conditional Uncertainty . . . . . 68
Matteo Zavatteri, Carlo Combi, and Luca Vigano

Automated Multi-perspective Process Generation
in the Manufacturing Domain. . . . ....... ... ... ... ... ... ... ... 81
Giray Havur, Alois Haselbock, and Cristina Cabanillas

Data-Driven Workflows for Specifying and Executing Agents
in an Environment of Reasoning and RESTful Systems. . ... ........... 93
Benjamin Jochum, Leonard Niirnberg, Nico Afsfalg, and Tobias Kdfer

The Changing Roles of Humans and Algorithms in (Process) Matching. . . . . 106
Roee Shraga and Avigdor Gal



Xii Contents

Third International Workshop on Business Processes Meet
Internet-of-Things (BP-Meet-IoT)

Integrating IoT with BPM to Provide Value to Cattle Farmers in Australia. . . 119
Owen Keates

Enabling the Discovery of Manual Processes Using a Multi-modal Activity
Recognition Approach. . ... ... .. . . L 130
Adrian Rebmann, Andreas Emrich, and Peter Fettke

15th International Workshop on Business Process Intelligence (BPI)

Impact-Aware Conformance Checking. . . ........ ... ... ... ... .... 147
Arava Tsoury, Pnina Soffer, and Iris Reinhartz-Berger

Encoding Conformance Checking Artefacts in SAT. ... ............... 160
Mathilde Boltenhagen, Thomas Chatain, and Josep Carmona

Performance Mining for Batch Processing Using
the Performance Spectrum . . .. ... ... ... ... .. L L 172
Eva L. Klijn and Dirk Fahland

LIProMa: Label-Independent Process Matching. . . . .................. 186
Florian Richter, Ludwig Zellner, Imen Azaiz, David Winkel,
and Thomas Seidl

A Generic Approach for Process Performance Analysis Using Bipartite
Graph Matching . . . ... .. . 199
Chiao-Yun Li, Sebastiaan J. van Zelst, and Wil M. P. van der Aalst

Extracting a Collaboration Model from VCS Logs Based on Process
Mining Techniques . . . . . ... ... 212
Leen Jooken, Mathijs Creemers, and Mieke Jans

Finding Uniwired Petri Nets Using eST-Miner . . . . .................. 224
Lisa Luise Mannel and Wil M. P. van der Aalst

Discovering Process Models from Uncertain Event Data . ... ........... 238
Marco Pegoraro, Merih Seran Uysal, and Wil M. P. van der Aalst

Predictive Process Monitoring in Operational Logistics: A Case Study

INAVIALON. « . Lot e 250
Bjorn Rafn Gunnarsson, Seppe K. L. M. vanden Broucke,
and Jochen De Weerdt

A Survey of Process Mining Competitions:
The BPI Challenges 2011-2018 . . .. .. ... ... .. . . . 263
lezalde F. Lopes and Diogo R. Ferreira



Contents

First International Workshop on Business Process Management
in the Era of Digital Innovation and Transformation:
New Capabilities and Perspectives (BPMinDIT)

The Power of the Ideal Final Result for Identifying Process

Optimization Potential . . . ... ... ... ... . . .. .. ..

Ralf Laue

Understanding the Need for New Perspectives on BPM in the Digital Age:

An Empirical Analysis. . . ... ...

Florian Imgrund and Christian Janiesch

The Use of Distance Metrics in Managing Business Process

Transfer - An Exploratory Case Study . . . ........ ... ... ... ... ....

Anna-Maria Exler, Jan Mendling, and Alfred Taudes

12th International Workshop on Social and Human Aspects
of Business Process Management (BPMS2)

Mining Personal Service Processes: The Social Perspective . . ...........

Birger Lantow, Julian Schmitt, and Fabienne Lambusch

Supporting ED Process Redesign by Investigating Human Behaviors. . . . . ..

Alessandro Stefanini, Davide Aloini, Peter Gloor,
and Federica Pochiero

The Potential of Workarounds for Improving Processes . . . .............

Iris Beerepoot, Inge van de Weerd, and Hajo A. Reijers

7th International Workshop on Declarative, Decision and Hybrid
Approaches to Processes (DEC2H)

Putting Decisions in Perspective . . .. ..... ... ... ... . L .

Marco Montali

DMN for Data Quality Measurement and Assessment . . ... ............

Alvaro Valencia-Parra, Luisa Parody, A'ngel Jesus Varela-Vaca,
Ismael Caballero, and Maria Teresa Gomez-Lopez

Modeling Rolling Stock Maintenance Logistics at Dutch Railways

with Declarative Business Artifacts . . .. ........... ... . ... .......

Erik Smit and Rik Eshuis

Applying Business Architecture Principles with Domain-Specific Ontology

for ACM Modelling: A Building Construction Project Example .. ........

Antonio Manuel Gutiérrez Fernandez, Freddie Van Rijswijk,
Christoph Ruhsam, Ivan Krofak, Klaus Kogler, Anna Shadrina,
and Gerhard Zucker

Xiii



X1v Contents

Checking Compliance in Data-Driven Case Management. . . ... .........

Adrian Holfter, Stephan Haarmann, Luise Pufahl, and Mathias Weske

Second International Workshop on Methods for Interpretation
of Industrial Event Logs (MIEL)

Graph Summarization for Computational Sensemaking on Complex

Industrial Event Logs . ... ... ...

Stefan Bloemheuvel, Benjamin Kloepper, and Martin Atzmueller

Capturing Human-Machine Interaction Events from Radio Sensors

in Industry 4.0 Environments . . . .. ... .. ..

Stephan Sigg, Sameera Palipana, Stefano Savazzi, and Sanaz Kianoush

First International Workshop on Process Management in Digital
Production (PMDiPro)

BPMN and DMN for Easy Customizing of Manufacturing

Execution Systems . . .. ... ...

René Peinl and Ornella Perak

Second International Workshop on Process-Oriented Data Science
for Healthcare (PODS4H)

Analysis and Optimization of a Sepsis Clinical Pathway Using

Process MINing. . . . ... oottt

Ricardo Alfredo Quintano Neira, Bart Franciscus Antonius Hompes,
J. Gert-Jan de Vries, Bruno F. Mazza, Samantha L. Simoes de Almeida,
Erin Stretton, Joos C. A. M. Buijs, and Silvio Hamacher

Understanding Undesired Procedural Behavior in Surgical Training:

The Instructor Perspective . . .. ... ... ...t

Victor Galvez, Cesar Meneses, Gonzalo Fagalde, Jorge Munoz-Gama,
Marcos Sepulveda, Ricardo Fuentes, and Rene de la Fuente

Towards Privacy-Preserving Process Mining in Healthcare. . ... .........

Anastasiia Pika, Moe T. Wynn, Stephanus Budiono,
Arthur H. M. ter Hofstede, Wil M. P. van der Aalst, and Hajo A. Reijers

Comparing Process Models for Patient Populations:

Application in Breast Cancer Care. . . .. ............... ... ..

Francesca Marazza, Faiza Allah Bukhsh, Onno Vijlbrief,
Jeroen Geerdink, Shreyasi Pathak, Maurice van Keulen,
and Christin Seifert



Contents

Evaluating the Effectiveness of Interactive Process Discovery

in Healthcare: A Case Study. . . ......... ... ... ... ... ... ... ...
Elisabetta Benevento, Prabhakar M. Dixit, M. F. Sani, Davide Aloini,
and Wil M. P. van der Aalst

Developing Process Performance Indicators for Emergency

Room Processes . . . ... ..
Minsu Cho, Minseok Song, Seok-Ran Yeom, Il-Jae Wang,
and Byung-Kwan Choi

Interactive Data Cleaning for Process Mining: A Case Study

of an Outpatient Clinic’s Appointment System . . .. ..................
Niels Martin, Antonio Martinez-Millana, Bernardo Valdivieso,
and Carlos Fernandez-Llatas

Clinical Guidelines: A Crossroad of Many Research Areas.

Challenges and Opportunities in Process Mining for Healthcare . .........
Roberto Gatta, Mauro Vallati, Carlos Fernandez-Llatas,
Antonio Martinez-Millana, Stefania Orini, Lucia Sacchi,
Jacopo Lenkowicz, Mar Marcos, Jorge Munoz-Gama, Michel Cuendet,
Berardino de Bari, Luis Marco-Ruiz, Alessandro Stefanini,
and Maurizio Castellano

Predicting Outpatient Process Flows to Minimise the Cost of Handling
Returning Patients: A Case Study . . . . ... ... ... ... ... .
Marco Comuzzi, Jonghyeon Ko, and Suhwan Lee

A Data Driven Agent Elicitation Pipeline for Prediction Models . . . .. ... ..
John Bruntse Larsen, Andrea Burattin, Christopher John Davis,
Rasmus Hjardem-Hansen, and Jorgen Villadsen

A Solution Framework Based on Process Mining, Optimization,

and Discrete-Event Simulation to Improve Queue Performance

in an Emergency Department . . .. ........ ... .. .. .. .. .. . ...
Bianca B. P. Antunes, Adrian Manresa, Leonardo S. L. Bastos,
Janaina F. Marchesi, and Silvio Hamacher

A Multi-level Approach for Identifying Process Change

Angelina Prima Kurniati, Ciaran McInerney, Kieran Zucker, Geoff Hall,
David Hogg, and Owen Johnson

Adopting Standard Clinical Descriptors for Process Mining Case Studies

in Healthcare . . .. ... ... .. . .
Emmanuel Helm, Anna M. Lin, David Baumgartner, Alvin C. Lin,
and Josef Kiing

XV

520

570



Xvi Contents

4th International Workshop on Process Querying (PQ)

Complex Event Processing for Event-Based Process Querying . . ......... 625
Han van der Aa

Storing and Querying Multi-dimensional Process Event Logs Using
Graph Databases. . . .. ... ... .. .. 632
Stefan Esser and Dirk Fahland

Second International Workshop on Security and Privacy-Enhanced
Business Process Management (SPBP)

A Legal Interpretation of Choreography Models . . ... ................ 651
Jan Ladleif and Mathias Weske

Provenance Holder: Bringing Provenance, Reproducibility and Trust
to Flexible Scientific Workflows and Choreographies . ................ 664
Ludwig Stage and Dimka Karastoyanova

Mining Roles from Event Logs While Preserving Privacy .. ............ 676
Majid Rafiei and Wil M. P. van der Aalst

Extracting Event Logs for Process Mining from Data Stored

onthe Blockchain. . . ... ... ... .. . . . . 690
Roman Miihlberger, Stefan Bachhofner, Claudio Di Ciccio,
Luciano Garcia-Banuelos, and Orlenys Lopez-Pintado

A Framework for Supply Chain Traceability Based on Blockchain Tokens. .. 704
Thomas K. Dasaklis, Fran Casino, Costas Patsakis,
and Christos Douligeris

First International Workshop on the Value and Quality of Enterprise
Modelling (VEnMo)

Enterprise Modelling of Digital Innovation in Strategies, Services
and Processes . . . ... 721
Geert Poels

Measuring Business Process Model Reuse in a Process Repository . . ... ... 733
Ross S. Veitch and Lisa F. Seymour

Anti-patterns for Process Modeling Problems: An Analysis of BPMN

2.0-Based Tools Behavior . .......... ... ... ... . . .. . ... . . . ..., 745
Clemilson Luis de Brito Dias, Vinicius Stein Dani, Jan Mendling,
and Lucineia Heloisa Thom

Author Index . . .. ... .. ... . . .. e 759



Third International Workshop on
Artificial Intelligence for Business
Process Management (AI4BPM)



Third International Workshop on Artificial
Intelligence for Business Process Management
(AI4BPM)

The field of Artificial Intelligence (AI) continues to grow, with novel methodologies
and techniques being applied across numerous areas. In the past few years, there has
been a strong interest from both industry and academia in applying Al techniques in the
area of Business Process Management (BPM). Indeed, the application of Al is
impacting additional areas where BPM perspectives become relevant, including
industrial engineering, IoT, and emergency response. The use of Al in BPM has been
discussed as the next disruptive technology that will touch almost all business process
(BP) activities performed by humans. In some cases, Al will extensively support
humans in the execution of tasks, while, in other cases, it will enable full automation of
tasks that have traditionally required manual contributions. We believe that over time,
Al may lead to entirely new paradigms for BPM in all of its aspects: modeling,
analysis, automation, and monitoring. For example, instead of BPM models centered
either on process or on case management, we anticipate models that are based fun-
damentally on goal achievement. Moreover, these models will fully enable continuous
improvement and adaptation based on experiential learning with little to no human
intervention after the learning phase has been completed.

The goal of this workshop is to establish a forum for researchers and professionals
interested in understanding, envisioning, and discussing the challenges and opportu-
nities of moving from current, largely programmatic approaches for BPM, to emerging
forms of Al-enabled BPM. The workshop attracted 18 submissions on a large variety of
topics including knowledge representation in BPM, deep learning for prediction in
BPs, and resource management using Al planning. All submissions were reviewed by
at least 3 committee members or their sub-reviewers and eventually 9 papers were
accepted (8 full papers and 1 short paper). We believe that the accepted papers provide
a novel mix of conceptual and technical contributions that will be of interest for the
AI4BPM community. The program of the workshop was completed with a keynote talk
given by Luigi Pontieri on extending process mining techniques with Al capabilities to
better exploit incomplete/low-level log data, and with an invited talk given by Avidgor
Gal on the changing roles of humans and algorithms in BP matching.

Concerning the accepted research contributions, Borgida, Kalokyri, and Marian
introduce a new Description Logic, REprocDL, to represent the behavioral semantics
of block-structured BPMN models. Maletzki, Rietzke, Grumbach, Bergmann, and
Kuhn infer executability of process tasks by designing an inference mechanism to
extend a currently researched Ontology-and-Data-Driven Business Process model
(ODD-BP model). Agostinelli, Marrella, and Mecella present research challenges for
intelligent Robotic Process Automation (RPA), proposing a classification framework to
categorize RPA tools on the basis of key dimensions. Hake, Rehse, and Fettke show
how data can be used to support complaint management processes in the medical
technology industry. Zavatteri, Combi, and Vigand present a technique for automated
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verification of Access-Controlled Workflows (ACWFs), which are workflow models
augmented with information on resource authorizations and constraints. Jochum,
Niirnberg, ABfalg, and Kifer take the Guard-Stage-Milestone (GSM) approach and
introduce rules to transfer GSM to a RESTful system with the goal of supporting the
READ-WRITE linked data architectures. Zasada conducts a systematic literature in the
BPM field in order to highlight the main research directions in cognitive process
automation. Havur, Haselboeck, and Cabanillas aim at supporting domain experts in
generating manufacturing processes for new products by learning the manufacturing
knowledge from existing processes designed for similar products. Finally, Yehezkel,
Bialy, Smutko, and Roseberg propose an algorithm for mining low-level event logs.
We hope that the mixture of these contributions will ensure that the reader will keep
track of the latest advances in the AI4BPM research area.

October 2019 Fabrizio Maria Maggi
Andrea Marrella

Arik Senderovich

Emilio Sulis
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Abstract. The ever increasing attention of Process Mining (PM)
research to the logs of lowly-structured processes and of non process-
aware systems (e.g., ERP, IoT systems) poses several challenges stem-
ming from the lower quality that these logs have, concerning the preci-
sion, completeness and abstraction with which they describe the activi-
ties performed. In such scenarios, most of the resources spent in a PM
project (in terms of time and expertise) are usually devoted to try differ-
ent ways of selecting and preparing the input data for PM tasks, in order
to eventually obtain significant, interpretable and actionable results. Two
general Al-based strategies are discussed here that have been partly pur-
sued in the literature to improve the achievements of PM efforts on low-
quality logs, and to limit the amount of human intervention needed: (i)
using explicit domain knowledge, and (ii) exploiting auxiliary AI tasks.
The also provides an overview of trends, open issues and opportunities
in the field.

Keywords: Process Mining - Artificial intelligence - Low-quality data

1 Introduction

Process Mining (PM) research has yielded a wide range of data analytics solu-
tions [29] that help turn an event log into process-level knowledge/insight, and
provide operational support to running process instances. Specifically, the main
classic PM tasks are process discovery, conformance checking and model enhance-
ment. Operational-support tasks range from detecting deviances w.r.t. a given
process model, to providing forecasts or recommendations with the help of some
kind of predictive model, previously learnt from historical log traces.

However, most PM solutions have problems with lowly structured processes
and with fine-grained (possibly imprecise/incomplete) logs, which are a norm
in emerging application contexts (e.g., IoT, ERP and service/message -based
systems) of PM research. In such cases, even choosing the granularity and scope
of the input data for PM tools is difficult, and most part of a PM project’s effort
(time/expertise) goes into data preparation and intermediate results’ evaluation.
© Springer Nature Switzerland AG 2019
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The paper describes two key log-quality issues and two Al-based strategies
for tackling them both (Sect. 2), which rely on using background knowledge and
auxiliary Al tasks, respectively. It then overviews recent works that used these
strategies to boost, specific PM tasks on low-quality logs (Sect. 3), as well as
some related trends, open issues and opportunities (Sect. 4).

2 Log-Quality Issues and Al-based Solution Strategies

2.1 Log-Quality Issues

Among the various kinds of quality problems that may affect a log [3], let us
focus below on two issues that both tend to determine a serious gap between the
expectancy of PM projects’ stakeholders and the nature of the log data available.

Incomplete Data. In many real cases, the information stored in the log does
not suffice to produce good process-oriented models/information/decisions. In
particular, as concerns control-flow aspects, it may be that: (i) only a subset
of work-items’ lifecycle transitions were recorded (e.g., complete events only),
and/or (ii) the log traces do not meet usual “completeness” assumptions [29]
(e.g., two concurrent activities always appear in the same relative order). The
scarcity of data labels is another form of incompleteness that may affect cer-
tain trace classification settings (e.g., security-breach detection) [7]) where the
classifier model must be induced from expert-labeled traces.

Low-Level Data. The log events of non-workflow systems often are not (or can-
not be) mapped deterministically to high-level activities, like those analysts are
familiar with. Classic PM tools often yield useless results (e.g., incomprehen-
sible process models) when applied directly to such logs, or they cannot be
applied at all (e.g., checking log conformance to a model featuring high-level
activities). Recent efforts tried to bridge such a gap by devising log abstraction
methods [2,4,17,20,26] in two different settings: (a) no predefined activities are
known, and the only way to lift the events’ representation is employing unsu-
pervised clustering/filtering methods [4,20]; (b) some predefined activities exist
(e.g., in process documentation), which provide “supervision” for the abstraction
task [2,17,26].

2.2 Two General Al-based Strategies

Using Background Knowledge (BK). A way to deal with low-level/incomplete
logs better is to use some base B of domain-oriented background knowledge (BK),
e.g., made of: process taxonomies [10], procedural process models, or declarative
models expressed via precedence constraints [17,23] or DECLARE patterns [13].

When B is both complete and precise, it can be exploited, as a powerful
pre-processing tool, to transform a low-quality log L into a more suitable form
for the application of PM tools. In particular, behavioural constraints can be
used to repair/purge incorrect log data [25], while activity taxonomies [10] can
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allow for turning the traces of L into sequences of activity-annotated events.
However, if the events of L cannot be mapped unambiguously to the concepts
in B, the latter data-transformation step can be only done approximately by
resorting to heuristics-based log abstraction solutions [2,26]. A more information-
conservative usage of incomplete prior knowledge consists instead in using it in
a “deferred” way inside the very discovery, checking and predictive PM tasks.
In general, the attempt to extend Machine Learning (ML) and inference
methods with the capability to use background knowledge has a long history
in AI. Logics-based representation and reasoning are indeed intrinsic to Induc-
tive Logic Programming (ILP) and Statistical Relational Learning (SRL) frame-
works [22], while many constraint-based methods have been applied successfully
to several Data Mining tasks, such as itemset /pattern mining and clustering [27].

Exploiting Auziliary AI Tasks. An alternative/complementary way to alleviate
the difficulty of performing some typical PM task T' (such as control-flow discov-
ery or predictive monitoring) on low-level /incomplete logs consists in extending
current PM algorithms with the capability to extract automatically “auxiliary”
knowledge that may help counterbalance the low quality of the data.

In a general data analytics setting, such knowledge could by provided by two
different kinds of sub-models: (i) fully-fledged ML models, addressed to corre-
lated /auxiliary tasks and trained synergistically with the primary task 7' (as in
Multi-Task Learning and Learning with Auxiliary Tasks [6] approaches, and in
Transfer Learning [30] ones); (ii) “smart” data pre-processing/preparation mod-
ules, possibly integrated transparently with the core learning/inference technique
—as in the case of the representation learning capabilities that are usually pro-
vided by most of the layers of Deep Neural Network models [22]. Both kinds of
solutions ground on the expectation that the knowledge or inductive bias coming
from correlated (function/representation learning) tasks can offer helpful addi-
tional information and skills to an agent that must perform a learning/decision
task on the basis of insufficient /unreliable data, and thus lead to better results
in terms of generalisation, stability and accuracy.

3 Application to PM Tasks Conducted
on Low-Quality Logs

BK-aware Control-Flow Discovery. Behavioural constraints providing a partial
description of a process’ correct behaviour are exploited in [16,21,23] to extract
meaningful control-flow models from incomplete /noisy logs. Specifically, this task
is stated as a reasoning problem over a given precedence constraints (and solved
as a Constraints Satisfaction Problem [27]) in [23], and as an ILP classification
problem with a-priori activity dependencies (expressing causality, parallelism,
etc.) in [21]. DECLARE models are used instead in [16] to improve an already
discovered process model, in a post-processing way; one of the algorithms pro-
posed implements a genetic-programming scheme where candidate models are
made evolve according to a fitness score accounting for both the conformance of
a model with the log and the fraction of a-constraints satisfied by the model.



8 F. Folino and L. Pontieri

BK-aware Conformance Checking. Checking whether low-level traces comply to
high-level behavioural models is faced in [1,18] in the challenging setting where
the real mapping from the traces’ events to the models’ activities is uncertain.

Rather than pre-processing the traces with heuristics abstraction meth-
ods [2,26], in both proposal the degree of compliance of each trace 7 is evaluated
probabilistically, either over the set of all possible 7’s interpretations [1] or over
a Montecarlo-generated sample of the former [18], using prior event-activity
mapping probabilities to discard “meaningless” interpretations. The Monte-
carlo procedure of [17] can also exploit known activity-level constraints for this
purpose.

BK-aware Predictive Monitoring. A-priori knowledge encoded via LTL rules are
used in [15] to improve the accuracy of an LSTM-based next-activity predictor,
when trying to forecast the suffix of an unfinished trace. These a-priori rules are
exploited at testing time to prune “invalid” candidate sequences within a beam-
search inference scheme, while leaving the underlying LSTM model unchanged.

Auziliary Tasks: Control-Flow Discovery with Clustering. Trace clustering meth-
ods [11] help find homogeneous traces’ groups in (heterogenous) logs of com-
plex/flexible processes. Applying process discovery tools to such groups, rather
than to an entire log, was often shown to yield: (i) better control-flow models
in terms of conformance, generalisation and readability [11]; and (ii) more pre-
cise predictors [31]. However, since the clustering task is faced independently of
the discovery/prediction task, there is no guarantee that the biases of these two
tasks are really aligned.

By contrast, algorithm ActiTrac [12] performs iteratively a joint clustering
plus induction scheme, where every cluster is evaluated in terms of its confor-
mance to the control-flow model that is eventually induced from it. Trace cluster-
ing is faced synergistically with process discovery also in [8], where an auxiliary
conceptual clustering task is introduced to eventually spot subgroups of traces
that exhibit deviant behaviors in terms of control-flow and/or performances.

Auziliary Tasks: Control-Flow Discovery with Abstraction. In order to deal with
fine granular and/or heterogenous logs, some control-flow discovery approaches
were devised to incorporate automated activity abstraction capabilities, such as:
the popular Fuzzy miner plugin [29], and the methods proposed in [5,24] for dis-
covering process models’ hierarchies based on automatically induced abstractions
patterns. Control-flow discovery from low-level logs is faced in [19] by inducing
two models (while possibly using prior knowledge on activity dependencies and
event-activity mappings): (i) an HMM roughly describing the process execution
flows in terms of (hidden) activities; and (ii) an activity-level control-flow graph,
built upon activity-dependency statistics extracted from the HMM model.

Augziliary Tasks: Prediction with Clustering and Abstraction. The combination
of model induction and event abstraction capabilities is also exploited in [20] in a
predictive monitoring setting, where the ultimate result is a model for forecasting
the remaining time of a partial trace. This task is pursued jointly with two aux-
iliary tasks, devoted to find two different kinds of clusters (defined via decision



Al-augmented PM for Low-Quality Logs 9

rules, for the sake of interpretability), i.e. event clusters and trace clusters —
playing as hidden activity types and process variants, respectively.The approach
of [20] was extended in [9] to forecast, at run time, the values of an aggregate
process-performance indicator, defined over fixed-length time windows; to this
end, a further induction task is introduced (and faced jointly with those of [20]):
discover a time-series forecasting model, capable to predict, for any new window
w, the aggregate performances of the instances of w that have not started yet.

Auziliary Tasks: Prediction with Deep or Ensemble Models. Deep Neural Nets
have become a popular solution for predictive monitoring (cf. [14]), as an effective
alternative to feature-based methods [31], thanks to their ability to learn effective
representations of the traces jointly with the prediction function.

The ability of ensemble learning to exploit and improve multiple base learners
(as a form of meta learning) was leveraged in [7], to discover a (deviance-oriented)
trace classifier. This discovery task is accomplished with the help of two kinds of
auxiliary tasks: (i) train multiple base classifiers on different pattern-based views
of the log; and (ii) train a meta-classifier for combining the base classifiers.

4 Trends, Opportunities and Open Issues

Supervised ensemble models and Deep Neural Nets (DNNs) are powerful solu-
tions for complex classification/prediction tasks, but they both need large
amounts of data and time for being trained, and rely on internal data repre-
sentations and decision logics that are hard to interpret and explain.

The increasing number of solutions that have been proposed for extracting
knowledge from complex neural models and for explaining the decisions returned
by an ensemble of models could help reduce the latter shortcoming.

On the other hand, the flexibility of DNN architectures makes it easier to
define more advanced multi-task learning and transfer learning schemes for tack-
ling the problem of insufficient data, compared to those of Sect. 2.2.

Moreover, the integration of DNN models with background constraints [22]
looks a promising direction of research for the analysis of low-quality log data,
which has not received attention in the field of Process Mining.

Finally, both Active Learning and Statistical/Deep Reinforcement Learn-
ing [28] methods offer under-explored opportunities to PM settings for grasping
feedback from the environment and from users, as additional sources of domain
knowledge. The latter kind of methods also looks as a natural solution for extend-
ing current operational-support PM approaches, and enabling more powerful
prescriptive analytics and run-time optimisation mechanisms.
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Abstract. Robotic Process Automation (RPA) is a fast-emerging
automation technology in the field of Artificial Intelligence that allows
organizations to automate high volume routines. RPA tools are able to
capture the execution of such routines previously performed by a human
user on the interface of a computer system, and then emulate their enact-
ment in place of the user. In this paper, after an in-depth experimentation
of the RPA tools available in the market, we developed a classification
framework to categorize them on the basis of some key dimensions. Then,
starting from this analysis, we derived four research challenges necessary
to inject intelligence into current RPA technology.

1 Introduction

The recent developments in Artificial Intelligence (AI) force us to continuously
revisit the debate on what should be automated and what should be done by
humans. Robotic Process Automation [4] (RPA) is one of these developments.
RPA is a fast-emerging automation approach that uses software robots (or sim-
ply SW robots) to mimic and replicate the execution of highly repetitive tasks
performed by humans in their application’s user interface (UI). SW robots are
mainly used for automating office tasks in operations like accounting, billing
and customer service. Typical tasks are: extract semi-structured data from doc-
uments, read and write from/to databases, copy and paste data across cells of
a spreadsheet, open e-mails and attachments, fill in forms, make calculations,
ete. [17].

The Gartner Hype Cycle for AI published in 2018' places RPA as one of the
technologies at the peak of the hype cycle, meaning that there are nowadays
deep expectations of what RPA will be able to deliver to the Al community. In
addition, in recent years, a number of case studies have shown that RPA tech-
nology can concretely lead to improvements in efficiency for business processes
involving routine work in large companies, such as O2 and Vodafone [5,10,12].

Despite this increased interest around RPA, when considering state-of-the-
art RPA technology, it becomes apparent that the current generation of RPA
tools is driven by predefined rules and manual configurations made by expert
users rather than AT [13]. Starting from this statement, in this paper we identify

1 https://www.gartner.com/en/documents/3883863-hype-cycle-for-artificial-intelligence-2018.
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and test ten RPA tools available in the market and categorize them by means
of a classification framework. The results of the classification allow us to derive
four research challenges required to evolve RPA towards Al.

2 Classification of RPA Tools

Most of the actual deployments of RPA are industry-specific, e.g., for financial
and business services [4]. According to [1], in 2019, the market of RPA solutions
includes more than 50 vendors developing tools having different prices and fea-
tures. Among them, we identified 10 vendors that offer to freely try their RPA
tools, i.e., without the need to pay any license. The RPA tools in question are:

— Automation Anywhere (https://www.automationanywhere.com/)
— AssistEdge (https://www.edgeverve.com/assistedge/)

— GIANT (https://glant.com/)

— Kryon (https://www.kryonsystems.com/)

— Rapise (https://www.inflectra.com/Rapise/)

— TagUI (https://github.com/kelaberetiv/TagUT)

— UiPath (https://www.uipath.com/)

— VisualCron (https://www.visualcron.com/)

— WinAutomation (https://www.winautomation.com/)

— WorkFusion (https://www.workfusion.com/)

We analyzed any of the above tools leveraging a dedicated case study based on
a Purchase-to-Pay process, which includes many standardized and highly repet-
itive transactions with potential for automation [10]. After selecting the target
process to automate, we employed the selected tools to design and train various
SW robots, by recording the manual steps of the process. This has allowed us
to identify a list of common tasks that must be performed to conduct a RPA
project:

1. Determine which process steps (also called routines) are good candidates to
be automated.

2. Model the selected routines in form of flowchart diagrams, which involve the
specification of the actions, routing constructs (e.g., parallel and alternative
branches), data flow, etc. that define the behaviour of a SW robot.

3. Record the mouse/key events that happen on the UT of the user’s computer
system. This information is associated to the actions of a routine, enabling it
to emulate the recorded human activities by means of a SW robot.

4. Develop each modeled routine by generating the software code required to
concretely enact the associated SW robot on a target computer system.

5. Deploy of the SW robots in their environment to perform their actions.

Monitor the performance of SW robots to detect bottlenecks and exceptions.

7. Maintenance of the routines, which takes into account each SW robot’s per-
formance and error cases. The outcomes of this phase enable a new analysis
and design cycle to enhance the SW robots [11].

S
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2.1 Classification Framework

We tested the selected RPA tools with our case study performing the tasks to
conduct a RPA project. This has allowed us to realize a classification framework
for RPA tools, which consists of the following key dimensions:

— Software (SW) Architecture: The specific SW architecture adopted by
any tool: either Stand-alone or Client-Server.

— Coding features: The behaviour of SW robots can be defined with:

e Strong coding: it is based on the realization of explicit programming
scripts, often with the support of a command-line interface (CLI), that
instructs the SW robots about the routines to emulate;

e Graphical User Interfaces (GUIs): user friendly environments providing
drag & drop facilities to build the flowchart of the routines to emulate;

e Low-code tools: GUIs that — in addition to drag & drop facilities — provide
low-coding functionalities to semi-automatically create software code.

— Recording facilities: The actions performed by a human within a software
tool can be recorded in many ways:

o Web recording: detection of user actions performed on a web browser;

e Desktop recording: detection of user actions performed on a desktop UlI,

e Others: some RPA tools do not support neither web nor desktop record-
ing. Nonetheless, they offer recording tools that work on specific appli-
cations only, such as Excel, Acrobat, SAP and Citrix. Some RPA tools
provide also traditional screen-scraping recording.

— Self Learning: The ability of a RPA tool to automatically understand which
user actions belong to which routines (Intra-routine learning), and which
routines are good candidates for the automation (Inter-routine learning).

— Automation type: SW robots can either interact with users and/or acting
independently. This leads to three different categories of automation:

e Attended: the SW robots constantly require interaction with the users;

e Unattended: the SW robots act like batch processes, i.e., manual inter-
vention is not desired. This is ideal for optimizing back-office work;

e Hybrid: Combination of the two above categories.

— Routine composition: The ability of a RPA tool to orchestrate through
manual support or in automated way different (single) routines at run-time
associated to different SW robots, when large workflows need to be emulated.

— Log quality: The quality of the logs recorded by RPA tools. Since routines
consist of collection of activities to be enacted according to certain rout-
ing constraints, logs produced by RPA tools resemble event logs in process
mining. To this end, we measure the quality of such logs using the classifica-
tion provided in Process Mining Manifesto [2], where five maturity levels are
defined, ranging from logs of excellent (¥ %) to poor quality (¥).

Table 1 shows the results of the application of our classification framework to the
selected RPA tools. The following aspects become apparent: the majority of the
tools provide (i) a Client-Server SW architecture, (i) GUIs with drag & drop
facilities and low-code functionalities, (4ii) both web and desktop recording,
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(iv) a hybrid automation type, (v) manual-based features to achieve routine
composition, (vi) logs of poor quality. Interestingly, differently from the other
tools, GIANT and TagUI offer strong-coding functionalities with a basic CLI to
support the programming of SW robots. Finally, there is no tool that provides
self learning or automated routine composition features.

3 Research Challenges

On the basis of the results discussed in the previous section, we have derived
four research challenges (and potential approaches to tackle them) necessary to
inject intelligence into current RPA technology.

1. Intra-routine Self Learning (Segmentation). Logs recorded by RPA
tools are characterized by long sequences of actions and/or events that reflect
a number of routine executions. A log can record information about several
routines, whose actions and events are mixed in some order that reflects the
particular order of their execution by the user [7]. In addition, the same rou-
tine can be spread across multiple logs, making the automated identification
of routines far from being trivial. One possible approach to tackle this chal-
lenge is to rely on log analysis solutions in the Human-Computer Interaction
field [9], which focus on identifying frequent user tasks inside logs consisting of
actions at different granularity. Alternately, local process mining approaches
[15] or sequential pattern mining [8] can be employed to identify sequen-
tial patterns of non-consecutive actions that tend to be repeated multiple
times across multiple logs [7]. However, to date, no available solution exists
that allows to automatically: (i) understanding which user actions have to
be considered inside the log (separating noise to actions that contribute to
routines); (i) interpreting their semantics on the basis of their granularity
and (74) identifying to which routines they belong to.

2. Inter-routine Self Learning (Automated identification of candidate
routines to robotize). To date, current RPA tools provide very limited
support to this challenge, which is often performed by means of interviews,
walkthroughs, direct observation of workers, and analysis of documentation
that may be of poor quality and difficult to understand [11]. This manual
approach allows analysts to identify the most obvious routines, while it is
not suitable to detect those routines that are not executed on a daily basis
or that are performed across multiple business units in different ways [7].
Two potential solutions to this issue are provided respectively by [11] and [7],
where the authors propose methods to improve the early stages of the RPA
lifecycle using process mining techniques [3].

3. Automated generation of flowcharts. In RPA tools, there is a lacking of
testing environments. As a consequence, SW robots are developed through
a trial-and-error approach consisting of three steps that are repeated until
success [16]: (i) First, a human designer produces a flowchart diagram that
includes the actions to be performed by the SW robot on a target system;
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(i) Second, SW robots are typically deployed in production environments,
where they interact with information systems, with a high risk of errors due
to inaccurate modeling of flowcharts; (i) Third, if SW robots are not able to
reproduce the behaviour of the users for a specific routine, then the designer
adjusts the flowchart diagram to fix the identified gap. While this approach
is effective to execute simple rules-based logic in situations where there is
no room for interpretation, it becomes time-consuming and error-prone in
presence of routines that are less predictable or require some level of human
judgment. Indeed, the designer should have a global vision of all possible
unfoldings of the routines to define the appropriate behaviours of the SW
robot, which becomes complicated when the number of unfoldings increases.
In cases where the rule set does not contain a suitable response for a spe-
cific situation, robots allow for escalation to a human supervisor. A possible
solution to this challenge can be to resort on discovery algorithms from the
process mining field [3] and to automatically extract flowcharts in form of
Petri nets/BPMN models from RPA logs. Thus, it is necessary to investigate
from the literature on process discovery [6] which algorithms suit better to
extract the base structure of flowchart diagrams from a RPA log.

4. Automated routines composition: In modern contexts, human operators
usually enact not just single tasks but complex workflows, consisting of many
interrelated routines. However, current RPA technology allows to develop
SW robots for executing single, independent routines. Only manual support
is provided to orchestrate multiple routines, i.e., the management of more
complex workflows is completely delegated to human supervisors. To synthe-
size complex execution strategies through an intelligent orchestration of the
robots’ routines, automated planning techniques in Al can be employed [14].
The idea is to consider the robots’ routines like black boxes, i.e., as planning
actions with specific preconditions and effects, and to delegate to a planning
system the generation of a proper strategy to automatically compose them
in a larger workflow that coordinates their orchestration.

It is worth to notice that, according to Table 1, the logs produced by the
tested RPA tools have a poor quality (actions may be missing or not recorded
properly), since they are mainly used for debugging purposes. Increasing the
quality of RPA logs is a fundamental prerequisite to properly tackle the previous
challenges, which leverage a log analysis to discover, identify, model and compose
routines in an automated way. To this end, RPA tools should aim at logs at the
highest possible quality level.

To conclude, we note that our study has a threat to validity, since we ana-
lyzed only a sample of the RPA tools available in the market. As a consequence,
our findings can not be generalized beyond the scope of the tested RPA tools.
Nonetheless, we consider this work as an important first step towards the real-
ization of intelligent solutions for RPA.
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Abstract. The literature contains arguments for the benefits of rep-
resenting and reasoning with BPMN processes in (OWL) ontologies,
but these proposals are not able to reason about their dynamics. We
introduce a new Description Logic, SBPMPROCESSDL, to represent the
behavioral semantics of (block) structured BPMN. It supports reasoning
about process concepts based on their execution traces.

Starting from the traditional notion of subsumption in Description
Logics (including SBPMPROCESSDL), we further investigate the notions
of specialization and inheritance, as a way to help build and abbreviate
large libraries of processes in an ontology, which are needed in many
applications.

We also provide formal evidence for the intuition that features of
structured BPMN diagrams such as AND-gates and sub-processes can
provide substantial benefits for their succinctness. The same can be true
when moving from a structured to an equivalent unstructured version.

1 Introduction

We begin with some motivation of our work. Process descriptions can be used for
prescriptive purposes, such as workflows, as well as for descriptive purposes, for
understanding what actually happens during the execution of a given scenario.
Our work [16] uses BPMN for the second purpose: to group and organize “per-
sonal digital traces” (byproducts of apps on smart-phones, such as emails, web
searches, SMS, check-ins, financial transactions, and GPS), helping to recon-
struct the user’s “memory of autobiographical events”.

( eooiamme )

InitiateDiscussion EstablishWhere

—

Fig. 1. Process model for EatingOutAtRestaurant

An example of such a process model (“script”) would be going out to eat at
a restaurant, as shown in Fig. 1. Components, such as EstablishWhere, are in
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turn sub-process descriptions given elsewhere, involving communication loops.
This process model can help us organize various digital data into instantia-
tions of restaurant outings. For instance, a thread of messages concerning din-
ner, an email confirmation of an OpenTable reservation, a credit-card payment
at a restaurant, and a Facebook discussion of a meal, all occurring within an
appropriate time/place frame, would provide evidence for the InitiateDiscussion,
Reserve, Pay and PostDiscussion subprocesses respectively in Fig. 1. Such pro-
cess instances can then help the user get answers to questions like “When did I
go to restaurant X?”7, or “What restaurant did I got to with Mary in Paris?”.

Although this may not look like a business process, arranging a meeting in a
company is almost identical: instead of initiating a discussion to go out to eat,
one must initiate a discussion for having a meeting; deciding who/when/where
the activity will take place happens in both; instead of making a restaurant
reservation one might need to reserve a room for the meeting; etc.

In order to make a fully functional system, we need process descriptions for
thousands of variants of every-day activities. This will be facilitated by placing
the process descriptions in an ontology, and then using specialization and inheri-
tance, so that more specific processes, such as GoingOutToEat, GoingOutToThe-
ater, GoingOutToSports, etc. are obtained by indicating only differences from a
common superclass, GoingOutForEntertainment. In turn, GoingOutToEat can
be specialized to EatingOutAtRestaurant, EatingFastFood, etc. The main dis-
tinction of our work from most prior attempts at using ontologies for processes
[25,26], is that we are interested in reasoning with their behavioural semantics,
rather than just their annotated syntactic structure. For example, we want to be
able to infer that “Eating followed by Sleeping” is related to “Eating followed
by (Seeping or Working)”.

The paper addresses these goals by (i) providing the Description Logic
SBPMPROCESSDL to describe and reason with a subclass of BPMs, and (ii)
introduces an improved notion of specialization and inheritance, which allows
new actions to be added to subconcepts [1,6] while still using the subsumption
algorithm of SBPMPROCESSDL on the subsumer and a modified subsumee. The
algorithms rely on results in the formal language literature.

2 Structured BPM and sBPMPROCESSDL

We consider a subset of BPMN, called structured BPM/Workflow [2,17,18],
which has properly nested single-entry/single-exit blocks for (i) sequencing, (ii)
branching (deferred choice xor), (iii) looping (either BPMN 2 loop marker on
the body, or xor-join and xor-split enclosing the body, with return flows to the
beginning), and (iv) concurrent execution (and). Although less expressive than
its unrestricted version (see [17]), Structured BPMN has the advantages of:

— being more understandable and maintainable by humans (see suggestions for
“good BPMN style” in the survey by Corradini et al. [11]);
— facilitating the mining of workflows [18];
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— conforming to the flow control structures offered by other process notations
such as the OWL-S service model specification language [21];

— being guaranteed not to have anomalies such as deadlock, livelock;

— having clearer semantics (avoiding the complications of global xor-join);

while covering a large fraction of the practical applications we have encountered.

It has been noted [2] that a structured workflow block, corresponding to
the sub-graph xor-split{ Pi, P», ...}xor-join say, can be represented by a process
tree with operator xor at its root and children Py, P, ..., which we’ll write as
xor(Py, P, ...), or the infix-notation P; U P, L .... Similarly, structured workflows
have operators seq, and, and loop for sequencing, concurrency and looping.

By treating atomic actions as alphabet symbols, one can see a clear similarity
of process trees without and to regular expressions (REs) built with {-, | ,* }!.
REs have been extended, among others, with an “interleaving/shuffle” operator
# in order to model the notion of concurrency; this will be taken to correspond
(in this paper) to and in BPMN.

Description Logics (DLs) are knowledge representation languages, which
manage information about individuals grouped into classes, possibly related by
(binary) relations. DLs are used to define concepts in ontologies, check them
for consistency, and especially organize them in hierarchies, ordered by the sub-
sumption relation. The family of DLs is distinguished by the fact the classes
in question are intensional entities that have a compositional structure and
are involved in inferences. Almost universally, concepts (unary predicates) and
roles (binary predicates) are built using concept/role constructors from atomic
identifiers. For example, the concept of “Building one of whose owner is crazy
and rich” is represented in wvariable-free term notation as conjoin(Building,
some(owner,conjoin(Crazy,Rich))), or, in the more familiar infix notation, as
Building M Jowner.(Crazy M Rich). This syntax is in contrast with languages
using variables and quantifiers (e.g., [27]), or general graphical notations (unless
one can find an appropriate syntax for them).

We are now ready to define (see Fig. 2) the DL-like ontology language SBP M-
PROCESSDL representing the control flow semantics of structured BPM. Its syn-
tax starts from a finite set of atomic action names A, and a disjoint set P
of (sub)process names. There are some additional useful constant process con-
cepts listed in the top part of the figure; the middle part gives the syntax rules
for compound processes P. Please note that SBPMPROCESSDL has the same
variable-free term notation as most other members of the family of Description
Logics.

We can then express in SBPMPROCESSDL the EatingOutAtRestaurant pro-
cess as

Initiate - (EstablishW ho # EstablishW hen # EstablishW here) - Reserve®
- AttendEvent - Pay - PostDiscussion

where we use an abbreviation for optional tasks, P°P!, equivalent to P LI Null.

! This can be used as another argument in favor of Structured BPM: several papers
[12,22] have shown how to represent the trace semantics of declarative BPMs, such
as DECLARE, by mapping to regular expressions.
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lName of constructor [ Syntax [ Term notation Semantics

NeAUP N N N*

no-action process Null Null {)}

bottom concept 1p |Bottomprocess 0

top-process concept Tp Toprrocess Sequence(Az)

any action Action Action Usea AT

sequence P, P, | seq(Pi,P) {ww|ue PE,we Pf}

alternation PiUPy| xor(Py,P2) Pru Pt

repetition (base) P° repeat(0,P) Null*

repetition (ind’n) P! |repeat(k+1,P) P (P

loop P* loop(P) U0 (PH*

interleaving Py # P>| and(P,P) [{ ULWT . Un W, |uy...un € PZ,

wi..wy € P, forn e N}

subprocess N definition| N = P NT =pT

P> subsumes P; PCP Plz - PQI

inconsistency of P PC L PT =9

membership of action | a € P ae€ Pt
sequence « in P

Fig. 2. Syntax and semantics of SBPMPROCESSDL

The semantics of SBPMPROCESSDL? is provided by an interpretation
I = (Az,%), where Az is intended to be the set of atomic action execu-
tions/instances; AT is a finite subset of sequences of length one over Az for
A € A; in turn, PT is a finite subset of the set Sequence(Ar) of sequences
of individual action executions. Z is then extended in the natural way to the
constants and the process concept constructors in the manner shown in Fig. 2.

It is crucial to note that since the denotation of SBPMPROCESSDL con-
cepts are sequences of action instances, this corresponds to the “trace semantics”
for BPM/Petri Nets (as used in [12,24,28,29]), rather than bisimulation-based
semantics [6]. This means that in our model atomic actions can’t be truly par-
allel; even if we replace A with StartA - EndA, the beginnings of two actions
must be ordered.

The bottom part of Fig.2 describes the standard predicates used for infer-
ences and axioms in the field of DLs. It is usual to consider the complexity
of these inferences and their implementation. In this case, we rely on results
about regular-like expressions in the formal language literature. In particular,
let us treat atomic action concept names A € A as “characters” in the alpha-
bet X usually taken as the base case for regular expressions. Then the above
predicates on regular languages will give the same results as the semantics in
Fig. 2, since the interpretation Z replaces all occurrences of A by the same set,
AT . Therefore, deciding subsumption, inconsistency, and membership in SBPM-
PROCESSDL correspond exactly to deciding containment, emptiness, and string
recognition for this class of extended regular expressions. A summary of results

2 This is a variant of the semantics of one of the plan DLs, RegExzp({ -, U,*, #1}),
described in [7,9].
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concerning the complexity of these reasoning operations, some based on [19],
appear in [7,9]. It is worth mentioning that the preceding references also show
how SBPMPROCESSDL can be integrated with standard DLs, like OWL say,
using the notion of “concrete domains” [4], thus obtaining more powerful hybrid
DLs which contain process descriptions.

3 Specialization and Inheritance for Structured BPM

In software development and AI KR, inheritance is a mechanism for abbrevi-
ating descriptions based on the notion of IsA and specialization in class-based
formalisms. For example, if Employee is a subclass of Person, then properties
of Person such as name, address, age, etc. and constraints on them, are inher-
ited by the subclass Employee. The purpose of inheritance is reuse (avoiding
repetition of work), and effective maintenance: a change on Person (e.g., adding
property socialSecurityNr), results in it being propagated to all subclasses.

When specializing a class, which has associated properties/features common
to its instances, several principles have been observed in AI and conceptual
modeling [8]:

— A. Extensional IsA constraint: the instances of the subclass are instances
of the superclass.

— B. Unmodified inheritance: properties/features and their constraints are
inherited unchanged to the subclass.

— C. Adding restrictions to existing properties: an inherited property

may have more restrictions placed on it. For example, while the age of

Persons has lower bound 0, the age of Employees must be at least 16.

D. Adding new properties: A subclass may have new properties defined

over it. For example, salary is added for Employee.

Recently, another principle has come to dominate in object-oriented program-
ming circles: the “substitution principle” requires that an instance of a subclass
must be usable in any situation where an instance of a superclass could appear.
This however is not crucial in our situation, since we are not writing software
systems (which would use polymorphic typing), but process descriptions, where
we try to describe variant sub-processes in some principled manner.

Specialization and inheritance are helpful whenever there are many simi-
lar classes, as in our case. In fact, already decades ago the Taxis project sug-
gested that the benefits of specialization and inheritance were useful not just
for describing entities but also transactions, exceptions, and scripts/workflows
[5,8,20]. More recently, Frank [15] has provided an in-depth survey of the field
of process specialization.

The question that arises is what we can do during the specialization of process
descriptions. A crucial part of this is what counts as “properties/features” of pro-
cesses. Obvious answers used in the past are the participants in the process, and
the mereologic components of the process; these can all be inherited, specialized
or added. In our case, it will be the sub-expressions of the SBPMPROCESSDL
concept terms that will be viewed as such inheritable features/components.
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seq(
sed
and(
opt(Reserve)
AttendEvent ) )
PostDiscussion)
(a) BPMN Model (b) Process Tree

Fig. 3. GoingOutForEntertainment

The semantics of SBPMPROCESSDL, as given in Sect. 2, provides a subsump-
tion relationship between (SitDown - Drink) and SitDown - (Eat # Drink),
because every instance scenario (sequence of primitive action instances) of the
former is an instance of the latter. This parallels the notion of “extensional IsA
constraint” (A) above, and has the immediate side-effect of providing inheritance
as in (B). It also corresponds to the notion of process specialization suggested
by Wyner and Lee [28]. We therefore start from the assumption that the special-
ization of class X leads to a class Y, whose extension, as a set of traces, should
be contained in that of class X.

Next, we address the issues of how items (C) and (D) above should be han-
dled. Concerning specialization of properties (C), since we want to maintain the
“extensional IsA constraint (A)”, some natural ways to do this include:

— replace named primitive actions/sub-processes (e.g., Pay) by specializations
(e.g., PayByCreditCard or PayByCash). This requires the introduction of a
so-called Terminologic Box for named concepts, where IsA hierarchies of them
can be kept. (See [9] for a simple way to continue reasoning with SBPMPRO-
CESSDL in the presence of such taxonomies.)

— replace “control constructs” by ones that allow fewer sequences. For example:

e climinate some of the choices in a xor or an and (and possibly use
xor(p)=p, and(p)=p to simplify);

e replace loop(p) by the xor of zero or more iterations of p;

e replace and by some ordering of its arguments.

The above are easy cases to check syntactically, but unfortunately they do not
form a complete set of specialization operations.

So let us return to the idea of allowing process subexpression P to be replaced
by Q whenever the extension of Q is contained in that of P (a problem that is
algorithmically decidable for SBPMPROCESSDL as Q T P), but observe that
we can do this replacement at any place, including the root of the expression.

To illustrate the syntax for specifying the substitution, let us consider in
Fig. 3, part of the process GoingOutForEntertainment?®. If, during specialization
for GoingToRockConcert, we want to force Reserve and Pay to occur before

3 For brevity, we omit henceforth the beginning, including Initiate, EstablishWho,...
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Fig. 4. GroupOn EatingOutAtRestaurant

AttendEvent, we need to replace and(?X,?Y) by seq(?X,?Y)*. To identify the
particular node on which we want to match (there are three seq nodes in the
tree in Fig. 3(b)), we use a notation based on XPath, so that, for example, Atten-
dEvent node is identified by /.[11/.[1]1/.[2]. Therefore the above proposed
specialization is written as

/.[1]/.]1] : and(?X,?Y) ~ seq(?X,?Y)

In the case of specializing GoingOutForEntertainment to EatingOutA-
tRestaurant (see Fig.1) we could use

/-[1]/.]1] - and(seq(?7X1,7X2),?Y) ~ seq(?X1,7Y,?7X2)

to indicate that payment at the restaurant occurs after attending, while the
reservation (may) occur before.

Note that both of the above specializations result in properly subsumed con-
cepts, since all the traces in the subclass appear in the extension of the superclass.
And this can be detected by the SBPMPROCESSDL subsumption reasoner.

Concerning adding new properties (D), we face a conundrum: in many cases
we would like to add new kinds of actions to be carried out as part of the
specialized process (like we added salary to Employee). For example, in creat-
ing a specialization GroupOn_EatingOutAtRestaurant, we want to add a step
GroupOnPay, for paying for a GroupOn meal (which provides a discount). Let’s
say GroupOnPay is a new atomic action (in our case signaled by possible digital
traces for web search on groupon.com, and a credit card payment to GroupOn).
So suppose we carry out the specialization

/-11]/.[1]/-11] : opt(Reserve) ~» and(opt(Reserve), GroupOnPay)

resulting in the process tree shown in Fig. 4, and corresponding BPMN model.
However, this would cause problems because any sequence containing such a
new action instance would immediately not be in the extension of the superclass.

4 We use here pattern matching on terms in the style of modern functional languages
such as Standard ML, Haskell, etc.
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Van der Aalst and Basten [1,6] have thoroughly investigated this question, and
suggested four alternative approaches, based on the following two ideas:

Projection inheritance: ignore new action B, by making its instances be
invisible. In formal language terms, appropriate for SBPMPROCESSDL, this cor-
responds to replacing the new atomic concept B by the concept Null, for pur-
poses of computing “proper specialization”. This substitution can be done very
efficiently, so we can use the SBPMPROCESSDL subsumption algorithm to check
for projection inheritance.

In the above example, SBPMPROCESSDL subsumption still works, since
replacing GroupOnPay by Null coincides with the Null in opt(Reserve), giving
only a pre-existing trace. But if reservations were not optional, then we could now
have a trace with no reservation (when GroupOnPay ~ Null), thus obtaining
an invalid specialization under projection inheritance.

Protocol inheritance: eliminate from consideration all action sequences
that contain the new action B. In formal language terms, this corresponds to
reasoning with a more complex specialized process R’: the intersection of the
original SBPMPROCESSDL R with the “strings” not containing B. The latter
can be described by the extended regular expression

Bhot = —((Action U B)* - B - (Action U B)*)

Therefore, to decide if S is a proper superclass of R according to protocol inher-
itance, it is sufficient to decide (RN Bot) T S. Although regular expression
reasoning with constructor — and N is highly complex in general, this particu-
larly simple case can be handled without increase in complexity.

Reconsidering the GroupOn_EatingOutAtRestaurant example, since all
traces contain GroupOnPay, they are all eliminated, leaving the extension to
be the empty set, whether or not reservation was optional.

In fact, in our case Projection Inheritance implies Protocol Inheritance, since
all the sequences where Null was inserted would be removed from the extension.
(This is due to our use of the trace equivalence instead of branching bisimulation
equivalence, as in [6]). Moreover, van der Aalst and Basten suggest two other
possible semantics for specialization, involving conjunction and disjunction of
the above two. Because of the trace semantics, these collapse in our case.

By adopting one of the semantics for specialization suggested by van der
Aalst and Basten, we then achieve a principled work-around the constraints of
strict subsumption in SBPMPROCESSDL, which allows the introduction of new
activities in the specialized process.

4 On the Succinctness of Some BPMN Models

Based on trace semantics for BPMN, we can use results from the literature on
formal languages, to provide formal proofs for certain intuitions about constructs
in BPMN notation, and how they affect brevity. The proofs of such results almost
always involve exhibiting a sequence of languages/process concepts L1, Lo, ..., L,
such that their description using some feature grows slowly (e.g., linearly) as n
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grows, but any corresponding description without that feature grows much faster
(e.g., exponentially). The following are a few such results:

(a) Allowing sub-process definitions can yield exponentially shorter descrip-
tions of BPMs. In our opinion, this is an important result to remember because
definitions of BPMN sometimes omit this notion, possibly considering it trivial.
In this one case, we provide a proof outline:

Proof. Letting A= { A }, P = { Ey, Es,... }, consider the subprocess defini-
tions:
E,=A- A Ey=F -F ... E, =FE, 1 -FE,

We can see that the denotation of E,, is equal to AT , and the above description
has size O(n). But there is no finite automaton of size less than O(2") for this,
because any finite automaton needs at least k states to distinguish the string A*
from all other strings. There is then no ordinary RE that is smaller in size than
the FA describing its language, since there is a well known standard procedure
for constructing FAs from REs, which have the same size. It only remains to show
that in this case and cannot help, which is true because and(A?, A7) = A**J for
any i, j, so nested and’s can be inductively eliminated. ([

(b) Eliminating all and split/join pairs can result in double-exponentially
larger structured BPM. The basic idea is that, with trace semantics, and(A, B)
on atomic action pairs can be replaced by xor(seq(A4, B),seq(B, A)), and by
iteratively substituting outward nested and’s, one can eventually eliminate
them. The hard part is finding a family L,, for which one can prove that the
result has size at least 22" no matter what RE/BPM one uses.

(c) “Structured” BPM comes at a price: there are unstructured BPM such
that every structured version is exponentially larger.

5 Related Work

There are two threads of related work. One concerns DLs for representing pro-
cesses. The second concerns specialization and inheritance of process models.

5.1 Description Logics for Processes

As discussed in Sect.2, our aim was to develop a DL that can describe the
behavioral semantics of (business) processes, and be able to reason with them.
Within this class, we focused on a language that had the characteristic DL
feature of having variable-free concept constructors, through which concepts and
axioms can be presented and reasoned with.

One relevant thread of work here is tied to Propositional Dynamic Logic,
which has program constructors { ; , | , * } corresponding to our concept con-
structors { - , U , * }. Among others, [13] developed expressive DLs which use
these as role constructors, rather than concept constructors. PDL is more expres-
sive (and more complex to reason with) because in addition to complex programs,
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these are applied to complex formulas describing states. If the state description
is just the formula true, then PDL expressions and SBPMPROCESSDL, minus
# , are in some sense equivalent. However, the above DLs do not involve con-
currency. Maier & Stockmayer [19] (among others) have studied extending PDL
with interleaving, but it is unclear what concurrency means with DL roles.

Another related domain are temporal logics with modal operators, such as
linear temporal logic (LTL). The most relevant work here is the recent formal-
ization of OCBC [3], which has DL concepts such ()FEat, denoting the instances
of Fat at the next time point. On the one hand, OCBC can express some par-
allelism, as in O Fat M () Breathe, which Fat # Breathe must linearize. On the
other hand, OCBC is based on LTL, which is incapable of representing the
SBPMPROCESSDL concept (Action - Breathe)* — breathing every second time
point. So the formalisms are not fully comparable.

Finally, there is a large collection of works (e.g., [10,24]) that encode (aspects)
of BPMs, and then use Description Logic reasoning to answer particular ques-
tions about them. The main difference from these is that they do not have con-
cepts directly denoting process executions, about which one can ask questions
like subsumption, and many do not handle concurrency.

5.2 Process Specialization

Our own work in this area in the early 1980’s [5,8] added specialization and
inheritance to Zisman’s pioneering work on workflows [30], by allowing Petri
Net edges to be specialized or added. This work was not however formalized.

Van der Aalst and colleagues have carried out influential and extensive related
work we have already referenced, including on process trees, and the notions of
protocol and projection inheritance. The differences are that they use branch-
ing bisimulation as their equivalence semantics, and that for inheritance, they
require that on the original “vocabulary” of actions, the specialized process must
behave identically to the original one, while we allow sub-process/atomic action
specialization.

Wyner and Lee [28] provide a theory of process specialization for processes
described by state machines (FAs). Like ours, their approach is based on an
extensional semantics of the traces accepted by the FA. Their paper proposes
collections of FA editing operators leading to all possible specializations (e.g.,
deleting nodes, adding edges). This approach is not however fully based on the
set of all traces accepted by the FA, because it does not consider alternative FAs
that accept the same set of traces. In contrast, by considering the language of
REs (possibly built from the automata), and then using algorithms that are prov-
ably complete for detecting language containment, SBPMPROCESSDL solves the
more general problem.

While the above approaches, like this paper, restrict what can be done dur-
ing specialization, at the other extreme is work such as [14], which uses ideas of
“default inheritance” from Artificial Intelligence to permit arbitrary modifica-
tions of web-service method specifications.
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An intermediate stance is taken by the subfield of process adaptation/ vari-
ability, which uses ideas such as those in [29], to “freeze” and otherwise constrain
parts of the process description that can/cannot be modified during specializa-
tion. (See Prieto et al. [23] for related literature.)

6 Conclusions and Future Work

The paper is motivated by our desire to reconstruct memories of autobiographical
events from digital traces that can be found on smart-phones, for example. We
illustrated the use of Structured BPMN to describe every-day “scripts”, which
support the reconstruction of the memories. We detailed SBPMPROCESSDL, one
of the family of process description logics based on regular expressions introduced
in [7,9], and showed how it can be used to capture the dynamic semantics of
Structured BPMN diagrams. This complements earlier work on ontology lan-
guages for static, syntactic aspects of BPMN [26]. The main contribution of the
paper is the development of a new, more effective notion of specialization and
inheritance for BPMs and workflows, which is needed to gather and organize
the large number of scripts required in practice. It is based on the formal notion
of subsumption in SBPMPROCESSDL, but allows for new action concepts to
appear in specialized process. We use ideas from [1] for this extension, while still
relying on the SBPMPROCESSDL subsumption algorithm to check the validity of
specialization, albeit on a modified subsumee concept. The paper also discussed
some descriptional complexity results for Structured BPMN, made possible by
the formalization using regular expressions.

An open problem with specialization is that one cannot eliminate actions
that appear in all traces of the superclass, when this class was over-generalized.
Such situations are not rare, and we are working on an approach that adjusts
definitions in such cases of “default inheritance”, while maintaining clear, First
Order Logic semantics. We are also investigating how to extend SBPMPRO-
CEssDL with additional constructors that would cover all Petri Net languages.
Finally, we plan to explore more refined notions of concurrency.
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Abstract. Supporting knowledge-intensive processes (KiPs) has been
widely addressed so far and is still subject of discussion. In this context,
little attention was paid to the ontology-driven combination of data-
centric and semantic business process modeling, which finds its motiva-
tion in supporting KiPs by enabling work sharing between humans and
artificial intelligence. Such approaches have characteristics that could
allow support for KiPs based on inferencing capabilities of reasoners. We
confirm this as we show that reasoners are able to infer the executability
of tasks. This is done by designing an inference mechanism to extend a
currently researched ontology- and data-driven business process model
(ODD-BP model). Further support for KiPs by the proposed inference
mechanism results from its ability to infer the relevance of tasks, depend-
ing on the extent to which their execution would contribute to process
progress. Thereby, it takes into account the dynamic behaviour of KiPs
and helps knowledge workers to pursue their process goals.

1 Introduction

Since knowledge-intensive processes (KiPs) have challenging characteristics [7],
providing adequate support was and still is subject of research. In general, KiPs
are highly dependent on knowledge workers (like managers, researchers and engi-
neers) who perform interconnected knowledge-intensive decision making tasks
[7,14]. Since knowledge workers are the greatest determinant of the worth of
their companies [6], supporting them in KiPs is important. Various possibilities
to provide such support could be opened up by the ontology-driven combination
of data-centric and semantic business process modeling. Since semantic business
process modeling allows ontology reasoners to infer facts from process models
[13], its combination with data-centric business process modeling allows reason-
ers to access data dependencies of tasks. We expect, that knowledge workers in
KiPs can benefit in several ways when these reasoner accessible data dependen-
cies are used to infer process relevant facts. The ability of reasoners to explain
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inferences could thereby perhaps be used to enhance process support by regard-
ing the background of inferred facts. In correspondence to the observation that
progress in KiPs essentially depends on data-availability [11], the most appeal-
ing starting point to investigate our expectations is using a reasoner to infer
executability of tasks based on available data. Since data-availability in data-
centric business process modeling also determines the need for executing tasks
[12], inferring executability should also regard the relevance of task execution
based on data-availability. The aim of this paper is to develop such an inference
mechanism by an extension of our ontology- and data-driven business process
model (ODD-BP model). Aligned with our SEMANAS! project [11], this paper
will use examples of KiPs in the domain of agricultural grant applications.

We will first look at related topics like data-centric and semantic business
process modeling and briefly introduce the ODD-BP model. After regarding exe-
cutability in data-centric business process modeling, we will design an inference
mechanism, implement it in the ODD-BP model and demonstrate its capabili-
ties. At last, we will discuss how we believe the proposed inference mechanism
could support KiPs and conclude our work.

2 Foundations

Semantic business process modeling uses ontologies to enhance common semi
formal representations of processes. During semantic business process modeling,
elements of processes (such as tasks) are represented as instances of ontology
classes describing the constructs of a process language [13]. Research on seman-
tic business process modeling is often motivated by easing semantic ambiguity
in process models, which can e.g. occur when modelers have lacking knowledge
about the domain [3,8,13]. In general, research on semantic business process
modeling focused on control-flow oriented approaches of business process mod-
eling [3,9,13]. According to Heinrich et al. [9] an essential advantage of semantic
business process modeling is accessibility for automated processing. This has
been studied in terms of automated creation or adjustment of process models
and it was regarded that reasoners can be used to derive facts that are implicitly
stated in process models [3,9,13].

In data-centric business process modeling, processes are not described by
links between tasks (as in traditional control-flow oriented approaches), but
instead tasks are linked to data elements that are required for their execution
(input) or the result of it (output). This implies a process logic that focuses
rather on data-availability than on predefined sequences of tasks [12]. Several
approaches of data-centric business process modeling consider data in context of
artifacts that are created, evolved and typically archived during their lifetime in
businesses [5,14]. For supporting KiPs, initial research shows that data-centric
business process modeling is a promising solution [7].

! SEMANAS is funded by the Federal Ministry of Education and Research (BMBF),
grant no. 13FH0131X6, duration: 2017-2021.
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In workflow-management-systems, workflow engines may be used to identify
what could be done and who could do it [15]. To the best of our knowledge, it
has not been investigated yet whether reasoners are able to take over the job of
workflow engines to identify what could be done next in a process.

3 Ontology- and Data-Driven Business Process Model

We now introduce an ontology- and data-driven business process model (ODD-
BP model) which combines semantic and data-centric business process modeling
with regard to the requirements of KiPs. In our research on the ODD-BP model
we aim at providing an ambiguity-free understanding of the process to be sup-
ported, so that human and cyber actors can work cooperatively on process enact-
ment. The centerpiece of the ODD-BP model is a base-ontology implemented
using the web ontology language 2 (OWL 2).? An excerpt of the base-ontology is
depicted in Fig. 1, where circles with dashed lines represent classes and directed
edges represent object properties between classes.
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Fig. 1. Base-ontology of the ODD-BP model

Processes in the ODD-BP model can either be process definitions or pro-
cess instances (Fig. 1: PD, PI). Since process instances represent the ongoings
in a business process and are meant to hold data about the process state [15],
they are relevant for inferring executability. Central to this are tasks and their
input and output relations to documents and attributes (input: demanded_by,
required_by; output: delivers, produces; note that the base-ontology also cov-
ers the inverse of each property). Documents are abstract data containers that
provide attributes. Attributes are key-value pairs that always describe charac-
teristics of entities. The addressed entities are represented by dataobjects that

2 OWL 2 specification: https://www.w3.org/TR/owl2-syntax/.
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consist of corresponding attributes. This conceptualization has the advantage of
a high expressibility, since attributes can be integrated as wholesome elements
in the process and drive its execution. The alternative conceptualization which
relies on data-properties attached to representations of entities lacks this abil-
ity, since appended literals can not be connected to other elements of a process.
Process states in the ODD-BP model are represented by marking unavailable
data elements and unexecuted tasks as so-called placeholders. Initially, a process
instance only contains elements with placeholder markings that are removed as
the process progresses, which leaves only elements behind that describe existing
data elements and executed tasks.

Figure 2 depicts an excerpt of a process instance of an application process
for agricultural grants which is modeled using the presented base-ontology. The
process instance contains a dataobject representing a Farmer whose attribute
Date of Birth is used to perform an Age Check to determine if the Farmer counts
as Young. Since young farmers can earn higher grants, this information needs to
be filled in the Application Form. After the Application Form was produced, the
Submission of the Application is possible. All white elements of the excerpt are
marked as placeholder elements, so that only the attribute Date of Birth and the
dataobject Farmer are known. No task was executed and no document produced
yet. As this simple excerpt may not represent all characteristics of KiPs, it was
chosen due to space limitations and only in order to illustrate how data-driven
aspects of KiPs are modeled using the ODD-BP model.

delivers-

_required_by Aptplica- Submission Of
— ion o
requ; consists_of. i Out %o Form Application
11 . . < )
Age Check 7(?9/»Gd\by ? Application Form . demanded_by
"ers . =
’700 Legend

Data-
required_by— Dgti?thOf —consists_of ‘g Instance of Class: % object

White Element: Instance of Placeholder Class

Fig. 2. Example process instance modeled using the base-ontology

4 Inferring Executability and Relevance

This section presents an inference mechanism that aims at supporting knowledge
workers by providing execution relevant information about yet unexecuted tasks.
For doing so, the inference mechanism regards the states of data dependencies
of unexecuted tasks to determine executability and execution relevance. Note
that we consider tasks that have to be executed more than once to fulfill their
contribution to the process as unexecuted until their final execution is completed.
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4.1 Inferring Executability

Among the many reasoning options of OWL 2, most interesting for our purpose is
inferring that an individual belongs to a class — in our case, inferring that a task
belongs to the class of executable tasks. A class in OWL 2 is a set of individuals
that is described by restrictions on the individuals’ characteristics [4]. In data-
centric business process modeling, executable tasks share the characteristic that
all required input data elements are available [12]. In order to infer executability,
we need to describe this in OWL 2 by a class. Since OWL 2 relies on the open
world assumption (OWA), this is challenging if the result shall be suitable for
practice. The OWA makes it impossible to tell if something is inexistent until
its inexistence has been stated [10]. If an inference mechanism for executability
relies on a class that is restricted by a statement about “everything”, considerable
effort has to be taken into account in context of KiPs. For example: If a class
describes the set of tasks whose input elements are all available, during reasoning,
a statement has to tell that a task has no more than the known input data
elements. Such is possible by adding statements which restrict the cardinality
of relations between individuals [2]. Since KiPs require substantial flexibility at
design- and run-time [14], data dependencies often have to be adjusted. This
approach would then be impractical, since not only data dependencies but also
allowed cardinalities need to be adjusted.

Description logics, which form the base of OWL 2, alternatively allow rea-
soning with the existential quantifier, which is much easier in the context of the
OWA. During reasoning, a statement using the existential quantifier becomes
true if the existence of something is declared. It remains false if the existence is
not declared. Due to its suitability for practical use, the description of executable
tasks should only rely on the existential quantifier. This requires an alternative
way of describing executable tasks that can be found by examining unexecuted
tasks and data-availability.

Since unexecuted tasks in the ODD-BP model are marked as placeholders,
the class of unexecuted tasks corresponds to the intersection between the classes
of placeholders and tasks (1). Further, since unexecuted tasks either have all
input data elements available or not, the class of unexecuted tasks splits in the
two disjoint subclasses of executable and unexecutable tasks (2) (3).

Taskynezecuteda = Task M Placeholder (1)
TaSkuneacecuted = TaSkemecutable U TaSkunemecutable (2)
TaSkea:ecutable M TGSkunemecutable E 4 (3)

Due to placeholder markings, the class of unavailable data elements corresponds
to the intersection of the classes of data elements and placeholders (4) (data
element is abbreviated in formulas with “DataEl”). Note that dataobjects are
not considered by this class because inferring executability on the level of their
attributes is more precise. Since unexecutable tasks have at least one unavailable
input data element, they can be described by the existential quantifier (7). Note
that “input” is the super property of the “required_by” and “demanded_by”
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properties of the base-ontology (5) (6). The class of executable tasks can then
be seen as the intersection between the classes of unexecuted tasks and the
inverse of unexecutable tasks (8).

DataFEl,navaitabie = (Document U Attribute) M Placeholder (4)
input J required_by (5)

input 3 demanded_by (6)

Taskunezecutabie = T'aSkuneecuted N Jinput™ .DataElynavailable (7)
Taskezecutable = Taskunexecuted 1 7T askunexecutable (8)

Although this alternative description of executable tasks appears rather cumber-
some, it suits very well for practical use since intersections of classes can easily
be queried from knowledge bases. Since the exact query routine depends on the
usage scenario, it will not be regarded further here. Instead, we focus on the
relevance of task execution which depends on the existence of output data and
allows further contributions to KiPs.

4.2 Inferring Execution Relevance

In data-centric business process modeling, multiple tasks can lead to the same
output data element. For example, one could either make a call or write an email
to acquire the same data. When one makes a call and gets the data, writing
an email gets irrelevant. Alternatively, if the call did not produce the desired
data, one could choose to additionally write an email. Hence, unexecuted tasks
whose execution would lead to currently unknown data elements are relevant
for execution. The class of such relevant tasks with at least one unavailable
output data element can be described by the existential quantifier (11) (relevant
is abbreviated in formulas with “Rel”). Note that “output” is the super property
of the “delivers” and “produces” properties of the base-ontology (9) (10). Based
on our previous findings, we are also able to describe unexecutable relevant
tasks (12), which we can use again during querying in order to detect executable
relevant tasks (13).

output 3 delivers (9)

output 3 produces (10)

Taskger = Taskynezecuteq N Joutput. DataElynavailable (11)
Taskunexecutabic ket = Taskrer M Jinput™.DataElynavaitabie (12)
Taskezecutabierel = T'askrer M ~TaskunexecutabicRel (13)

An inference mechanism based on the classes above considers tasks as relevant
for execution if their output is unavailable. However, it does not regard that
an execution can get obsolete when the data it would generate is not required
further to achieve a process goal or milestone. This is elucidated by an extension
of the example above: Let us assume writing an email or making a call is done
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to acquire data which is needed by another task to produce a document. The
document thereby marks a process goal. If the document already exists, the tasks
of writing an email or making a call are obsolete because the goal for which they
would be executed for has already been achieved. Since KiPs are goal-oriented
as they evolve through the achievement of intermediate goals or milestones [7],
they would benefit if goal-relevance was regarded by the inference mechanism.

In the following, we regard goals and milestones as marks on tasks and
data elements, denoting that there is a special aim for executing or generating
them (for simplicity we will only speak of goals but milestones are considered
equally). Figure 3 shows how goal-relevance can be determined in the ODD-BP
model. When starting at a goal and iterating backwards though the chain of
process elements, all elements marked as placeholders are goal-relevant until the
first element without a placeholder marking occurs. Conversely, all elements not
included in the loop are goal-irrelevant because their overall contribution has
already been fulfilled.

Task Document Task o -
T demanded_by/ Produces : demanded_by
‘ ‘ Goa

) d ded imduces I- Goal-Relevant
produces— ~demanded_by i ol
produces Goal-Relevant| [Document Task

Instance of Class:

White Element: —

n
Instance of Placeholder Class |l

Task

Fig. 3. Determining goal-relevance

In order for the inference mechanism to behave as sketched above, the charac-
teristics of the individuals contained in the loop have to be described by classes.
This leads to the classes of goal-relevant data elements (14) and goal-relevant
tasks (15) (goal-relevant is abbreviated in formulas with GoalRel). Both classes
refer to each other and in case of documents providing attributes the class of
goal-relevant data elements refers to itself. This interdependency and self refer-
ence forces a reasoner to recursively infer goal-relevance which behaves similar
to a loop and matches the above sketched way to determine goal-relevance. Since
loops need entry points, both classes include unreached goals (i.e. unexecuted
tasks and unavailable data elements that instantiate a class of goals). Since exe-
cuted tasks and available data elements are not marked as placeholders, they are
not contained in both classes, which leads to an end of the recursive reasoning
procedure if an element occurs without a placeholder marking. Based on our
previous findings, we are also able to describe executable goal-relevant tasks in
a way that suits practical use (16) (17).

DataElGoalRel = DataElunavailable r
(Goal U Jinput.Taskgoairer U Iprovides. DataElGoairel) (14)

Taskcoalrel = Taskynecrecuted N (Goal U Joutput. DataFlGoairet) (15)
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TGSkunezecutableGoalRel = TaSkGoalRel r Elinput_-l)ata/EYunaUailu,ble (16)

TaSkemecutableGoalRel = TaSkGoalRel r _‘TGJSkunerecutableGoalRel (17)

4.3 Implementation

The implementation of an inference mechanism based on the classes above is
shown in Fig.4. The implemented inference mechanism infers executability of
goal-relevant tasks, relevant tasks and irrelevant tasks (classes no. 2-7).

_— —_ \
EIZDT N e, (O
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oo oo N process | { [ Vs ofusgine 7> o
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7 Task «is_a Task
.//\"" ) ~— is_a ~ — Irrelevant / ~ \Unexecutable
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- _—
/"\ - '\l / \ \
/ Docu- demanded_by A\ (1 (6)
produces Task )<—|s a{ Task <+is_a
\ ment Unexecuted Relevant / Unexecutable
Reevan

o3 / ~ \ =
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provides @7 required_by
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Fig. 4. Extended excerpt of the base-ontology to infer executability

The classes of irrelevant tasks (classes no. 2 & 5) have not been discussed
so far because they are equal to the classes of unexecuted and unexecutable
tasks which we defined initially in Sect.4.1. The class of irrelevant tasks is used
to infer tasks whose execution would not lead to unknown data and hence are
irrelevant for execution. This can be determined through a query routine similar
to the query routines required for identifying executable tasks on the other two
relevance levels — thus, it only adds minimal complexity. The base-ontology is
further extended by a class of goal-relevant data elements (class no. 8), that
is used to infer if unavailable data elements are relevant to achieve a goal (for
simplicity Fig. 4 does not show that this class further is the subclass of a unified
class of documents and attributes). The instantiation of the general placeholder
class should be organized by an agent, which can then mark process progress,
but also reverse it if required. At last, goal modeling is enabled by a class of
goals (class no. 9).
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5 Demonstration on Use Cases

The proposed inference mechanism allows using ontologies for classifying unex-
ecuted tasks in data-driven processes in the dimensions executability and rel-
evance while pursuing goals and identifying skippable tasks. Since relevance is
determined by the state of output data elements, process participants can choose
tasks for execution based on the extent to which their execution would contribute
to process progress. Even if the inference mechanism was extensively tested —
a formal proof of its correctness in every process situation that can be mod-
eled with the ODD-BP model has not been carried out yet. The capabilities
of the inference mechanism will be shown in the following using Protégé 5.2.03
and the ontology reasoner Pellet.* The demonstration will use the excerpt of
an application process for agricultural grants given earlier in this paper (Fig. 2).
Figure 5 depicts two cases showing different execution states of the excerpt and
marks the intended behaviour of the inference mechanism. In both cases, the
task Submission of Application is marked as a goal. Since case 1 only consists of
placeholders, except the Date of Birth attribute and the Farmer dataobject, the
Age Check task should be inferred to be an executable goal-relevant task. All
other tasks should have the same relevance level but are unexecutable. Case 2
is similar to case 1, except that the document Application Form already exists,
which may be the case due to manifold causes. Here, the reasoner should infer
that the as goal marked task Submission of Application is executable and goal-
relevant. In addition, since the output of the execution of Age Check would no
longer contribute to the achievement of a goal, it should be inferred to be only

Case 1: — —required_b : Goal

P delivers '\ Aptphca- Submission Of

/[ consists_of FI|| OUt 2 on Application

2 Form
(’D eq‘”red /by Application %o g
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- egen Docu-
Date Of I Instance of Class: Data- ment
requweqil.)_y_ i, consists_of White Element: object
Instance of Placeholder Class

Case 2: Unexecutable Exglgaustable Execaustable Exec:stable(,
____delivers——————; Task Irrelevant Relevant Goal-Relevant
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Sliverg> 2 " Application ry
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Fig. 5. Intended behaviour of the proposed inference mechanism

3 Protégé is a free-to-use Stanford University ontology editor, available online at:

https://protege.stanford.edu/.

* Pellet is released under Dual Licensing and available online at: https://github.com/

stardog-union/pellet.
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relevant and executable. Since the input data elements of Fill out Application
Form are not available and its execution would not lead to unknown data, it
should be irrelevant and unexecutable.

Figure 6 shows the inference results of Pellet. Protégé is used for demonstra-
tion because its visualization of inferences mostly matches the required query
routine. We used this and labelled the classes no. 1-6 so that Protégé shows the
inferred executability and relevance. Since this suffices for displaying inferred exe-
cutability, it works only partially when showing inferred relevance levels. Hence,
for demonstration purposes, only the highest visualized relevance level has to be
considered when comparing intended with actual behaviour. However, the feasi-
bility of the query routine was checked and approved. The comparison between
the intended and the actual behaviour of the inference mechanism suggests that
it works correctly. Also in many different scenarios no errors occurred.

Case 1 Case 2
Description: 'Age Check' BmEm®E|IDescription: ‘Age Check' et ] =oles)
Types Types
@ placeholder @ Placeholder
@ Task @ Task
© 'Executable and Goal-Relevant’ © 'Executable and Relevant'

© 'Executable and Relevant’

Description: 'Fill Out Application Form' BEDSE&E
Types Types
@ Placeholder @ Placeholder
@ Task @ Task
© 'Unexecutable and Goal-Relevant’ © 'Unexecutable and Irrelevant’

& 'Unexecutable and Relevant'

Description: ‘Submission Of Application' EIEE

Types Types
@ Goal @ Goal
@ Placeholder @ Placeholder
@ Task @ Task
© 'Unexecutable and Goal-Relevant’ © 'Executable and Goal-Relevant’

Fig. 6. Inferences about executability and relevance

6 Possible Process Support

The proposed inference mechanism allows inferring whether a task is executable
and classifies its execution in terms of relevance. Figure7 shows a coordinate
system that summarizes which statements along the dimensions of executabil-
ity and relevance are possible. Each field in the coordinate system represents a
possible statement and the heading of each field describes what we believe this
statement could be used for to support KiPs. Decision makings in KiPs should be
supported by e.g. recommendations, choices, advices or contextual information,
and knowledge workers should be free to either follow proposed actions or not
[1,7,14]. It is obvious that executable and goal-relevant tasks are perfectly suited
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Fig. 7. Possible statements about executability and their use

to be recommended to knowledge workers in order to reach their goals as soon as
possible while skipping obsolete tasks. Statements about executable tasks on all
relevance levels can be seen as choices for knowledge workers to either follow the
inferred ideal execution path to achieve goals or deviate from it. If they choose
to deviate, the inference mechanism provides them with advices about which
executions could be beneficial if they want to generate data. The advantage of
using a reasoner to determine executability of tasks becomes particularly clear
if tasks are unexecutable. Reasoners can then explain why they inferred that
tasks are unexecutable, which generates lists of unavailable data elements. Since
those explanations rely on the triple syntax, they could easily be transformed
into human language and displayed as contextual information, so that knowledge
workers can figure out how they will generate these data elements to turn unexe-
cutable tasks into executables. This could lead them to ad-hoc planned tasks that
exploit existing data elements. E.g. a known email address of some person could
be used to generate a missing date of birth attribute of the same person when
writing an email and asking for it. Such activities are implicitly contained in
process instances and can only be performed when cross relationships between
data elements are found. Such cross relationships could probably be detected
autonomously by agents, taking explanations of reasoners as an input. Further,
they could find appropriate subworkflows which would generate unavailable data
elements and advice knowledge workers to start them. This would lead to the
ability to make implicit activities explicit and allows proactive support in order
to turn unexecutable tasks into executables as soon as possible.

7 Conclusion

In this paper, we propose an inference mechanism to infer executability of tasks
in the briefly introduced ODD-BP model to support executions of KiPs. The
inference mechanism classifies tasks in terms of execution relevance which detects
skippable tasks and allows knowledge workers to weigh their actions based on
expected output and goal achievement. Further, we describe various support
for KiPs based on the inference mechanism. One of which uses explanations of
inferences from reasoners as an input to identify actions that exploit available
data to turn unexecutable tasks into executables as soon as possible.
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Approaches like the ODD-BP model can easily be extended e.g. by control-

flow elements, which would change the process logic. Since the proposed infer-
ence mechanism only considers the process logic of data-centric business process
modeling, it would then have to be adjusted. Further, the proposed inference
mechanism uses recursive reasoning to determine goal-relevance — this could be
time consuming in larger knowledge bases. Even if the proposed inference mecha-
nism works correctly in exemplary cases, an evaluation of its correctness in every
possible situation was not carried out yet and should be regarded by future work.
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Abstract. Cognitive computing describes the learning effects that computer
systems can achieve through training and via interaction with human beings.
Developing capabilities like this requires large datasets, user interfaces with
cognitive functions, as well as interfaces to other systems so that information
can be exchanged and meaningfully linked. Recently, cognitive computing has
been applied within business process management (BPM), raising the question
about how cognitive computing may change BPM, and even leverage some new
cognitive resources. We believe that the answer to this question is linked to the
promised learning effects for which we need to explore how cognitive processes
enable learning effects in BPM. To this end, we collect and analyze publications
on cognitive BPM from research and practice. Based on this information, we
describe the principle of cognitive process automation and discuss its practical
implications with a focus on technical synergies. The results are used to build a
visual research map for cognitive BPM.

Keywords: Cognitive processes - Process automation - Cognitive business
process management + Cognitive computing

1 Motivation

Cognitive business process management (BPM) describes the opportunity to develop
and deploy process-aware systems that can learn, employ logic and reason, and interact
naturally with human beings [14]. This opportunity stems from cognitive computing
systems not being explicitly programmed, but rather trained like humans. Systems of
this kind gain experience over time and manage both structured and unstructured data
using diverse technologies. As such, cognitive computing has the potential to apply
business logic [52]. By extending BPM from process logic to business logic, the aim is
to establish cognitive processes that make BPM more dynamic and make it easier for us
to understand, evaluate, and predict business events. In this way, cognitive processes
can indeed make us smarter provided we know how to use the new technical
capabilities.

First research efforts in this area have been undertaken to understand the task
complexity and requirements of cognitive BPM [23]. The findings indicate that we
currently lack a strategy to expand BPM from hard-coded scripts to adaptive and agent-
oriented cognitive process automation. Although some research has explored the
avenues of cognitive BPM [41], the field is still largely undeveloped, leaving many
practical implications of the technologies and the human factor unexplored. In
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particular, the lack of cognitive approaches to explain how these newly forged inter-
actions affect the human user is surprising, since decision making can suffer from any
kind of cognitive bias [39].

With this paper, our aim is not only to outline the obvious research perspectives but
also to report some missing aspects of cognitive process automation for the continu-
ation and growth of research on cognitive BPM. Our paper focuses in particular on the
question of how cognitive processes enable innovations in terms of learning effects. To
this end, we review publications on cognitive BPM, and evaluate how the approaches
leverage cognitive processes and learning effects.

The paper starts with an outline of the review procedure and an introduction to
cognitive BPM, wherein we discuss the role of cognitive processes and look at the
systems and technologies supporting them. Thereafter, we explore the learning effects
cognitive processes are associated with. Finally, we envision a research map for
cognitive BPM to guide future research activities and point towards current research
gaps. With the results we hope to lay the foundation to utilize the whole spectrum of
cognitive process automation and facilitate new ideas.

2 Review Procedure

We conducted a systematic literature review following the suggestions of Jones and
Gatrell [26]. A main theme of the editorial is that a literature review should be ana-
Iytical rather than descriptive. As a result we omit most of the quantitative description
from this paper and focus on the approach to analyze the literature. First, we deter-
mined the search radius. We used Google Scholar to have access to a wide range of
scholarly literature [19]. Since we were interested in recent publications on cognitive
BPM we set the start time to 2015. The last update was made in May 2019.

Second, we collected alternative search terms that reflect our expectations and
understanding of the topic. We checked our ideas in a test run in which we adapted the
search terms and identified commonly used phrases. The biggest challenge came from
concepts having a different meaning for another discipline. For example, in cognitive
science ‘““cognitive processes” refer to mental processes while only recent studies adopt
the term in the context of information systems. Another obstacle was the broad con-
ception of some terms, such as “collaboration” or “intelligent technology”. We finally
decided to use the expressions “business process” in combination with “cognitive
computing” and “artificial intelligence”.

Third and last, we reviewed the literature for relevance to our research question.
Beside research papers, we included white papers of several multinational information
technology companies (e.g., Accenture, Deloitte, IBM, KPMG), which we retrieved via
a Google search using the same search phrases. After we determined the final sample,
we analyzed the literature as suggested by [26] with regard to the addressed themes and
subthemes, the credibility of sources, missing information and research gaps. In total,
we reviewed 386 research papers and 22 industry papers. 76 of them passed the review
process. The following sections summarize the outcome structured into the foundations
of cognitive BPM (Sect. 3), associated learning effects (Sect. 4), and research per-
spectives for cognitive BPM (Sect. 5).
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3 Foundations of Cognitive BPM

3.1 Cognitive Processes

Cognitive processes are composed of tasks that are ideally carried out autonomously.
This includes the analysis of numbers, words and images, digital tasks and even
physical tasks [13]. They are designed to enable more automation while at the same
time retaining the flexibility to direct the information flow from one or more learning
system [30]. However, while this idea may sound innovative, there is no guarantee that
implementing cognitive processes leads to learning effects and improved business
performance, even though cognitive technologies, such as linguistic analytics, are
readily accessible [24]. To date, traditional BPM has involved a process model that is
separate from process execution, which leaves little range for interactions [46]. Thus,
the implementation of cognitive processes can be a costly undertaking for BPM, and
one that increases the workload through the adoption process, which might negate the
expected benefits.

3.2 Learning Systems and Intelligent Technologies

In order to control the adoption risks, we need a systematic implementation process,
that is, a guide to cognitive process automation. The next section aims to devise such a
guideline. The guideline depends on systems and technologies that are mimicking the
cognitive capabilities of the human mind [37]. Concretely, what this really means is
conceiving a system that, using unstructured information, can acquire logical insights
into the decision-making process [14]. Such systems are highly event-driven goal-
oriented, and learn from the exchange of relevant information between systems and
interactions with human users [23]. Using predictive and adaptive decision capabilities,
the so-called cognitive systems provide not only decision support, but also contribute to
the continuous expansion of knowledge by incorporating lessons of prior decisions and
reasoning [41].

Table 1. Systems and technologies by task type and level of intelligence (adopted from [13])

Task type

Support for humans

Task automation

Context awareness
& learning

Analyze numbers

Analyze words and
images

Perform digital
tasks

Perform physical
tasks

Business intelligence
Data visualization
Hypothesis-driven
analytics

Character and speech
recognition

Digital agents [20]
Recommender systems [29]

Remote operation of
equipment

Operational analytics
Model management

Image recognition
Machine vision

Rules engines
Robotic process
automation

Industrial and
collaborative robotics

Machine learning
Deep learning [35]
Predictive analytics [15]

Natural language
processing

Natural text generation [31]
Sensor networks [51]
Augmented reality [27]

Autonomous robots and
vehicles
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As certain features of these systems are technology-enabled, artificial intelligence
(AD) plays an important role in developing these capabilities [32]. Paschek et al. [37]
refer to Al as efforts “to pattern human proceedings of problem solving and transfer
them to computers in order to invent efficient and new solutions as well as course of
actions”. Common elements of Al comprise natural language processing (the process
through which machines can understand and analyze language), machine learning
(algorithms that enable systems to learn), and machine vision (algorithmic inspection
and analysis of images) [25]. Further elements are given in Table 1. The sample is
based on the work of Davenport and Kirby [13]. It has been tailored to BPM by
offering supplementary interpretations with references to respective publications.

3.3 A Guide to Cognitive Process Automation

While the previous sections provided some insights into the general agenda and
innovation potentials of cognitive BPM, in the following we introduce a model on the
implementation of cognitive processes adopted from Dwarkanhalli et al. [14]. The
model describes four phases: process discovery, process definition, process design, and
prototype development. Figure 1 illustrates the phases and key elements of cognitive
process automation and identifies some characteristic activities for each phase. Cog-
nitive learning is an integral part of this model, as we can see how the cognitive
learning strategy evolves and connects basic BPM elements with cognitive tools.

Abbreviations
API: Application Programming Interface
BPM: Business Process Management

KPI: Key Performance Indicator Design completed

Phase 1: Discover

Process

Knowledge

Cognitive Need

+ Determine current utilization
and customer satisfaction

Check digital readiness

+ Identify agent-oriented,
cognitive, and intelligent
business processes

+ Gather samples for cognitive
learning

+ Conduct benefit analysis and

feasibility study

Discovery completed

Phase 2: Define

Process Models

Cognitive Capabilities

Automation Strategy

+ Defineto-be processes
+ Defineintersystem dependency

+ Define scenarios for process

automation, context extraction,
cognitive interactions and
experiences

+ Define KPIs and derive

recommendations
Define cognitive BPM model

Definition completed

Discovery completed

Phase 3: Design

Cognitive
Process Models

Cognitive Services

Automation Model

+ Design to-be processes
+ Identify cognitive services

Design models (e.g., decision,
conversation, entity, learning)

« Design cognitive interactions

and experiences

+ Design contextual model

+ Design user hand-off scenario

Definition completed

Discovery completed

Phase 4: Develop

Enrich the Process
with Knowledge

Enhance the System
with Decision-Making

Expand the Business
with Learning Insights

+ Develop to-be processes,
models, integration, services,
and experiences

« Use cognitive API toolkits
for integration

« Train models with sample
interactions

« Apply continuous integration,
deployment, testing, and
improvement cycles

Fig. 1. Phases of cognitive process automation (adopted from [14])
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The first phase is essential to assess the organization’s digital readiness, and, above
all, to identify suitable business processes in which cognitive approaches could
leverage learning effects and enhance the user experience. The approach should be
selected based on the organizational needs, availability of appropriate data [48],
sampling, and current utilization of cognitive systems (cf. Table 1). If the expected
benefits outweigh the adoption risks, the cognitive learning strategy can be imple-
mented in the second phase by defining to-be processes, dependencies between sys-
tems, as well as use case scenarios and key performance indicators. In the third phase,
the cognitive processes and corresponding models are designed with respect to the
planned services, interactions, and experiences. The last phase serves the technical
implementation and integration of the cognitive learning strategy and comprises test-
ing, deployment, and improvement cycles.

4 Learning from Cognitive Processes

Cognitive processes can be applied across a variety of industries. Accordingly, many
different ideas circulate on how cognitive processes can leverage business intelligence.
Table 2 summarizes papers on cognitive BPM aggregated by focus and learning effect.
In all of these cases, the idea of freeing up cognitive resources stays approximately the
same. Instead of following the traditional programmatic approach, cognitive BPM
strives for more flexibility by exploiting contextual data with modern tools and ana-
Iytics to expand the performance spectrum of BPM [23, 33]. The following use cases
illustrate which learning effects are typically associated with the implementation of
cognitive processes:

Insightful Processes. Creating insightful processes means connecting people, con-
texts, and content through a cross-channel business model. In healthcare, hospital
systems can pull data from social media to monitor the spread of diseases and track
outbreaks. By analyzing tweets in real-time, hospitals can take proactive measures to
inform patients about precautions and predict future outbreaks.

Scaling Knowledge. Scaling knowledge across the enterprise requires systems that
can observe and learn from skilled employees or successfully implemented projects.
Systems that are trained this way could be employed in consulting companies in the
form of digital assistants supplying employees with information, and thereby improve
the advisory quality, as well as the consistency and compliance of given answers.

Informed Decision-Making. Enhancing decision performance means developing
automated, adaptive, and predictive decision-making capabilities. Similar to the
healthcare scenario, human resource systems could collect and analyze data from social
networks to support the selection of potential candidates not only according to formal
criteria, but also by character traits.

Increased Productivity. Leveraging cognitive capabilities means establishing agent-
oriented processes. Just like the previous examples showed, digital agents can augment
individual competences through contextual conversation with learning systems. Service
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companies could use this to their advantage to bridge the expertise gap between co-
workers and achieve learning progress in a relatively short time.

Improved Customer Satisfaction. Improving customer satisfaction means swiftly
and adequately responding to customer needs. When customers get approved for a
bank loan, the service quality could be enhanced by analyzing communication between
the parties, including the customer’s sentiment. In this way advisors can not only
deliver positive service experiences, but also handle inquiries more efficiently.

Table 2. Papers on cognitive BPM

Focus # Learning effect
Connecting people, contexts, and content through a cross- 11 | Insightful processes
channel business model

Creating the basis for collaborative and interactive learning 13 | Scaling knowledge
systems

Developing automated, adaptive, and predictive decision- 18 | Informed decision-
making capabilities making

Establishing agent-oriented processes for contextual 19 | Increased productivity

conversations

Processing customer inquiries based on customer sentiment 15 | Improved customer
analysis satisfaction

5 Research Perspectives

Figure 2 structures the field of cognitive BPM according to the topics and questions
raised in the previous sections. The four dimensions of the research map are geared
towards the requirements of cognitive process automation, the effect of the human-
computer interaction, the cognitive technologies used in the context of Al, and finally
the utilization of cognitive resources summarized under the umbrella of business
processes intelligence.

Most approaches that fell into our review have focused on cognitive process
automation. A major role in this context is played by Al as the different applications
and work areas create new opportunities for data-driven approaches [42]. An important
ability to progress their implementation is to provide the right cognitive level for
system enactment and automated reasoning [32]. Formalisms from the field of
knowledge representation and reasoning may be better suited in this regard to deal with
dynamic situations in which data needs to be processed with automatic reasoning
capabilities. Given the transdisciplinary of the research field the best results may be
achieved through collaboration between researchers from the areas of computer sci-
ence, linguistics, psychology, cognitive neuroscience, business administration, eco-
nomics, engineering, law, and others [33, 53]. Furthermore, future research should be
conducted in currently less reflected areas, which concerns the development of refer-
ence architectures [41] or what is referred to as multi process management [8].
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Nevertheless, the biggest research gap seems to lie in the evolution of human-
computer interaction. In this regard, empirical works would be extremely valuable to
access the cognitive strain while performing cognitive processes [28], judging the
complexity of process models and procedures [17], or evaluating the decision perfor-
mance [43]. Cognitive theories as gathered in [22] may also be a lever to design useful
interactions with human users and expand cognitive reasoning and learning techniques.
However, it should be remembered that the data generated by these interactions poses
the risk that private data is being compromised and misused [20, 44]. Thus, cognitive
BPM should envision a stringent data policy for the use of interconnected and col-
laborative systems. Finally, the opportunity to reach into different domains and devise
new tasks may require domain knowledge which is still difficult to scale [45]. This is
because every interaction requires the input from a human-expert. The reliability of a
system-generated answer is therefore limited by the accuracy and reliability of the
expert’s knowledge and to what extent it can be transferred to new tasks [21]. Thus, we
need to device methods and techniques to find and minimize such biases and ensure a
good generalization from the data.

Regarding the use of cognitive technologies, we discovered that natural language
processing (NLP) is often researched in connection to business processes, e.g., to
extract process models [2, 16] and requirements [5, 7] from textual descriptions.
Accordingly, the application of NLP techniques seems particularly attractive to reduce
the effort of modeling [1]. Deep learning, in contrast, extends BPM utilities by pre-
dictive capabilities, which is extremely helpful in case models do not exist or are
difficult to obtain [15]. Approaches in this area utilize neural networks to monitor the
process execution and predict the next event in a business process. Existing methods
are, however, tailored to specific prediction tasks and highly sensitive to the dataset
[18, 49]. As a neighboring discipline, machine learning is applied to observe and learn
from human behavior and assist users in process modeling, e.g., in form of recom-
mendation systems [9, 29] or active learning systems [47]. Problematic in this regard is
that process modeling languages usually do not have a formal foundation. In addition,

Cognitive theories
Tasks

Empirical research

Processes Cognitive P Human-Computer
ognitive Process i .
i tomati Interaction Domain knowledge
Systems utomation
Data privacy and security
Architectures
Cognitive
BPM
Process model and requirement discovery Machine learning
Knowledge representation and reasoning Natural language processing
Run-time process adaption and decision-making Business Process COg“‘“"? Deep learning and neural networks
. Technologies
Intelligence . .
Predictive business process analytics Robotic process automation

Sensor-enabled process intelligence Sensor networks

Augmented reality

Fig. 2. Research map
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certain steps such as clustering and text categorization are still performed in a semi-
automated manner. However, it seems that the limits of these techniques have not yet
been reached and the combination of different techniques promises further research
potential [34]. Approaches surrounding the topic of robotic process automation
(RPA) [6, 54] and sensor networks [12, 50] are just as rapidly evolving. RPA aims to
automate structured and repetitive tasks to solve them in a time and cost efficient
manner [3]. It has to be noted though that the conducted case studies do not always
provide supporting evidence. Further research would be needed to clarify these issues
and include other factors such as process agility or error reduction [4]. Sensor networks
are in contrast mostly used to improve and enrich business processes with relevant
context information about the resources deployed in the process [10]. In so far, sensors
provide a vivid connection to the actual process execution. Research could drive this
development by investigating the correlation between signals or expanding the activity
recognition from high-level to fine-grained activities [51]. The probably most sur-
prising use case ideas come from augmented reality (AR). Instead of monitoring the
process execution on a stationary computer, AR provides the opportunity to access
process executions on a mobile device [27, 38]. Important design decisions pertain the
partitioning of processes and possible features such as process guidance (i.e., operative
services and analytics). As such, the utilization of Al-related concepts appears to be
well underway, although research opportunities remain given the many facets and
applications of cognitive processes and technologies for automating the discovery,
adaption, and prediction of business processes [23, 36].

The last dimension tackles the new decision-making capabilities which we sum-
marized under the term business process intelligence. Interestingly, big data plays an
important role in developing these capabilities as it extends the scope to data that used
to be too big, complex, fast-paced, or weakly structured to be processed with con-
ventional methods [40]. In this sense, the progress achieved in the field of big data
increases the expectations regarding the application of cognitive technologies. How-
ever, in order to fully exploit the potential, further research is needed to access the
efficiency of distributed execution environments [11], as well as fluctuations in the
quality of the data [35], or signs of incomplete training [21].

6 Conclusion

This paper is motivated by the question of how cognitive processes could make us
smarter. In order to answer this question, we conducted a systematic literature review.
In the course of this review, we collected information about the main constituents and
drivers of cognitive process automation, and developed initial ideas to harness cog-
nitive resources and pursue seamless integration into the organizational context. Our
findings suggest that cognitive processes could be a vehicle for individual and orga-
nizational learning, and thus should not only focus on technical solutions, but cherish
human capital to overcome the barriers to innovation.

Limitations come from the scope of research and applied research method. First, the
review builds on the search algorithms and metrics of Google Scholar, which seems
suitable in the context, but also may have led to some relevant studies being excluded.
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Second, we performed a qualitative analysis focusing only on conceptual work and
practical applications. Very specific solutions may not be captured by such approach.
Third, although we extended the search from research papers to whitepapers, practical
insights are yet very limited. Hence, the developed research map can only lay the
foundations for future research, although we hope to have added some practical
insights to the academic knowledge by integrating ideas and models from both research
and industry.
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Abstract. Complaints about finished products are a major challenge for com-
panies. Particularly for manufacturers of medical technology, where product
quality is directly related to public health, defective products can have a sig-
nificant impact. As part of the increasing digitalization of manufacturing com-
panies (“Industry 4.0”), more process-related data is collected and stored. In this
paper, we show how this data can be used to support the complaint management
process in the medical technology industry. Working together with a large
manufacturer of medical products, we obtained a large dataset containing textual
descriptions and assigned error sources for past complaints. We use this dataset
to design, implement, and evaluate a novel approach for automatically sug-
gesting a likely error source for future complaints based on the customer-
provided textual description. Our results show that deep learning technology
holds an interesting potential for supporting complaint management processes,
which can be leveraged in practice.

Keywords: Complaint management - Quality management * Process
prediction + Machine learning * Deep learning

1 Motivation

For manufacturing companies, complaints about finished products are a major chal-
lenge [1]. They not only reduce profits, but also cause additional costs. Complaint
management requires time and personnel resources. In addition, regular complaints
about quality defects have a lasting negative effect on customer loyalty and therefore on
a company’s reputation. For manufacturers of medical technology, which must meet
special quality requirements in the regulated environment, defective products can be
particularly damaging [2]. The new EU regulation on medical devices has further
increased the requirements on quality and safety of medical technology [3]. In this
industry, lawmakers consider product quality as directly related to public health.
Quality defects therefore risk a company’s success both by a decline in sales and by
official interventions. According to legal requirements, medical technology manufac-
turers must establish a prompt and consistent approach to the acceptance, assessment,
and investigation of complaints and the decision on follow-up measures.
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In the context of the ongoing digitalization of the economy in general and manu-
facturing companies in particular (“Industry 4.0”), more and more process- and
production-relevant data is recorded and stored [4]. The considerable amount of real-
time sensor, machine, and process data from product lifecycle (PLC), manufacturing
execution (MES), and enterprise resource planning (ERP) systems can be further
enriched with data from the systems used for complaint and error handling processes as
well as customer-related data. This data holds great potential for improved complaint
management [S]. For example, it can be used to train a machine learning approach that
provides automated support for repetitive, but time-critical process steps.

In this paper, we introduce a new approach to take a first step towards process
automation. Working together with a large manufacturer of medical products, we
obtained a large dataset containing textual descriptions and assigned error sources for
past complaints. We use this dataset to design, implement, and evaluate a novel
approach for automatically suggesting a likely error source for future complaints based
on the customer-provided textual description. The approach makes use of state-of-the-
art deep learning technology, which has already been used for natural language pro-
cessing (NLP) in other application domains. For this purpose, the paper is organized as
follows. In Sect. 2, we report on the foundations of medical technology quality man-
agement and related work on machine learning in business process management
(BPM). Our suggested solution design and architecture are described in Sect. 3.
Section 4 reports on how our suggested approach was realized and evaluated. We
discuss implications and challenges in Sect. 5, before concluding the paper in Sect. 6.

2 Preliminaries

2.1 Quality Management in Medical Technology

Both processes and products in the regulated environment are subject to high quality
requirements, summarized as GMP (Good Manufacturing Practice). These binding
quality requirements result from national and international regulations (such as laws and
standards) and must be considered during production [6]. GMP regulations affect central
sectors of the economy, such as the pharmaceutical industry, biotechnology, medical
technology, chemical industry, and food industry. Compliance with GMP regulations is of
fundamental importance to companies in these industries, as they influence their manu-
facturing authorization. Core processes of GMP compliance and quality management
include process management and document management (Standard Operating Proce-
dures, SOPs), improvement management, corrective and preventive actions (CAPA) and
controls, risk management, change management, deviations, employee training, as well as
internal and external audits for GMP-relevant processes.

A central part of quality management in the regulated environment is complaint
management. This is partially regulated by law. For medical device manufacturers, ISO
standard 13485 (which largely conforms with ISO 9001) prescribes the use of a quality
management system designed to demonstrate consistent compliance with quality
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standards [7]. Typically, the systems follow the 8D problem-solving process (see
Fig. 1) [8]. Originally developed by automotive companies and used across many
different industries, this process describes a structured approach to identifying and
eliminating problems and their causes and is therefore an integral part of complaint
management. The collected data is an important source for internal complaint handling
and identifying errors in the production process. Many steps in the 8D process have the
potential to be supported by data-driven digital quality management systems.

1
Assemble Describe the Implement Identify
containment
a team problem root causes
actions

Define .

Determine Implement . Recogmze team

. . preventive

corrections corrections . efforts

actions

Fig. 1. The 8D reference process for complaint management

2.2 Related Work

Diverse applications for deep neural networks in BPM have recently been presented. In
addition to process prediction [9—11], these include, particularly, techniques for
anomaly detection [12], representation learning [13] and process modelling [14]. The
authors are not aware of an application which uses deep neural networks to support
complaint process management. There are several approaches that apply other machine
learning techniques in quality management. Coussement et al. introduce a binary
classifier that is able to distinguish complaint from non-complaint emails [1]. The
approach consists of a rule-based feature extraction and a boosting algorithm for binary
classification. Ko et al. deal with the detection of anomalies in engine production [15].
Their approach combines data from production across supply chains with customer
data and other quality data to classify the engines’ quality. The approach of Weiss et al.
is also concerned with the prediction of product quality along a supply chain, but
considering microprocessors [16]. In this context, the main challenge is the lengthy
production process and the availability of only little measurement data. In addition,
there are several approaches that develop models for quality forecasts across multiple
production steps. Lieber et al. describe a case of application from the steel industry, in
which the quality of interstage products is in focus [17]. Techniques of supervised and
unsupervised machine learning, such as clustering or decision trees, are applied to data
recorded during production (e.g., by sensors) to identify the most important factors
influencing subsequent product quality. The approach of Arif et al., on the other hand,
comes from the production of semiconductors, where decision trees are also used to
develop a predictive model [18].
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3 Conceptual Design

Employees usually file 8D reports after they receive either an internal or external
complaint about product quality. At first, filing such a report entails recording a lot of
potentially relevant data, but in a second step, the employee also has to assess the claim
in terms of its criticality and the potential error source. Both determine the actions to be
taken next. The criticality denotes the risk for another customer’s health. If, for
example, the bacterial load is too high on a previously sterilized product, it must be
reported immediately to the responsible authorities in order to avoid public health risks.
The potential error source is an internal assessment and the first step towards identi-
fying and fixing the production problem, which has caused the quality complaint.
Companies usually have an internal set of pre-defined error codes, which represent
potential error sources. These codes vary in terms of specificity, going from a generic
(e.g., “packaging error”) to a more precise (e.g., “lack of maintenance on machine 5)
classification, depending on the information available at the time.

Correctly assessing each filed incident is a difficult and time-consuming task,
especially for less experienced employees, who might not have the necessary knowl-
edge. Using a machine learning approach, which is able to automatically analyze all
past complaints in order to assist employees in correctly assessing their incidents, may
not only reduce the number of wrong assessments, but also accelerate the process, such
that the issue can be fixed more quickly. For this purpose, we develop a new approach
based on a deep neural network to automatically assign a likely error code to a com-
plaint. As input, the network receives free text as recorded in the 8D report and the
error code as assigned by an employee. During training, the network learns which
complaint characteristics are decisive for the classification. The trained network can
then automatically submit proposals for an assessment to the responsible employee for
newly arriving complaints. The general network infrastructure can be transferred to also
address other classification issues, such as a criticality assessment.

In order to classify textual descriptions of complaints according to their likely error
source, we use a recurrent neural network (RNN) with long short-term memory
(LSTM) cells [19]. RNN layer cells feed information back into themselves, evolving
their state by “forgetting” or “remembering” previous inputs. Our network consists of
one input layer, one or more hidden LSTM layers, and one output layer. The input layer
is responsible for generating a numerical representation of the input text, a so-called
embedding. We use a pretrained embedding layer of English words [20] and allow the
architecture to adapt the word embeddings to the specific context during training. For
the hidden layers, we use LSTM cells, because they have been found particularly
suitable to manage data with long-term dependencies, such as natural language. The
output layer is a fully connected dense layer with a softmax activation, which trans-
forms the activations of the last LSTM layer to the number of potential classes to obtain
the probability distribution y over the classes.

Overall, our network architecture is a standard one for text classification problems.
Our loss function L (Eq. 1), which we use for computing the gradient during training, is
given by the categorical cross entropy for the expected output y and the predicted
output y as well as an additional regularization loss. Given I the number of layers, C;
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the number of cells in layer i and A, the activation of cell ¢, the regularization loss L1 is
defined as the sum over all activations A, of the hidden layers (Eq. 2). By regularizing
the layer activations, we intend to prevent our model from overfitting. Furthermore, we
use a dropout probability for the activations of each hidden layer to approach the
problem of overfitting [21].

. c .
L(y,9) = =) ., vi*log(3i) + 2% Ll (1)

EESDEP NN )

4 Technical Realization and Evaluation

4.1 Data Characteristics and Data Preparation

To evaluate our solution, we use the complaint management data of a globally oper-
ating medical technology company. It contains 15,817 customer complaints about
products, including both mass products and products manufactured according to the
customer’s requirements. The complaints data contains sensitive information about the
business processes and products of the manufacturer. Therefore, we cannot make the
dataset publicly available. Resolving this issue would require semantically altering the
data, resulting in an artificial dataset, which would counteract our goal to provide
insights about the performance of machine learning in a real word business process.

Each complaint in our dataset represents a closed case. It consists of a textual
description and an error code, which is manually set by the employee handling the
complaint. The error code is a numerical representation of the assessment result. The
dataset exhibits 186 different error codes. Table 1 compares the characteristics of the
codes that occur in at least 500 cases with the remaining codes. The overview reveals
that less than 6% of the codes account for more than 46% (7,311) of the cases.

Since a customer may either file a complaint by phone or by letter, the responsible
employee summarizes the complaint and submits it to the information system handling
the complaint process. The textual description of a complaint exhibits an average
length of 122 words with a standard deviation of 124. The following description
represents an exemplary complaint: “customer bought the product on 27 May 2019, he
claims that the Velcro does not adhere anymore, he also claims that the problem did not
occur in previous orders”. The dataset contains 1,853,616 tokens, thereof 11,748
distinct words.

Table 1 depicts the number of distinct words that are contained in the textual
description of the cases labeled with the same code. In addition, we show the number of
distinct words that occur in cases exhibiting the same code but are not contained in any
other case. Since machine learning-based classification approaches require sufficient
data per class to perform well, we require a class to contain at least 500 samples to be
considered for evaluation. Thus, we obtain ten classes that can be directly mapped to
error codes and an additional eleventh class containing the samples of the remaining
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classes. Cases classified with code 1 to 10 are mapped to the respective classes 1 to 10,
while the remaining cases exhibiting the codes 11 to 186 are mapped to class 0. Thus,
each class is represented by at least 522 samples. To overcome the imbalance in the
class distribution we randomly sample 522 cases from each class for the evaluation,
resulting in an evaluation dataset of 5,742 samples.

Table 1. Dataset characteristics

Class Cases | Distinct words | Distinct words compared
to other classes

All codes 15,817 11,748

Class 1 | Code 1 2,499 |3,244 337

Class 2 | Code 2 1,093 2,154 142

Class 3 | Code 3 723 2,201 191

Class 4 | Code 4 706 1,940 94

Class 5 | Code 5 675 2,668 221

Class 6 | Code 6 641 1,947 112

Class 7 | Code 7 586 2,300 223

Class 8 | Code 8 537 2,347 202

Class 9 | Code 9 524 1,536 52

Class 10| Code 10 522 2,385 148

Class 0 | Code 11-186 {8,506 |9,671 4,318

4.2 Evaluation Setup

To evaluate the robustness of a model, we divide the derived dataset into training,
validation, and test splits. For each split, we ensure an even distribution of the eleven
classes. The test split is composed of 5% (286 samples) of the dataset. From the
remaining 5,456 samples, we generate 10 folds containing 4,911 training and 545
validation samples for cross validation. Table 2 shows the hyperparameters of our
initial model described in Sect. 3 and the respective search space, whose permutations
yield a total of 32 models to evaluate. We use the training splits to optimize the loss
function of the models.

Table 2. Hyperparameter search space

Hyperparameter Search space
LSTM-layers {1, 2}
Hidden units {16, 32}

L1 activity regularization (1) | {0.00, 0.01}
Sequence padding {100, 200}
Training epochs {100, 200}
Dropout {0.1}
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The optimization is conducted using a stochastic strategy called Adam [22]. In
addition, we perform the incremental optimization on training batches. Each model is
trained separately on all ten folds of the training split and evaluated by measuring the
accuracy on the respective validation split. Its overall validation accuracy is determined
as the average across the ten accuracy values. We select the model with the best
validation accuracy and use it to evaluate our approach on the previously unseen test
split. Furthermore, we compare our LSTM classifier to a naive classifier (nc) to assess
the achieved performance. The naive classifier uses a bag of words approach and the
Jaccard similarity coefficient (Eq. 3) to map a sample input s to a class i € {0, ..., 10}.
Given a training set, the classifier generates a bag of words b; for each class based on
the words contained in the training samples labeled with class i. A sample s is assigned
a class according to the maximum similarity coefficient between b; and the Bag of
Words sp,,, derived from s (Eq. 4).

_AnB

nc(s) = min (i|](b,-, Show) = Max U,-lio (i, Sbow)}) 4)

In the following, we report the mean training, mean validation, and mean test
accuracy, as well as the standard deviation for the top model across the 10 folds.
Moreover, we compare it to the mean training and test accuracy achieved by the naive
classifier. Furthermore, we report an average confusion matrix of the top model as well
as the respective standard deviation.

4.3 Implementation and Results

The presented classifier is implemented in Python 3.6.7 and is online available on
GitHub'. The LSTM model was implemented, trained and evaluated using Ten-
sorFlow” version 1.13 and the integrated Keras API. The training of the 32 LSTM
models was conducted on a machine with a Intel Xeon W-2175 CPU 2,50 GHz (28
threads), 128 GB RAM and an Nvidia GeForce GTX Titan X GPU.

Training Evaluation. We observed a mean training accuracy of 0.87 and a standard
deviation of 0.10 for the 32 LSTM models. Thus, the 32 models are generally capable
to fit the training data. Table 3 shows the hyperparameter configuration of the LSTM
model that achieved the best validation accuracy. The model achieved a mean training
accuracy of 0.94 and standard deviation of 0.02 across the 10 folds. The model
achieved a mean validation accuracy of 0.59 and a standard deviation of 0.02.

The low standard deviations show the robustness of the model regarding the eval-
uation data set. Figure 2 depicts the training history for the 100 epochs. The left curves
show the mean training and validation accuracy, while the curves on the right side

! https://github.com/phakeai/aicomplaint.
2 https://www.tensorflow.org.
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present the mean training and validation loss. While the training loss continuously
decreases, the validation loss starts increasing from epoch 20 on. The steep training loss
curve shows the capacity of the model to fit the training data. Although we apply
dropout as means of regularization, we are not able to prevent the model from over-
fitting. Moreover, increasing the degree of regularization by adding L1 activity regu-
larization resulted in a decreased training (0.84) and validation accuracy (0.49).

Table 3. Hyperparameter configuration for the model exhibiting best validation accuracy

Hyperparameter Search space
LSTM-layers 1

Hidden units 32

L1 activity regularization | 0.00
Sequence padding 200
Training epochs 100

Dropout 0.1

Training the naive classifier achieved a mean training accuracy of 0.41 and a
standard deviation of 0.003 on the training folds. The training accuracy shows that the
model is not able to fit the training set.

model accuracy model loss
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Fig. 2. Accuracy and loss for training and validation

Test Evaluation. The evaluation of the naive classifier yields an accuracy of 0.21 and
a standard deviation of 0.01 on the test data. Although there are distinct words within
each class, the bag of words approach appears to be unsuitable for the classification
task on our evaluation dataset.

The LSTM model achieved a mean test accuracy of 0.63 and a standard deviation of
0.01 across the 10 models trained for the different folds. The small deviation from the
mean accuracy confirms the observed behavior on the validation splits during training.
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Figure 3 presents the confusion matrix for the classification task on the test split. For
class 7, we observe the highest true positive mean. Our model correctly classifies an
average of 22.5 out of 26 samples within class 7, with a standard deviation of 1.3
samples. The lowest mean occurs in class 0, which is the class covering the complaint
codes 11 to 186. With a standard deviation of 1.8, only 7.2 samples are classified
correctly for this class. The first row of the matrix shows that the trained model is not
able to properly distinguish class O from the remaining classes.
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Fig. 3. Confusion matrices displaying the mean true positives and false positives (left) across
the 10 folds and the according standard deviation (right)

5 Implications and Challenges

The proposed classifier achieves a mean accuracy of 0.63 on our test data set.
Depending on the class predicted, the individual mean accuracy ranges from 0.27 to
0.87. Further models, different hyperparameter configurations as well as different
sampling and training strategies could increase the overall accuracy of our approach. In
our experiment, the diversity of class O (error codes 11 to 186) is covered by 522
samples, resulting in a mean of less than 3 samples per error code. Since the applied
regularization yield a decreased trainings and validation accuracy, we assume that
further data is required to generalize well. Incorporating further samples from the error
codes 11 to 186 during training could increase the overall performance.

To balance our dataset, we applied an under-sampling strategy to the classes
containing more than 522 samples. Further investigations should address different
sampling strategies, e.g. over-sampling. Moreover, generating synthetic samples should
be taken into consideration to augment and balance the dataset. The selection of the
error codes for prediction is based on the cutoff of 500 samples. A different selection of
error codes or a clustering of error codes are likely to influence the prediction per-
formance. However, the optimal selection or clusters are not only determined by the
achieved accuracy, but rather the usefulness in application scenarios. Thus, further
constraints, e.g. misclassification costs, need to be considered.
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Beside the challenges specific to improving the prediction model, there are chal-
lenges in the application of our concept in productive environments. In comparison to
other industries and application scenarios, a wrongly classified complaint could have
severe legal consequences. Therefore, we consider the prediction result of our model as
a recommendation for the employee handling the complaint. Bearing in mind that the
error codes represented by classes 1 to 10 account for almost 50% of the incoming
complaints, a suggestion of an error code could significantly increase the employee’s
performance. Moreover, depending on the class predicted, a certainty value or a
ranking of k top error codes could be provided to the employee.

There are limitations concerning the application of our approach to other compa-
nies. Our model requires a relatively large amount of data to deliver meaningful results.
If a company does not have that amount of data, the application described in this work
can only be realized to a limited extent. If there are few complaints in a company, it is
difficult to correctly classify error codes. This also applies to cases with limited data
quality, including incomplete descriptions or incorrectly classified complaints. In this
case, our model will not be able to make reliable predictions.

Furthermore, the complaint process in medical technology is dependent on the
nature of the individual product. For example, the same legal regulations apply to
inexpensive commodity products such as patches and to complex medical devices such
as ultrasound machines, but their complaint handling differs considerably. In this
respect, our concept might not be applicable to every medical technology company.
Therefore, a company needs to individually investigate whether our concept is bene-
ficial in their respective complaint processes. This must be considered particularly
given the fact that after the initial training the results of our model should regularly be
supervised and re-trained with the appropriate current data so that the quality of the
result can be maintained or ideally improved. Thus, the company requires an appro-
priate infrastructure consisting of computational power, hardware either on premise or
as a service, as well as experts maintaining and developing the models.

Finally, we are aware that the work presented does not enable the reader to replicate
the evaluation results, since the evaluation data is not publicly available. Nevertheless,
by providing the concept implementation and a detailed description of the evaluation
setup and experiments conducted, we provide the reader with the necessary information
to reproduce the results in similar application scenarios.

6 Conclusion and Outlook

This paper deals with the potential of using machine learning to support complaint
management in medical technology companies. Using data from a large manufacturer
of medical products, we designed, implemented, and evaluated a deep neural network,
which is able to assign the correct error source to a textual complaint description in
more than 60% of all cases. We evaluated numerous network configurations to identify
the network with the highest accuracy. Our approach was able to correctly classify
three times as much samples as the naive classifier which we used as a baseline
comparison. These results show the general potential of machine learning for process
automation in medical technology, considering that “classical” approaches such as a
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keyword search would require a priori knowledge about future customer-specific
complaints. Also, ML techniques require very little domain knowledge, such that they
can support instead of afflicting the experts. Determining whether full process
automation is indeed possible and whether deep learning is in fact the best-suited
technology remains as future work.

As we point out in the discussion, our approach still leaves room for optimizations,
particularly if the goal is to apply it in a productive complaint management process.
However, the domain experts of medical technology company, which provided the
data, were already involved in the conceptual design and see much potential in its
realization. As a next step, we will further optimize the network and the training data,
with the goal to evaluate the approach with its end users in a productive environment.

The technical solution that we suggest can be transferred to assign other attributes
to an incoming complaint. Examples are the criticality assessment or the actions
necessary for immediate containment. Provided that enough data is available in the
correct quality, many tasks in the complaint process can be completely or partially
automated, with causality relations (e.g., stage 4) requiring methods for causal infer-
ence. Partial automation supports the responsible employees, leaving them with more
time to identify and remove the causes of occurring complaints. This is particularly
relevant for less experienced employees, since the necessary experience for quickly
filing an 8D report can be at least partially replaced by a trained neural network.

However, decisions will not be completely automated for the foreseeable future. For
example, the evaluation of the criticality of a complaint can be an extensive decision,
which can lead to expensive recalls that may damage the reputation of the company. So,
the final assessment will not be automated, but be carried out by an employee instead.
This is also relevant for validation purposes. If a neural network made independent
decisions within a process related to the manufacturing of medical products instead of
just supporting the employees in their decisions, it would be regarded as a production-
relevant system. On the one hand, those systems must be formally validated before
companies are allowed to use them. On the other hand, neural networks do not behave
deterministically, so their functionality can never be validated beyond all doubts.
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Abstract. An access controlled workflow (ACWF) specifies a set of
tasks that have to be executed by authorized users with respect to some
partial order in a way that all authorization constraints are satisfied.
Recent research focused on weak, strong and dynamic controllability of
ACWPFSs under conditional uncertainty showing that directional consis-
tency is a way to generate any consistent assignment of tasks to users
efficiently and without backtracking. This means that during execution
we never realize that we would have chosen a different user for some
previous task to avoid some constraint violation. However, dynamic con-
trollability of ACWFs also depends on how the components of the ACWF
are totally ordered. In this paper, we employ Constraint Networks Under
Conditional Uncertainty (CNCUs) to solve this limitation, and provide
an encoding from ACWF's into CNCUs to exploit existing controllability
checking algorithms for CNCUs. We also address the execution of a con-
trollable ACWF discussing which (possibly different) users are commit-
ted for the same tasks depending on what is going on (online planning).

Keywords: Access controlled workflow + Resource allocation under
uncertainty - Online planning - Resource controllability - CNCU -
Zeta - Al-based security - Business process compliance under
uncertainty

1 Introduction

A workflow (WF) is a collection of tasks to be executed in some order to achieve
one or more business goals. A workflow management system (WfMS) coordi-
nates the execution of tasks and WF instances. An access controlled workflow
(ACWEF) augments a WF by adding users authorized for tasks and authoriza-
tion constraints saying which combinations of assignments of tasks to users are
permitted. When a WF specifies a set of temporal, conditional or authorization
constraints and all of its components are under control we simply deal with a
satisfiability problem asking us to find a fixed solution satisfying all constraints.
Instead, when some component is out of control (e.g., task durations or condi-
tional constraints) we deal with a controllability problem, where the synthesis of

a fixed execution plan is not enough.
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Controllability implies the existence of a strategy to operate (possibly differ-
ently) on the part under our control depending on the behavior of some uncon-
trollable events that we will only be able to observe while executing. This means
that, depending on how this uncontrollable part behaves, we might schedule the
same tasks at different times or commit different users for the same tasks.

Controllability of temporal workflows (TWFs) (i.e., WFs augmented with
task duration constraints, delays and deadlines) addresses uncontrollable task
durations and conditional uncertainty (i.e., the uncontrollable choice of the WF
path to take at runtime). A possible way to check controllability of TWF's is by
encoding the TWF into a corresponding temporal network to boil down the con-
trollability of the TWF to that of the temporal network for which controllability
checking algorithms exist (see, for example, [2-4,10,12,15,18,19]).

Like TWFs, in ACWFs conditional uncertainty models the uncontrollable
choice of the WF path to take during execution. For instance, when a patient
comes to the ER, the severity of his condition is not known a priori but it is
established by a physician while the WF is being executed. Since the result
of this condition discriminates what tasks have, or have not, to be executed,
and which users are committed for the same tasks, the system must be able
to complete the WF by executing all relevant tasks and satisfying all relevant
authorization constraints regardless of the result of (any combination) of uncon-
trollable conditions. When the assignment of tasks to users is generated while
the WF executes we must never backtrack. In the real world, this means that we
must avoid situations in which, if a patient is urgent, no physician is available
because we chose to assign the “wrong” physician to some previous task.

In [17], an approach to address controllability of ACWFs is provided. That
approach maps WF paths to constraint networks (CNs, [8]), relies on directional
consistency to guarantee no backtracking when generating any solution to the
underlying constraints satisfaction problem [9] and reasons on the intersection
of the common parts of the WF paths to achieve a dynamic execution of the
ACWPFs. However, dynamic controllability of ACWF's also depends on how the
components of the ACWF are ordered [20,21]. In [17], the designer encodes
manually an ACWF into a CN meaning that it is up to him to choose a suitable
total order for each WF path such that these WF paths can be intersected in their
common parts to rule out assignments of tasks to users that never satisfy any
solution. If the designer chooses the wrong order (even for one WF path only),
either the controllability algorithm is not applicable or a controllable ACWF
might be classified as uncontrollable.

This paper focuses on the validation and runtime execution of ACWFs under
conditional uncertainty. Starting from the observation that dynamic controllabil-
ity of ACWFs is a matter of order [20,21], our main contribution in this paper is
an encoding from ACWFs into Constraint Networks Under Conditional Uncer-
tainty (CNCUs) to achieve resource controllability of ACWFs under conditional
uncertainty handling ordering issues automatically. As a result, we can validate
and execute ACWF's by using ZETA, a tool that was developed for CNCUs.

We proceed as follows. Section2 introduces a running example we use
throughout the paper. Sections3 and 4 provide background on CNCUs and
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Fig. 1. Example of an ACWF in BPMN for a loan origination process. bob and mike
are brothers. kate and evie are sisters.

ACWFs. Section 5 gives the encoding from ACWFs into CNCUs. Section 6 dis-
cusses the validation and execution of the running example with ZETA, a tool for
CNCUs. Section 7 compares with related work. Section 8 sums up and discusses
future work.

2 Running Example

We consider a simplified, synthetic, loan origination process (LOP) depicted in
Fig. 1. The WF has 7 tasks, 5 roles (Clerk, Auditor, AMLOfficer, IRSOfficer
and Manager) and 6 users (alice, bob, evie, kate, mike and ted). Clerk con-
tains alice and bob, Auditor contains bob and kate, AMLOfficer contains mike
only, IRSOfficer contains evie only, Manager contains kate and ted.

A Clerk starts the WF by processing a loan request (ProcR). After that, the
flow of execution splits by entering an unconditional parallel block. In this block
an Auditor checks the financial records of the customer (CheckFR) and at the
same time another further verification takes place depending on if the amount of
money requested is huge or not. If hugeA? = T, then an AMLOfficer carries out
an anti money laundering assessment (AntiML). If hugeA? = 1, an IRSOfficer
carries out a simple tax fraud assessment. The Auditor who executes CheckFR
must be different from the Clerk who executed ProcR, (as some users, e.g., bob,
might belong to both roles) and must also not be a relative of the AMLOfficer
who executed AntiML nor of the IRSOfficer who executed TaxFA (different is not
necessary since the bank requires AMLOfficers and IRSOfficers to be external
disjoint consultants). After that both the internal conditional block and the
external parallel one (in this order) complete and the flow of execution enters
a new conditional block to carry out the final tasks depending on if the loan
has been approved or not. If app? = T, then a Manager prepares the contract
(PrepC) and another one, who must be different from the first, signs it (Sign).
If app? = L, then the same Clerk who executed the initial ProcR rejects the
request (Reject). After that, the WF completes.
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Our goal is that of executing the ACWF always satisfying the precedence
and the authorization constraints no matter which workflow path will be taken.

3 Constraint Networks Under Conditional Uncertainty

Given a set P of Boolean propositions, a label £ = A\ ...\, is any finite conjunc-
tion of literals \;, where a literal is either a proposition p (positive literal) or its
negation —p (negative literal). The empty label is denoted by [1. The label uni-
verse of P, denoted by P*, is the set of all possible (consistent) labels drawn from
P;e.g., if P = {p,q}, then P* = {[3,p,q,—p,~q,p A ¢,p N =¢,=p A ¢,—p A =q}.
Two labels ¢1,{5 € P* are consistent if and only if their conjunction ¢; A {5
is satisfiable. A label ¢; entails a label 5 (written ¢ = ¢3) if and only if all
literals in ¢5 appear in ¢; too (i.e., if £ is more specific than £s). For instance, if
{1 = pA—q and 5 = p, then ¢; and {5 are consistent since pA—gAp is satisfiable,
and ¢; entails ¢4 since p A ~q = p.

Definition 1. A Constraint Network Under Conditional Uncertainty (CNCU
[20,21]) is a tuple Z = (V,D,D,OV,P,0, L,<,C), where:

-V ={W,Va,...} is a finite set of variables.

-~ D ={D;,Ds,...} is a finite set of discrete domains.

- D:V — D is a mapping assigning a domain to each variable.

- OV CV={P?,Q7,...} is a set of observation variables.

- P=A{p,q,...} is a finite set of Boolean propositions whose truth values are
all initially unknown.

- O: P — OV is a bijection assigning a unique observation variable P? to each
proposition p. When P? executes, the truth value of p is randomly set (by
Nature) and no longer changes.

- L:V — P* is a mapping assigning a label ¢ to each variable V.

- <C VXV is a precedence relation on the variables. We write (V1,Va) €<
(or Vi < V) to express that Vi is assigned a value before V5.

- C is a finite set of labeled relational constraints of the form (Rg,t), where
SCVandleP*. If S={V1,...,V,}, then Rs C D(V1) x --- x D(V,,).

Z is well defined iff all labels are consistent and the following properties hold.

(1) A label on a variable V is honest if for each p or —p in L(V) where p =
O(P?), L(V) = L(P?) and P? < V.

(2) A label on a constraint (Rg,£) is honest if for each p or —p in L(V') where
p = O(P?), £ = L(P?) and it is also coherent if for each V € S, { = L(V).

(3) For each pair Vi,Vo € V, if Vi < Vi, then L(Vy) A L(V3) is consistent.

(1) and the first part of (2) say that labels on variables must contain the
labels of the observation variables associated to each proposition embedded in
each contained literal (label honesty). The second part of (2) says that a label
on a constraint must be at least as expressive as any label in the scope of the
relation (label coherence). (3) says that we cannot impose an order between two
variables not taking part together in any execution.



72 M. Zavatteri et al.

(#€) # #
O] ——_ E?
E? —— V3 E? Vs ; E? Va
{a,b} {a,b} {a,b} {a,b} {ab} {a,b} {a,b}
(7.0 ‘ R R R
(] (]
Vi——V; Vo i Vs |
{afb}(m:‘/ﬁe){b} {a, b}\#/ {b} {a, b} >~— {b} {a, b}\/ {0}
(a) CNCU. (b) Proj. onto e. (c) Proj. onto —e. (d) Super proj.
(#e)
BD) (#e)
e (] ] ] [e]
[m] - [ ] [D] Q B Vi — s Vi
{a, bW{b} {a,b} {a,b} (R.E) {a,b} (.0 {v} {a, b}
(#,€) (=,7e) (=7e)
(e) Dynamically uncontrollable (f) Dynamically Controllable

Fig. 2. Weak, strong and dynamic controllability. R = {(a,a), (a,b), (b,b)}. (Color
figure online)

A CNCU is binary if all constraints (Rg, ¢) have scope cardinality |S| < 2.
We graphically represent a binary CNCU as a labeled constraint (multi)graph,
where each variable V' is labeled by its label L(V) € P* and its domain D(V) =
{v1,...,v,}. Edges are of two kinds: order edges (directed unlabeled edges) and
constraint edges (undirected labeled edges). An order edge Vi — V5 models
Vi < Va. A constraint edge between V; and Vo models (R;2,¢). Many constraint
edges may possibly be specified between the same pair of variables (or more
conveniently, many labels on the same edge), as long as ¢ is different.

Figure 2a shows the graphical representation of a well-defined CNCU spec-
ifying 4 variables E?, V1, Vs, V3, where D(E?) = D(V4) = D(V3) = {a,b} and
D(V;) = {b}. E? is an observation variable whose associated Boolean propo-
sition is e. Order edges (directed thick edges) say that E7 must be assigned a
value before V5 and V3, whereas Vi must be assigned a value before V5. E?, V)
and V, are always executed as L(E?) = L(Vq) = L(V2) = . V5 is executed if
and only if e is assigned T as L(V3) = e, ignored otherwise.

The CNCU specifies four constraints represented as labels on constraints
edges (undirected thin edges). For example, (R,[]) between E? and Vi (see
caption) says that if E7? = a, then V; can be any value, whereas if E? = b, then
V1 = b. The constraint holds for any execution as its label is [. Instead, (#,e)
between E? and V3 says that if e is assigned true, then E? # V3. Likewise, if e
is assigned T, then Vj # V3, else Vi = V5.

In the rest of this section we give the main ideas underlying weak, strong and
dynamic controllability of a CNCU and the corresponding checking algorithms.

We require that at least one total order on the variables exists for any CNCU.
CNCUs not admitting any are uncontrollable for all three kinds of controllability.
To get a total order meeting the restrictions of the partial one, we run topological
sort on the graph made of all nodes and order edges only.
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A scenario s: P — {L, T} is a total assignment of truth values to the propo-
sitions in P. A scenario satisfies a label ¢ (in symbols s = ¢) if ¢ valuates true
under the interpretation given by s. We execute a variable by assigning it a
value. We execute a CNCUs by executing all relevant variables. Variables and
constraints are relevant for a scenario s if their labels are satisfied by s. A pro-
jection of a CNCU onto a scenario s is a classic constraint network (plus the
partial order between the survived variables) in which we keep only variables
and constraints relevant for s. For instance, Fig. 2b and ¢ show the 2 possible
projections of Fig.2a onto s(e) = T and s(e) = L.

A CNCU is weakly controllable if any projection admits a total order on the
variables and is consistent in the CN-sense. Figure 2a is weakly controllable. If
s(e) = T (Fig.2b), then E? = V4 = aand Vo = V53 = b. If s(e) = L (Fig. 2c),
then E?7 = a and V; = V5 =b. A CNCU is strongly controllable if the network
obtained by wiping out labels on variables and constraints of the original CNCU
admits a total order and is consistent in the CN sense. Figure 2a is not strongly
controllable. The super projection (Fig.2d) contains both (#,e) and (=, —e)
between Vi and Va (of the original CNCU) whose intersection yields an empty
relation (red edge). For weak and strong controllability the choice of the total
order does not play an important role (that’s why we grayed it in Fig. 2b, ¢ and
d). Instead, dynamic controllability of CNCUs is a matter of order.

A CNCU is dynamically controllable if there exists a total ordering on the
variables such that variables are assigned (possibly different) values while exe-
cuting depending on the scenario being generated. The dynamic controllability
checking runs an extension of the adaptive consistency algorithm (ADC, [8])
called LABELEDADC to address labels and iterates on all possible orders stop-
ping as soon as a working one is found. Figure 2a is uncontrollable with respect
to the order V; < E? < V5 < V3 mainly because V; is executed before having
any information on the truth value of e. If V; = E? = a and then s(e) = L
(or Vi = E? = b and then s(e) = T), there is not valid value for V5 satisfying
(=,—e) or (#,e), respectively. Instead, the CNCU is dynamically controllable
with respect to E?7 < V7 < Vo < V3 (Fig. 2f) because executing E? as first allows
us to operate on the other variables with full information on e. A possible eze-
cution strategy is: E? = a (always). If s(e) = T, then V; =a and Vo = V3 = b,
whereas if s(e) = L then V3 = V5 = b (when executing we ignore the variables
and constraints having labels inconsistent with the scenario being generated). See
[20,21] for a discussion on the complexity of the strategy synthesis algorithms.

4 Role-Based Access Controlled Workflows

A role-based access control model (RBAC, [13]) relies on the concept of role that
acts as an interface between users and permissions. If a user changes his roles
the security officer simply reassigns him to the new ones.

An RBAC model for ACWFs is a tuple (Roles, Users, Tasks, UA, TA), where
Roles = {ry,...,rs}, Users = {uy,...,u} and Tasks = {t1,...,t;} are
finite set of roles, users and tasks, respectively, UA C Users x Roles and
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TA C Tasks xRoles are the user-role and task-role assignment relations, respec-
tively. We write users(t) = {u | Ir € Roles, (t,r) € TA, (u,r) € UA} for the set
of users authorized for ¢.

Table 1 (left column) shows the fragment of BPMN proposed in [17] to model
loop-free ACWFs. Note that loops could be modeled by considering the unfold-
ing of a maximum number of iterations where each iteration is modeled by
a choice block (positive condition means iterate, negative one means stop).
Tasks are labeled by a finite set of roles {ry,...,r,} C Roles meaning that
(t,r1),...,(t,rn) € TA (Table1, 2nd row). Assigning roles to tasks models “who
does what”. Each mutual exclusive gateway is associated to a unique Boolean
variable cond? whose truth value assignment is out of control (Table 1, 5th row).

However, classical RBAC models fail to specify security policies at user level
such as separation of duties (SoD) and binding of duties (BoD).* Authorization
constraints address such an issue, are represented as undirected dashed edges
between pairs of non-mutually exclusive tasks t1, t3 and are labeled by a finite set
of binary relations {p1, 7pa ...} over users (p; C Users x Users). Each relation
may appear positive (p) or negative (—p). If u; € users(t1) and ug € users(ts)
and (u1,us) satisfies all (—)p; in the set, then any execution assigning ¢; to u
and to to us satisfies the authorization constraint (Table 1, last row).

5 Encoding ACWFs into CNCUs

Table 1 provides an encoding from the fragment of BPMN discussed in [17] into
CNCUs, where we assume that wf models the WEMS. Despite such an encoding
is quite restrictive with respect to the number of components, it paves the way
for future extensions that can consider richer and richer fragments of BPMN.
The start and end of a process are encoded as two variables S and E occurring
before and after all other variables, respectively. L(S) = L(E) = [ since the
start and the end of a process always occur. wf is the unique authorized user
for these variables. No constraint edge involves S and E (Tablel, row 1). A
task ¢ having authorized roles r1,...,r, is encoded as a homonymous variable
whose domain consists of the union of all users belonging to rq, ..., r, authorized
for ¢; i.e., users(t), whereas its label contains the propositions modeling the
Boolean variables associated to the mutual exclusive gateways according to the
nesting level of the block in which the task appears (Table1, row 2). All arcs
regulating the control flow are encoded as order edges (Table 1, row 3). Parallel
and conditional blocks are straightforwardly encoded mirroring the partial order
of the ACWFs in the CNCU. If the block is a parallel, a variable Pg models the
parallel gateway, whereas a variable Pg models the corresponding join. L(Pg) =
L(Pg) according to the nesting level of the block in the ACWF. All labels of
the variables modeling the components inside the block in the ACWF (if any)
must entail L(Ps) in the CNCU (Table1, row 4). If a block is a choice then
an observation variable P? having associated proposition p models the mutual

1 30D is a security policy saying that a subset of tasks must be carried out by different
users, whereas BoD says that a subset of tasks must be carried out by the same user.
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Table 1. Encoding ACWF's into CNCUs.
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exclusive gateway. Pg still models the corresponding join. Again, L(P?) = L(Pg)
but this time as well as entailing L(P?), all labels of the variables modeling the
components belonging to the true and false branch in the ACWF (if any) are
augmented with p or —p, respectively in the CNCU (Table 1, row 5). All variables
modeling gateways are all executed by wf. An authorization constraint between
two non-mutually exclusive tasks is encoded as a constraint edge whose relation
is the intersection of all relations appearing on the authorization constraint in
the WF block and the label is the conjunction of the labels of the variables
modeling tasks (Table 1, row 6). Likewise, despite we do not show it in Table 1,
an authorization constraint involving n non-mutually exclusive tasks is encoded
into a n-ary relation in the CNCU along with the conjunction of the labels of
the corresponding variables.

Figure 3 (above) shows the CNCU encoding the ACWF in Fig.1. S and F
encode the start and end of the process. Ps and Pg encode the parallel gateway
and corresponding join of the unconditional parallel block. H? and Hg encode
the mutual exclusive gateway and corresponding join of the leftmost conditional
block (h models hugeA?). A? and Ap encode the mutual exclusive gateway
and corresponding join the rightmost conditional block (@ models app?). ProcR,
CheckFR, AntiML, TaxFA, PrepC, Sign and Reject model the homonymous tasks.
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Fig. 3. CNCU encoding the ACWF in Fig. 1 (above). Relational constraints modeling
the authorization constraints of the ACWF in Fig. 1 (below).

Figure 3 (below) shows the labeled relational constraints of the CNCU trans-
lating the authorization constraints of the ACWF in Fig. 1, where S; = {ProcR,
CheckFR}, So = {CheckFR,AntiML}, S5 = {CheckFR,TaxFA}, Sy = {CheckFR,
PrepC}, S5 = {PrepC,Sign} and S = {ProcR,Reject} shorten the scopes.

6 Validation and Online Planning with Zeta

ZETA is a tool for CNCUs that takes in input a specification of a CNCU and acts
as a solver for weak, strong and dynamic controllability as well as an executor
simulator [20,21]. We wrote the specification of the CNCU in Fig. 3 into ZETA’s
input language and run the tool on it to check weak, strong and dynamic con-
trollability. ZETA proved that Fig.3 is weakly, not strongly but dynamically
controllable. Listing 1.1 shows ZETA validating and executing Fig.3. Due to
lack of space, we discuss dynamic controllability only. The strategy synthesized
by ZETA for the CNCU in Fig.3 corresponds to the following strategy for the
ACWEF in Fig.1. First, ProcR = alice (always). Then, the WIMS executes the
leftmost parallel gateway and the mutual exclusive gateway labeled by hugeA?.
If hugeA? = T, then CheckFR = kate and AntiML = mike. After that, the WIMS
executes the corresponding joins and also the second mutual exclusive gateway
labeled by app?. If app? = T, then PrepC = ted and Sign = kate, whereas
if app? = L, then Reject = alice. The process concludes with the WIMS
executing the last join. Instead, beside the execution of the gateways (which is
the same), if hugeA? = 1, then CheckFR = bob and TaxFA = evie. After that,
if app? = T, then PrepC = ted and Sign = kate (or vice versa), whereas if
app? = L, then Reject = alice. The important thing is to execute the mutual
exclusive gateway labeled by hugeA? before executing CheckFR (as being in a
parallel block, CheckFR could be executed before the gateway). ACWFs like
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that in Fig. 1 are witnesses of the ordering problem. The implementation of this
case study is available at https://github.com/matteozavatteri/zeta.

Listing 1.1. Validation and execution of the CNCU in Fig. 3 with ZETA.

1 | $ java -jar zeta.jar LOP.cncu --DCchecking LOP.dynamic.ob

2 | Dynamically Controllable

3 | $ java -jar zeta.jar LOP.cncu --execute LOP.dynamic.ob

4

5 | Order: S -> ProcR -> PS -> H -> CheckFR -> AntiML -> TaxFA -> HE -> PE ->
6 A -> PrepC -> Sign -> Reject -> AE -> E

7

8|S = wf # The WEMS starts the process

9 | ProcR = alice # Alice processes the request

10 | PS = wf # The WIMS executes the leftmost parallel gateway

11 |H = wf, h = false # The WEMS executes the 1st mutual exclusive gateway
12 | CheckFR = bob # Bob checks the financial records

13 | TaxFA = evie # Evie carries out the tax fraud assessment

14 |HE = wf # The WfMS executes the 1st mutual exclusive join

15 |PE = wf # The WIMS executes the parallel join

16 | A = wf, a = true # The WEMS executes the 2nd mutual exclusive gateway
17 | PrepC = ted # Ted prepares the contract

18 | Sign = kate # Kate signs the contract

19 | AE = wf # The WEMS executes the 1st mutual exclusive join
20 |E = wf # The WfMS ends the process
21 | Verifying ... SAT!
22

7 Related Work

The problem of verifying WF features related to the assignment of tasks to users
is known in literature as WF satisfiability and resiliency [14]. More specifically,
the workflow satisfiability problem (WSP) is the problem of finding an assign-
ment of tasks to users (i.e., a plan) such that the execution of the WF gets to
the end satisfying all authorization constraints. The workflow resiliency problem
is WSP under the uncertainty that a maximum number of users may become
(temporally) absent before or during execution (see [22] for a recent controller
synthesis approach). In this work, we dealt with a dynamic WSP encoding an
ACWF into a CNCU for both checking controllability and executing the WF.
In [1], Cabanillas et al. deal with resource allocation for business processes.
They consider an RBAC environment and they do not impose any particular
order on activities. They also address loops but their approach does not address
History-Based Allocation of resources. This work addresses history based allo-
cation of resources exploiting results from dynamic controllability of CNCUs.
In [17], Zavatteri et al., defined and proposed an initial approach to check
weak, strong and dynamic controllability for ACWFs under conditional uncer-
tainty (w.r.t. total orders) by mapping WF paths to CNs and reasoning on
the intersection of common parts. That work pointed out that dynamic con-
trollability might depend on the chosen total order but did not investigate it
further. Later, Zavatteri and Vigano confirmed that hypothesis in [20,21] with
the proposal of CNCUs. In this work we encoded ACWFs into CNCUs to exploit
existing algorithms and software in order to handle such an issue automatically.
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In [7], Simple temporal networks with uncertainty (STNUs, [11]) are extended
with security constraints in order to model temporal role-based ACWFs in
which authorization constraints and temporal constraints mutually influence
one another. Dynamic controllability checking is addressed via Timed Game
Automata (TGAs) in [6] with the proposal of Conditional Simple Temporal Net-
works with Uncertainty and Resources (CSTNURs). Weak and strong control-
lability are not addressed. Access-Controlled Temporal Networks (ACTNs [5])
address ACWFs under conditional and temporal uncertainty simultaneously.
Weak and strong controllability are not addressed. Dynamic controllability is
addressed again via TGAs. This work does not address temporal constraints
(in a quantitative sense) but allows for handling all possible users assignments
(w.r.t. the total order of the components) during execution whereas CSTNURs
and ACTNs don’t. A summary of temporal and resource controllability in the
BPM context is in [16].

8 Conclusions and Future Work

We addressed weak, strong and dynamic controllability of ACWFs under condi-
tional uncertainty considering the total ordering problem. We provided an encod-
ing from ACWFs into CNCUs, a recent proposed formalism of CNs addressing
conditional uncertainty. We mapped tasks and gateways to variables. We mapped
mutual exclusive gateways and their associated Boolean variables to observation
variables and propositions. We mapped the partial order to order edges and
authorization constraints to constraint edges. We mapped authorized users to
the domains of the variables. In this way, the encoding ACWF's to CNCUs allows
us to exploit all the algorithms, methods and software available for CNCUs. We
discussed an example affected by the total ordering problem, we encoded it into
a CNCU, we checked the three kinds of controllability and we executed it with
ZETA, a tool for CNCUs. Controllability analysis validates an ACWF once and
executes it anytime. Currently, we are aware that there may exist ACWFs that
are dynamically controllable if and only if the order in which the components
are assigned resources is dynamic. In this more general concept of dynamic con-
trollability precomputing a total ordering on the components leads to an incom-
plete approach. Therefore, as future work, we plan to investigate such a class of
ACWFs other than addressing a richer fragment of BPMN.
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Abstract. Rapid advances in manufacturing technologies have spurred
a tremendous focus on automation and flexibility in smart manufactur-
ing ecosystems. The needs of customers require these ecosystems to be
capable of handling product variability in a prompt, reliable and cost-
effective way that expose a high degree of flexibility. A critical bottle-
neck in addressing product variability in a factory is the manual design
of manufacturing processes for new products that heavily relies on the
domain experts. This is not only a tedious and time-consuming task
but also error-prone. Qur method supports the domain experts by gen-
erating manufacturing processes for the new products by learning the
manufacturing knowledge from the existent processes that are designed
for similar products to the new products. We have successfully applied
our approach in the gas turbine manufacturing domain, which resulted
in a significant decrease of time and effort and an increase of quality in
the final process design.

Keywords: Automated process generation - Graph-based process
generation - Resource assignment + Manufacturing process

1 Introduction

With the surging demand for individualized products, the need for flexible pro-
duction facilities and intelligent manufacturing infrastructures is also increasing.
The design of manufacturing processes becomes complex when the products con-
sist of many different parts. The manufacturing industry is still heavily depen-
dent on domain experts to design processes for assembly and production. The
search for a feasible process is usually conducted manually by these experts
starting with solutions based on analytical calculations and past experiences.
The resultant processes are iteratively improved by making changes in the tasks,
control-flow and assigned resources. In such a setting, process design becomes
a tedious task which is prone to human errors and can lead to sub-optimal
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processes and a waste of valuable resources. This task also requires a lot of
effort when the manufacturing knowledge must be collected from discussions
with experts from different disciplines.

Many methods, techniques and tools have been developed to support process
generation and decision making depending on the structure, availability, and
values of product data [1-5]. However, most of them focus on informational
products (where the emphasis is on the collection, processing and aggregation
of information), and the automated generation of manufacturing processes for
new physical products from the existing processes remains as a challenge.

To assist the domain experts with such a cumbersome task, we have developed
a multi-perspective statistical method for generating manufacturing processes
from the already existing processes for products which share similar features
with the new product. The functional perspective is linked with selecting the
relevant tasks to the new product, the behavioral perspective orders these tasks
(i.e. the control flow is implemented), and the organizational perspective assigns
the necessary resources to the tasks of the generated processes [6]. Therefore,
the domain experts are provided with multi-perspective process alternatives that
can be reviewed, validated and deployed. We have implemented and tested the
approach in a real environment from the gas turbine manufacturing domain. Not
only the time and potential cost of the design of the new manufacturing process
were saved but also better quality processes happened to be designed following
this software-aided approach.

The paper is structured as follows. Section 2 defines concepts needed to under-
stand our approach. Section3 introduces our process generation method and
describes an example scenario that illustrates the method in action. Section 4
briefly describes how the approach has been validated. Section5 provides a
description of the state-of-the-art on related research. Finally, Sect.6 outlines
the conclusions drawn from the work along with its limitations and potential
future steps.

2 Background

For the sake of understanding, in the following we briefly define the concepts
(stemming from the manufacturing domain) that are involved in our process
generation method:

Definition 1 (Product). A product p is a finished good that is manufactured.
It consists of parts (materials) that can be described by features. The product
parts are usually represented as a Bill of Materials (BoM). Such a product could
be the result of a manual product design activity.

Definition 2 (Task). A task ¢ is a discrete step in the manufacturing process
of a product p such as a production operation acting on one or a set of input
materials (e.g. drilling a hole into a workpiece or inserting a module into a slot
of a base plate).
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Definition 3 (Resource). A resource r is assigned to the task t for enabling
its execution. It can be a production or transportation equipment, like a robot,
a computer numerical control (CNC) machine, a 3D printer, or a conveyor belt.
Human workers are modeled as resources as well.

Definition 4 (Manufacturing Process). A manufacturing process ¢ is a
sequence of tasks for manufacturing a product p. It is a directed path graph!
where the vertices represent the tasks and the edges represent the control flow
for manufacturing a product starting from raw or input materials. ¢ = (T, E),
where 1,19, ...,t, € T are tasks, and each edge (¢;,t;) € E represents a direct
precedence relation between two tasks, meaning that task t; starts after task ¢;
ends. The function 7 : (Q x T) — 2% maps each task in a process to a set of
possible resources that can execute the task.

Definition 5 (Feature). Each product is described by a set of features. Let F'
be the set of features of the already manufactured products. In the descriptions
below, we use the following mappings:

¢y : T — 2F maps a task t to the set of features that the task contributes to;
Pu(t) C F.

bq : Q — 2F maps a process ¢ = (T, E) to the set of features that all of its
tasks T' = {t1,t2,...t,} contribute to; ¢q(q) = U,_y ,, D¢ (ti)-

A (product) feature is a property of the final product from the customer’s
point of view. For instance, a metal workpiece could be hardened, colored, or
perforated. We assume that the mapping from tasks to features is labelled man-
ually by domain experts or learned automatically by process mining tools [7] in
the manufacturing ecosystem.

The problem space of producing a new product is defined by a set of features,
while the manufacturing process with assigned resources represent the solution
space. In our context, the relationship between features and tasks is especially
important: a task contributes to the realization of one or more features. More
than one task are typically involved in the realization of a feature.

Therefore, given a new product design BoM, a set of features F, a set of
tasks T, and a set of resources R extracted from existing processes, the Process
Generation Problem can be divided into the following sub-problems:

— Task Selection Problem: Find a subset T' of the set of tasks T (17 C T
needed for manufacturing the new product design.

— Process Sequencing Problem: Find a total ordering relation on T”.

— Resource Assignment Problem: For each task of T, find a resource that is
able to perform this task.

A solution to the process generation problem should fulfill several quality
criteria. First of all, a solution must be technically feasible, satisfying technical

L' A path graph is a graph in which the nodes can be listed in an order t1,ts,. .., tn
such that the edges are (¢;,t;4+1) where i =1,2,...,n — 1.
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Fig. 1. Technical features diagram.

constraints (e.g. the transport of materials from one resource to the resource of
the subsequent process must be possible, and a drilling machine for wood can
only drill holes into wooden workpieces, not into metals). Second, a solution
must be effective (i.e. all features of the new product must be covered by the
selected tasks). Lastly, a solution must be efficient, which means that it should
contain no- or only a minimum- number of tasks that do not contribute to the
product features. Technical feasibility and effectiveness of generated processes
depend on the quality of existing processes. The length-optimality of generated
processes is imposed in the proposed method with an optimization function.

3 Automated Multi-perspective Process Generation

We start explaining our work with an overview of the technical features. We refer
the reader to Fig.1 for an overview of input-output relations of the definitions
while reading this section. Our major component, the Process Generator, takes
a set of manufacturing processes @ = {q1, q2, ..., ¢» } of products already manu-
factured, a set of (goal) features F of a new product p, and a total weighted
graph g4 which contains the task and weights learned from the existing processes
and features. A solution to a process generation problem is a set of alternative
processes H = {hqy, ha, ..., A;m }, each of which is a process candidate for manu-
facturing the new product p with features Fz. On the other hand, the Resource
Assignment component requires @), H, and a function 7 that maps the tasks
in the process set () to their previously assigned resources. The solution to the
resource assignment problem is a function 7y, which learns the preferences of
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Product name: Steel Pot
Features: {concave, has_handle}

Routing:

S t tpr tid tw tge
O0—>»0O0—>»0O0——>0——>»0
\/
Shearing Pressing Laser Drilling ~ Welding Quality Check
(a) -concave -has_handle - has_handle
- perforated
{ri,r2,u} {15} {r7,18} {13} {ri6}

Product name: Gear
Features: {perforated, hardened, polished}
Routing:

tm tg tig tpo tht tqc
O0—>O0—>0——>0——>0O0——>0
Molding Grinding Laser Drilling Polishing Heat Treatment Quality Check
- has_handle - polished - hardened
- perforated

{rn}y  {ro} {16, 17} {r1s} {r15} {ri6>117}

Product name: File Organizer
Features: {edged, perforated, colored}

Routing:
& td & tpa tqc
O—>»O0—>»>0—>0—>»0
Shearing  Laser Drilling  Bending Painting Quality Check
- has_handle - edged - colored
- perforated
{r2,13} {re, I8} {110} {11, 12} {116}

Product name: Drainer
Features: {concave, perforated, colored, has_handle}
Routing:

O——>0 >0 >0 »

Fig. 2. The products being produced in the metal factory with their corresponding
manufacturing processes: (a) Steel Pot with its process ¢sp, (b) Gear with its process
qg, (¢) File Organizer with its process ¢yo, and the goal product (d) Drainer.

resources from « and provides a set of resource-probability pairs for each task
in H.

We motivate our approach with an example scenario for metalware produc-
tion derived from the requirements from the gas turbine domain shown in Fig. 2.
A metalware factory manufactures three different products: Steel Pot (Fig.2a),
Gear (Fig.2b), and File Organizer (Fig.2c). They would like to automatically
find out how to produce a Drainer (Fig.2d) by using the existing manufactur-
ing knowledge. A process details this knowledge into a manufacturing process

for each product (e.g. the process for producing Steel Pot gsp, = (Tsp, Esp))-
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Fig. 3. Total 1-weighted graph.

Note that each task ¢ is remarked by initials of its label (e.g. ¢;4 corresponds
to the task Laser Drilling). The task set T, consists of the tasks ts, tpr, tid,
tw, and t4.. The edge set Ej, consists of the edges (ts,tpr), (tpr,tid), (tids tw)s
and (ty,tqc). The set of resources that can execute each task is shown below
the task, e.g. Y(qsp,ts) = {r1,r2,74}. We assume that the tasks in the existing
processes are labelled by the features that they contribute to. These features are
listed beneath the tasks (e.g. ¢1(t1q) = {has_handle, per forated}). The feature
set of the process gsp is ¢4(¢sp) = {concave, has_handle}. The feature set of the
goal product Drainer is Fg = {concave, per forated, colored, has_handle}.

Definition 6 (Task Filtering by Features). A function [; : 27 — 27 selects
all tasks of a set of tasks T' that contribute to at least one feature of the goal
features F¢:

W(T) ={t €T | ¢(t) N Fa # 0}

Definition 7 (Edge Filtering by Features). A function [, : 2F — 2% selects
all edges of a process (T, F) whose tasks contribute to at least one feature of the
goal features Fi:

l(E) ={e € E| ¢:(t;) U(tj) N Fg # 0 where e = (t;,t;)}

Definition 8 (Total 1-Weighted Graph). A total 1-weighted graph go =
(To, Eo,wp) is derived from a set of processes @ = {¢1, 42, -..,qn}, where ¢; =
(T3, E;), in the following way:
To=T,UT, U .. UT,
Eo=F,UFE, U ...U FE,
wp : Eo — 1 (all edges have a weight of 1)
Therefore, the total 1-weighted graph is the union of past processes with

edge weight of 1. Figure 3 shows the total 1-weighted graph which is the union
of processes in Fig. 2: qsp, g4, and gyo.

Definition 9 (Total Feature Weighted Graph). A total feature weighted
graph gr = (Tp, Er,wr) is derived from a set of processes Q = {q1, 42, .-, Gn },
where ¢; = (T}, E;), in the following way?:

2 A path in a graph is a sequence of edges which connect a sequence of vertices that
are all distinct from one another.
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Fig. 4. Total feature weighted graph.

Tr = tasks of edges lo(E1) Ul.(E2) U ... U l.(E))
Ep =1.(F1)Ul.(F2) U .. Ul.(E,) U E4
where Ey = {(t;,t;) | ti,t; € l;(Tr) A no path between ¢; and t;}

The weight function wr : ' — Z> is defined as

[ maz(1, [(¢:(t1) U ¢e(t2)) N Fg|) where e = (t1,t2) if e € E+
wr(e) = |(d¢(t1) U ¢e(t2)) N Fg| where e = (t1,t2) otherwise

Following up on our running example, after deriving the total 1-weighted
graph we introduce the total feature weighted graph g in Fig. 4, which favours
the edges with tasks that have overlapping features with Fg. Let us consider
the edge (tpr,tia). Its weight is wr((tpr,tia)) = 3, because t,, and t;4 have 3
features of Fg (concave, perforated, and has_handle). Moreover, the tasks that
have overlapping features with Fi, but with no existing path in between, are
connected bidirectionally. For example, Welding t,, and Painting t,, have fea-
tures has_handle and colored which are in F, however they are not connected
in go. Therefore, the edges (tw,tpe) and (tpq,tw) are introduced in E. .

Definition 10 (Total Weighted Graph). Let go = (To, Eo,wo) and gp =
(Tr, Er,wr) be the total 1-weighted graph and the total feature graph corre-
sponding to a set @) of existing processes, respectively. The total weighted graph
9ga = (Ta, Ea,wy) is defined as follows:

Tr=To
Es=EoUE,
_ Jwo(e) +wr(e) ife€ Ep
wale) = {wo(e) ife¢ Ep

The total weighted graph in Fig.5 is the aggregate graph of go and gp as
described above. This graph is the input graph for the process generation.

Definition 11 (Process Sequencing Problem). Let g4 = (T4, Ea,w4) be
the total weighted graph. Let Ts € T4 be the set of source tasks, i.e., tasks
without incoming edges. Let T € T4 be the set of sink tasks, i.e., tasks without
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Fig. 5. Total weighted graph.

outgoing edges. The goal of process generator is to compute a set of process
graphs H = {h1,hg,...,h,} where any h = (T,E) € H, T = {t;, tix1,...,t;},
E= {(ti, ti+1), (ti+1, ti+2), ceey (tj_l, tj)} has the fOHOWiDg properties:

— h is acyclic,
— h starts from a source task (t; € T's) and ends at a sink task (t; € Tk), and
- ¢q(h> 2 Fg.

The minimization of an objective function ¢(F) is desirable for ordering the
generated process graphs:

1
=2 0w

ecE

Figure 6 shows three alternative generated processes hi, hs, and hs for man-
ufacturing Drainer. The process with the minimum optimization function value
hy is highlighted in the total weighted graph g4. All the generated processes
satisfies the properties in Definition 11, namely

— hq, ho, and hg are path graphs,

— t is a source task, and t,. is a sink task, and

— ¢q(h1) 2 Fg, ¢q(h2) 2 Fg, and ¢q4(hs) D Fg, i.e. the union set of features of
each generated process is a superset or equal to Fg.

The processes are ranked with respect to the value of objective function, i.e.
c(E1) < ¢(F2) < c(E3).

Definition 12 (Resource Assignment Problem). The Resource Assign-
ment Problem is defined by:

— a set of processes Q = {q1,42, .-, Gn },
— a function 7 : (Q x T') — 2 that maps a task ¢ in a process q to its set of

resources R, 1),
— a set of generated processes H = {hq, ha, ..., i }.

A solution to a Resource Assignment Problem (Q,~, H) consists of a function
vi 2 T — 2(8X[0-1]) that maps a task t € T to its set of resource-probability pair
set {(ri,p(ri,t)), ..., (rj,p(rj, 1))}, e.g. p(ri,t) reflects how likely the resource r;
is used for executing the task ¢.
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Fig. 6. Generated process alternatives H = {h1, h2, h3} for Drainer.

In order to obtain g, we need two auxiliary definitions. First one is the set
of all possible resources that can execute the task ¢:

RZ‘Z U Ut

=(T,E)eQ teT

Then, we define the function p(r,t) for returning the probability of resource
r’s executing task t:

0 otherwise

S { 1/|7(q, t)] if g € (g, 1)

t =
p(r8) lift € T where ¢ = (T, E)

ZQEQ { 0 otherwise

Finally, vy (¢) is defined as:

yu(t) = |J (rp(rt)

reR}
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In our running example, after generating three alternative processes for the
goal product drainer, we need to assign resources to tasks in the candidate
processes so that they can become executable. For this purpose, we use the
function g (t) which computes the probability of execution for each resource
that has already executed the task t in the past processes. For example, the
task ¢5 has been executed by the resources {ri,r2,74} in gy, and by {ra,r3} in
¢fo- The resources {ri,re, r3, 74} are therefore feasible resources for executing t.
However, we also know that ro has been assigned for executing ¢ in both past
processes, which should make r, a better option than others. We incorporate this
knowledge by deriving probabilities from the assignment frequencies of these
resources to tasks. For example, the resource assignment for tg is 'yH(ts) =

{(Tlvp(rlvts))’ (Tg,p(’/’z,ts)), (’I“g,p(’/‘?,,ts)), (7‘4,p(7“4,ts))} where

040 L -
p(ri,ts) = :1))+70+1 =0.166  p(ra,t,) = w =0.416
040+ 2 I o+o0
p(rs,ts) = TO-&-? =0.25 p(ra,ts) = zl))-l-ﬁ = 0.166

Hence, vu(ts) = {(r1,0.166), (r2,0.416), (r3,0.25), (r4,0.166) }. This means
7o is a good candidate for executing ¢, which is followed by r3, and by equally
r1 and r4. For assigning resources to the generated processes in Fig. 6, we need
to compute vu (ts), vu (tpr), vu(tia), Vi (tw), YE(tpa), VH(tge), and Yu (ts).

4 Validation

We have successfully applied our approach in the turbine manufacturing domain
to automatically generate processes for new gas turbine types that have specific
modifications upon the existing gas turbine production processes. These modifi-
cations in product specifications (e.g. blades and vanes of different sizes) require
different sequences of tasks (i.e. assembly and logistics) that are executed by
specific resources. In this application, the process base (i.e. existing set of pro-
cesses) has 173 existing processes, and a typical process has more than 30 tasks.
We have generated 10 processes for different turbine configurations which have
been reviewed by a domain expert. Afterwards, these generated processes have
been used as input in the manufacturing simulation and validation tool Tecno-
matix?. This simulation tool has also validated the feasibility of the generated
processes from the functional, behavioral and organizational perspectives. The
domain expert has experienced a considerable time saving in by employing our
method in final process design task. Due to company policy, further comments
in this section are omitted. Please contact the authors in case of any requests
for instance details of the validation.

3 https://www.plm.automation.siemens.com/global /de/products/tecnomatix/
logistics-material-flow-simulation.html.
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5 Related Work

Several methods have been proposed and developed to automatically explore
and evaluate a range of different product designs, their options and parame-
ters [8,9]. These methods ensure feasibility of the resulting products (i.e. their
configuration must be consistent and complete regarding the constraints and
requirements imposed in the product specifications).

Efforts have been made in modeling decision structures and dependencies to
steer the execution of processes [4]. Such efforts are extended towards including
product data [3] and for configuring processes [10] to offer flexibility in run-time
process execution.

There are general process generation approaches which are taking into
account data-flow elements of a process and the part-of relationships of prod-
ucts (i.e. BoMs) by ensuring an executable ordering of tasks that describe how
to produce a goal product [1,2].

An alternative approach in automated process design stems from the research
in Product Lifecycle Management (PLM). PLM tools support the modeling and
representation of product portfolios. A product portfolio (or product line) stands
for a whole set of product instances. A product instance (i.e. an individualized
product) is usually derived from the product portfolio by a product configura-
tion step with the help of a configuration tool. Recent research extends this
product configuration by encompassing also the needed production processes for
manufacturing the individualized product [11-14]. The main differences to the
approach proposed in this work are: (i) Production processes are created only for
instances of the product portfolio but not for completely new product designs,
represented by a new vector of features; and (ii) Production operations for the
different product parts are manually modeled and represented in the PLM tool
or an extra knowledge base is used in the production workflow generation tool,
whereas in our case such knowledge is derived from existing production processes
of products.

6 Conclusions

We have introduced a novel method which derives a statistical model from the
existing production processes to generate new processes with resource assign-
ments for new products. Our method can be employed as a building block in a
smart production ecosystem aiming at flexibility and automation. It has been
validated in an industrial gas turbine production setting and proven to facilitate
the process design efforts for new gas turbines.

As future work we plan to apply our method in other manufacturing settings
(e.g. mobility and medical hardware) and also generalize the method towards the
service operations to explore the capabilities of our method in a new domain.
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Abstract. We present an approach to specify and execute agents on
Read-Write Linked Data that are given as Guard-Stage-Milestone work-
flows. That is, we work in an environment of semantic knowledge rep-
resentation, reasoning and RESTful systems. For specifying, we present
a Guard-Stage-Milestone workflow and instance ontology. For execut-
ing, we present operational semantics for this ontology. We show that
despite different assumptions of this environment in contrast to the tradi-
tional environment of workflow management systems, the Guard-Stage-
Milestone approach can be transferred and successfully applied on the
web.

The environment of the web is finally at a stage where hypermedia agents
could be applied [5]: We see that dynamic, open, and long-lived systems are
commonplace on the web forming a highly distributed system. For instance,
microservices [16] build on the web architecture and provide fine-grained read-
write access to business functions. Moreover, Internet of Things devices are
increasingly equipped with web interfaces, see e.g. the W3C’s Web of Things
effort!. Furthermore, users’ awareness for privacy issues leads to the decentral-
isation of social networks from monolithic silos to community- or user-hosted
systems like SoLiD?, which builds on the web architecture. The web architec-
ture offers REST [8], or its implementation HTTP?, as uniform way for system
interaction, and RDF* as uniform way for knowledge representation, where we
can employ semantic reasoning to integrate data. To facilitate agents in this
environment called Read-Write Linked Data [3], we need to embrace the web
architecture and find a suitable way to specify behaviour. As according to REST,
the exchange of state information is in the focus on the web, we want to inves-
tigate a data-driven approach for specifying behaviour. Moreover, data-driven
approaches to workflow modelling can be both intuitive and actionable, and
hence are suited to a wide range of audiences with different experience with

! https://www.w3.org/2016/07 /wot-ig-charter.html.
2 https://solid.mit.edu/.

3 http://tools.ietf.org/rfc/rfc7230.txt.

4 http://www.w3.org/ TR /rdfl1-concepts/.
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information technologies [13]. Hence, we want to tackle the research question of
how to specify and execute agent behaviour in the environment of Read-Write
Linked Data in a data-driven fashion?

As the environment determines why different workflow approaches are used
in different circumstances [7], we need to look at the particularities of Read-
Write Linked Data, whose basic assumptions are fundamentally different from
traditional environments where workflow technologies are applied, e.g. databases:

The absence of events in HTTP Of the many HTTP methods, there is no
method to subscribe to events. Hence, for our Read-Write-Linked-Data native
approach, we rely on state data and to resort to polling to get informed about
changes in the environment.

Reasoning and querying under the Open-World Assumption While in
databases, typically the closed-world assumption is made, i.e. we conclude
from the absence of information that it is false, RDF is based on the open-
world assumption. Hence, we have to explicitly model all options.

Mitigation strategies would introduce complexity or restrict the generality
of our approach: The absence of events could, e.g., be addressed by (1) gen-
erating events from differences between state snapshots and to process these
events, which would add unnecessary complexity if we can do without; (2)
assuming server implementations that implement change events using the Web-
Socket protocol, which would restrict the generality of our approach and, for
uniform processing, would require clear message semantics, which, in contrast to
HTTP, event-based systems do not have [8]>. The open-world assumption
could, e.g., be addressed by introducing assumptions such as negation-as-failure
once a certain completeness class [12] has been reached, which also would add
complexity.

In previous work, we defined ASM4LD, a model of computation for the envi-
ronment of Read-Write Linked Data [14], which allows for rule-based specifica-
tion of agent behaviour. Based on this model of computation, we provided an
approach to specify flow-driven workflows [15]. In contrast, we present a data-
driven approach in this paper. Hull et al. present the Guard-Stage-Milestone
(GSM) approach [13], which serves as basis for our work. While GSM builds on
events sent to a database, which holds the information model consisting in status
and data attributes, in our approach, distributed components with web inter-
faces that supply state information hold the information model. In contrast to
Pautasso, who presented an approach to retrofit REST into the BPEL approach
to workflow modelling [17], our approach rather retrofits a workflow modelling
approach into REST, here GSM.

5 Note that a client’s (polling, state-based) application logic can, without changes,
benefit from HTTP/2 server push (events): such specific events have been standard-
ised to allow a server to update a client’s cached state representations.
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Our approach consists in two main parts:

GSM Ontology We present an ontology to specify GSM workflows and
instances in the ontology language RDFS. Using this ontology, we can specify,
reason over, and query workflow models and instances at run-time.

Operational Semantics We present ASM4LD rules to execute workflow
instances specified using our GSM ontology. To this end, we build on a Linked
Data Platform container®, i.e. a writable RESTful RDF data store, to store
the status attributes, i.e. workflow instances in our ontology.

The paper is structured as follows: In Sect. 1, we survey related work. Next, in
Sect. 2, we give basic definitions on which we build our approach. Subsequently,
in Sect.3, we give an example, which we use in our explanations. In Sect. 4,
we present our main contributions. Next, we evaluate our approach Sect.5 by
showing its correctness and performance. Last, in Sect. 6, we conclude.

1 Related Work

Workflow Management Previous Workflow languages and also workflow man-
agement systems rely on events using Event-Condition-Action (ECA) rules,
e.g. [4,13]. We base our approach on REST so there are no events to be pro-
cessed. Instead we use state machines as an operational semantics to track
the polled application state.

Web Services Web Services based on the WS-* standards, on which approaches
such as BPEL are built, allow for arbitrary operations. In contrast, REST
constrains this set [19,22]. Thus, extensions for BPEL have been proposed to
include RESTful services [17,18]. Our approach however exploits the seman-
tics of the constrained set of operations in REST.

Semantic Web Services OWL-S and WSMO mainly focus on descriptions of
services and reasoning to allow agents to compose web services. WS-*-based
semantic web services completely rely on events [11] while our approach is
based on REST where there are no events.

Scientific Workflows Previous Scientific Workflow approaches often set their
focus on the data flow between processes of a workflow [9,21]. Our approach
however uses a data-driven approach for control flow.

Ontologies for Workflows In previous works, ontologies for describing work-
flows and processes have been developed, e.g. in various research projects like
Super, ASG, among others. Those ontologies require more expressive reason-
ing or do not allow for execution.

Workflows in Linked Data In previous work, we developed WiLD to spec-
ify and execute flow-based behaviour descriptions in Linked Data [15]. In
contrast, in this paper, we investigate data-centric behavior descriptions.

Temporal Description Logics We base our approach on ASMA4LD [14], which
combines the semantics of RDF and HT'TP with Abstract State Machines [10],

5 http://www.w3.org/TR/ldp/.
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a model of computation based on evolving first-order structures. That is, to
introduce temporal aspects into the Semantic Web, we do not extend descrip-
tion logics with time, for a survey see [1], but cover temporal aspects implicitly
by relying on state change.

2 Preliminaries

In this section, we introduce the technologies on which we build our approach.

2.1 The Hypertext Transfer Protocol (HTTP)

HTTP (see Footnote 3) is a stateless application-level protocol, where clients
and servers exchange request/response message pairs about resources that are
identified using Uniform Resource Identifiers (URIs)” on the server. Requests are
typed, and the type (i.e. the HTTP method) determines the semantics of both
the request and the optional message body. We make extensive use of the GET
request to request a representation of a resource, the PUT request to overwrite
the representation of a resource, and the POST request to append to an existing
collection resource.

2.2 The Resource Description Framework (RDF) and SPARQL

RDF (see Footnote 4) is a graph-based data model for representing and exchang-
ing data based on logical knowledge representation. In RDF, we represent data
as triples that follow the form subject, predicate, object. Such a triple defines
a relation of type predicate between graph nodes subject and object. Multiple
triples form an RDF graph. Things in RDF are identified globally using URIs
(see Footnote 7), or document-locally using so-called blank nodes. Literals can
be used to express values. In this paper, we use the following notation for RDF:
As triples encode binary predicates, we write rdf :type(:active,:State) to mean
the following triple in Turtle notation®: :active rdf:type :State. Moreover,
for the special case of class assignments, we use unary predicates: That is, above
triple becomes :State(:active). SPARQLY is a query language for RDF data and
supports a so-called ASK queries that return true if a condition holds in an RDF
graph.

2.2.1 Abstract State Machines for Linked Data (ASM4LD)

ASMALD is an Abstract State Machine based operational semantics given to
Notation3, a rule language for the semantic web [14]. In ASM4LD, we can encode

7 http://tools.ietf.org/rfc/rfc3986.txt.

8 Turtle allows for abbreviating URISs, where a colon separates the abbreviating prefix
from the local name. The example uses the empty prefix, which denotes http://purl.
org/gsm/vocab#. We refer to http://prefix.cc/ for other abbreviations.

9 http://www.w3.org/ TR /sparqll1-query/.
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@
@ Close doors
@

Fig. 1. A small example of two stages with associated guard and milestone(s).

two types of rules: Derivation rules (to derive new knowledge) and request rules
(which cause HTTP requests). Moreover, ASM4LD supports RDF assertions.
In [14], we derived the operational semantics based on the semantics of HTTP
requests, first-order logic, and Abstract State Machines. The operational seman-
tics can be summarized in four steps to be executed in a loop, thus implementing
polling:

1. Initially, set the working memory be empty.

2. Add the assertions to the working memory.

3. Until the fixpoint, evaluate on the working memory:

(a) Request rules from which HTTP-GET requests follow. For the rules whose
condition holds, make the HT'TP requests add the data from the responses
to the working memory.

(b) Derivation rules. Add the thus derived data to the working memory.

This way, we (a) obtain and (b) reason on data about the world state.

4. Evaluate all other request rules on the working memory, i.e. those rules from
which PUT/POST/DELETE requests follow. Make the corresponding HTTP
requests.

This way, we enact changes on the world’s state.

2.3 The Guard-Stage-Milestone Approach

The Guard-Stage-Milestone approach is an artifact-centric workflow meta-
model, presented by Hull et al. in [13]. The key modelling elements for Guard-
Stage-Milestone workflows are the following: The Information Model con-
tains all relevant information for a workflow instance: data attributes maintain
information about the system controlled by the workflow instance, and status
attributes maintain control information such as how far the execution has already
progressed. Stages contain a task (i.e. the actual activity, an unit of work to
be done by a human or machine) and may be nested. Guards control whether
a stage gets activated, i.e. the activity may execute, and are formulated sen-
tries. Sentries are expressions in a condition language, e.g. Event-Condition-
Action rules (on <event> if <condition> then <action>). Here, events may
be incoming from the system, or be changes to status attributes. Milestones
are objectives that can be achieved during execution, and are represented using
boolean values. Milestones have achieving and invalidating sentries associated:
If an achieving sentry is evaluated to true, the milestone is set to achieved. An
invalidating sentry can set a milestone back to unachieved. An example can be
found in Fig. 1.
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To specify the operational semantics, [13] provides a set of six PAC rules.
PAC rules are a variation of Event-Condition-Action rules and are described
by an prerequisite, antecedent and consequent, respectively. Both prerequisite
and antecedent range over the entire information model, and the consequent
is an update to the status attributes. The rules can be subdivided into two
categories: explicit rules, which accomplish the actual progress in a workflow
instance, and invariant preserving rules, which perform “housekeeping” by,
e.g., deactivating child stages if the parent has been deactivated.

3 Example

Figure 2 shows, using a fire alarm as an example, how a workflow execution
proceeds. Every line represents a step. Line 2: when smoke has been detected,
the start alarm stage is triggered. Line 3: the “close doors”-guard gets activated,
which triggers the closing of the doors. Line 4: the invalidating sentry of ml
deactivates g2. Line 5: after all doors had been closed, somebody re-opens a
door. This triggers the invalidation of the corresponding milestone m2b (all
doors are closed). As a consequence, the alarm stage is re-triggered.

Door status: Open )
Smoke : False Start fire alarm Close doors
g1:  Smoke detected

& Doors open
mi: Alarm is on
Im1: Door status: Closed

"
O—® O®

Door status: Open " g2 Alam s on (m1)
omole - rop o Startfire alarm (71 ose & Doors open
lose doors m2a: Doors Ould not be closed
m2b: Doors were closed
Im2b: Door status: open
Door status: Open ) ®
91> Startfire alarm (m1
Smoke : True Close doors [ Environment Variables
: Active Stage
o) : Active Guard
Door status: Closed .
Start fire alarm
Smoke : True % Close doors : Active Milestone

3
&

O : Invalidated Milestone

©

Close doors

Door status: Closed
Eroke Trm { Start fire alarm %D

Door status: Open @
‘Smoke - True @ Start fire alarm

3
&

2
Close doors

Fig. 2. Example of a workflow execution. Time progresses from top to bottom.

4 Proposed Approach

Our approach consist in an ontology to model GSM workflows and instances and
operational semantics in rules with ASM4LD semantics, which interpret those
workflows and instances. The rules can be directly deployed on a corresponding
interpreter. We first present the ontology and then the operational semantics.
We use the syntax described in Sect. 2.
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4.1 Ontology for Modelling Entities

We built an ontology'® to describe the core modelling primitives from [13]. We
stay as closely as possible to their definitions and divert only if demanded by
the our environment of Read-Write Linked Data: Tasks are HTTP requests as
atomic activities. Sentries contain a SPARQL ASK query in SPIN notation'!.
Correspondingly, we use SPIN’s true boolean SPARQL query result (we cannot
use false, as we excluded negation in the introduction) with sentries and guards.
We introduce the class State of all states to e.g. model three states of a stage:
active, inactive, and done. Stages are set to done after they have been executed
once.

In our approach, the information model is not contained in a database, but
instead Read-Write Linked Data. Hence, we do not maintain the data attributes:
We do not store information about the system we control, but instead, we retrieve
the system state live in RDF over HT'TP from the system itself. However, we
do maintain the status attributes, for uniform access in RDF over HTTP. Thus,
from now on we call all information regarding the state of the workflow status
information. All other information about the system under control, and other
relevant information from the environment, e.g. external services, we call envi-
ronment information.

4.2 Operational Semantics

The following operational semantics are based on the PAC-rule-based seman-
tics from [6]. We distinguish between setup and flow conserving (FC) rules. We
assume all status information in an collection resource at http://ldpc.example/.

Instance Set-Up Rules. The basic condition for all setup rules is:
CS :=:Stagelnstance(i) A :isInstanceOf (i, s) A :hasState(i, :uninitialized)
Workflow. The setup can be requested by publishing an unitialised instance:

CS — PUT(i, :SuperStagelnstance(i) A - - - A thasState(i, :active))

Stage. Then, resources are created for all the model’s sub-stages, linked to their
counterpart in the model, and with state inactive.

CS A :hasDescendantStage(s, Schid)
— POST(http://1dpc.example/, :isInstanceOf (new, schiia)

A:inSuperStagelnstance(new, i) A :hasState(new, :inactive))

19 http://purl.org/gsm/vocab.
" http://spinrdf.org)/.
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Milestone. Also, resources are created for all the model’s milestones, linked to
their counterpart in the model, and with state unachieved.

CS A :hasDescendantStage(s, Schita) N :hasMilestoneModel(Scpiia, m)
— POST(http://1dpc.example/, :isInstanceOf (new, m)

AzinSuperStageInstance(new, i) A :hasState(new, :unachieved))

Flow-Conserving Rules. The following condition has to match in every FCR.

FC := :SuperStageInstance(ST) A :StageModel (s™) A :StageInstance(s')
AzisInstanceOf (s', M) A rinSuperStageInstance(s’, ST) A :hasState(S”, :active)

FCR-1. For inactive stages, we check the guards. If a guard holds, the state of
the stage is set to active and the task of the stage is executed.

FC A :hasGuard(s™, g) A :hasHttpRequest(s™ , req) A :allAncestorsActive(s”, true)
A:hasState(s” , zinactive) A :hasCondition (g, c) A spargl-results:boolean(c, true)
— PUT(s",...:hasState(s", :active))

— req(-, 1)

FCR-2. Set an active stage done and its milestone achieved if the validating
sentry holds.

FC A :hasState(s”, active) A :hasMilestoneModel (s™ , m™)
A:hasValidatingSentry(m™ | c¢*) A :isInstanceOf (m!, m*M)
Aspargl-results:boolean(c®, true)
— PUT(m’,...:isAchieved(m, true))
— PUT(s, ... :hasState(s’, :done))

FCR-3. When an achieved milestone’s invalidating sentry of a completed stage
becomes true, three things are done by the following rule: (1) The invalidated
milestone is set to unachieved (2) All other milestones of the stage are set to
unachieved (3) The milestone’s stage is set to inactive.

FC A :hasMilestoneModel(s™, m™) A :isInstanceOf (m”, m™) A :isAchieved(m”, true)
A:hasInvalidatingSentry(m™ , ¢) A spargl-results:boolean(c, true)
A:hasMilestoneModel(s™ ,m3") A zisInstanceOf (m3, m3") A risAchieved(my, true)
— PUT(m',...:isAchieved(m”, false))
— PUT(m3, ... isAchieved(m3}, false))
— PUT(s",...:hasState(s", :inactive))
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FCR-6. The invalidation of an active stage’s milestone sets all descendant stages
to inactive and all of the stage’s and its descendants’ milestones to unachieved.

FC A :hasMilestoneModel(s™ , m™) A zisInstanceOf (m', m™) A :isAchieved(m”, true)
A:hasInvalidatingSentry(m™ | ¢) A spargl-results:boolean(c, true)

/\:hasMilestoneModel(sM,méw) A :islnstanceOf(mg,méw)
/\:hasDescendantStage(sM7 55”) A :is]nstanceOf(sé7 sfiw)
/\:hasMilestoneModel(sélw7 my) A :is]nstanceOf(mfl, mﬁy)

— PUT(m3, ... :isAchieved(m3}, false))

— PUT(s3, . ..:hasState(sh, :inactive))

— PUT(m},...:isAchieved(m}, false))

5 Evaluation

In this section, we show the correctness of the proposed ruleset. We first show
that the FCR rules cover the functionality of the PAC rules from [6]. Second we
show that our approach does not violate the GSM invariants. This implies the
correctness of the rules.

Discussion of Our Rules. PAC-1 activates a stage if its parent and one of
its guards are active. FCR-1 completely matches this. PAC-2 sets a milestone
to achieved if a milestone’s achieving sentry changes to true and the stage the
milestone is attached to is active. This also completely matches FCR-2. PAC-
3 invalidates all milestones whose invalidating sentries are true. Again, FCR-3
covers this completely. PAC-4 resets milestones of a stage, if the stage’s guards
are triggered. We omit this rule for the following reasons: (1) the functionality
of the rule regarding events is irrelevant for our approach, as we work without
events; (2) the functionality of the rule regarding system state can be achieved
by adding the guards’ sentry as invalidating sentry to all attached milestones.
PAC-5 deactivates a stage upon achievement of one of its milestones. We merged
this functionality into FCR-2, as otherwise, they would not happen in the same
step. PAC-6 determines that all stages nested into another are deactivated, as
soon as the latter is deactivated. FCR~6 covers this.

Checking the GSM Invariants. Damaggio et al. [6] provide two invariants
to ensure the consistency of their workflow model. To show that our approach
does not violate the invariants, we first define the following:

S is the set of stages

— @ is the set of guards, G5 C G all guards of a stage s

— M is the set of milestones, My C M all milestones of a stage s,

— & is the set of Sentries, ¢ : M — {true, false} represents the result of the
sentry

d(s) = {sc € S|s. is child-stage of s},
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— X = {active,inactive, done, achieved, unachieved} is the set of possible
states

— X := The set of all possible Snapshots,

— f: X" — X representing the result after application of our ruleset,

For reasons of readability, f(o) with ¢ € X* will be abbreviated with ¢’. o(z)
will be an abbreviation for the state of the instance (of a milestone or stage) x.
Note that, as described, there are three possible states for stages: active, inactive
and done.

Next, we present the two invariants and give a logical formulation:

GSM-1 “If a stage S owns a milestone m, then it cannot happen that both S is
active and m has status true. In particular, if S becomes active then m must
change status to false, and if m changes status to true then S must become
inactive” [6].

Vs e S,me M :o(s) =active = o(m) # achieved
Ao (m) = achieved = o(s) # active

GSM-2 “If stage S becomes inactive, the executions of all substages of S also
become inactive” [6].

Vs € 5,8 €d(s): o(s) = inactive = o(s") = inactive

We now show that these invariants are not violated throughout the execution
of one of our workflow models. ¢ : X* — {true, false} determines whether a state
o is conform to GSM-1 and 2.

Theorem: GSM-1 and GSM-2 sustain true throughout the workflow execution.

Proof: We apply a set of rules to our distributed information model. We prove
the invariants’ correctness using mathematical induction. One snapshot ¢ con-
tains all data concerning the workflow’s state, as well as environment values at
the beginning of the loop iteration. oy will represent our initial workflow state
after the initialization.

Base Case: 0g: No stage is activated yet = ¢(0) = true. v’

Step Case: 0 — o¢’: In order to get into an inconsistent state one of the invari-
ants must be violated. We will therefore distinct two cases: a violation of GSM-1
and a violation of GSM-2:

GSM-1 To investigate the consistency of the following state we will try to show
of the contrary. Assume that there are rules that derive at least one triple so
that ¢(o’) = false. To achieve that from a consistent state there must be a
milestone m, and a stage with either (1) or (2) satisfied:

o(m) = unachieved A o' (m) = achieved A o' (s) = active (1)

(o(s) = done V o(s) = inactive) A o’ (s) = active A o' (m) = achieved (2)
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Case (1): The only rule that sets a milestone to achieved (true) is FCR-2.
The rule’s condition requires an active stage. If then a corresponding
milestone’s achieving sentry is true, its milestone is set to achieved and
FCR-5 is triggered which sets the stage to done. This leads to:

% (m) = trueNo(s) = active => o' (m) = achieved Ao’ (s) = done (3)

which contradicts to (1). 4
Case (2): Assuming that (2) holds, there must be arule that sets a stage’s state
to active, while the state of a milestone attached to it remains active. Only
FCR-1is able to change the state of a stage. Its condition requires the state
to be inactive prior to being set active. If a stage’s milestone is achieved, the
stage is set to done instead of inactive. Therefore a stage can not be set to
active while its milestone is active. This contradicts (2). 4
GSM-2 Similar to GSM-1, we will show the contrary by assuming there are rules
that derive at least one triple in such a way, that ¢(o) = false. This requires

s € S, Scnita € d(s) : 0(s) = inactive A ' (schita) = active (4)

Due to FCR-1, if a stage has not been activated in the past, its children can
not be active. This combination of states is only possible if a stage becomes
inactive, while its children are still active. FCR-6 determines, that for all
stages with an attached milestones’ invalidating sentry triggered, all descen-
dant stages are set to inactive. This leads to the following:

o(s) = inactive = VYscnita, s € d(8) : 0/ (Schitg) = inactive (5)
Again, we see a clear contradiction to (4). 4 = Step case v’

These contradictions induce that the rules do not imply a transition from a
consistent state o to an inconsistent state ¢/, or f(o). ad

5.1 Applicability

An implementation of our approach can be found online'?. We use LDBBC'3 as
Linked Data Platform Container implementation, and Linked Data-Ful? [20] as
N3 rule interpreter with ASM4LD [14] operational semantics. We successfully
applied the approach in an use-case with Internet of Things devices having Read-
Write Linked Data interfaces [2].

6 Conclusion

We presented an approach to specify and execute agent specifications in the form
of data-centric workflows in an environment of semantic knowledge representa-
tion and reasoning.

2 http://github.com/nico1509/data-driven-workflows.
13 http://github.com /kaefer3000/l1dbbbc.
' http://linked-data-fu.github.io/.


http://github.com/nico1509/data-driven-workflows
http://github.com/kaefer3000/ldbbbc
http://linked-data-fu.github.io/

104 B. Jochum et al.

As with all approaches that work on the web architecture, our agent relies
on polling to get informed about the world state instead of the environment
reporting events. Thus, if the polling rate is not high enough, this sampling
approach may miss important system states. For instance, in the case of the
Internet of Things, we may miss short button presses. Yet, we showed in [14] that
our interpreter can indeed achieve high update rates in the range of milliseconds.
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Abstract. Historically, matching problems (including process match-
ing, schema matching, and entity resolution) were considered semiauto-
mated tasks in which correspondences are generated by matching algo-
rithms and subsequently validated by human expert(s). The role of
humans as validators is diminishing, in part due to the amount and size of
matching tasks. Our vision for the changing role of humans in matching is
divided into two main approaches, namely Humans Out and Humans In.
The former questions the inherent need for humans in the matching loop,
while the latter focuses on overcoming human cognitive biases via algo-
rithmic assistance. Above all, we observe that matching requires uncon-
ventional thinking demonstrated by advanced machine learning methods
to complement (and possibly take over) the role of humans in matching.

1 Introduction

The research of data integration spans over multiple decades, holds both theo-
retical and practical appeal, and enjoys a continued interest by researchers and
practitioners. Efforts in the area include, among other things, process matching,
schema matching, and entity resolution. Matching problems have been histori-
cally defined as a semi-automated task in which correspondences are generated
by matching algorithms and subsequently validated by a single human expert.
The reason for that is the inherent assumption that humans “do it better.”

In recent years, there has been an evolution of data accumulation, manage-
ment, analytics, and visualization (also known as big data). Big data is primarily
about collecting volumes of data in an increased velocity from various sources
and varying veracity. Big data is characterized by technological advancements
such as Internet of things (accumulation), cloud computing (management), and
deep learning (analytics). Putting it all together provides us with a new, exciting,
and challenging research agenda.

Given the availability of data and the improvement of machine learning
techniques, this line of research is devoted to the investigation of respective
roles of humans and machines in achieving cognitive tasks in matching, aiming
to determine whether traditional roles of humans and machines are subject to
change [11]. Such investigation, we believe, will pave a way to better utilize both
human and machine resources in new and innovative manners. We consider two

© Springer Nature Switzerland AG 2019
C. Di Francescomarino et al. (Eds.): BPM 2019 Workshops, LNBIP 362, pp. 106-109, 2019.
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possible modes of change, namely humans out and humans in. Humans Out aim
at exploring out-of-the-box latent matching reasoning using machine learning
algorithms when attempting to overpower human matcher performance. Pursu-
ing out-of-the-box thinking, we investigate the best way to include machine and
deep learning in matching. Humans in explores how to better involve humans
in the matching loop by assigning human matchers with a symmetric role to
algorithmic matcher in the matching process.

In following sections we describe each of the two modes of change. Section 2
describes how and where we envision replacing humans in the matching loop.
In Sect.3, we detail our approach to better involve humans in matching by
understanding their strengths and weaknesses. Finally, we summarize and discuss
future directions in Sect. 4.

2 Humans Out

The Humans Out approach seeks matching subtasks, traditionally considered
to require cognitive effort, in which humans can be excluded. An initial good
place to start is with the basic task of identifying correspondences. We note that
many contemporary matching algorithms use heuristics, where each heurisitc
associates some semantic cue to justify an alignment between elements. For
example, string-based matchers use string similarity as a cue for item align-
ment. We observe that such heuristics, in essence, encode human intuition about
matching. Our earlier work [12] showed that human matching choices can be rea-
sonably predicted by classifying them into types, where a type correspond to an
existing heuristic. Moreover, in our experiments, decision making of most human
matchers can be predicted well using a combination of two algorithmic matchers.
Therefore, we can argue that the cognitive effort of many human matchers can
be easily replaced with such heuristics.

Moving to additional cognitive tasks, in [3,5] we suggested a learning algo-
rithm for re-ranking top-K matches so that the best match is ranked at the top.
The proposed algorithm has shown good results when tested on real-world as
well as synthetic datasets, offering a replacement to humans in selecting the best
match, a task traditionally reserved for human verifiers. The novelty of this line
of work is in the use of similarity matrices as a basis for learning features, creating
feature-rich datasets that fit learning and provide us with a feature aggregation
that is needed to enrich algorithmic matching beyond that of human match-
ing. To create a reranking framework, we adopt a learning-to-rank approach [2],
utilizing previously suggested matching predictors [4,9] as features. We further
show a bound on the size of K, given a desired level of confidence in finding
the best match, justified theoretically and validated empirically. This bound
is useful for top-K algorithms [7] and, as psychological literature suggests, also
applicable when introducing a list of options (as in the traditional top-K setting)
to humans [10]. In addition, we provide a set of novel features to complement
state-of-the-art and show further improvement in matching and ranking quality.
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3 Humans In

The Humans In approach aims at investigating whether the current role humans
take in the matching process is effective (spoiler: it is not) and whether alter-
native role can improve overall performance of the matching process (spoiler:
it can). A recent study [1], aided by metacognitive models, analyzes the con-
sistency of human matchers. We explore three main consistency dimensions as
potential cognitive biases, taking into account the time it takes to reach a match-
ing decision, the extent of agreement among human matchers and the assistance
of algorithmic matchers. In particular, we showed that when an algorithmic sug-
gestion is available, humans tend to accept it to be true, in sharp contradiction
to the conventional validation role of human matchers.

Interesting enough, all these dimensions were found predictive of both con-
fidence and accuracy of human matchers. This indicates that (1) humans have
cognitive biases affecting their ability to provide consistent matching decisions,
and (2) that such biases has predictive value in determining to what extent a
human matcher’s alignment decision is accurate.

4 What’s Next?

In this paper we presented our approach for human involvement in the matching
loop, introducing tasks where humans can be replaced and emphasizing our
envision for understanding human behavior which allows better engagement.

In future work, we intend to show that deep learning can also be applied
to “small” matching problems such as process and schema matching, making
extensive use of similarity matrices. We believe that applying non-linear trans-
formations over a similarity matrix can reveal hidden relationships between ele-
ments that can be used for adjusting a given similarity matrix to better fit a
matching problem.

We also aim to predict humans qualification to serve as “experts” for a match-
ing task. We intend to explore predictive behaviors that capture the process of
human matching by transforming physical aspects (such as time, screen scrolls,
mouse tracking, and eye movement) into features that can be used for exam-
ining the role of humans in the matching process. This, in turn, would enable
matching systems to carefully select a matching expert that fits the task.

An overarching goal is to propose a common matching framework that would
allow treating matching as a unified problem whether we match process activ-
ities, schemata attributes, entity’s tuples, etc. Using machine learning for this
purpose immediately raises the issue of shortage of labeled data to offer super-
vised learning [5,6,8]. Hence, pursuing less-than-supervised (e.g., unsupervised,
weakly supervised) methods would be a natural next step to pursue.

Acknowledgments. We would like thank Prof. Rakefet Ackerman, Dr. Haggai Roit-
man, Dr. Tomer Sagi, and Dr. Ofra Amir, for their involvement in this research.
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Third International Workshop
on Business Processes Meet
Internet-of-Things (BP-Meet-IoT)



Third International Workshop on Business
Processes Meet Internet-of-Things
(BP-Meet-1oT)

The Business Process Management (BPM) discipline, as it is known today, emerged as
the result of significant advances experienced since the mid 1990s in business methods,
tools, standards, and technology. Since then, this discipline has significantly evolved,
but mainly focuses on the business domain with the objective of helping organizations
to achieve their goals. However, the arrival of the Internet of Things (IoT) has put into
play a huge amount of interconnected and embedded computing devices with sensing
and actuating capabilities that are revolutionizing our way of living and doing business.
The incorporation of this technology into the BPM field has the potential to create
business processes with higher levels of flexibility, efficiency, and responsiveness,
providing better support to the evolving business requirements. In addition, the proper
combination of these two fields can foster the development of innovative solutions not
only in the business domain where the BPM emerged, but also in many different
application areas in which IoT is applied (e.g., smart cities, smart agro, or e-health).

While the incorporation of IoT technology into the BPM field has plenty of
potentials, it also imposes a set of challenges that need to be addressed. Therefore, the
objective of this workshop is to attract novel research at the intersection of these two
areas by bringing together practitioners and researchers from both communities that are
interested in making IoT-enhanced business processes a reality.

The third edition of this workshop attracted four international submissions, each of
them reviewed by three members of the Program Committee. Based on these reviews,
the two following papers were accepted to take part in the workshop program:
“Enabling the Discovery of Manual Processes using a Multi-modal Activity Recog-
nition Approach” authored by A. Rebmann, A. Emrich, and P. Fettke, and “Integrating
IoT with BPM to provide Value to Cattle Farmers in Australia” authored by O. Keates.
The first paper presents a multi-modal approach to discover manual business processes
in real time from different sources (e.g., wearable sensors and cameras). In addition to
this, sources image data captured during process execution and even worker feedback
is used to resolve ambiguities for activity recognition. The second paper describes a
more practical work developed within the farming domain. In this case, the work
describes the steps required to integrate BPM technologies into the increasing IoT
implementations across cattle farming operations in Australia, with the target of
improving the support to decisions.

In addition to these two papers, the program of the workshop includes two invited
talks, one given by Luise Pufahl and a second one by Daniele Mazzei. Finally, the
workshop will conclude with a discussion about the challenges of integrating the BP
and IoT fields, and a starting initiative on creating a BP-Meet-IoT challenge to be
adopted for future research and benchmarking.
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Similarly to previous editions of this workshop, the organizers of this event hope
that the reader find this selection of papers and talks interesting and useful to get a
better insight at the integration of these two fields from a theoretical and practical point
of view.

October 2019
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BPI Challenge 2019: Discovery of Insightful
BPMN Process Models for Procurement

Luise Pufahl

Hasso Plattner Institute, University of Potsdam, Potsdam, Germany
luise.pufahl@hpi.de

Abstract. The annually organized Business Process Intelligence (BPI) Chal-
lenge provides its participants with real-world process event logs and with
questions posed by the process owners to analyze the data using different
process mining techniques. In the BPI challenge 2019, the event log resulted
from the Purchase-To-Pay process of a large coats and paints company oper-
ating from the Netherlands. In this invited talk, I will describe the main results of
the winning report “BPI Challenge 2019: Performance and Compliance Anal-
ysis of Procurement Processes Using Process Mining”' by Kiarash Diba, Simon
Remy and Luise Pufahl. Our main goal of this report was to identify under-
standable and insightful BPMN diagrams describing the different types of
purchase order handling in this log for a subsequent compliance and perfor-
mance analysis. After filtering and applying different process discovery algo-
rithms, we manually created BPMN process diagrams from the results of
automatic discovery using also advanced modeling concepts such as BPMN
message events, multi-instance activities, etc. illustrating also the limitations of
existing discovery algorithms. In this talk, I will discuss these limitations and the
handling of different data quality issues during process discovery. Finally, based
on these reflections, I will give prospects for a potential BPM IoT Challenge in
the future.

Keywords: Business Process Intelligence Challenge * BPMN - Process
discovery

! https://icpmconference.org/2019/wp-content/uploads/sites/6/2019/07/BPI-Challenge-Submission-6.
pdf.
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From IOT to Things on Internet,
Human-Centered
Design in Business Processes Smartification

Daniele Mazzei

Department of Computer Science, University of Pisa, Pisa, Italy
mazzei@di.unipi.it

Abstract. The talk focuses on the Internet of Things concept and tries to explore
this “buzz acronym” in the context of industrial data acquisition for Business
Process Management applications. Due to the big push of cloud and technology
vendors nowadays we are facing with a race towards data acquisition from
industrial machines. However, the typical workflow adopted when implement-
ing Industrial Internet of Things to the management of business processes has
several limitations. We accepted that things and machines can become smart just
because they are connected to the web. But, streaming giga of data into a cloud
is not necessarily an added value that turns “stupid” machines into “intelligent”
systems. When we talk about smartness we have to start referring to the purpose,
to the applications, to the added value that makes this new smart-since-
connected device better than its previous version. The talk will introduce a user-
centered machine “smartification” paradigm that inverts the typical Industrial
Internet of Things workflow by shifting from the extraction of data to the
transformation of a machine into a smart appliance. The proposed paradigm
starts from the typical DIKW (Data, Information, Knowledge, Wisdom) pyramid
adapted to the context of Industrial Internet of Things (I-IOT) used as enabling
technology for Business Process Management. The talk will also introduce
various use case showing how this knowledge centered approach enabled var-
ious business processes restyles aimed at improving the company efficiency.
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Integrating IoT with BPM to Provide Value
to Cattle Farmers in Australia

Owen Keates™

Information Systems School, Queensland University of Technology, Brisbane,
Australia
owen. keates@hdr. qut. edu. au

Abstract. This research study covers the journey to date introducing BPM into
the increasing IoT implementations across cattle farming operations in Australia,
to generate value through improved decision support. The research is supported
by Meat and Livestock Australia (MLA) who represent over 50 000 cattle, sheep
and goat producers, Hitachi Consulting as well as individual farming businesses
from large corporates to family owned farms. The challenges of deploying IoT
devices, especially across extensive farms in remote areas, the importance of
looking beyond numerous dashboards on various websites and mobile appli-
cations to an integrated control centre, with BPM at its core, driving decision
support are documented. Capabilities of Business Process Management Systems
have been leveraged to drive workflow and process orchestration to extract the
right data and run decision models. Learnings from this research study can be
applied to any industry or value chain wishing to extract greater value from the
opportunities provided by IoT.

Keywords: Internet of things - Business Process Management * Business
Process Management Systems + Decision support - Cattle farming

1 Introduction

The scale of cattle farming in Australia is large, the overall herd size in currently 26.2
million with 47 776 businesses having cattle. The size of cattle herds range from the
average of 1500 per farm in Northern Australia to 400 per farm in Southern Australia.
In Northern Australia there are a small number of very extensive farms, while in
Southern Australia there are many relatively small farms. While the average farm size
is 4000 hectares, the larger properties exceed one million hectares and can carry up to
85 000 head of cattle. For both the large farming operations, as well as the small, IoT is
playing a major role and the opportunity to enhance the value created through inte-
gration with Business Process Management Systems (BPMS) is significant. The
opportunity extends beyond cattle to the entire meat and livestock industry which
comprises the beef, sheep meat and goat meat sectors and has a turnover of $62.3
billion including $14 billion in export revenue, supplying over 100 global markets
while contributing 405 000 Australian jobs through direct and indirect employment [1].

© Springer Nature Switzerland AG 2019
C. Di Francescomarino et al. (Eds.): BPM 2019 Workshops, LNBIP 362, pp. 119-129, 2019.
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Meat and Livestock Australia Ltd (MLA)1 is a producer-owned, not for profit
organisation that delivers research, development and market services to the Australia’s
meat and livestock industry. MLA was founded in 1998 and has over 50 000 cattle,
sheep and goat producer members. With funding from transaction levies paid on
livestock sales as well as the Australian Government and voluntary contributions from
industry, MLA’s mission is to deliver value to their stakeholders through initiatives that
improve productivity, sustainability and global competitiveness. MLA has a digital
value chain strategy which aims to enable the capture, integration and interpretation of
data generated within the livestock industry through a range of new technologies [2].
Aligned with this industry wide strategy, several projects were run with the overarching
objective to deliver productivity gains through the value chain by the adoption of best
practice and appropriate technology.

This study documents the challenges faced by the industry to adopting IoT, with
connectivity and cost, major factors. At the core of these projects was the business
process management cycle as described by Dumas et al. [3]. Since the BPM cycle was
central to each of the meat and livestock projects, with consecutive projects progressing
further in the BPM cycle, the stages of the cycle are used as the steps in Sect. 3, which
describes the outcomes of this ground breaking IoT project. Section 4 describes the
iterations of the BPM cycle as additional projects and implementations spun off from
the first and Sect. 5 presents lessons learnt and recommendations.

2 Challenges Faced by Cattle Farmers

Cattle farmers are part of a meat a livestock value chain as shown in Fig. 1, below.

I

- M - e e S

Breeding Farm Backgrounding Farm Feedlot Processing Plant Retailer Consumer

Fig. 1. An integrated meat and livestock value chain

Breeding herds, carefully selected according to genetic traits, are kept on breeding
farms with management of cow and bull herds. Young heifers and steers are weaned
from their mothers and moved to dedicated backgrounding farms where they are
managed to optimise growth and weight gain. Once their target weight has been
achieved the cattle are either sent straight to the processing plant, to produce grass fed
beef products or via a feedlot where they are given increasing quantities of grain and
supplements to increase weight gain and improve meat quality, to produce grain fed
beef products.

! https://www.mla.com.au/.
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Farmers are paid for their cattle based on the quality of meat which is assessed at
the processing plant. The processing plants have a quality — price matrix based on
several quality attributes such as marbling, colour and fat content, as well as weight and
age of the cattle. Significant discounting of the price paid to farmers occurs if the cattle
are sent to processing outside of tight weight specification, which is a difficult
parameter to control in large herds of cattle. Individual animals do not gain weight at
the same rate and it is not possible to weigh individual animals regularly, especially on
the extensive cattle ranches. Similarly, for the eating quality parameters such as mar-
bling and fat content, discounting of price occurs when tight specifications are not
achieved, the control factors influencing these specifications are difficult to manage.
With this pricing model having a direct impact on profitability of cattle farming
businesses, who also must manage the effects of weather patterns that can cause years
of drought followed by excessive rains, especially in Australia, the ability to measure
and analyse a wide range of environmental factors, as well as individual animal data
across the lifecycle of an animal is critical to running a profitable business.

Farmers recognize they require more data to inform their decision making, they are
also fully aware of the input costs to raise cattle and the profit per animal which is
relatively low. When investing in IoT and solutions to process data, farmers compare
the investment and potential return to other investments they can make on their farms,
for example, improving infrastructure such as fencing and water supply or increasing
the size of their herd. A further significant challenge farmers face is poor connectivity
to the internet. At a minimum farmers will have internet connection at the farm house,
which doubles as the control centre for the farm. In the remote areas this is achieved via
satellite connection, while less remote areas will have 3G or 4G mobile connectivity.
Few farms have established connectivity across the farms themselves and are required
to establish their own local area networks for on farm connectivity.

Notwithstanding the above challenges, MLA and their stakeholders recognized that
effective deployment of IoT in the cattle industry is critical. The approach to identifying
the right pathway was key, farmers are very busy and require clear well-planned
approaches and actions. To provide such an approach, a decision was made to use the
business process management cycle as the core methodology. The BPM cycle devel-
oped by Dumas et al. [3] was used and led to the successful implementation of several
IoT projects on cattle farms all integrated into a BPMS to provide the required decision
support to farmers. The approach and outcomes are described in Sect. 3.

3 Using the BPM Cycle to Integrate IoT with a BPMS

3.1 Developing a Process Reference Model and Process Identification

To identify the appropriate processes which have a high impact on the productivity and
profitability of cattle farmers, a process model was developed of the meat and livestock
value chain. To capture performance data, processes and practices this a priori model
was developed using the Association of Supply Chain Management’s SCOR? best

2 www.apics.org/apics-for-business/frameworks/scor.
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practice reference model as a core framework and documenting the industry specific
meat and livestock processes at Levels 4 and 5 under the SCOR hierarchy. To associate
practices with processes at Level 4, a literature research was conducted to extract latest
cattle management best practices including a review of papers published by MLA.
These practices were noted on the respective processes with cross reference to their
source. The expanded SCOR model is illustrated in Fig. 2 below. This model was then
used to demonstrate the potential opportunities and business value from deploying
appropriate IoT and solutions on cattle farms. Using this modelling MLA, in consul-
tation with its stakeholders, selected the Croydon Cattle Station, part of the Australian
Country Choice® meat and livestock business, which is the most integrated value chain
in the country, as the first pilot farm. As discussed in Sect. 4, this adapted best practice
reference model as well as process identification step was repeated several times in the
program as new project opportunities were created.

Level 1: Meat and Livestock Value Chain ~SCOR™ Cross Industry

Level 2: Meat and Livestock Process Categories — SCOR™ Cross Industry

Level 3: Meat and Livestock Process Configuration = SCOR™ Cross Industry

Level 4: Meat and Livestock Process Configuration — Industry Specific

i " - Pasture Animal

Level 5: Meat and Livestock Process Tasks — Industry Specific
Levels: | Map Grazing “\| Map Pasture “\| Assess Ground Assess Soil Assess Rainfall
R Zones Zones Cover Texture Patterns

Best Best Best Best
Practices Practices Practices Practices

Fig. 2. Expanded process reference model

Best
Practices

7

3.2 Process Discovery

The process discovery stage started with a visit to the Croydon Cattle Station, a
medium sized backgrounding farm of 58 419 hectares and a carrying capacity of
16 000 cattle. Farm management took the team on a tour of the farm, explaining
processes and important decisions made. These decisions include when to move cattle
from one paddock to the next, or onto feedlots and processing, as well as when to buy
more cattle. The challenges of estimating weight gain of a herd were explained as well
as the financial impact of underestimating the average weight and keeping cattle on
pasture longer than required. Emphasis was also placed on the importance of pasture
management, ensuring that pastures were not overgrazed and rested (or spelled) to
allow grass to regrow and seed effectively. Connected with pasture management is

3 https://www.accbeef.net.au/.
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close monitoring of the weather. Good rainfall predictions can influence the decision on
when to move cattle. The increased growth of grass following rain can boost cattle
weight at a critical time and ultimately improve profitability.

The expanded SCOR model was discussed with farm management who further
recommend it’s use as a practice knowledge repository to be cross referenced by a
decision support solution.

3.3 Process Redesign

The process redesign phase commenced by documenting requirements of farm man-
agement at Croydon farm and with reference to the expanded SCOR model. The key
requirements were as follows:

e Provide IoT solutions to monitor and manage pastures
Provide IoT solutions to monitor and manage water sources
Design a solution capable of capturing RFID (radio frequency identification) data
from individual cattle.

To achieve the above the following IoT systems were selected (a) a weather station
and soil moisture measurement system (b) water level monitoring of tanks and water
troughs. In addition, a solution provider that was able to provide multispectral satellite
imagery of farm pastures for determination of available biomass and overall pasture
health was found and methods discussed for importing this data into a business process
management system. As preparations were underway on the farm to establish infras-
tructure for the capture of individual animal data at various stock yards, a data model of
information that would be available was developed so that the BPMS could be cor-
rectly configured to receive this data.

Once key IoT systems were identified, the connectivity challenges had to be
addressed. Croydon farm has limited 3G connectivity at the farm house and while it
was feasible to establish a local area network to connect the IoT devices to the internet,
farm management requested that a satellite solution be deployed as they wished this
pilot project to reflect the connectivity situation on their other properties, some of
which are much larger (for example Barkly Downs at 942 499 hectares and 85 000
cattle carrying capacity) where local area networks would be more challenging.
A satellite solution was developed to connect the IoT devices.

The process redesign, capturing the collection and analysis of data from the IoT
devices was documented within a BPM solution using BPMN 2.0 modeling standard
with the design principle that parts of the process could later be executed via a BPMS.
Capturing the process redesign at this level of detail ensured that MLA and its
stakeholders could also deploy similar solutions more broadly within the meat and
livestock industry.

3.4 Process Implementation

Process implementation occurred at two levels (a) on farm implementation of IoT
devices and connectivity systems (b) configuration of an IoT platform and supporting
BPMS to ingest and analyse the data collected. On farm, the weather station was
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installed measuring barometric pressure, evapotranspiration, humidity, rainfall, rainfall
rate, soil moisture, temperature, wind speed and wind direction. Water sensors were
installed on a dam and water troughs with solar powered transmitters sending data back
to a solar powered satellite hub which transmitted to a cloud based IoT platform.

Configuration of the IoT Platform commenced, key components included a con-
nectivity platform, data ingestion and data processing layer as well as a presentation
layer and a dashboard. The IoT Platform also used BPMS components to orchestrate
the various processes.

3.5 Process Monitoring and Controlling

The solution was launched at the Croydon Cattle Station. Weather and water infor-
mation streamed from the sensors via satellite to the IoT platform which then displayed
the information in the dashboard format. The cloud based IoT platform was accessed
from Croydon Cattle Station via their internet connection and displayed on a large
touch screen which has become the Croydon Cattle Station Control Centre. This
information is also complemented by multi spectral satellite imagery of the pastures
which was analyzed to produce available biomass data. The Croydon Cattle Station
Control Centre displays current data as well as historical data enabling the farm team to
analyse trends which informs their decision making. The rainfall pattern can be ana-
lyzed in conjunction with the biomass data to aid in the decision making of when to
move animals to different paddocks or feedlots. The farm team is also able to access the
best practice reference model and continue to expand the best practice reference model
with their own, detailed farm specific, processes creating a practice knowledge
repository which is used to train new farm team members as well as provide a core for
the next phase of development, the decision support centre. The Control Centre
information can be accessed anywhere which is useful for senior management who
often manage many farms.

3.6 Results from the First BPM Cycle

The implementation of the Croydon Cattle Station Control Centre demonstrated the
potential of deploying IoT devices using a focused business process management
approach. The BPM approach not only provided guidance in the selection of an
appropriate farm, and problem type, to commence the digital transformation journey, it
also provided a consistent focus that this farm was part of an overall value chain and
overall productivity and profitability improvement could only be achieved when
information was shared along the value chain.

Locally on the farm the Control Centre provides a central place for farm managers
to meet team members, analyse weather and water data and plan the days activities. The
automatic water sensing covered two paddocks and demonstrated the business case to
expand the monitoring system to all paddocks which will provide significant produc-
tivity improvement.

This first project gained global recognition when MLA and Australian Country
Choice won the 2017 Hitachi Global Digital Transformation award, it also triggered
several further iterations of the BPM cycle as described in Sect. 4.
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4 Iterating the BPM Cycle

4.1 Established IoT and BPM Artefacts

The initial project established a best practice reference model, reusable to build busi-
ness cases for further IoT implementations as well as be extended as a practice
knowledge repository for an individual farm. The second artefact was the IoT platform,
capable of further expansion as well as multi tenancy to support IoT implementations
across the value chain. While the platform uses some BPMS functionality there was an
appreciation that this platform could support the deployment of more advanced BPMS
capability, ultimately leading to advanced decision support for farmers as well as
managers across the end to end meat and livestock value chain.

4.2 Connecting an Entire Farm

Using the artefacts generated in the Croydon project a follow up IoT project was
established at the Calliope Cattle Station, a 28300 hectare breeding and backgrounding
farm owned by Will Wilson®. In this project a local area network was established to
connect water level monitors on all water tanks as well as a weather station. Infor-
mation was relayed to a central point from which connectivity to the IoT platform was
established through mobile 3G. A control centre was established at the farm house
office with farm management and team members regularly using the control centre for
decision making on when to move animals. With all water points automatically
monitored, with alerts, there are also productivity benefits as team members no longer
travel to each water point for regular I inspection of water levels.

The connected farm was taken to a new level on the Carwoola Pastoral Company, a
6000 hectare cattle (1000) and sheep (8000) farm where many IoT sensors were
installed, with MLA support, to demonstrate the broader capability of digital solutions
applied to a farm’. Digital solutions installed include water monitors for troughs, tanks
and dams; weather stations and rain gauges; diesel tank monitors; soil probes; sheep
and cattle tags; gate and cattle ramp monitors; digital biomass mapping; electric fence
monitors; smoke alarms and shed condition monitor devices; vehicle and asset track-
ing; farm management software; drone technology; silo level monitors and animal
handling systems.

While Carwoola Pastoral Company represents an example of what can be achieved
with IoT, it also highlighted the challenges of integrating numerous IoT sensors with
different connectivity protocols. Some of the IoT sensor providers had not considered
information from their sensors would be shared and had not developed application
programming interfaces to allow their sensor data to be displayed and analyzed on a
common loT platform. It also reinforced the benefits of using the best practice reference
model to evaluate the business case as well as the importance of supporting each IoT

4 . . .
www.mla.com.au/news-and-events/industry-news/making-connections/.

5 www.queenslandcountrylife.com.au/story/5815523/digital-technology-put-to-test/.
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implementation with a process redesign, ensuring all process dimensions including
change management and technical support are well prepared for process implementation.

4.3 Connecting the Entire Value Chain

Following the successful deployment of IoT technologies on farm, MLA and their
stakeholders wish to extend these technologies to connect an entire meat and livestock
value chain with the overall objective being to improve productivity, sustainability and
global competitiveness. There are many factors that contribute to getting the optimum
return on quality and price as illustrated in Fig. 3 below.

Genetics + z —
Environment i
Environment + o + Environment — Quality
+Feed+ +Feed+
¥ Feeds 1 here
Management

%m o - B S

Breeding Farm Backgrounding Farm Feedlot Processing Plant 1' Retailer Consumer

Position on
Contributing Contributing + Contributing g

+ quality/price
Factors Factors Factors matrix

Fig. 3. Factors contributing to Productivity and Profitability

Research is currently underway to develop the appropriate process analytic
methodology to integrate IoT with BPMS to achieve process monitoring and control of
a meat and livestock value chain. There are several decisions that are required to be
made based on Fig. 3 and initial data modeling has shown that there will be gaps in the
required data. Collection of individual animal data, for example, is not comprehensive
and the lifecycle of an animal can range for two years to ten years, depending on
whether it has been retained for breeding purposes. Having established that IoT data
can be successfully integrated with a BPMS via an IoT Platform in the connected farm
projects the challenge faced is how to manage data gaps across the value chain.

The research team hypothesized that extrapolation and simulation of missing data
would be possible and conducted literature research into the emerging methodology of
digital twining. According to Tao et al. [4] a digital twin is a real mapping of all
components in the product life cycle using physical data, virtual data and interaction
data between them, a design solution that can provide designers with information,
recommendations and assessment throughout a design process. While this digital twin
product framework focuses on the design of a physical product, broader application of
the digital twin concept has been used in the design, operation and maintenance of
complex systems such as aircraft components and power plants. Here the digital twin
has been designed with computer aided design systems, three-dimensional modelling
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and virtual reality solutions. The research team proposes to follow the same principles
using process modelling techniques and process simulation to create a digital twin of a
meat and livestock value chain.

To create a digital twin of a meat and livestock value chain as shown in Fig. 1, it
will also necessary to generate a digital cow as well, or more specifically a digital cow,
digital bull, digital heifer and digital steer, as shown in Fig. 4.

These digital animals will have all the required data attributes, associated with them
and will be used to simulate data when real data is not available. Initially these digital
twins will be digital avatars, a representation of a connected cow that has all relevant
data stored and associated with it since birth. The exact modelling of these avatars is
yet to be determined; however, they will have the ability to simulate data for the
purposes of developing and testing the methodology when data is not available. The
digital twin of the value chain and the digital twin of the above animals will utilize the
reference model to ensure they represent industry best practice.

Soil Type History since Birth Genetics

Rainfall ;
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Fig. 4. Digital Cow generated to support the Digital Twin Value Chain

4.4 Bringing It All Together in an Operational System

As the amount of data sensed by IoT devices and harnessed by IoT platforms rapidly
increases due to improved connectivity and lower costs of sensors, it becomes
important to remain focused on the reason why data is being collected in the first place.
In the case of the meat and livestock value chain, data is collected to improve pro-
ductivity and ultimately profitability of the end to end business. Developing additional
dashboards to display more data is not the solution, processing data to provide decision
support is. To achieve this goal the researchers have proposed the technical architecture
of an enhanced BPMS which includes the following, see Fig. 5:

e An IoT platform which has connectivity, a data ingestion and processing layer as
well as a presentation layer including a dashboard.

e Process repository and process modeling solution that documents and retains a best
practice reference model which is continuously updated.
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Fig. 5. Technical Architecture of IoT platform integrated with BPMS

e Digital twin simulator which generates and predicts data when key data is not
available.

e Process mining execution engine which monitors event logs from the meat and
livestock value chain while conformance checking against the best practice refer-
ence model.

e Process orchestration engine which manages the above events while also feeding
relevant data through decision models to provide decision support and analytics to
managers of the meat and livestock value chain.

5 Lessons Learnt and Recommendations

With IoT sensors becoming more pervasive and the amount of available data increasing
rapidly it is vital that the focus remains on key questions and decisions managers of
meat and livestock value chains are trying to solve. A process centric view, expressed
through a value chain reference model, assists in keeping all stakeholders focused on
this goal. Following the BPM cycle ensures that process analysis, redesign and
implementation is done with the appropriate rigor and a continuous improvement cycle
is maintained, all the while building learnings into a best practice reference model.



Integrating IoT with BPM to Provide Value to Cattle Farmers in Australia 129

The researcher presented the following lessons learnt and recommendations to
MLA’s Red Meat 2018 Conference which showcased the Carwoola Smart Farm®:

1. It is not easy - bringing together data from disparate systems and different IoT
sensing solutions requires technical skill and resource.

2. 10T solution developers need to build their platforms with the ability to share data,
with permission, for the benefit of customers.

3. IoT solution developers are encouraged to build their solutions with open source
software, this ensures a greater product lifecycle for their solutions and reduces the
maintenance effort required of custom-built platforms.

4. Collaborate or be Disrupted — farmers and value chain managers wish to have a
holistic view of the relevant information. The synergy of combining data from
various sources to provide decision support is significant, [oT solution providers
with “closed” solutions will be disrupted in the future.

5. Never stop listening — the deployment of IoT and BPMS systems across the meat and
livestock value chain and agriculture value chains in general, will continue to grow
rapidly. Solution providers must never stop listening to the customer, never stop
visiting the farms and speaking to the team members who need to make tough decisions
every day, they will provide insights that will continuously improve IoT and BPMS.
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Abstract. The analysis of business processes using process mining
requires structured log data. Regarding manual activities, this data can
be generated from sensor data acquired from the Internet of Things. The
main objective of this paper is the development and evaluation of an app-
roach which recognizes and logs manually performed activities, enabling
the application of established process discovery methods. A system was
implemented which uses a body area network, image data of the process
environment and feedback from the executing workers in case of uncer-
tainties during detection. Both feedback and image data are acquired
and processed during process execution. In a case study in a laboratory
environment, the system was evaluated using an example process. The
implemented approach shows that the inclusion of image data of the envi-
ronment and user feedback in ambiguous situations during recognition
generate log data which well represent actual process behavior.

Keywords: Process discovery - Disambiguation - Human activity
recognition

1 Introduction

Process discovery aims at uncovering processes based on event data captured by
information systems. Established approaches for process discovery require struc-
tured process data recorded in event logs [15]. However, capturing of behav-
ior which is not recorded by existing information systems in an organization
remains a challenge. Namely business processes which are executed manually.
The increasing digitization of businesses and the advent of the Internet of Things
allow for extensive descriptions of business processes in the form of contextual
data, as a major objective of the Internet of Things is the capturing of real-world
behavior of objects and workflows [9]. Although several approaches focused on
using sensor data to uncover workflow models, few have integrated various data
sources, aiming at producing an accurate picture of actual process behavior
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within the context of business process management, specifically in manual busi-
Nness Processes.

The goal of this paper is the development and implementation of an app-
roach for capturing manual processes based on data obtained from the
Internet of Things during process execution to enable the application of
process discovery methods. We aim at the simultaneous incorporation of
multiple perspectives of the executed process in real-time to enable a reliable
recognition of performed activities within ambiguous process contexts. This
leads to the research question: how accurately can manually executed processes
be captured using a multi-modal recognition approach?

Thus, this contribution focuses on the challenges “placing semsors in a
process-aware way”’ and monitoring of manual activities, as well as “detecting
new processes from data” and “bridging the gap between event-based and process-
based systems”, as postulated by [6]. Motion data of the workers executing the
processes is used to recognize the respective process steps. To improve the recog-
nition of human activities filter mechanisms are used.

The paper follows a design science paradigm. The objective of a design-
oriented approach in information systems research is the development of an arti-
fact which addresses a relevant, unresolved problem. The relevance of the artifact
developed is derived from the increasing complexity of the business processes of
companies and their increasing dynamics, which necessitates an analysis of said
business processes and business process models, e.g. using process discovery to
observe actual behavior. This might differ from intended behavior and might
bear tacit knowledge [11] which could help improve underlying processes. Addi-
tionally, the application of established methods both in the development and in
the evaluation of the artifact is necessary to ensure the rigor of the research [5].

The remainder of this paper is structured as follows: the application use case
is outlined in the next section. The conceptual design is presented in Sect. 3.
Section 4 describes the system design of the artifact. The evaluation of the arti-
fact is presented in Sect. 5. Related work is presented in Sect. 6. Section 7 provides
a summary of the paper and gives an outlook on future work.

2 Application Use Case

Sensor data sequences, e.g. acquired from wearable sensors capturing the motion
of workers, may look very similar. For example, considering a warehouse worker,
sensor time series for setting a delivered box on the floor and lifting said box
look very similar. Also, the sensor data for tying one’s shoes can show a very
similar time series. Sensor events which are captured may be directly, indirectly,
or not at all be related to actions performed by humans. Hence, there is a need
for filtering mechanisms which can exclude activities which are not allowed in
certain situations or locations. We created a lab (see Fig. 1) for the execution of
use case processes. As stated above, the focus is on resolving ambiguities during
recognition. For this purpose, an exemplary process was designed, which delib-
erately contains ambiguous activities. It consists of gathering assembly parts,
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Fig. 1. Floor plan of the laboratory setting. It consists of a storage location, an assem-
bly table and a quality check table.

performing a manual assembly task, a quality check of the assembled product
and the packaging and storing of said product. The process model covers all
basic control flow patterns [16]: Sequence, Parallel Split, Synchronization, Exclu-
sive Choice and Simple Merge. The process model is depicted in Fig. 2.

|Assemble product
1 (ABCD)

|Assemble produc
2 (ABC)

Put assembly part| Gotothe lace all assembl
Go to the shelf boxes into the assembly table part boxes on the
carrier tray y assembly table

S
Putthe product Put the product
into the carrier into the storage
tray box
Take the carrier Inspect the Take the carrier
tray to the quality assembled tray to its initial
check table product position
S
Put assembly parf Put the product
boxes into the into the carrier
carrier tray tray
———

Fig. 2. Process model for the case study.

By simultaneously considering multiple data sources capturing motion and
the process execution context we try to resolve the ambiguities present when
detecting manually executed business processes. As a final option for disam-
biguation we request user feedback.

3 Conceptual Design

3.1 Discovery of Manual Business Processes

In order to enable the discovery of manual business processes from IoT data, the
following concept is proposed, which can be considered as iterative:
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Activity definition: For the scope of this paper the assumption is an exist-
ing set of activity types which can occur. This reduces the complexity when
recognizing activities during process execution. This step is only executed once
before the first iteration.

Configuration: During the first iteration no actual model is available. Thus,
the configuration solely consists of the assignment of organizational resources and
location context data to activities. In later iterations, once a process model was
discovered, there may be the need for further configuration.

IoT data acquisition: Acquiring suitable data for the actual recognition
tasks is the most important step as the result of this step determines the quality
of the outcome of all subsequent steps. A multi-modal approach is proposed
here, which encompasses wearable sensors, cameras as well as user feedback
during process execution.

Recognition: During this step an ensemble of recognition procedures is
executed to detect the currently running process activity, process instance and
process type. The focus here is the activity recognition as the data is highly
dependent on the executing actor. This is why several perspectives are combined
in this paper, which will be explained in more detail in the next section.

Process logging: The results of the recognition are logged using standard
logging formats.

Process mining: In this phase process mining algorithms are applied to
the log to generate a process model. During the initial iteration this would be
discovery algorithms. In later iterations, the application of conformance and
enhancement techniques could be considered as well.

Model visualization: The mined model from the previous step is visualized.
The goal is to enable editing and configuring of discovered models, which leads
back to the configuration step.

In this paper, the focus is on the IoT data acquisition and the Recognition
phases. The following sections outline these phases in more detail.

3.2 Recognizing Manual Activities Using a Multi-modal Approach

Activity Recognition Based on Motion Sensor Data. Motion sensor data
is used as an input for machine learning models, which are trained to classify
the currently executed activity instance. These models are built using training
data, which have to be collected and labeled for existing activity types. For this
approach to work, the activity types need to be known a-priori. We used classifi-
cation methods capable of multi-class-classification for the motion-based activity
recognition. The best results were produced by a Random Forest classifier. The
input was encoded as numerical feature vectors. These were computed using
segments of the time series data produced by the sensors. Each of the sensors
produces three-dimensional acceleration data and three-dimensional orientation
data. A number of features have proven to result in high accuracy in previ-
ous studies. Most features are computed for the time series of individual axes.
Besides those, frequency domain features computed on the Fourier transform of
the individual sensor segments were used. This approach is frequently applied
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in human activity recognition (HAR) and is e.g. described in [4,8]. We used a
segment size of 32 and 40 features per sensor and an overlap of 50%.

Disambiguation. Motion sensor-based recognition of activities can be fuzzy
no matter how good the performance of the machine learning model is. This
is because of the fact that some activities have the same time series of sensor
measurements and thus these time series are ambiguous. This problem makes it
necessary to include other data in the recognition process in order to resolve the
ambiguities. Based on image data of the process context taken during process
execution, i.e. the scenery in which an activity is executed, we try to resolve
ambiguities. The aim here is to filter out impossible activities to improve the
accuracy of the activity recognition process and hence the later process discov-
ery. For the scenery classification we retrained a publicly available Convolutional
Neural Network [14] on custom categories, which resulted from our laboratory
setting (see Fig. 1). If uncertainty remains regarding the currently executed activ-
ity, the system actively asks the worker for feedback.

Sensor-based activity recognition

Sensor data I:‘[> Sensor data |:‘[> Activity recognition
acquisition preprocessing

Disambiguation XL N

Image data Scenery Improved activity | ,._
acquisition classification recognition RN

[f " User Feedback
~N J

Process logging |:[|> Event log generation |:[|> Model mining

Fig. 3. Data processing and process discovery pipeline.

Recognition Approach. Figure 3 shows the processing approach to recognize
manual activities with the goal of creating a process log allowing the application
of existing process discovery algorithms. The processing mechanism should not
be considered as a linear process. It is rather a decentralized filter mechanism,
which continuously tries to minimize the number of activity types which are
possible throughout a process instance. Ideally the number of possible instances
is equal to one assuming perfect precision.
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4 System Design

In order to realize the proposed concept, a system architecture was developed,
which is intended to be extendable by arbitrary components. Figure 4 shows the
architecture which was implemented in the context of this paper. The architec-
ture corresponds to the procedure introduced in Sect. 3. The Recognition Server
realizes the motion sensor-based activity recognition and the coordination of
the disambiguation components. The scenery classification and the user feed-
back mechanism are functionally implemented within separate components. The
approach presented in this paper does not start from existing process models.
Nevertheless, a process engine was adapted, which is controlled by the devel-
oped recognition mechanism. The process engine thus controls the execution of
process instances while they are detected. Furthermore, the definition of activity
types is implemented using an adapted process model repository. This facilitates
the definition of activity types and allows for editing and deploying discovered
process models. A high-throughput message broker was used for the commu-
nication between the software components, so they can operate autonomously.
During recognition, the individual components try to classify the current activ-
ity based on current motion and image data, by reducing the number of possible
activities. The two classification pipelines are independent of each other. In both
pipelines data is collected and published to the message broker. In case of the
activity classification these data have to be segmented and preprocessed to serve
as an input to a trained model. After that, the gathered input data is fed into

Web-based execution
interface

Body Area Network

including communication layer

l(("
» A
--------------- Kafka
Bridge applicaton | 7T .
T e »| N

Process/Activity
Designer

Head Mounted Display
including interfaces to send
images and feedback and to
receive process execution data

\ R LA

Recognition Server
9 Online Scenery G:‘::f:::ce
Sensor data Autonomous classification
consumption y Recognition Model Repository
Sensor data Feedback Execution Engine
preprocessing i Requester
; . Log Generator
Sensor-based 4 Execution
Activity Recognition Controller

Log Exporter

store
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Fig. 4. Proposed system architecture.
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the respective classification model, which produces a result. Using activity type
information available, possible activity types are derived for each of the classifier
results individually. The results of both pipelines are combined in a final step.
Here, motion data of the resource responsible for the execution is collected using
inertial measurement units (IMU) mounted on their upper and lower arms (see
Fig.5). We combine these data with image data taken from the perspective of
the worker, wearing a head-mounted display (HMD), during execution for dis-
ambiguation. If no single activity can be found automatically, the HMD is used
as feedback channel (see Fig. 5).

Wifi Module with

power supply - E
and IMU 7 =

Fig. 5. Laboratory setting (top left), request for user feedback is shown to the worker
via holograms over a head-mounted display (bottom left) and Sensor suit consisting of
four IMUs, and two Wifi modules transmitting the data (right).

5 Evaluation

This section presents the evaluation of the developed approach. A case study
was conducted which yields a proof of concept of the implemented system as
well as the underlying concepts.

5.1 Evaluation Approach

The process introduced in Sect. 2 was executed by eight participants in a con-
trolled lab experiment. Each participant executed the process four times, each
time a different variant (path through the process model) was executed. We
chose a log-centric approach to measure the accuracy of the recognition app-
roach. It is frequently used in conformance checking scenarios. The log of the
events which actually occurred, serves as a ground truth. A model generated
from this log is used for applying Alignments. Given a trace, the goal is to find
the closest matching path through the process model for this trace. Hence, an
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alignment indicates how an event log can be replayed on a process model [1]. To
quantify the accuracy, the cost of aligning the traces to the ground truth model
is used. Here, a cost of 1 is assigned to all deviations between log and model.
Moreover, a comparison of recognition performance was made. This was done by
comparing the accuracy of activity recognition using the multi-modal approach
with those using only the motion sensor-based recognition. The complete evalu-
ation procedure was as follows: First, motion sensor data and image data were
collected and labeled. Then, classifiers were trained on the collected data. After
that, the controlled lab experiments were conducted. Based on manually tagged
activities which actually took place a ground truth model was mined. Then, the
system logs created by the multi-modal recognition approach and the logs of the
motion sensor-based approach were aligned to the ground truth.

5.2 Results

Table 1 shows the average trace length, the average cost for aligning a trace to
the ground truth process model, and the standard deviation of the alignment
cost using the multi-modal recognition approach and using only the motion
sensor-based recognition. Considering the per-class accuracy, Fig.6 shows the
results of the recognition using only motion sensor data (left) and the results of
the recognition when combining motion sensor-based recognition with scenery
classification and user feedback (right).

Table 1. Summary of results using the multi-modal recognition approach (top) and
results using only motion sensor-based recognition (bottom).

Avg. trace length | Avg. cost | Std. dev. of cost
Muti-modal recognition 9.06 4.31 2.71
Motion-based recognition | 38.53 33.66 24.84

5.3 Discussion

The results of the case study show that the multi-modal recognition approach
produces process instances which can be aligned to the ground truth model at
low cost. Especially, when the scenery classification can differentiate the cur-
rent scenery well, like at the beginning of the use case process, the recognition
results are accurate. The activities Go to shelf, Go to the assembly table and
Put assembly part boxes into the carrier tray were discovered correctly in almost
every case. The wrong classification of Assemble product 1 in some cases can
be traced back to the over-representation in the training data. Since this is the
activity which takes the most time to complete. Furthermore, the activity Put
assembled product into the carrier tray is hardly ever recognized. This can be
caused by the duration of this activity. The usefulness of the feedback mechanism
has been clearly demonstrated, since in almost every case there was uncertainty
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Fig. 6. Normalized confusion matrix for motion sensor-based recognition (left) and for
the multi-modal recognition (right). A = Go to the shelf, B = Assemble product 1,
C = Take the carrier tray to its initial position, D = Inspect the assembled product,
E = Put assembly part boxes into the carrier tray, F = Place all assembly part boxes
on the assembly table, G = Put assembled product into the carrier tray, H = Assemble
product 2, I = Take the carrier tray to the quality check table, J = Go to the assembly
table, K = Put assembly part boxes in the carrier tray, L = Put product into storage
box.

about the corresponding product during assembly. This is due to the almost
identical sensor sequences and the identical scenery.

The developed approach generates process logs which represent actual behav-
ior. The average alignment cost per trace including the cost for variant mistakes
is lower than five. This proves the overall efficacy of the approach. It becomes
even clearer when considering the question about the impact of adding scenery
classification and user feedback to resolve ambiguous situations during discov-
ery. Results indicate that the multi-modal approach leads to a far more accurate
discovery and more stable recognition. The average cost to align a trace to the
same ground truth model is significantly higher with the motion sensor-based
approach. This outcome is not surprising considering that the activity instances
where intended to be ambiguous regarding motion data, but nicely demonstrates
the efficacy of combining different data sources in ambiguous use cases. When
looking at the confusion matrices shown in Fig. 6 it becomes clear that a simul-
taneous consideration of different perspectives of a process is necessary
in such cases. Therefore, regarding the main research question, it can be said
that the approach developed generates logs by incorporating different perspec-
tives in real-time. The approach can capture real behavior and the logs can be
used for the application of process discovery approaches.

6 Related Work

In this contribution, we propose an approach for the discovery of business
processes based on data, which are acquired from the Internet of Things.
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The authors of [11] presented a literature review regarding activity recog-
nition with the target of using the recognized activity data as input to process
discovery techniques. They classify each of the analyzed contributions accord-
ing to a series of criteria, including the type of machine learning approach, which
is used, the time the recognition is performed, the granularity of the activities,
and the type and placement of the sensors used. They derive a taxonomy for the
knowledge extraction from manual industrial processes through activity recogni-
tion [11]. [12] perform activity recognition based on data from wearable sensors
with the goal of providing workers with ergonomic recommendations during the
execution of manual production processes. [7] present the implementation and
evaluation of a light-weight system that detects, monitors and logs such worker
activities and generates event logs which can be used for process mining. Station-
ary RGB-cameras are used to detect fine-granular tasks performed by humans.

Comparable approaches aim at discovering process models of daily routines
of humans. The authors of [10] deal with the identification of research needs in
the application of process mining techniques when recognizing activities or habits
of people in Smart Spaces. The existing problems are illustrated by a case study
with Presence Infrared Sensors (PIR). The authors identify the following three
challenges: closing the gap between sensor data and actions of humans, improving
process mining or the modeling techniques related to often unstructured human
habits and the identification of individual process instances. The latter especially
regarding several people operating in the same Smart Space. The authors of
[13] use an existing sensor log, acquired in a smart space, to mine processes of
human habits. PIR sensors where used as a single data source. This complicates
the application of the approach in more complex business setting, especially
in small environments. Another publication proposed a method using process
mining techniques to discover the daily behavior of users in the ambient assisted
living domain [2]. The authors of [3] focus on improving the comprehensibility
of process models. Fuzzy mining is used to reduce unreadable process models,
which result from applying process discovery. The approach was evaluated in a
field test by collecting data over four months and comparing the results with
users’ manually annotated activities.

Summarized, existing work mostly focuses on discovering patterns of human
behavior using sensor data. Contributions, considering a complex business con-
text, like a manual assembly process are rare. The approach proposed in this
paper combines BPM, IoT and HAR. It aims at resolving ambiguities during
process execution to produce an accurate picture of manual business processes.

7 Conclusion and Outlook

In this paper, we proposed an approach to enable the discovery of manual busi-
ness processes using a multi-modal recognition approach. First, we outlined our
application use case before the overall concept was presented. Subsequently, the
data processing pipeline was presented. Thereafter, the concrete system architec-
ture and the implementation of its components was outlined. The focus was on
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the real-time multi-modal recognition of predefined activity types. This included
activity type definition, motion sensor-based human activity recognition, scenery
classification and the real-time requesting of user feedback during process exe-
cution. The overall recognition approach and the individual classification tasks
were described. The implementation and evaluation of a case study resulted in
a proof of concept of the developed artifact. The results of the case study have
shown that the developed multi-modal approach is capable of capturing actual
process behavior well in real-time and that there are significant improvements in
accuracy and robustness of detection compared to an approach not considering
multiple perspectives.

Although the developed approach works well in capturing actual pro-
cess behavior, there are many possible starting points for future research.
Firstly, the underlying classification models can be improved by collecting more
training data, especially for underrepresented classes. Moreover, pre-processing
approaches to reduce the probability of recognizing multiple sceneries should
be researched. Furthermore, scenery classification can be enhanced with object
detection, which allows for more detailed differentiations within a scenery and an
improved case identification. Moreover, different sensor setups can be consid-
ered for different use cases which cover scenarios crossing process instances
and multiple workers. Therefore, even more dimensions need to be considered
simultaneously by combining recognition approaches and using data fusion tech-
niques. Process discovery, however, is only one possible application to think of
and the concept developed in this paper is the starting point for different applica-
tions. For example, the fully automated monitoring of manual process execution
can be considered. In such cases process models would already be available.
This would enable a pre-filtering of allowed states throughout process execution.
In case compliance problems are detected, the worker or other process stake-
holders can be notified or appropriate measures can be taken automatically.
Especially the inclusion of existing model knowledge of an organization can
be used to improve the recognition accuracy. E.g., existing organizational models
can be used to filter possible process steps based on the worker who executes
it, once the worker is identified. Future work will also examine the acceptance
of such a recognition approach among workers. Privacy aspects are particularly
important here. In this context, the impairment of the workers by the sensors
during the process execution has to be considered and a sensor selection has to
be made based on this.
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Business Process Intelligence (BPI) is a growing area both in industry and academia.
BPI refers to the application of data- and process-mining techniques to the field of
Business Process Management. In practice, BPI is embodied in tools for managing
process execution by offering several features such as analysis, prediction, monitoring,
control, and optimization.

The main goal of this workshop is to promote the use and development of new
techniques to support the analysis of business processes based on run-time data about
the past executions of such processes. The workshop aims at discussing the current
state of research and sharing practical experiences, exchanging ideas, and setting up
future research directions that better respond to real needs. We aim to bring together
practitioners and researchers from different communities such as business process
management, information systems, business administration, software engineering,
artificial intelligence, process mining, and data mining who share an interest in the
analysis of business processes and process-aware information systems. In a nutshell, it
serves as a forum for shaping the BPI area.

The 15th edition of this workshop attracted 21 international submissions. Each
paper was reviewed by at least three members of the Program Committee. From these
submissions, the top ten were accepted as full papers for presentation at the work-
shop. The papers presented at the workshop provide a mix of novel research ideas,
evaluations of existing process mining techniques, and case studies.

Tsoury, Soffer, and Reinhartz-Berger focus on handling exceptional behavior in the
context of conformance checking by first identifying such an exceptional situation and
then treating it correspondingly. Boltenhagen, Chatain, and Carmona also look at the
problem of conformance checking and at the creation of corresponding artifacts
(e.g., alignments, anti-alignments, multi-alignments) with the goal of encoding them as
a SAT instance. Li, van Zelst, and van der Aalst propose to compute performance
measures for groups of activities in a process in such a way that does not require a
priori knowledge and that exploits bipartite graph matching. Klijn and Fahland present
conceptual and operational methods to quantify batching behavior in event logs, which
is robust to the case of batches overlapping with non-batched instances. Richter,
Zellner, Azaiz, Winkel, and Seidl address the problem of comparing processes based
on their temporal flow and redefining their problem in terms of Earth mover’s distance.
Jooken, Creemers, and Jans look at the construction of social networks of collaboration
from logs of version control systems by defining an adaptation of the Fuzzy Miner
algorithm. Mannel and van der Aalst propose a control-flow discovery technique,
which leverages the eST-Miner, for extracting a specific class of Petri nets (i.e., uni-
wired nets) out of event logs. Pegoraro, Seran Uysal, and van der Aalst focus on the
discovery of process models (i.e., directly-follows graph) where data is recorded
together with explicit uncertainty information. Gunnarsson, vanden Broucke, and De
Weerdt report on a case study concerned with process monitoring of luggage handling,
and corresponding delays in case of connection flights, by presenting a novel stacked
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prediction model. Lopes and Ferreira present an overview of the BPI Challenges from
2011-2018. Based on this, a comparative analysis is presented reporting about process
and data mining techniques, tools, and plug-ins.

As with previous editions of the workshop, we hope that the reader will find this
selection of papers useful to keep track of the latest advances in the BPI area. We are
looking forward to bringing new advances in future editions of the BPI workshop.

October 2019
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Abstract. Alignment-based conformance checking techniques detect and
quantify deviations of process execution from expected behavior as depicted in
process models. However, often when deviations occur, additional actions are
needed to remedy and restore the process state. These would seem as further
reducing conformance according to existing measures. This paper proposes a
conformance checking approach which considers the response to unexpected
deviations during process execution, by analyzing the data updates involved and
their impact on the expected behavior. We evaluated our approach in an exper-
imental study, whose results show that our approach better captures adapted
behavior in response to deviations, as compared to standard fitness measurement.

Keywords: Conformance checking + Alignment * Data impact analysis *
Business processes

1 Introduction

Business process models depict the expected and normative course by which processes
are expected to be executed. Over the years, process mining techniques [16] were
developed for gaining insights into business process behavior from event logs, which
capture events that typically correspond to activities performed using an information
system. Conformance checking is an area within process mining [6] that analyzes the
relations and differences between the expected behavior, specified in a process model,
and the actual behavior, reflected in an event log. Most conformance checking tech-
niques (e.g., [1, 15]) focus on control flow aspects, addressing the ordering and flow of
activities in the process. Other aspects have been also considered, e.g., [7, 9, 11] and
[12] for checking conformance with respect to resource and data-related rules.
Conformance checking is done by comparison of observed behavior with the
modeled process. Nevertheless, process models rarely capture the full range of possible
behaviors. In particular, exceptions that may occur and possible compensation activi-
ties that may be needed due to errors are typically not described in the process model
[4]. Hence, comparison may yield deviation from the prescribed process model, as well
as involvement of additional data operations that may influence the process state. These
may have further consequences in other parts of the process. In other words, when
analyzing the event logs using existing conformance checking techniques, process
executions can appear to be non-conformant, whereas in fact, they exhibit the expected
behavior given the unexpected situation (e.g., of an error and its correction). In con-
trast, process executions, in which unexpected changes were not fully and appropriately

© Springer Nature Switzerland AG 2019
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handled, may appear to have better conformance, since the differences between the
process model and the event log may be smaller. We claim that the consequences of
such a change can be identified by analysing the impact of the changed data values on
the process. In this paper, we introduce the concept of impact-aware conformance
checking, which takes into consideration unexpected events and data changes during
process execution for calculating a conformance score. The approach is based on the
existence of two main sources: (1) the event log, which may include only basic process
control-related information or additional data attributes; (2) the database transaction
(redo) log that captures historical data operations performed on the database as a result
of business process activities. We have already proposed combining these two sources
in [13]. The approach suggested here relies on combining information from event and
transaction logs and employing a data-impact analysis technique [14], which propa-
gates an unexpected change in data values along the process model and returns a set of
affected process elements. We further introduce a new measure and a new technique for
impact-aware conformance checking.

The remainder of the paper is organized as follows. Section 2 presents a running
example to illustrate and motivate the need for our approach. Section 3 is devoted to
preliminaries required and premises of our approach. Section 4 presents the approach,
whose evaluation is reported in Sect. 5. Section 6 discusses related work and, finally,
in Sect. 7 we conclude and discuss limitations, raising future research directions.

2 Running Example

To motivate our approach, consider a sales process, in which customers order products
that are shipped after payment. Figure 1 depicts a Petri net model of this process.
Typically, the data used in the process is stored in a relational database, which includes
tables related to customers, orders, shipping companies, employees, and so on.

Enter
product
quantity

Order
Request Reserve . dEIK“e' Cﬁ.‘cu.‘a(e
purchasing inventory elvery shipping
details fee

Fig. 1. The sales process model

Handle Q
payment

Ship &
close
order

Let us assume the customer asked to change the quantity of an ordered product
after payment. This would require repeating the activity enter product quantity after
handle payment. Now consider two possible traces (activities are marked by
abbreviations):

(a) <IO, EPQ, Al, EDD, CSF, HP, EPQ, Al, CSF, HP, SCO>
(b) <IO, EPQ, Al, EDD, CSF, HP, EPQ, Al, SCO>

Clearly, both traces exhibit non-conformant behaviors, addressing unexpected
changes after payment. They differ in that trace (a) includes an additional calculation of
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the shipping fee and additional handling of payment, while trace (b) continues the
process normally after performing the change. These differences imply that existing
conformance checking methods will find that trace (b) is more conformant than trace
(a), since the deviation in (b) is only in the execution of two activities (enter product
quantity and allocate inventory), as opposed to four activities in trace (a) (enter product
quantity, allocate inventory, calculate shipping fee, handle payment). However, after
the unexpected change occurred, trace (a) is more appropriate in business terms than
trace (b), since it handles potential consequences of the change in product quantity.
Such a change may necessitate additional changes in the shipment arrangements, which
may, in turn, lead to changes in the shipping fee. Thus, to properly handle such a
change, calculating the shipping fee should be revisited, and, as a result, an additional
payment may need to be handled before the process can complete.

To tackle the problems illustrated above, we introduce the notion of impact-aware
conformance, for analyzing the differences between the expected behavior and the
actual one, in scenarios where unexpected changes may occur. We first elaborate
preliminaries and premises and then present the approach.

3 Preliminaries and Premises

As noted, event logs, which are commonly produced by process-aware information
systems, are essential for process mining techniques [16]. The content of event logs
varies from “thin” logs, which contain only an event label (representing an activity) and
a case identifier, to “fat” logs, which may contain data items relevant to the events [10].
Below, we provide some definitions of the basic concepts.

Definition 1 - Event (e), trace (6): An event e is a tuple of the form e = (caselD,
activity, timestamp, d;, ... d,), where caseID uniquely identifies a single process
execution; activity is the event label; timestamp holds the time in which the event
occurs; dy,...d, are additional (optional) data items. A trace G is a sequence of events
referring to the same process execution, G = <ejy,...,&yn > .

Besides event logs, conformance checking requires process models against which
the event logs are checked. A process model describes the sequences of activities to be
performed for reaching a certain business goal [4]. Different representations of process
models have been suggested [3, 12]. In this paper we use a Petri net representation.

Definition 2 - Process model (M): A process model (M) is a triplet M = (P, T, F),
where P is a set of places; T is a set of transitions; FC (P x T) U (T x P) is the flow
relation connecting places and transitions.

The state-of-the-art conformance checking approaches construct an alignment
between a process model M and a trace G [2]. An alignment is represented as a two-row
matrix, where the first row consists of trace events and the second row includes process
model activities.

Definition 3 - Alignment (y): An alignment vy of a process model M = (P, T,F) and a
trace o is a sequence of pairs of the form (e;, a;) where e; € {e|eiscontained
inc}U{>>}, a€TU{>>1}, and if (ej# >> and a # >>) then e;.
activity = a;.
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Three cases of alignment moves can be defined [6] as follows: (1) Synchronous
move: involving a matching event and model activity e; # >> and a; # >>. (2) Model
move: a model activity is not matched by an event e; = >> and a; # >>, and (3) Log
move: an event is not matched by a model activity e; # >> and a; = >>. The last two
are generally termed asynchronous moves.

Different alignments may be possible for the same pair of trace and process model.
Alignment-based conformance checking commonly constructs “optimal” alignments,
with respect to a given cost function that assigns costs to asynchronous moves. The
optimal alignment minimizes the total cost of moves. Based on the optimal alignment,
conformance can be quantified using the notion of fitness [15].

Definition 4 - Fitness: Given an optimal alignment v, whose cost is K(Y), the fitness is

calculated as: Fitness(y) = 1 — Ifé:) where K(ygr) is the maximal cost of a reference

alignment yr, which is computed by concatenating moves in log for all events of &
with the alignment of the empty trace.

The basic alignment techniques and fitness measurement relate to a control-flow
perspective, correlating a trace with a process model. Recent approaches suggest a
multi-perspective data-aware alignment, considering also data and resources in the
event log, compared to a model which includes these elements (e.g., [9]). Respective
cost functions penalize deviations in data operations as well as in activity executions.
Accordingly, optimal alignments are obtained and used in a fitness measure. Data-
aware conformance checking is hence more powerful in detecting non-conformant
behavior and explaining it. However, its applicability is restricted by the inclusion of
data items in the log. Typically, when an event log is created, only a subset of data
items used and manipulated by the process is included. In realistic settings, the total
number of data items is too large to be included in an event log that should serve for
mining and analysis. The selection may reflect expectations of relevance for analysis
purposes, but the result is necessarily partial.

To overcome this incompleteness, we suggest using a control-flow perspective as a
baseline for alignment, complemented by a transaction log for additional explanation
and fine-tuning of detected deviations. Transaction logs are typically produced by
database management systems and can be provided in diverse formats, depending on
the platform. Yet, their structure can be generalized as follows.

Definition 5 - Transaction log: A Transaction log is a set of tuples of the form
(transactionlD, beginTime, endTime, operation, caseObject, caselD, attribute, new-
Value), where transactionID uniquely identifies the transaction; beginTime and end-
Time are the timestamps of the transaction’s beginning and end, respectively; operation
€ {insert, update, delete} specifies the change type; caseObject and caselD identify the
changed data item; attribute and newValue specify the change essence.

The relation between a transaction log and a corresponding event log can be
established through two common attributes: (1) the case identifier — which explicitly
appears in both event and transaction logs; and (2) the timestamp — the event timestamp
should be within the transaction’s time frame, assuming that writing to the database is
not delayed. Proposals have been made (e.g., [10, 13]) to use a combination of an event
log and a transaction log, based on mapping operations between these two sources.
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In this paper, the use of a transaction log is to retrieve the data items that have been
changed by a specific activity (event). Our study assumes that database operations and
activities execution are both recorded. Also, it assumes that data operations are always
executed in the context of process activities.

A last element needed for our approach is a mechanism for analyzing data impacts
on the process. Data impact analysis addresses dependencies among process elements,
stemming from the required data flow. Considering a data item whose value may be
changed by a deviating activity, the activities included in the partial trace before the
deviation, which were affected by the data item, are its impact in the partial trace. The
approach suggested in [14], for example, analyzes the effects of a single data item (an
attribute or an object) on other process elements, including activities.

Definition 6 - Data Impact (DI): Given a data item! d and a trace o, the set of
activities represented by events in ¢ and affected (either directly or indirectly) by the
value of d are termed the data impact of d in ¢, and marked DI(d, o).

Returning to our running example, consider the ordered quantity, which is deter-
mined in the activity enter product quantity, and assume its value has been updated
unexpectedly after a partial trace 6 = <IO, EPQ, AI, EDD>. Changing the quantity at
this phase may require changes in the inventory allocation and possibly also in the
delivery details (a different truck may be needed). Accordingly:

DI(Ordered quantity, o) = {Al, EDD).

4 The Approach

The main idea of our suggested approach is that once an unexpected change occurs,
manifested as a log move, the expected behavior may no longer be the behavior
prescribed by the process model. Rather, additional actions may be required as com-
pensation, and these should be augmented as part of the expected behavior, forming a
new basis for conformance checking. We now discuss how the expected behavior is
recalculated following a deviation from the prescribed behavior.

4.1 Expected Behavior After Initial Deviation

Recall that a log move represents an activity that was executed but could not be aligned
with the process model, namely, a deviation from the expected behavior. This deviation
might occur for many reasons, such as non-compliance of the user, or due to excep-
tional and unexpected situations that necessitate an ad-hoc change. To understand the
essence of the activity classified as a log move, we seek the data operations involved.
For an in-depth analysis of the impact of deviating activities, we turn to the full set of
data operations (e.g., insert, update, delete) that took place, and are typically available
in the transaction log. Consider that a deviating activity a updated the values of a set of
data items, denoted by Aff{a). This means that each data item in Aff{a) was updated by
the event representing a (in the same period of time and by the same case identifier).

! A data item is an attribute or an object, whose impact is of interest.
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Now assume that at least some of these data items have been used earlier in the trace,
making impacts on activities and on path selection decisions. This may require revisiting
and correcting parts of the process activities. The activities that may potentially be
revisited as a response to the deviation are identified by analyzing the data impact of the
data items in Aff{a), considering the trace preceding the deviation in a.

Definition 7 - Response set (RS): Given a trace g, followed by an activity a classified
as a log move in an alignment y, the response set to the log move a is
RS(a,0) = Uyeaga) PI(d, 0).

Turning to the expected behavior of the process following a deviation (log move), it
should include activities from the response set in addition to the ones that correspond to
the process model. We cannot, however, anticipate the order in which responses will be
attended to. Rather, if the remaining trace includes activities which are not aligned with
the process model (additional log moves) but are in the response set, we interpret them
as responses and consider them as part of the expected behavior of the process. In other
words, assume a baseline expected behavior as all compliant process traces that include
the partial trace . The expected behavior following an initial deviation a will extend
the baseline and also include the set of response activities RS(a, o). Listing 1 provides
the algorithm for retrieving the response set, correlating the event log with a transaction
log which holds all the data operations performed.

Algorithm 1: Retrieve Response Set (RetrieveRS)

Input: ¢ is a partial trace, a is a log move occurring immediately after ¢

Output: RS is the set of response activities
1. AFF = null

. AFF = retrieveDataltems(a.caseld, a.timestamp)
. if AFF is empty then
return
end
RS=0

S v kW

7. for each de AFF do

8. RS « RS U DI(d, o)
9. end

10. return RS

Listing 1. Algorithm for retrieving response activities for a specific log move

4.2 Impact-Aware Alignment and Fitness

With the extension of the expected behavior, we now turn to adapt the alignment and
the fitness measure. Note that calculating a new optimal alignment is not possible since
the expected behavior is now extended by an unordered set of response activities. We
hence modify the initial given alignment to cater for the extended expected behavior.
For this task, the result set and the given alignment are compared. Log moves in the
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alignment, whose activities are included in the response set, are marked as response
moves (denoted by p). These marks allow for extending the definition of alignment to
be impact-aware.

Definition 8 - Impact-Aware Alignment: An impact-aware alignment of a process
model M = (P, T, F) and a trace G is an alignment, i.e., a sequence of pairs of the form
(e;, a;), where a; can be a response move (i.e., a; € (T U {>>, p})), and if (a; = p) then
there is a preceding log move a; =>> (j < i) such that e;.activity € RS(a;, <ej...€j—>).

While transforming the given alignment to an impact-aware one, we keep track of
the activities in RS, but also remove them from RS when encountered along the
alignment. Note that this removal takes place whether the activity is part of the original
process model (namely, corresponds to a synchronous move in the alignment) or not.
The rationale is that an activity is included in RS if its data operations may be required
as a response to some deviation. When that activity is performed afterward, addi-
tionally to or in-line with the process model, the response is considered done, and the
activity can be removed from RS. Having gone through the entire alignment, the
activities remaining in RS are missed response activities.

To illustrate, consider the following alignment y of trace (a) in the running example.

10 |EPQ AL |EDD |CSF |HP |EPQ AL |CSF |HP |SCO
10 |EPQ AL |EDD |CSF |HP |>> |>> |>> |> |SCO

For the first log move, which corresponds to EPQ, the calculated response set is
RS = {AL, CSF, HP). Hence, the impact-aware alignment corresponding to vy is:

10 |EPQ AL |EDD |CSF |HP |EPQ AL |CSF |HP |SCO
10 |EPQ AL |EDD |CSF |HP |>> |p |p P sco

In this case the RS remains empty after creating the impact-aware alignment. This
means that all expected corrective activities have been performed. This would not be
the case with trace (b) in our running example.

As a last note, deviations and unexpected situations may occur more than once
when a process is executed. We repeat the analysis for every log move which is not
interpreted as a response to a previous one in a trace, recalculating the expected
behavior of the process iteratively. Listing 2 provides the algorithm which analyzes an
alignment and transforms it to an impact-aware alignment. Note, Algorithm 2 uses
Algorithm 1 (Retrieve Response Set — see Listing 1).

We now turn to the calculation of a fitness measure based on the impact-aware
alignment. We term this measure Impact-aware fitness. For this, the following generic
cost function can be used for calculating the cost of an alignment:

K(y) = Cy * |RS| + >_ CostOfMove, Where:

0  Synchronous move
CostOfMove = < 1 Log move or Model move
C, Responsemove
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C, €[0,1] and Cy € [0,1] are factors indicating the cost associated with a
response move and with a “missed” response that remains in RS, respectively; [RS| is
the number of elements that remain in the response set after making the alignment
impact-aware. With this cost function, the Impact-aware fitness of vy is calculated using
the standard fitness definition (see Definition 4). In our running example, if we consider
the cost of a response move C, as 0 and the cost of a missed response Cy as 1, the
impact-aware fitness of trace (a), where response to a deviation was handled, is 0.94
while its standard fitness is 0.76. The impact-aware fitness of trace (b) (response to
deviation not handled) is 0.8 while its standard fitness is 0.87.

Algorithm 2: Construct impact-aware alignment

Input: yis an alignment

Output: Y’ is an impact-aware alignment
1.RS=G; y=y >

b
2. for each (e;. a;) €y, 1=1...n, do
3. Response=false =~ >
4.  if (e;.activity € RS) then
5. RS«RS - {e;.activity}
6. Response=true
7. end if
8. ifa; = >> then
9. if Response then Y’ .a;=p
10. else RS <« RSURetrieveRS(<e;...e;.;>, e;.activity)
11. end if
12. end for
13. Return y’

Listing 2. An algorithm for transforming an alignment to an impact-aware alignment

5 [Evaluation

For feasibility evaluation, we conducted an experimental study using simulated data®.
We compared our results to those of a standard conformance checking technique [2].
Below, we elaborate on the evaluation design & execution, as well as on the results.

5.1 Evaluation Design

We used the relatively simple sales business process, depicted in Fig. 1. We further
defined several scenarios, some conformant and some engaging deviations. When
deviations were engaged, we controlled for required compensations (with/without), and
for the extent to which these compensations were handled. Last, we generated scenarios
where random noise was added. The numbers of simulated cases for these types are

2 The simulated data is available at https://drive.google.com/drive/folders/1RnPxzjO1chO8NEtA3t
CCcnKdOuH6_Uhf?usp=sharing
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listed in Table 1. For each scenario type, we analyzed the expected differences between
standard and impact-aware fitness (column 5 in the table, where standard fitness is
marked as F, and impact-aware fitness — as IaF). Particularly, we expect that the
impact-aware fitness in fully handled scenarios to be higher than the standard fitness,
since more compensation activities may imply a greater discrepancy between the model
and the event log, thus a lower (standard) fitness. Impact-aware fitness, on the other
hand, will count those activities as response moves, whose cost is lower than that of log
moves. Following a similar line of thinking, the impact-aware fitness in not handled
scenarios will be lower than the standard fitness due to missing response activities. For
partially handled scenarios, the impact-aware fitness depends on the number of
compensation activities that have been performed vs. the number of missing responses.
For no required handling scenarios, we expect both types of fitness to be equal,
whereas for conformant scenarios, we expect them to be equal to 1. Finally, for random
noise scenarios, in which activities are performed in a non-conformant manner and
without reason, we cannot predict the differences between fitness values.

Following these types of scenarios, we simulated an event log of 70,805 events and
a related transaction log3 with 121,139 records. Overall, we simulated more than 7700
cases, whose distribution among the scenario types is also presented in Table 1.

Table 1. The simulated scenario types

Required Scenario Example in the sales Expected fitness #
compensation type process differences cases
With Fully * Increase ordered quantity |F < IaF 1141
handled after payment
Partially * Decrease ordered quantity | Unpredictable 826
handled after payment
Not handled | * Change shipping type F > IaF 903
after payment
Without No required » Update shipping address | F = IaF 627
handling after payment
» Update payment type
after payment
Conformant F = IaF 4173
Random * Activities are Unpredictable 40
noise added/skipped randomly

5.2 Results

For simplicity we considered the cost of a response move in the impact-aware fitness as
0 and the cost of a missed response as 1.

Figure 2 presents a comparison of the standard and impact-aware fitness values for
the different scenario types (shown as different series). Points on the diagonal line are

3 The transaction log was simulated as an audit table, tracking all changes done to the database.
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cases where the two types of fitness are equal, points above are where impact-aware
fitness is higher than the standard fitness, and points below are where the opposite
holds. As can be seen, impact-aware fitness is higher than standard fitness in situations
where the deviations were fully or partially handled. In situations where the deviations
were not handled at all, the standard fitness is higher than the impact-aware fitness.

1.000 X
L4 T Scenario Al;'g ?Vlg
0.950 i N < a
0500 ﬁ’*’ ,w # Fully handled 0.77 | 0.84
g 0.850 “__a a,’ ﬂ M Partially handled 0.8 0.83
% 0800 =TT 'Y ;ﬁ&ﬁ ****** A Not handled 0.85 | 0.81
E_ 0.750 __________—_;_ ——ﬂ——ﬁ ——————————— x No required handling 0.87 0.87
E 4
0.700 i M X Conformant 1 1
0550 il @Random Noise 0.9 0.9
0600 2L
0600 0650 0700 0750 0800 0.850 0900  0.950 1000
fitness

Fig. 2. A comparison of the standard and impact aware fitness for the different scenarios

In summary, the obtained results confirm our expectations of how the different
scenario types would be assessed in terms of impact-aware fitness. They indicate that
impact-aware fitness better captures the extent to which consequences of deviations are
handled, as compared to standard fitness.

6 Related Work

Many conformance checking techniques have been proposed over the years, and they
mostly focused on control flow aspects. More recently, additional perspectives have
been addressed, including data, resources, and time (e.g., [7, 9, 11, 12]). In particular,
optimal alignments of a log and a model have been computed using cost functions that
consider deviations on these perspectives as well as the control-flow ones. For per-
forming analyses of this kind, an event log with the relevant data attributes is required
(i.e., the role of the activity executer or specific values of data attributes).

Our main interest is on studies which take a step toward an explanation of non-
conformance. In [8] the authors propose a conformance checking approach which uses
declarative models as a basis. Such models specify constraints over process execution
and allow flexibility in the expected behavior. Note that the constraints relate to the
control flow of the process. They may possibly reflect data-related dependencies among
activities, but this is not apparent and thus not considered explicitly. Attempting to
provide explanations of non-conformance, the work in [3] focuses on an automated
inference of a cost function from an event log as a basis for obtaining an optimal
alignment. The data perspective is captured as a process state. Compared to our
approach, the main limitation is in the need to rely on the data available in the event
log. This limitation does not exist in [4], where data logs (a version of transaction log)
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and event logs connect the data and process perspectives. The authors propose an
algorithm to construct inter-level alignment by linking the data operations recorded in
the database log with activities in the control flow alignment. Furthermore, they use a
CRUD (create, read, update, delete) matrix, depicting the data operations that can be
performed by each activity in the process. As opposed to our approach, they do not
consider the impact of deviations on the expected behavior and thus responses to
deviations are not addressed. Another recent study which concerns explainability is [5].
In contrast to the common focus of conformance checking approaches (including ours),
the focus of that work is on the explainability of conformant traces. The authors suggest
metrics that can distinguish between conformant traces and indicate their differences.

To sum up, the literature in the field of conformance checking is rich and diverse.
However, the impact of deviations and their data operations on the expected behavior
has not been explicitly addressed so far, as is done in this paper. Such an analysis is
important when unexpected deviations during process execution occur.

7 Conclusion

This paper has presented a conformance checking approach which considers possible
changes in the expected behavior in response to unexpected changes and deviations
during process execution. Besides the technical solution we propose, the paper makes
two main contributions. First, it highlights the response and compensations that may
need to follow unexpected situations, which are manifested as a deviation or a log
move. Existing conformance checking techniques do not recognize this need and thus
compensation actions, which are normative in business terms, are considered as non-
conformant and result in poor conformance assessments (e.g., fitness values).

Second, it proposes a novel use of a combination of an event log and a transaction
log. Rather than relying on availability of data in the event log, our approach takes a
control flow-based alignment as a baseline, and only upon detection of a deviation, it
seeks its data reflection in the full transaction log. By this, two main advantages are
achieved: (1) overcoming the need to rely on a partial set of preselected data items that
may be available in the event log; (2) avoiding the complexity of dealing with the full
set of data throughout the alignment.

The suggested approach uses an impact analysis mechanism. Currently, such
mechanisms exist as a stand-alone system, whose availability may form a limitation for
the approach. Nevertheless, this can be further integrated into process mining envi-
ronments and serve for additional analyses. Another limitation is that the approach is
based on a given alignment; different alignment algorithms and cost functions may
yield different alignments, which may also affect our results. This limitation, however,
is inherent in the nature of alignments, which can be optimized but are not considered
absolute.

We note that the evaluation reported here used synthetic data, where both the event
log and the transaction log were simulated. Additional and extended evaluation of our
approach is still needed, using real-life event and transaction logs. In future work, we
seek to extend the approach to consider the data-flow along the activities, using a
transaction log that stores data values and their changes.
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Abstract. Conformance checking strongly relies on the computation of artefacts,
which enable reasoning on the relation between observed and modeled behav-
ior. This paper shows how important conformance artefacts like alignments, anti-
alignments or even multi-alignments, defined over the edit distance, can be com-
puted by encoding the problem as a SAT instance. From a general perspective, the
work advocates for a unified family of techniques that can compute conformance
artefacts in the same way. The prototype implementation of the techniques pre-
sented in this paper show capabilities for dealing with some of the current bench-
marks, and potential for the near future when optimizations similar to the ones in
the literature are incorporated.

1 Introduction

On its core, conformance checking relies on the computation of artefacts that link
observed and modeled behavior, which are used with different purposes: spotting devi-
ations, evaluating quality metrics of a process model, extending a process model with
evidence-based information, among others [11].

Conformance checking is expected to be the fastest growing segment within Process
Mining in the years to come.' Still, the field is facing several challenges. Among them,
we highlight two important ones: techniques for a sound replay of event data on top of
process models, and the advent of faithful metrics for evaluating process models with
respect to observed behavior.

The former challenge is strongly related to the notion of alignment artefact: given a
trace and a process model, find a run in the process model that is as close as possible
(in edit distance terms) to the observed trace. The seminal work in [1] describes an
algorithm for computing alignments based on A*. Alternatives to this algorithm have
appeared recently: in [15], the alignment problem is mapped as an automated planning
instance. Automata-based techniques were proposed in [19,22]. Finally, the work in [5]
proposes using binary decision diagrams to alleviate the computation of alignments. In
this paper, we provide an alternative to the aforementioned techniques, that is based
on encoding the computation of an alignment as a SAT instance. We also show how

! https://www.marketsandmarkets.com/Market-Reports/process-analytics-market-254139591.
html.
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Fig. 1. How Hamming distance penalizes alignment and anti-alignment: Trace (b, a, b, a, b, a) is
closer to (a,a,a,a,a,a) than {(a,b, a, b, a,b) according to Hamming distance. However there
is only a shift of letter a and b between (b, a,b,a,b,a) and (a,b, a, b, a,b). The model run
(a,b,a,b,a,b) seems to be a better anti-alignment for trace (b, a, b, a, b, a), as the edit distance
shows.

to encode also in SAT multi-alignments [13], that generalize the notion of alignments
so that not one but several traces are considered when computing the closest process
model run.

The latter challenge is mainly concerned with the proposal of sound and meaningful
metrics for precision and generalization, nowadays acknowledged as the quality dimen-
sions with less convincing estimations (e.g., [23]). Anti-alignments, presented in [12],
are an effective conformance artefact to foresee those model runs that deviate most
(again, in terms of edit distance) with respect to a trace or a complete log. In [27] it
is shown how anti-alignments can be used to provide a more consistent estimation to
both precision and generalization. In this paper we provide for the first time an encod-
ing in SAT of anti-alignments that relies on the edit distance between traces, in contrast
to the Hamming distance used in [12,27]; to the best of our knowledge this is the first
implementation of anti-alignments over the edit distance. The use of Hamming distance
for anti-alignment shows important limit highlighted by Fig. 1. In summary, this paper
presents SAT as a common means to compute important conformance checking arte-
facts. The prototype implementation, although not mature and therefore without having
any optimization, shows interesting features that can make it a good alternative for the
state of the art techniques for the same task in the near future.

The paper is organized as follows: next section provides related techniques for the
tasks considered in this paper. Then in Sect.2 we provide the background for under-
standing the paper. Section 3 shows how to encode the computation of a run at a given
edit distance of a trace. Then Sect. 4 shows how to adapt this encoding to particular con-
formance checking artefacts. Section 5 reports experiments, whilst Sect. 6 concludes the

paper.

Related Work. Levenshtein’s edit distance is commonly used in Process Mining to
define similarities between traces [8,9,24], and to align log traces to model traces
[1,7,12]. Works of the literature on alignments use the definition of edit distance more
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Fig. 2. Example of process model of the behaviors of users rating an app. s represents the start
activity, £ and c indicate if the user sent a file or wrote a comment. Transitions g and b separate
good and bad marks. Bad ratings get apologies noted by activity a. Finally, the d loop is enabled
when a user donates to the developer of the app.

or less implicitly [2,7,16]. Alternatively, distance between process models have been
characterized in several works [4, 17]. The latter uses a dependency edit distance which
is computed in a similar way as our approach.

Recent studies focus on SAT implementation of Data Mining algorithm in order to
satisfy all the constrains and get optima [14,20]. By introducing a SAT implementa-
tion of alignments in this paper, we hope to push a new family of algorithmic methods
for conformance checking in the line of [6,12]. However, these works mostly consider
Hamming distance between log traces and process models, which is usually considered
less appropriate than edit distance (c.f. Fig. 1).

The SAT encoding of the edit distance between words has already been introduced
in previous works [3,18]. The work in [3] studies the computation of edit distance for
its interest in complexity theory.

2 Preliminaries

We use labeled Petri nets as process models.

Definition 1 (Process Model (Labeled Petri Net) [21]). A Process Model defined by
a labeled Petri net system (or simply Petri net) is a tuple N = (P, T, F, mg, ms, X, A),
where P is the set of places, T is the set of transitions (with P N T = {)), F C
(P xT)U (T x P) is the flow relation, my is the initial marking, my is the final
marking, X is an alphabet of actions and A : T — X U {7} labels every transition by
an action or as silent.

A marking is the set of places that contain tokens for a given instant. A transition x
def

can fire if all the places before x, noted *x = {y € P | (y,z) € F'}, are marked. When

a transition fires, all the tokens in *z are removed and all the places in z* = {ye P|

(y,z) € F} become marked. A marking m/ is reachable from m if there is a sequence

of firings (1 ... t,) that transforms m into m’, denoted by mlt; ... t,)m’.
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Definition 2 (Full runs). A full run of a model N is a firing sequence (ti...t,) of
transitions that can transform the initial marking mo of N to the final marking m; of

N. We note Runs(N) the full runs of N.
The run (s, f, b, a) is a full run of the model of Fig. 2. Now we formalize logs:

Definition 3 (Log). A log L over an alphabet . is a finite set of words o € X*, called
log traces.

2.1 Alignments

Aligning log traces to model traces has been identified as a central problem in Process
Mining [1]. The problem is to find a run in the process model that is as close as possible
to the observed trace. This closeness is usually defined in terms of the edit distance:

Definition 4 (Edit distance). The edit distance dist(u,v) between two words u and
v € X* is the minimal number of edits needed to transform u to v. In our case, edits
can be deletions or additions of a letter in words.

Example 1. Considering words u = (s,g,¢) and v = (s,b, ¢, a) the number of edits
to transform w to v is indeed 3. The letter g has to be removed and the letters b and a
inserted. Then the two words are at distance 3.

Formally, we define alignments in a way that not only achieves the optimal edit
distance between the log trace and a model trace, but also makes explicit where they
match and mismatch.

Definition 5 (Alignment, optimal alignment). An alignment of a log trace s =

(S$1y-+-y8m) € L to a run u = (uy,...,u,) of process model N =
(P, T,F,mq,myg, X, A) is a sequence of moves ((s1,u}), ..., (sp,uy,)) with p <

m + n such that

— each move (s, ul) is either:
o (e, t;) withe; = A(t;) for a synchronous move
o (e;,>>) for a log move (> is a skip symbol which indicates the mismatch), i.e.
e; is deleted in the trace
o (>>,t;) for a model move, i.e. A(t;) is inserted in the trace;
— projection of (s}, ..., s),) to X* (which drops the occurrences of >>), yields s
!

— projection of (u}, ..., uy,) to T (which drops the occurrences of >>), yields u

An alignment between uw € Runs(N) and s is optimal if it minimizes the number of
occurrences of >. This minimal number of mismatches corresponds to the edit distance
dist(u, s) between u and s.

Alignments can be represented in a two-row matrix. Next figure shows an alignment
between the second log trace ({s, g, ¢)) and the run (s, b, ¢, a) of the model of Fig. 2.
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Trace |[s|g |>|c >
Run >|b |cla

0

Aligning traces to model often means searching the minimal number of moves,
i.e. the optimal alignment. Different cost functions are used but the most common one
applies the weights 0 for a synchronous move and 1 for a log move or a model move.
Next figure shows an alignment for the trace (s, g,c) and the run (s, g,c, 7) of the
model of Fig. 2. Since 7 moves incur into no cost, the alignment has cost 0, and hence
it is optimal.

>

Run |s|glc|T

Trace | s | g

Q

3 SAT Encoding of the Edit Distance

We first introduce our SAT encoding of the edit distance between two words, which will
serve as a building block for alignment, multi-alignment and anti-alignment.

The Boolean satisfiability (or SAT) problem, is the problem of determining, for a
given Boolean formula, if there exists a combination of assignments to the variables
that satisfies it. In the case of alignment, a SAT formula would encode the following
question: Does it exist an alignment between the trace o and the model N for a cost d?
In other words, we are looking for a formulas that encodes the edit distanced between
a trace and a run of the model. Our encoding is based on the same relations that are
used by the classical dynamic programming recursive algorithm for computing the edit
distance between two words © = (uy,...,uy,) and v = (v1,...,Um):

dist({uy,...,u;),€) =14
dist(e, (v1,...,v5)) =3

dist((ul, ey Ui+1>, <U1, e 7Uj+1>) =
dist((ul,...,ui>,<v1,...,vj>) ifuiJrl = Vj41
14+ min(dist((uq, ..., uigp1), (V1,...,v5)), .
. if u; v
dist((u1, ..., u;), (v1,.. U]+1>)) i+1 7 Vj+1
We encode this computation in a SAT formula ¢ over variables J; j 4, for i =
0,...,n,7=0,...,mand d = 0,...,n + m. The formula ¢ will have exactly one
solution, in which each variable §; j q is true iff dist((uy ... w;), (v1...v;)) > d.
In order to test equality between the u; and v;, we use varlables Aia and )\J o for
1=0,...,n,7=0,...,mand a € ¥, and we set their value such that \; , is true

iff u; = a, and /\9,(1 is true iff v; = a. Hence, the test u; 11 = v;41 becomes in
our .formulas: VaesNit1.a ANj114)- F(.)r r.eadability of the formulas, we refer to this
coding by [u; 11 = v;41]. We also write similarly [u; 11 # vj41].
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In the following, we describe the different clauses of the formula ¢ of our SAT
encoding of the edit distance.

00,00 A Agso00,0,d (1)
NaN\izo  (0ig1,0,d41 < 6i0.d) (2)
NaNj=o  (00,j+1,d+1 < d0,5.d) 3)
AN N [wisr =v5401] = (it1,+1,d & i) “)
d i=0 ;=0

AN N [wivr #vjg1] = (ir1j41,a41 € (Oig14.a A dijr1,a)) 5)
d i=0 ;=0

Example 2. At instants ¢ = 1 and j = 1 of words u = (s, g,¢) and v = (s,b,¢,a),
the letters are the same, then, by (4), the distance is only higher or equal to 0 : (u; =
v1) = (01,1,0 € 00,0,0)-

However at instants ¢ = 2 and j = 2, the letters us and v, are different. A step
before, 1,21 and d3,1 1 are true because of the length of the subwords. Then, by (5),
the distance at instants ¢ = 2 and j = 2 is higher or equal to 2: d2 2 2. The result is
understandable because the edit distance costs the deletion of g and the addition of b to
transform w to v.

4 SAT Encoding of Conformance Checking Artefacts

The distance between log traces and a process model is not only a distance between
words, since process model describe a (possibly infinite) language. In this part, we
recall the SAT encoding of full runs of Petri nets [12] and combine the implementation
with the edit distance.

SAT Implementation of Process Models. For a Petri net N = (P, T, F,mg, my,
X, A) and n the size of the full runs, the variables m; ;,, with i € {0..n} and p € P,
represent the marking at instant ¢. The variables 7; , encode a firing transition ¢ €
T labelled by a € X at instant i € {0..n}.> The following constraints encode the
semantics of the Petri net.

— Initial marking:

(/\pETno mo,p) A (/\pEP\mU ﬁTn(hp) (6)
— Final marking:

(/\pemf My p) N (/\pep\mf M p) )

— One and only one ¢; for each i:

/\?zl Van(Ti-ﬂ A /\a’EZ\t “Tia’) )

2 For the sake of simplicity of the encoding, we are abusing a bit the notation, i.e., assuming that
labels identify transitions. This can be generalized easily for the general case when severals
transitions exist for the same label.
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— The transitions are enabled when they fire:

Niei Noes(Tia = /\pE't Mi—1,p) )

— Token game (for safe Petri nets):

/\?:1 /\aEZ‘ /\per,A(t):a(Ti,a = mi,p) (10)
/\?zl /\an‘ /\pe-t\r,A(t):a(Ti,a = _‘mz}p) an

Niza Naes /\pEP,pQ’t,th‘,A(t):a(Tiva = (Mip < mi—1,)) (12)

Process models are now implemented in a CNF formula and can be combined with
log traces for alignments.

4.1 SAT Edit Distance for Alignments

Log traces are sequences of activities that can be considered as words and implemented
as presented in Sect. 3. SAT encoding of process models has been recalled in previous
section. All the above clauses are considered in the SAT implementation of alignments.
A last series of constraints is needed to be appended, to relate the fired transitions,
represented by the 1; ,, with the actions in the corresponding model trace, represented
by variables A; , from the encoding of Sect. 3:

AV Qi = 7i0) (13)

i=1lacX

Example 3. All the full runs of the process model of Fig. 2 contain a s at the first instant.
So the variable 7 5 is true. If the log trace is 0 = (s, f, g) then, Ay 5 is true which
implies 41,1 ,0 by (4).

Minimization of the Edit Distance. The conjunction of the previous clauses for the
full runs of the model and the their edit distance to a given log trace o, gives a formula
which has one solution per full run of the model. With each solution, the values of
the d,, m,q determine the edit distance between the corresponding model trace and o.
Our goal for optimal alignments is to minimize this distance, which corresponds to
the number of variables assigned to true among the dy, ,, 4. Pseudo-Boolean solvers
like MINISAT+ deal with minimization objectives under the form of a weighted sum of
variables; in our case: Zd 1 X 0 m.d-

How to Deal with Runs of Different Length. In order to consider different sizes of
traces and different sizes of runs, we added a loop on a wait activity on the final marking
of the model. The SAT encoding of the edit distance is adjusted so that skipping a wait
activity does not increment the distance between words.

Example 4. Figure 3 shows optimal alignments of every trace of the log of Fig. 2. The
deviating trace (s, a, a) is then highlighted by the distance to its alignment.
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Trace Alignment Distance
(s, f,b,a) (s, f,b,a) 0
<57g7c> <S’g7c77—> 0
(s,c,b,a) (s,c,b,a) 0
(s,g,¢,d,d) (s,g,¢,d,7,d) 0
(s,a,a) (s,b,c,a) 3

Fig. 3. Alignment of each trace and the model of Fig. 2

4.2 SAT Implementation for Multi-alignments

Multi-alignments were introduced in [13] as a generalization of alignments. Multi-
alignments were used to define a model-based trace clustering method. Instead of align-
ing a trace to a run of a process model, they align a set of log traces (typically from the
same cluster) to a common run of the model.

Definition 6 (Multi-alignment). Given a finite collection C of log traces and a model
N, an (optimal) multi-alignment of C' to N is a full run v € Runs(N) which minimizes

the sum ) . dist(o,u).

The SAT implementation of multi-alignment requires us to duplicate the variables
A, that represent actions in the log traces o € L and the variables 67 ; ; that measure
the edit distance to the model trace. Similarly to Sect. 4.1, the 0pt1ma1 mu1t1 alignment
is found by minimizing the number of variables assigned to true in the following

objective: 30> e 1 X070 o

Example 5. We computed the multi-alignment of the model and the full log of Fig. 2.
The optimal multi-alignment is the full run (s, f, b, a) which is at distance d < 3 to all
the log traces.

4.3 SAT Implementation for Anti-alignments

Anti-alignment was introduced in [12]. Contrary to multi-alignments, the aim of anti-
alignments is to get, for a given log, the run of a model which differs as much as possible
to all the traces in the log. The notion of anti-alignment is used in some quality metrics
like precision and generalization [26].

Definition 7 (Anti-alignment). Given a finite collection L of log traces and a
model N, an anti-alignment is a run v € Runs(N) which maximizes its distance
Y oer dist(o,u) to the log.

The encoding is then very similar to the multi-alignment version. Instead of min-
imizing the distance to the set of log traces, we maximize it using the opposite mini-

mization objective: >, > -, —1 x 67

o€L Jel, d

3 Only the total sum of § are minimized/maximized in our tool.
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Example 6. We computed the anti-alignment of model and the set of log traces of Fig. 2.
Limited by a maximum size of run to 8, the optimal anti-alignment found by our tool
is (s,b,d, f,d,d,d, 7). The minimal distance between each trace and this full run is 9.
We compared our result with the module Anti-Alignment of ProM,* that computes anti-
alignment over Hamming distance. For the same size of run, the algorithm returned the
sequence (s, b,d,d, d, c,a,d) that is indeed linearly far from the log traces. However as
either letters c or a are present in every trace, the run looks more similar to the log than
the one found with edit distance.

5 Experiments

The construction of SAT formulas for alignments, multi-alignments and anti-alignments
is implemented in Ocaml in our tool DARKSIDER available on github.> The software
invokes a SAT solver, by default MINISAT+. Examples of the previous section have
been fully computed by the SAT formulas to get optimal solutions. Since the approach is
heavily influenced by the size of the formulas constructed (which is large even for small
models), in this section we focus on heuristics to simplify the formulas, at the expense
of sacrifying optimality eventually. Those are preliminary results oriented towards illus-
trating how to instruct the current tool.

A first heuristic is to remove J; j 4 variables, for d large . Limiting the maximal
number of edits may not change the result when the traces are close to the model. A
second approximation is to get optimal prefix alignment by limiting the size of the run.

Table 1(a)—(c) summarizes the experiments. Notice that while for alignments we
show average numbers over one hundred traces, for multi- and anti-alignments (where
only a run is computed for the whole log) total numbers are provided. The first two
columns (Model and |L|) describe the model and the log size, respectively. Column
“Size of run” shows the maximal size allowed for the run in the model (which will be
an alignment in (a), a multi-alignment in (b), and an anti-alignment in (c)). Sometimes
the length is limited when PRE is specified, as explained above. Then the fourth column
reports the maximal number of edits allowed, sometimes with a bound as explained
above. When LIM is indicated, the distance between the model and the trace is larger
than what was tested. The last three columns show the time to construct the formula
and the total execution time for our approach, and the time needed in ProM. Notice that
since we are providing results for edit-distance based conformance artefacts, only ProM
results for alignments are shown.

The goal of this paper was to demonstrate the interest of our approach based on a
SAT encoding of Petri net executions and edit distance between traces. For alignments,
indeed, the current SAT encoding shows bad execution times compared to the optimized
algorithms implemented in ProM. But we obtain, for the first time, an implementation
of the anti-alignment and multi-alignment artefacts defined over the edit distance. We
believe that there is a lot of space for improvement, for instance by optimizing the
encoding or by using heuristics to very efficiently find approximations of the results.

* Anti-alignment Precision/Generalization of package AntiAlignments of ProM software ver-
sion 6.8, http://www.promtools.org/.
3 https://github.com/BoltMaud/darksider.
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Table 1. Experimental results for the computation of optimum and approximations of alignments
and anti-alignments with our tool DARKSIDER, obtained on a virtual machine with CPU Intel

Xeon 2.67 GHz and 50 GB RAM.

Model \L| Size of run Maximal Formula Total ProM
number of | construction | execution execution
Reference [T |P| edits time (sec) | time (sec) | time (sec)
Fig. 2 8 7 | 100 7 5 0.239 0.349 0.002
MS8of [25] 15 17 | 100 PRE: 20 LIM:10 10.139 15.530 0.001
Ml of [25] 40 39 | 100 PRE: 7 LIM:10 4.924 7.16 0.005
Loan [10] 15 16 | 100 PRE: 19 LIM: 10 14.047 20915 0.002
(a) Alignments (showing averages).
Fig. 2 8 7 10 7 10.101 15.362 /
100 7 99.602 200.569
MSof[25] 15 17 10 18 LIM:6 252.471 414.174 /
100 PRE:15 LIM:6 516.391 741.162
Mlof[25] 40 39 10 PRE: 13 LIM:10 115.706 172.500 /
100 PRE: 13 LIM: 5 681.95 1066.94
Loan[10] 15 16 10 PRE: 19 15 252.572 373.683 /
100 PRE: 9 LIM:10 359.982 508.542
(b) Multi-alignments.
Fig. 2 s 7 10 LIM: 10 13.802 21.502 /
100 LIM: 10 137.213 243.842
MSof[25] 15 17 10 18 LIM:10 103.812 148.271 /
100 PRE: 10 LIM: 10 343.529 496.733
MIof[25] 40 39 10 39 LIM:10 1337.806 2069.505 /
100 PRE:13 LIM:5 680.556 995.361
Loan[10] 15 16 10 PRE: 19 LIM: 10 140.840 203.257 /
100 PRE:19 LIM: 10 1526.048 2185.785

(c) Anti-alignments.

6 Conclusion

This paper has shown a unified approach to compute important conformance artefacts
over SAT. Thanks to its high versatility, the encoding as SAT formula allows one to com-
pute exact solutions to various problems (here alignments, anti-alignments and multi-
alignments) under various optimality criteria. In particular, we show for the first time
how anti-alignments can be computed for the edit distance by formulating the problem
as a SAT instance. Although technically sound, the encodings proposed in this paper
suffer from the explosion of the SAT formulas created. As main research direction,
we are working into finding better encodings that can alleviate significantly the size
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of such formulae, but also incorporating other optimizations and heuristics (possibly
inspired from optimization techniques used in automated planning) that can make the
approach more efficient in practice.

Acknowledgments. This work has been supported by Farman institute at ENS Paris-Saclay and
by MINECO and FEDER funds under grant TIN2017-86727-C2-1-R.
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Abstract. Performance analysis from process event logs is a central
element of business process management and improvement. Established
performance analysis techniques aggregate time-stamped event data to
identify bottlenecks or to visualize process performance indicators over
time. These aggregation-based techniques are not able to detect and
quantify the performance of time-dependent performance patterns such
as batches. In this paper, we propose a first technique for mining per-
formance features from the recently introduced performance spectrum.
We present an algorithm to detect batches from event logs even in case
of batches overlapping with non-batched cases, and we propose several
measures to quantify batching performance. Our analysis of public real-
life event logs shows that we can detect batches reliably, batching per-
formance differs significantly across processes, across activities within
a process, and our technique even allows to detect effective changes to
batching policies regarding consistency of processing.

Keywords: Process mining + Performance mining - Batch processing -
Performance spectrum

1 Introduction

Analyzing process performance based on event data is a central activity in busi-
ness process intelligence and process management. Its aim is to identify per-
formance characteristics and problems such as bottlenecks, unusual variations
in performance, or permanent drifts and changes in performance. In the fol-
lowing we focus on time-based performance analysis. Standard techniques to
performance analysis are to implement key performance indicators (KPIs) in
the running system to measure throughput times, waiting times, etc. [5, Ch.7],
or to derive performance information from event logs [5, Ch.10] which is then
aggregated, e.g., average waiting times of all cases at a task, and then visualized
in charts or by annotation of process models [1].

The recently introduced performance spectrum [4] showed that all processes
exhibit non-stationary performance leading to local performance variations,
drifts in performance, and performance patterns. Even the same process step
may exhibit two or more different discernible perfomance characteristics. For
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example, batch processing allows grouping several cases arriving at a task into
a queue and to process them together in a short period [8,13]. While batching
is an effective technique to improve process performance [12] the performance
spectrum in Fig. 2 shows that batch performance at one task may vary greatly
over time and batching and non-batching behavior may overlap. Aggregation-
based performance techniques such as KPIs are not able to discern and quantify
local performance characteristics of this kind.

In this paper, we consider the problem of mining performance characteristics
directly from the performance spectrum. Specifically focusing on batching, our
aim is to (1) detect and discern batching from non-batching behavior in any
process step, allowing (2) to specifically quantify and compare batching per-
formance and non-batching performance. We contribute an algorithm to detect
batches from event logs—even when overlapping with non-batching behavior;
our only parameter is the minimum batch size. We introduce several measures
to quantify batches such as size, waiting time in/outside a batch, arrival time
in/outside a batch, and batching frequency. We implemented the algorithm and
the measures and applied them on several public real-life event logs. We found
significant batching in 4 of the event logs; batching is in most cases overlaid with
non-batching behavior; the batching characteristics of different process steps are
significantly different and subject to large variations over time our technique
allows to detect.

Next, we first discuss related work on analyzing batch processing in Sect. 2.
We then recall the various types of batch processing and how they are described
in the performance spectrum in Sect.3. We define the batching measures in
Sect.4 and the detection algorithm in Sect.5 which we evaluate in Sect. 6. We
conclude in Sect. 7.

2 Related Work

Batch processing has been studied in several domains. In operations management
it is used to solve supply chain scheduling problems [15], order picking problems
[6] and machine scheduling problems [2], with the aim of reducing costs in hold-
ing, inventory, and machine setup as a trade-off to increased delivery and service
times.

In business process management, batch processing received increased atten-
tion over the past five years. Pufahl and Weske [13] proposed to explicitly
model batch activities, which allows to evaluate batch activity performance [12].
Thereby, batch performance is not just activity-dependent but subject to addi-
tional process perspectives such as resource involvement [14], which is confirmed
by the performance spectrum [4].

The problem of discovering batch process models from event logs has been
explored by Wen et al. [17]. The proposed algorithm requires a prior knowledge
of where batching takes place, which has to be provided in a pre-processing step.
Nakatumba explores the problem of identifying batch processing from a resource
perspective [11] by assuming resources work in batches and discovering batch-
ing moments from resource availability; the technique cannot measure detailed
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characteristics of batching behavior. Martin et al. [10] distinguishes and formal-
izes three types of batch processing by analyzing a matrix of resource-activity
pairs for “footprints” corresponding to the three batching types. By calculat-
ing metrics, the influence of the batching behavior on the process performance
can be derived. The technique was extended to discover batch activation rules
from event logs [8] describing for example the time duration or number of cases
required to cause processing of a batch. The work also shows that correct batch
activation rules aid in more precise performance prediction (in simulation mod-
els).

This research elaborates on [8,10] in several ways. We adopt the three types
of batch processing proposed and lift them to the performance spectrum, and we
propose several batch measures to quantify batch characteristics more precisely.
We differ by detecting batching exclusively from the control-flow perspective
(not requiring resource information or any other a priori input) by transforming
event log data into the performance spectrum [4]. Further, our method specif-
ically preserves the time-characteristics of all cases in batch detection allowing
to quantify the detected batches.

Batching behavior and performance is also relevant in queue mining from
event logs [16]. Our analysis of batching behavior between two subsequent tasks
can also be seen as analyzing the batching behavior in a queue; however we do
not consider other parameters considered in queue mining [16].

3 Batch Processing and Performance

In this section, we introduce the types of batch processing and the corresponding
pattern in the performance spectrum. We then combine these concepts into a
definition of a batch processing pattern, based on control-flow event logs only.

The processing of cases in a simultaneous manner or in batches, often occurs
when they share properties or are processed periodically. These structural and
behavioral properties of the process and its instances also influence the way cases
are batched. Martin et al. [9] distinguishes three types of batching. Simultane-
ous: Cases are executed by the same resource and have an identical timestamp
for the start and completion of the processing step, as illustrated in Fig. 1 (left).
Sequential: Cases are executed by the same resource and the completion times-
tamp of each case must (roughly) correspond to the start timestamp of the case
that follows, as illustrated in Fig.1 (middle). Concurrent: Cases are executed
by the same resource and the start timestamp of a case must be earlier than
the complete timestamp of the preceding case, meaning cases should partially
overlap in time. This is illustrated in Fig.1 (right).

The performance spectrum [4] visualizes process behavior over time as illus-
trated in Fig. 2. It describes how cases transition from activity a to activity b
over time t, also called the segment (a,b). Whenever in a case a is directly fol-
lowed by b, we observe an occurrence of this segment taking place from time ¢,
(moment of occurrence of a) to time t,. Each occurrence of a segment is plotted
as a line from (¢4, yq) to (ts, Ys)-
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Fig. 1. Schematic representation illustrating three types of batching: simultaneous
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Fig. 3. Schematic representations of batch processing types of Fig. 1 in the performance
spectrum: simultaneous (left), sequential (middle) and concurrent (right)

The arrangement of the lines in Fig.2 forms distinct patterns which can be
classified by a taxonomy [4]. This taxonomy defines batching as FIFO behavior
where batching occurs at either at the preceding step a, the succeeding step b
or both. We will focus on the case where batching occurs at the succeeding step
b, called batch(e) [4]. On the performance spectrum, this will show up as lines
starting at various points on y, and converging to a more or less single point in
time on y3, as can also be identified in Fig. 2.

To detect batch(e) from a process segment, the type of batch processing
applied in the succeeding processing step must be taken into account. Also, a
process segment only holds information regarding the start and end timestamp
of cases within that segment, meaning that of each adjacent processing step, only
a single timestamp is known. Thus, to distinguish the different types of batch
processing for the succeeding processing step, we are limited to the distribution
of timestamps at b. Figure 3 illustrates how the different types of batch processing
of Fig.1 and the corresponding distributions of timestamps at b are represented
in the performance spectrum.

We see that simultaneous batch processing, having identical start and end
timestamps for all cases, clearly distinguishes itself from the other types. Sequen-
tial and concurrent batch processing both have distinct start and end timestamps
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between cases, of which the distribution is dependent on case or processing step
characteristics. Being that of each processing step either the start timestamp
or the complete timestamp is known within a segment, no distinction can be
made between sequential and concurrent batch processing. In the following, we
therefore refer to the latter two types as disjoint batch processing to distinguish
them from simultaneous batching processing.

Activity life-cycle information has limited influence on the batch patterns. In
most cases, events are recorded using their start timestamp, complete timestamp
or both, meaning that a segment will either be between two start events, two
complete events or between the complete event of the preceding activity and the
start event of the succeeding activity. When considering Fig. 3 once more, we see
that for each of the batch processing types, the distribution of start timestamps is
similar to the distribution of end timestamps, implying that different procedures
of event log recording will not influence the process of detecting batches.

We now project the possible batch(e) patterns w.r.t. the batch processing
types on the performance spectrum, illustrated in Fig.4. Simultaneous batch
processing shows non-crossing lines, all ending at the same time-point on yp,
illustrated in Fig. 4 (left). Disjoint batch processing shows lines ending at distinct
time-points on y, either non-crossing (FIFO-ordered) or crossing (unordered),
illustrated in Fig.4, middle and right, respectively. For this paper, we decide
to conform to the FIFO constraint of batch(e) as it is defined in [4] and will
therefore discard the latter case.

As a result, we define batching on end as follows: Multiple cases are batched
on end when the next processing step handles cases either (1) simultaneously, or
(2) in the order they arrived in and in a very short period of time.

NN N

Fig. 4. Schematic representations of batching on end pattern: simultaneous (left), dis-
joint FIFO ordered (middle) and disjoint unordered (right)

o start tb arrFC tb arrL.C
o end tb depFC ty, ,depLC

Fig. 5. Performance spectrum visualization of observation (left) and batch (right) time
parameters
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4 Measuring Batch Performance in the Performance
Spectrum

This section discusses several measures for quantifying the performance of batch
processing for a given set of batches; Sect.5 then describes the procedure to
identify batches from the performance spectrum. We will first present the three
main objects embodied by the algorithm along with their parameters, since the
batch processing measures will be derived thereof.

Segment. A segment s = (z,y) is defined by a pair of activities  and y and a
start ts stqrt and end ts ¢nq time for the batching analysis.

Observation. An observation o = (0iq4, to start, to,end) i segment (x,y) describes
that the case 0;4 had activities ..., a,b, ... follow each other with z and y occur-
ring at ¢, siqre and to end, respectively, as illustrated in Fig. 5 (left).

Batch. A batch b= o1, ...,0 is a set of observations in (z,y) where the to, end
end timestamps of all observations in b are equal (simultaneous batch) or more
or less equal (disjoint batch). In the latter case, observations within b must also
satisfy the FIFO rule, meaning that if ¢, eng is smaller than Z,; end, to, start
must also be smaller than ¢, stqrt- The interest lies with finding all batches in a
segment (z,y), i.e., multiple sets by, ..., by, of a minimum batch size k., < |b].
In the following, we define the measures that are derived of the objects param-
eters defined in the previous, both for batch- and segment-level perspectives.

One Batch. Each batch has a first case arrival time ¢, 4-rrc and a last case arrival
time tp grrrc, derived from t, siqr+ Of the first observation and ¢, s¢qr+ from the
last observation in b. Additionally, each batch also has a first case departure time
ty.deprc and a last case departure time ty geprc, derived from £, cnq of the first
observation and £, ¢,q of the last observation in b. In the case of a simultaneous
batch, € gepre and tp geprc are equal. Figure5 (right) shows an illustration of
these time parameters.

Case Waiting Time. We define W, as the case waiting time or the time a case
is pending before the next processing step. On batch-level, we will also define
Wi min and W; maz, expressing the minimum and maximum W, of observations
within batch ¢, respectively. This will give insights in the batching time-window
used. On segment-level, we additionally define W, € b as the waiting time of
a batched case and W, ¢ b as the waiting time of a non-batched case. W, can
directly be derived from the performance spectrum, as illustrated in Fig. 6.

Intra-Batch Case Interarrival Time. We define IBIA as the intra-batch case
interarrival time, expressing the amount of time that lapses between the arrival
of two successive cases within a batch. Each batch consists of k observations,
each observation having a time of arrival t, stqr+ Within that segment. From
these times, k — 1 intra-batch interarrival times can be derived, as illustrated in
Fig. 7. From a batch-level perspective, solely the IBIA measures of either the
green or orange highlighted batch would be taken into account, whereas from a
segment level perspective, the I BI A measures of both batches would be taken
into account.
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W, % b

W,€b

Fig. 6. Illustration of waiting time measures on the performance spectrum

Case Interarrival Time. Where I BI A measures arrival in a batch, the case inter-
arrival time IA measures the time between two cases considering all segment
observations. We additionally define A € b and IA ¢ b, expressing the inter-
arrival time of batched cases (independent of which batch it belongs to) and
non-batched cases, respectively. Figure7 illustrates these measures and their
difference to I BI A.

° N S e Y HBIA
9% 9o IA¢ D
[ L 2 2 2 *—& L 2 L 2 L JIAE b

Fig. 7. Illustration of interarrival time measures on the performance spectrum

Batch Interval. We define the batch interval BI as the time lapse between two
successive moments or periods of batching, as illustrated in Fig. 8. A moment or
a period of batching from a segment perspective means the moment or period in
which cases are taken into processing. When considering the batch parameters,
this moment or period ranges from ty geprc t0 ty.qeprc, Where in the case of a
simultaneous batch, the values of these parameters are equal. Intervals between
batches are calculated on segment-level and, given there are m batches in a seg-
ment and a segment contains at least one batch m > 1, m —1 batch intervals can
be derived. The duration of a batch interval between batch 7 and its successive
batch is calculated as follows: BI; = ty, ., depFc — tb;,depLC-

Batch Size. The batch size k expresses the amount of observations in batch b.
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Fig. 8. Illustration of batch interval BI measure on the performance spectrum

Batching Frequency. We define BF' as the batching frequency or percentage,
expressing the fraction of observations that are part of a batch out of the total
amount of observations within a segment. For a segment containing n obser-
vations and m batches, each with k,, observations, the batching frequency is
calculated as follows: BF =" k;/n

5 Detecting Batches in the Performance Spectrum

To evaluate the presence of batching and provide performance insights, we pro-
pose the following Batch Detection Algorithm.

As input, we use the data from the performance spectrum miner [3], which is
represented as a table with columns for s, 0,4, to, start and W,. We first transform
this data by (1) calculating ¢y ena, (2) converting data to lists of observations
per segment, containing columns for 0,4, to start, Wo and t, enq and (3) sorting
each list of observations twice, first by t, siqrt and subsequently by t, cnq, during
which the sorting on ¢, ssqr¢ is preserved, resulting in a list L, per segment s.

The batch detection algorithm for segment s takes as in put the list Ly, the
minimum batch size ki, and the maximum delay parameter v defining the
maximum amount of time allowed between the two successive cases leaving a
batch. For a simultaneous batch, v = 0. For a disjoint batch, v should remain
small to adhere to the concept of batch processing and should be chosen based
on domain knowledge.

For each list, the algorithm will (4) add the first/next observation to a tem-
porary batch and (5) check for each subsequent pair of observations the following
constraint:

toi,l,end S to,i,end S Y + toyi,l,end A toi,start Z toi,l,start (1)

If the constraints holds, we (6a.1) add the next observation to the temporary
batch. Otherwise we (6b.1) check whether the size of the temporary batch is
> kumin and if so, create a definitive batch b from it and (6b.2) clear the temporary
batch and start over. See [7] for pseudocode.
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6 Experimental Results

We implemented the batch detection algorithm of Sect.5 and all measures of
Sect. 4 in a Java command-line tool. The tool, available at https://github.com/
multi-dimensional-process-mining /psm-batchmining, takes the PSM data [3] as
input and returns for each segment two event logs containing batched and non-
batched cases and several statistics tables. We applied our implementation on all
BPI Challenge event logs except BPIC’16 and BPIC’18 and the Road Traffic Fine
Management (RF) log, available at https://data.4tu.nl/repository/collection:
event_logs_real, using k,,;,» = 10 to evaluate noteworthy presence of batching.
In the RF log, we found that 15 out of 70 segments have a batch frequency
BF > 20% and 8 have a mean batch size uj > 20. This amounts to 6 out of
4231 with BF > 20% for the BPIC’11 log, but none with p > 20. The BPIC’17
log contains 56 out of 178 segments with BF > 20% and 42 segments with
e > 20; in BPIC’19, 102 out of 498 segments have BF > 20% and 53 have
i > 20.

Here, we discuss the RF log and the BPIC’17 log. We show how the algorithm
detects batches and provides insights in batching performance from a global (seg-
ment) perspective for both logs; for the segment Create Fine:Send Fine (RF log)
we show how a detailed batch performance analysis gives insights into changes
in batching behavior.

We have selected 6 out of 70 segments from the RF log and 1 out of 178
segments from the BPIC’17 log, for which we illustrate the presence of batching
and the performance thereof. We have tested various minimum batch sizes to
detect clear and distinct batches, resulting in k,,;, = 20 for all segments except
the third, for which k,,;, = 30. Figure 9 shows for each of the chosen segments
S1-S7 the performance spectrum of the detected batches (top) and of all non-
batched cases (bottom); for S1 we also show the spectrum for the entire log for
illustration. Next, we discuss the quality of the batch identification for S1-S7 in
Fig. 9 together with the performance measures for the identified batches which
are reported in Tables1 and 2.

We discover unusual batching behavior in S1, where batching is seemingly
absent at first glance. However, the projection with batched traces shows distinct
larger batches, revealing a meaningful presence of batch processing.

In S2 we are also able to detect the obvious larger batch among the non-
batched traces, while also detecting a few that are significantly smaller. This is
confirmed by the high standard deviation for k in Table 1. Additionally, Table 1
also reveals one of the highest oy, ¢ relative to pw, e, compared to other seg-
ments, which indicates very distinct performance in terms of waiting time when
comparing the large batch to the smaller ones.

In S3 we are able to detect a fairly large amount of small batches. Though
distinct, the behavior seems non-controlled and most probably indicates high
workload on those specific days.

In S4 we discover frequent processing of primarily large batches, which, inter-
estingly, almost all exclusively overlap one another. We also see that non-batched
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Fig. 9. Detailed performance spectrum of RF and BPIC’17 log for segments S1: Add
Penalty:Payment, S2: Add Penalty:Send Appeal to Prefecture, S3: Create Fine:Payment,
S4: Create Fine:Send Fine, S5: Payment:Add Penalty, S6: Payment:Send for C.C. and
S7: W_Call incomplete files: O_Accepted.
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Table 1. General performance measurements for S1-S7

Segment n BF (%)|m | pg o) KBI oBI EWoeb |TWoeb | Hwogb | Tw,¢b
S1 18621 |19.55 | 104 | 35.01| 25.57| 1008.69 | 2884.14| 7047.29| 4265.92|3091.11 |4070.80
S2 2915 |42.54 26 | 47.69| 74.22| 4182.724233.06|12168.77 |20262.79| 584.53| 910.60
S3 46952 |17.67 |227 | 36.55| 6.33| 472.89|1581.85| 241.39| 870.23| 253.76 | 481.78
S4 103392 |97.15 |206 |487.61305.99| 569.09| 581.72| 2161.32| 969.51| 98.93| 589.78
S5 3902 |16.27 23 | 27.61| 7.33| 1578.50 2807.62| 814.83| 427.97| 792.74| 440.05
S6 1538 |99.22 10 |152.60| 41.05|10752.00 | 3340.28 | 10697.86 | 4781.92 |6232.00 | 1340.79
S7 4783 |61.61 18 [163.72117.19| 518.03| 285.79| 198.12| 140.28| 16.61| 42.96

traces are processed almost immediately, which is also revealed by the low iy, ¢p,
meaning that in terms of performance, batched cases have higher waiting times.

While we do detect a few batches in S5, Fig.9 shows more undetected
batches, which is probably a result of the FIFO constraint. Additionally, pw,es
and pyy, ¢, and also oy, ep and ow,ep are nearly equal for this segment, indicat-
ing similar performance for batched and non-batched traces.

In S6 we see clear batches that are processed regularly. The non-batch pro-
jection shows one small batch is probably not completely recorded in the log,
and therefore too small to be detected.

In S7 (from BPIC’17), we initially did not detect the apparent batches
because the FIFO constraint is violated. By a more detailed analysis of the
data, we relaxed the batching constraint 1 in our algorithm from FIFO to a
12-hour time-window: cases handled from 0:00 to 11:59 or from 12:00 to 23:59
are part of the same batch. We now detect clear non-overlapping batches, which
seem to be processed each month. Unfortunately, the values for pp; (= 22 days)
and oy (too high), do not correspond. When evaluating batch-level output, we
see that three of the larger batches are split in two, due to the batching-window
cut-off at 12:00.

We discover that the three segments with the highest BF (S4, S6 and S7)
also have the largest uj,. While this serves as a good indication for distinct
batches, we also found that lower values for these measures do not rule out
evident presence of batching. We see that relative to pupy, ops is the lowest for
(S6 and S7), which are also the segments for which batching shows up regularly
or even periodically on the performance spectrum. For all segments, we find that
Uw,eb and pyy, ¢, can differ greatly. While this for a part a result of n and BF,
we also see that o relative to u for these measures varies, indicating that the
underlying arrival time distribution differs for batched and non-batched cases.
Finally, for segments with batches overlapping (S1-S4 and S6), we see that prpra
is always larger than puyacp and for S5 and S7, this is the other way around. This
can be explained by the fact that IBI A is an aggregation of the interarrival time
within batches and does not take the arrivals of crossing cases that belong to
different batches into account. We think contrasting these measures may help in
describing overlapping behavior.
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Table 2. Interarrival time measurements for S1-S7

Segment | ra | ora HIAeb | OrAch |HIAgb | OTAgb | WIBIA | OIBIA
S1 6.16 | 31.10|29.68 |214.13 7.65| 36.78 | 352.79 | 861.52
S2 39.12145.10 | 89.94 |412.52| 68.10|198.43 | 112.69 | 498.96
S3 2.51 7.99112.94 | 203.86 3.05 8.72 | 48.74|424.87
S4 1.14 5.77| 1.17 7.54 | 39.26| 84.84 9.60 | 104.23
S5 29.62 | 184.15 | 57.01 |482.74| 35.38|200.96 | 49.61| 62.90
S6 71.25|102.70 | 71.50 | 103.01 | 336.00 | 266.27 | 115.73 | 344.86
S7 1.90 7.26 | 3.06 | 15.43 4.95] 12.91 298| 13.79

We illustrate a more detailed batch performance analysis by the example of
segment Create Fine:Send Fine (S4 in Fig.9). The results are presented in the
form of a time series plot in Fig. 10, describing the trend of the measures k,
Wi min and Wi pmaq. On the left we see that k fluctuates moderately up to nearly
the end of 2001, after which it shows excessive increases and decreases until
2005, ranging from a peak of 1806 on 11/9/2001 to a drop of 35 on 12/24/2001.
From 2005 onward, the batch size remains predominantly steady and does (for
the most part) not exceed 600 cases. On the right we see that W; q, heavily
fluctuates between approximately 1000 and 14000 hours ranging the complete
time span and a change in trend cannot clearly be observed. However, W; ,,in
does show a small change: it remains close to 0 hours up to 2005, continues to
show some higher increases from 2005 to 2010, after which it decreases again.
Interestingly, when reviewing the length of the window in which batched cases
arrive (W; maz — Wi min ), we see that due to the trend of W ,:n, we also observe
shorter batching windows between 2005 and 2010, giving insights in batching
policy. Detailed batch statistics for this segment are available in [7].

Batch size Minimum and maximum waiting time (hours)
2000

1600

1200
800
400

0

A » N
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Min W(o)
—— Max W(o)

Fig. 10. Time series of k and W; min and Wi ma. for segment Create Fine: Send Fine
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7 Conclusion

We have shown that converting event log data into the performance spectrum
allows to mine batches from business process event logs without additional infor-
mation about resources or prior knowledge. The technique is robust to detect
batches even in the presence of overlapping with non-batching behavior. By
grouping all observations into batches, detailed performance characteristics can
be derived which reveals strong performance variations on real-life data. A cur-
rent limitation is that the technique does not yet incorporate a clear-cut bound-
ary as to when sets of disjoint cases are considered batches or not, nor is it
robust to other types of batching behavior, such as non-FIFO. Potential avenues
for future work include incorporating the resource perspective - both resource
involvement and efficiency - in the batch detection and evaluation and develop-
ing additional detection techniques to cover a greater extent of the performance
patterns defined in [4]. Also, detected batches - or even other detected patterns
- could be used as features in further performance analysis. Not only could they
be used as parameters in queuing networks, complementing [16], they could also
prove useful in the area of predictive process monitoring.
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Abstract. The identification of best practices is an important method-
ology to improve the executions of processes. To determine those best
practices process mining techniques analyze process entities and model
specific views to highlight points for improvements. A major requirement
in most approaches is a common activity space so events can be related
directly. However there are instances which do provide multiple activity
universes and processes from different sources need to be compared. For
example in corporate finance, strategic operations like mergers or acqui-
sitions cause processes with similar workflow but different descriptions to
be merged. In this work we develop LIProMa, a method to compare pro-
cesses based on their temporal flow of action sequences by solving the
correlated transportation problem. Activity labels are purposely omit-
ted in the comparison. Hence our novel method provides a similarity
measure which is capable of comparing processes with diverging labels
often caused by distributed executions and varying operators. Therefore
it works orthogonal to conventional methods which rely on similarity
between activity labels. Instead LIProMa establishes a correspondence
between activities of two processes by focusing on temporal patterns.

Keywords: Process similarity + Transportation problem - Temporal
flow - Cross-bin distance

1 Introduction

Managing processes demands improvements considering execution time perfor-
mances, resource allocations or implementations of regulations. In an optimal
scenario we have recourse to previous knowledge, either as experts or as advanced
process mining algorithms on information systems. In both cases a rich history
of previous process executions is the baseline of the decisions for the next steps.
However what can we do without or with insufficient previous process knowl-
edge?

As an example we imagine being a manager with the task to integrate a
smaller company that has been taken over. We probably have some basic idea of
the foreign process and can mine the event logs of the process to be integrated.
© Springer Nature Switzerland AG 2019

C. Di Francescomarino et al. (Eds.): BPM 2019 Workshops, LNBIP 362, pp. 186-198, 2019.
https://doi.org/10.1007/978-3-030-37453-2_16


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-37453-2_16&domain=pdf
https://doi.org/10.1007/978-3-030-37453-2_16

LIProMa: Label-Independent Process Matching 187

Sometimes we can also rely on related process knowledge as we are dealing with
similar workflows. Collecting process knowledge from our company is a good
starting point and will probably lead to rich data, containing different levels of
activity granularity and diverging labels. The next goal is to compare the data
of both sources by aggregating them into a common model and benefit from the
related knowledge.

This correspondence problem occurs in many other cases if processes are
executed independently without direct reconciliation. In decentralized organiza-
tions, between competing groups or for different products within the same com-
pany, processes are performed differently because there was no initial demand
for a regularization. The field of process matching tackles this problem. However
the focus lays on matching similar activity labels.

Our contribution here is a method to match activities of different processes
by using a label-independent cross-bin distance computation. Our method aggre-
gates for two given processes occurrences of activities in corresponding bins on
a timeline according to the average activity timestamp and represents processes
based on their logs as characterizing histograms. Solving the transport opti-
mization problem between those histograms provides a flow from activities in
the first process to activities in the second one. This flow defines a similarity
value between both processes and more importantly directly infers the corre-
spondent activity labels of both processes. This bipartite matching can then be
used as a translation system to match the different activity domains.

2 Related Work

The increasing trend within the industry to gather data about processes has led
to a rise in both data quality and availability in the field of process comparison.
This development as well as the industry’s demand for improved methods to
analyze and to subsequently utilize the gathered data in a way that allows a more
in-depth look into a systems interior (inconsistency detection, process querying
etc. [1]) turn process comparison into an increasingly active, yet growing area
of research. However, as stated by Syamsiyah et al. [11] “process comparison
remains an interesting but insufficiently researched topic”.

The related research area can be split into two main categories: log-based and
model-based comparison methods. Nevertheless mixed variants are possible [1].

Model-based comparison methods analyze different process models. These
process models can be either given or they can be derived from event logs via
process mining. Buijs et al. [5] propose an approach that compares two pro-
cess models representing almost identical processes executed by different orga-
nizations. The comparison of the process models is based on their respective
alignment to an explicitly defined process model. Cordes et al. [6] introduce a
method to compare multidimensional process models. Such are used to analyze
processes similar in nature but distinguishable in certain parameters, e.g. the
same medical treatment applied to different age groups. Their method enables
the visualization of differences between those similar processes.
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Log-based methods analyze event-logs to extract information about the pro-
cess. Bolt et al. [4] use transition systems to detect differences in the variants
of the same process. The visualization of these transition systems then allow
for detection of significant differences. Van Beest et al. [3] present the log delta
analysis method that compares two event logs and returns a set of statements
in natural language about behavior that is frequent in one log, but infrequent in
the other one. Syamsiyah et al. [11] provide a stepwise methodology for applying
process comparison in practice. Their methodology guides the user from the ini-
tial raw data, which are translated into event logs, to the results of the analysis.
Van der Aa et al. [1] proposes multiple similarity metrics which aim at bringing
various types of information given by the event log into use. These are: position,
occurrence, duration, attribute name, attribute value and prerequisites. These
similarity metrics evidentially result in a relation between two processes which
is more reasonable. The mentioned duration similarity shows a notion of time
by using the average durations of an event class in a log. This notion is taken up
again with the difference that occurrence timestamps lead to a more useful appli-
cation for binning. Dijkman et al. [7] also tries to align two process models by
proposing three similarity metrics. Among label-based and structural similarity
a causal footprint is used.

Another approach contrasting with the aforementioned methods is the usage
of user feedback to support the process matching process. This resembles semi-
supervised methods from other fields of research. Klinkmiiller et al. [8] intro-
duce an iterative strategy which alternates between correspondence detection
and user feedback to ultimately improve the matching procedure. Since this
approach faces reality by considering the absence of information required to per-
form an optimal process matching it heads into a similar direction like this work’s
method. LIProMa does not rely on event labels but uses a more semantically
independent information however. Hence, this paper introduces a method that
allows for the comparison of event logs with diverging event descriptors.

The problem is distantly related to conformance checking into which insights
can be gained in the literature [2]. Although conformance checking relates single
traces to one process and process comparison relates two processes the connec-
tion reveals itself in the matching procedure. In the former a matching in the
fashion of trace validation on a model which has its origins in the source of the
corresponding trace is sought. The latter describes a matching of different but
also related processes in ways that validates their correspondence i.e. similarity
on activity level.

3 Preliminaries

An event e = (¢,a,t,X) is a tuple of features specifying that an activity with
label a € A has been executed at time ¢ € N. Multiple but finitely many events
that occur in a common context are called case and then share a common case
identifier c¢. Events can carry additional features z € X, however we ignore
those for the most part of this work. An event log £ is an aggregation of events
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Case ID Trace
1 {a,b,d, e, h) o
2 (a,d,c,e,g) .
3 (a,c,d,e, f,b,d, e, g) e
4 (a,d,b, e, h) .
5 (a,c,d,e, f,d,c,e,h) > I l I I
6 (a,c,d,e,g) o b c d e f g h

Fig. 1. A process given as a set of traces is transformed into a histogram using the
bag-of-activity embedding. In this variant, multiple occurrences per case are not dif-
ferentiated.

which share the same activity space A. All events contained in an event log are
witnesses of a process execution and therefore a descriptive representation of the
process. The following simple notation is used for the feature access on events.
For an event e = (¢, a,t, X) we define c(e) = ¢, a(e) = a and t(e) = t. We also
need to count occurrences hence |a|, = [{e € L | a(e) = a}| is the number of
occurrences of activity a in log L.

A histogram h : Y — RT is a mapping from a set of bins Y within a specified
domain to positive real values. A simple way to represent a log £ as a histogram
is the mapping A’ : A — Nt with h'(a) = |a|.. We give a brief example in Fig. 1
where a trace log is transformed into an activity occurrence histogram. If we
define a distance between histogram bins, we call it a ground distance.

As sketched in Fig. 2, a ground distance can be defined bin-wise or crossbin-
wise. Due to the potential of work in a process being split into subtasks, we
aim for a crossbin-distance. The cross-bin distance we use is the Earth Mover‘s
Distance [10] EM D that is related to the solution of the transportation problem:
For given weights wi,...,w,, € RT on spatial positions p1,...,p, € P and
empty bins with capacities v1,...,v, € RT on positions ¢i,...,q, € V, find
the flow F' = (f; ;) € R™*" with minimal costs crp = 377" 37, fi jd(pi, qj) to
transport all weights to the bins regarding a ground distance d on the position
space under the following constraints:

1. The flow has to be non-negative, so weights are only sent from P to @ and
not vice versa: f; ; >0, V1<i<m,1<j<n

2. The sent flow is bounded by the weights in P: Z?:l fij <w;, V1<i<m

The received flow is bounded by the weights in Q: Y i~ fi; <wv;, V1<j<n

4. All weights possible have to be sent: Y ., Z?Zl fi; = min(30, w;,

Z?:l Uj)

The distance is then defined as

@

 Dimy 2y figd(pis 4)
EMD(P,Q) = =1
(F,Q) = min die1 2 fig
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Fig. 2. Histograms can be compared using two different paradigms. Bin-to-bin dis-
tances compare dimensions individually, which is suitable for bins representing inde-
pendent features. Cross-bin distances on the other hand use all combinations of bins.
This is better suited for correlated features. In this example the green histogram below
is translated by one position. Many cross-bin distances detect this shift. However it
is only useful for common bin domains and widely used for color histograms in image
retrieval for example.

4 Label-Independent Process Matching

Setting two processes into relation requires to define a similarity measure
between both objects. Since processes are often given descriptively as event logs,
a distance on logs is needed. The most basic similarity measure is the discrete
metric p(L1,Ls) which is 1 if £1 = Lo and 0 otherwise. This is too strict for
many applications. Indeed we aim for a distance function that differentiates more
between similar and dissimilar objects. Secondly this distance function has to
state the points of dissimilarity, which becomes important for further analysis.

Embedding the log into a vector space by feature extraction provides a suit-
able step into this direction. A prominent example is the bag-of-activity embed-
ding, which counts activity occurrences and maps the frequencies into a vector
space. Usually applied to single traces in trace clustering, we can expand the
same idea to logs. All trace-wise activity frequency vectors have to be summed
up. Measuring the similarity between two logs is equivalent to computing the
distance between the representing activity frequency vectors.

However there are some problems remaining. First of all, the ordering of
activities is not embedded in this representation. Due to concurrent executions of
certain activities, like the supervision or mentoring in this example, the sequence
of activities is not a total order. Although the ordering of activities does not
cover the complete structure of a process, it is a meaningful indicator and should
therefore be included in the similarity computation. To overcome this issue, the
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bags-of-activities can be extended to bag-of-n-grams, which store occurrences of
trace sub-sequences of up to length n.

The second problem has a greater relevance. When comparing two processes
with identical activity spaces, process owners are probably more interested in
deviations on the event level like comparing time performances of two activities.
The requirement for process matching emerges when we assume similarities at
some points but we cannot align activities of both processes easily. The reasons
for this mismatch are, for instance, structural changes in the process workflow,
activity splits and merges, or language-based differences in the process descrip-
tions. We will now present an approach which is capable of transforming one
log into the other by matching the activities independently of the actual labels.
LIProMa yields a flow of activity weights so activities with similar occurrence
timestamps are matched. Splits and merges of activities are identified as well.
Finally the distance is determined by the flow costs, so advanced data mining
methods, that require a distance measure like clustering and anomaly detection,
can be applied. However, the last applications are future work and not covered
here.

4.1 Process Histograms

LIProMa transforms an event log £ into a histogram h, representing the occur-
rences of all activities analogously to the bag-of-activity model: h.(a’) = |ai’ c
To decide between the same activity and the ¢th occurrence in a case, we extend
the activity label by an index i to define the histogram, but omit the index for
better readability.

For a cross-bin distance we set a ground distance on the bins. Activities
of the compared processes are potentially contained in different activity spaces.
However, events share a common time space. Hence we use the average temporal
position of an activity relative to its framing case. First we shift the temporal
starting point of each case to zero first. The remaining activities of each case are
shifted accordingly. That way we left-align all timestamps. Next we normalize
the case durations by min-max normalization so we can compare processes of
different overall runtime. All timestamps are mapped into the interval [0, 1].
Finally all cases contain an event with timestamp t(e) = 0 and the longest one

ends with t(e) = 1. For each activity a we compute the average of all timestamps
t, = > {t(e)|eeLAa(e)=a} )
{t(e)[e€LAa(e)=a}]
The ground distance d € RA;EA between two bins is then defined by the tem-
poral difference d(a,b) = |t, — t3| between both average occurrence timestamps.

4.2 Transportation Flow

LIProMa transforms the problem of process comparison to a transportation
problem. Each occurrence of an activity can be interpreted as a unit of work. All
work units have to be transported from one histogram to the other histogram.
Since we normalized the weights so that the weight sums of both histograms are
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Algorithm 1: Log Transportation Flow

Data: Event Logs £1 and L2
Result: Transport Flow F

1 foreach L1, L2 do
2 Initialize mapping hz,;
/* Collect timestamps for later distance computations */
3 Initialize mappings T;, N;;
4 t1 = 0;
5 foreach Case c € L; do
6 to = min({t(e) | e € c});
7 t1 = max({t1} U {t(e) | e € c});
8 foreach Event e € ¢ do
9 Increment hz,(a(e));
10 Increment N;;
11 Append t(e) — to to T;(a(e));
12 end
13 end
/* normalize histogram weights: the weight sum is 1 x/
14 n = sum(he,);
15 foreach Value v € he, do
16 | v=uv/n;
17 end
/* normalize timestamps: case starts are O, longest ends at 1 x/
18 foreach Activity a do
19 ‘ te = Ti(a)/tl;
20 end
21 end

22 w1 = hey;

23 wa = hr,;

24 foreach Activity pair a,b € A(L1) x A(L2) do
25 ‘ d(a,b) = |ta — tsl;

26 end

27 F = EMD(w1,w2,d);

equal, all weights in the first histogram have to be used and transported to the
second histogram'‘s bins. It is explicitly allowed to split one activity as tasks can
be modeled as subtasks in another process. Hence we choose EM D as a suitable
distance function as weights can be moved to separate bins.

4.3 Limitations

Our novel method works well for processes with point events. Interval events
which have a large degree of overlapping are more difficult to align with the
current method. If an activity does not follow a near Gaussian distribution or
the variance is quite high, the situation is similar to an interval event. In such
cases we extend our histogram model to account for other event types.
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Fig. 3. Long-term activities require adequate modeling instead of using the mean occur-
rence timestamp only.

In case of interval activities, e.g. activities with life-cycle states, we use these
life-cycle events individually and create more bins for one activity. To model
activities with large durations a suitable strategy is to apply a more granular
binning to this activity. In Fig. 3a the left sketch illustrates this by distributing
the long-term activity on four bins. The red line indicates an activity a with life-
cycle transitions start and complete. Slicing this event into several bins gives
more flexibility as heterogeneous processes regarding the event durations can be
handled. Further we modify the ground distance function so it penalizes if both
bins are mapped to different events.

A more complex issue arises for activities with non-consistent occurrence dis-
tributions or activities spanning a long duration concurrent to other large process
regions. In this very difficult scenario we slice the activity bin into many smaller
bins, spreading the occurrences over time. In Fig. 3b the first activity has a very
low occurrence variance and thus is well represented with one bin. The second
activity has a high variance. Using only one bin causes a bias that impairs the
representation of the process log. As before, slicing is again a suitable strategy.
However bins do not have equal height here. The solving strategy remains the
same and the transportation problem is still well-defined. Due to the increased
number of bins, complexity is increased as well. The ground distance function
has to account for increased costs if the same long term activity is translated to
different target activities.

Another limitation is the handling of events with similar properties. If two
activities are concurrent and have the same duration, we can not distinguish
between them while ignoring the labels. In some cases this can lead to positive
flows from one activity to the other activity if the same process log is com-
pared to itself. Only using timestamps it is not possible to solve this problem.
Any suitable strategy has to use additional data like resources for the distance
computation. Operators in a process processing the same activities are usu-
ally aggregated into roles. By using the role information besides the temporal
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position, the characterization of activities is enriched and can improve the match-
ing result, which has to be shown in future work as well.

5 Experiments

To the best of our knowledge, there are no other approaches that directly com-
pare process logs without utilizing the activity labels. Existing approaches align
process models by matching nodes having the same activity labels or match
labels by using textual alignment methods. However, for evaluation purposes
here we compare processes with the same activity domain as we are lacking a
ground truth otherwise. For the algorithm we do not use an alignment between
different processes. This is only used to determine the accuracy of the trans-
portation flow. We perform two experiments. The first one uses cross-validation
on 5 domain-similar process logs, which are partitioned again into 5 sublogs each,
yielding 25 process logs. Our claim is that partitions of the same log should yield
a smaller distance than partitions from different logs. The second experiment on
a second dataset shows the matching quality when considering the flow of the
solution to the transport problem. Here we use the activity labels as ground
truth.

We apply our novel approach on the publicly available datasets of the Busi-
ness Process Intelligence Challenges BPI2015 [12] and BPI2017 [13]. BPI2015
contains five subdatasets with logs of a building permit application process in
five municipalities. Although the processes are theoretically very similar there
are differences in the process executions for distinct municipalities. We choose
this dataset as this scenario is quite close to our problem statement of having
similar processes with distinct logs. However all subprocesses share a common
pool of activity labels. The log consists of about 400 activities executed in over
260000 events. We used the BPI12017 dataset for the matching accuracy evalu-
ation. The loan application process contains 1200000 events and 66 activities.
Hence it is well suited for performance analysis and the evaluation of our app-
roach regarding different sized activity spaces.

As described before we constructed 25 data logs by partitioning and deter-
mined our distance value by cross-validation. The resulting confusion matrix is
given in Fig. 4. As one would expect, the diagonal is zero as identical histograms
are compared. Also the matrix is symmetrical due to the performed operations.
The values range from zero, meaning strong similarity of both logs, to 14 in this
case, which refers to higher dissimilarity. Regarding the dataset itself we know
that there are five municipalities A, B, C, D, and E. These five municipalities
create a grid in the confusion matrix, so a distinction is possible without using
any activity label. The distances within each 5 x 5 block are rather low which is
a desired property. The dataset was investigated by various authors and there
is a strong similarity between the control flow patterns of log A, C, and E. Our
orthogonal approach supports the similarity of A and C, while D is more sim-
ilar than E from a temporal distribution perspective. The interaction between
control flow and temporal flow needs to be investigated further.
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Fig. 4. Distance values between 5-partitions of 5 different logs prove the suitability
of LIProMa to differentiate between similar and dissimilar process logs. Further, it
highlights that two groups {A,C,D} and {B, E} have a small intra-distance while
both groups have a higher inter-distance.

In a second experiment we evaluate the matching quality and performance of
our method. Obviously the complexity increases for a high number of activities.
More activities and also repetitions of activities increase the number of bins NV
in the histograms. The performance of EMD grows with O(N?3log N) and thus
suffers from complex activity spaces. Pruning the activity space is a beneficial
step to improve time performance. Counter-intuitively accuracy is also raised
because fewer labels need to be matched thus fewer matching partners for each
activity have to be considered. We apply LIProMa to the BPI2017 dataset and
use the previous cross-validation technique again and partition the dataset into
8 sublogs. Next we introduce a pruning parameter a,,;, and omit all activities
which occur less than a,,;, in the histogram generation step.

Using low thresholds already omits a great number of activities. Most activ-
ities are executed rarely while few activities build the core of the process. We
show this in Table 1 and give for various threshold niveaus the average number of
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activities in all partitions. Without pruning we count 380 activities, which con-
sist of the 66 original activity labels and their repetitions. Using the FastEMD
implementation [9] the execution time is already below one second. However after
pruning all activities that occur less than 100 times in the log, the number of
activities is already one-third of the complete activity space. The execution time
is improved by a factor of 36. For further pruning and with decreasing numbers
of activities, the execution time is only improved slightly.

Table 1. Quality of activity matchings for BPI2017 is low if all activities are used.
Many activities are rare and decrease the matching accuracy like noise.

Threshold | Avg. Nr. of | Time |Balanced Recall | Precision | F1-score
activities accuracy
0 380 646 ms | 0.582 0.162 | 0.165 0.159
100 106 18ms |0.615 0.237 | 0.235 0.236
200 88 11ms | 0.624 0.257 | 0.255 0.256
300 78 8ms |0.630 0.269 |0.267 0.268
400 72 6ms |0.636 0.283 1 0.281 0.282
500 63 5ms |0.642 0.296 |0.293 0.294
1000 50 3ms |0.660 0.333 |0.333 0.333
1500 41 2ms | 0.700 0.415 | 0.411 0.413
2000 29 1ms |0.766 0.549 |0.542 0.546
2500 25 <lms | 0.840 0.694 | 0.693 0.693
3000 16 <lms |0.917 0.844 | 0.844 0.844

Considering the quality of the matching, we interpret the matching defined by
the flow as a classification problem. We identify for each activity of the first pro-
cess log the highest flow in the distance computation yielding a 1-to-1 matching.
We can compute the F1-Score where the according target indicates the predicted
activity label. For a,,;, = 0 we have to solve a binary set matching problem with
set sizes of 380 activities. Especially the rare activities cause problems here as
they pollute the histograms like noise. Having less but more frequent activities
improves the prediction accuracy drastically. However, the goal is not to prune all
activities as the matching was the focused problem. This evaluation shows that
pruning is a suitable tool to improve quality and computation performance and
should be applied up to the level where the size of the matching problem is still
sufficiently expressive to derive the relation between the two process domains.

6 Conclusion

LIProMa solves the process matching problem for non-comparable activity
spaces. A distance metric allows to apply data mining methods like cluster-
ing to organize the landscape of processes. Previous process matching focused
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on aligning activities with the same labels and measuring the activity distance
for transforming one process model into the other model. LIProMa provides an
orthogonal approach for comparing logs using the temporal perspective only.
However, as we described, the accuracy drops depending on the activity sets
due to two effects: Rare activities influence the approach like noise while non-
punctual and fuzzy temporal occurrences cause inconclusive matchings. In future
work we will address the matching quality by extending the histogram models
and by adjusting the matching algorithm. Although we sketched some strategies
for these limitations, we can not cover those extensions sufficiently here.
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Abstract. The field of process mining focuses on the analysis of event
data, generated and captured during the execution of processes within
companies. The majority of existing process mining techniques focuses on
process discovery, i.e., automated (data-driven) discovery of a descriptive
process model of the process, and conformance and/or compliance check-
ing. However, to effectively improve processes, a detailed understanding
in differences of the actual performance of a process, as well as the under-
lying causing factors, is needed. Surprisingly, few research focuses on
generic techniques for process-aware data-driven performance measure-
ment, analysis and prediction. Therefore, in this paper, we present a
generic approach, which allows us to compute the average performance
between arbitrary groups of activities active in a process. In particular,
the technique requires no a priori knowledge of the process, and thus does
not suffer from representational bias induced by any underlying process
representation. Our experiments show that our approach is scalable to
large cases and especially robust to recurrent activities in a case.

Keywords: Process mining - Process performance analysis - Bipartite
graph matching - Integer Linear Programming

1 Introduction

The field of process mining has gained its significance as a technology to objec-
tively obtain insights into business processes by exploiting event logs, i.e., records
of events executed in the context of a business process. To further understand
the execution of business processes, process performance analysis aims to mea-
sure and analyze the performance of business processes, e.g., throughput time,
by extracting information from event logs [19].

The techniques for process performance analysis [2,5,12] can be classified
into two approaches: model-based and log-based approaches [19]. The first one
typically projects the event log on a predefined or discovered process model
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Fig. 1. Process model of repairing telephones in a company [15]. A telephone can
be fixed by either the team for simple defects or the other team for complex defects
whereas some defects can be handled by either team.

[2,12,13]. The advantage is that the performance analysis results can be inter-
preted in the context of a process model. However, this assumes that there exists
a suitable model with high conformance.

The other approach is purely based on an event log [5,11,19]. The techniques
based on such approach are not limited to the constraints of the model-based
techniques and more flexible to users’ needs. However, current work fails to
provide robust performance metrics in the presence of repeated activities in a
case, i.e., a run of a business process.

In this paper, we present a novel approach for business process performance
analysis. Figure 1 serves as a motivating example of a process of repairing tele-
phones in a company [15]. The process starts with a registration of a telephone
sent by a customer (a). The telephone is then analyzed (b) and the problem is
reported to the customer (c). Afterwards, one of the two teams in the Repair
(R) department repairs the defect; one for simple defect (d) and the other for
complex defect (e) while some defects can be handled by either team. Then,
the Quality Assurance (QA) department tests if the defect is repaired (f) and
decides whether to restart another repair (g) or to archive the case (h).

Suppose we are interested in the performance of R and QA department, i.e.,
the average duration between d or e to g or h. Given a case in which the activities
are executed in the order of {(a,b,c,d, f, g,¢, f, g,¢, f,h), Fig. 2 shows the events
on a timeline for an overview of the duration of interest.

Intuitively, the average duration would be % = 60.33 minutes. We
propose a novel approach which supports the intuition and the flexibility of anal-
ysis while being robust to recurrent activities, e.g., all d, e, g and h are included
for analysis. Our approach applies bipartite graph matching to pair the events
for computation. Moreover, by allowing multiple selection of activities, our app-
roach can be applied to analysis at a higher abstraction level, e.g., performance
of department R and QA, without building another model in advance.

02020,020.020 O—@E@© ® Time

1
T
1 minute ! 2 hours ' 1 hour

Fig. 2. A case of the process in Fig. 1. The events are plotted on a timeline with the
duration of interest shown, i.e., duration between d or e to g or h.
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It is common that real processes do not conform with a pre-defined structured
process model. Interchangeability and concurrency among activities impose chal-
lenges on the existing methods for process performance analysis. These methods
either need to exclude the non-conforming cases [2], or explicitly specify the rela-
tionships between events [5]. For instance, considering processes in a hospital,
suppose we are interested in the duration between an injection and a medical
examination for the reaction after the injection. It is impossible to pre-define
what and how many injections that a patient would need in advance. By speci-
fying two sets of activities, our approach allows for a certain degree of uncertainty
among the activities in the event log, and further provides the flexibility when
measuring the performance of complex processes.

To assess our approach, we conduct a quantitative evaluation of its scalability
and a qualitative evaluation by means of comparing our approach with analysis
obtained from commercial tools. The first experiment shows that our approach
is scalable to large cases while the comparative evaluation shows its robustness
against recurrent activities in a case.

The remainder of this paper is organized as follows. Section 2 compares our
approach with existing work in academia and with the typical functionalities
provided by commercial tools. Section 3 introduces the definitions and notations
used in the paper. We present our approach in Sect. 4, followed by the evaluation
and discussion in Sect. 5. Finally, Sect. 6 concludes the paper.

2 Related Work

Existing work on process performance analysis provides metrics at different lev-
els. Most of them focus on the level of cases, e.g., throughput time, and/or the
level of individual activities, e.g., waiting time. Despite various metrics, most
techniques can be classified into model-based and log-based approaches [19].

Model-based performance analysis accounts for most techniques proposed
[2,3,13,14,16,17]. These techniques attempt to map an event log on a given pro-
cess model. Regardless of the amount of work [4,6,20], relatively few methods
provide solutions on performance analysis for cases deviating from the model.
Hornix provides the option to include the deviated cases when computing per-
formance using token-based replay technique [12]. However, the results can be
misleading when there are activities with the same label or artificial activities
in a model. Adriansyah measures the performance of activities from events with
transaction type attributes, e.g., start, complete, and suspend [2]. Nevertheless,
there is no generic rule to determine the timestamps of the missing events in
the work. Generally speaking, model-based approach confronts the challenges of
(1) the reliability of the prescribed model, (2) the need for recalculation if the
model changes, (3) complex and flexible business processes which result in low
conformance of the model, and (4) the flexibility of the analysis, e.g, the metrics
provided are dependent on the model.

Alternatively, one can analyze process performance based on an event log
only [5,11,19]. This approach provides the flexibility and static results due to
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Table 1. Comparison of works on process performance analysis.

Algorithm/Method Model Two Two sets of
independent | arbitrary | activities
activities

Alignments — - —
Robust Performance Analysis — - -
First/Last to First/Last events

Analysis on Segmented Journey Model

+ +

+ —
Jr

Disco — — —
Context-aware KPI

+
|
|

Log reply on Petri Nets — — _

Hierarchical Performance Analysis — — —

Alignments with Stochastic Petri Nets | — - -
Log Replay on Petri Nets - + -
Queue Enabling CSPNs (QCSPN)

19] | Dotted Chart

This Paper: Bipartite Graph Matching

]
]
]
]
4] | Analysis with Advanced Constructs - - —
]
]
]

+ 0+ +
!
!

the independence of a model. In this paper, we propose a novel performance
measurement technique which is scalable to large event logs. We apply bipartite
graph matching for pairing as many events for measuring as possible. By the
design of the algorithm, users can analyze the performance between two arbitrary
groups of activities. Compared to the existing log-based techniques, our approach
is more flexible to the need of analysis and, supported by the evaluation, more
robust to recurrent activities. Table 1 lists some representative work on process
performance analysis. We compare if a method is dependent to a model, i.e.,
suffers from the reliability and limitations, and flexible to the analysis, i.e., the
selection of activities.

3 Preliminaries

In this section, we introduce the related concepts and notations used in this
paper, including process mining and bipartite graph matching.

As a preliminary, we first define the required mathematical notations for a
sequence. We introduce a function: o : {1,2,..n} — X for a finite sequence of
length n over an arbitrary set X. The function assigns every element z € X to
an index ¢ € {1,2,...,n}. We write o = (x1, 22, ...,z,) € X*, where z; = o(1),
z9 = 0(2), ..., z, = o(n) and X* denotes the set of all possible sequences over
X of arbitrary length. Given a sequence o € X* and an element z € X, let |o]
denotes the length of the sequence, we overload the notation and write x € o if
and only if 31 < i < |o|(0(i) = z).
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3.1 Event Logs

An event log is a collection of sequences of events, i.e., traces. Each event
describes the execution of an activity, i.e., a well-defined step in a process [1].
During the execution of processes, i.e., cases, additional information, i.e.,
attributes, are associated to the events and/or cases. In the following part of
this section, we explain the relationships among event, activity, trace, and event
log. For simplicity, in the remainder of the paper, & denotes the universe of
events and % denotes the universe of cases.

Definition 1 (Event, Event Attributes). Let o be the universe of activities
and 7 be the universe of timestamps. We define the projection functions:

® oot : & — A, which waei(e) represents the activity of the event e € &,
o s 1 & — T, which ms(e) represents the occurring time of the event e € &.

Definition 2 (Trace). We define a projection function my.q : € — &* for a
trace which describes a finite sequence of events in a case such that

o V1 <i<j<lo|(ms(o(i) < ms(a(h)))
o V1<i<j<lo|(o(i) # o))

We define an event index as the order of the event in a trace.

Definition 3 (Event Log). Given a collection of cases £ C €, an event log
L is a collection of traces, i.e., L = {o € &*|3c € L (0 = Tralc))} C & sit.
Vo,o' e L(Fe€ E(econecd =a=0)).

For the sake of performance analysis, we additionally define the notation of
measurements between events in the context of a trace.

Definition 4 (Measurement). Let M denote all the measurable entities, e.g.,
duration, cost. Given a measurable entity m € M and a trace o, we define the

function: ¢ : E* x & x & — R for which Ve, e’ € o.
¢ ;

In this paper, we assume that any measurable entities for performance anal-
ysis are always available given an event log.

3.2 Bipartite Graph Matching

A matching in a bipartite graph is to select the edges, i.e., pairs of nodes, such
that no edges share the same nodes. This section formally defines a (weighted)
bipartite graph and the corresponding matching problem as follows.

Definition 5 ((Weighted) Bipartite Graph). Let G = (V,E,w) be a
weighted graph where V' is a set of nodes, E is a set of edges, and w is a weight
function w : E — R. Given a weighted graph G, it is bipartite if and only if
W, Va CV(ViUVa =V AVINV, = ) s.t. B(v,0') € E(v,0' € ViV, v € Va).
We denote a weighted bipartite graph as G = (V1 U Vs, E, w).
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Fig. 3. An example of maximum weighted bipartite matching. The edges (P1, J1) and
(P2, J2) are selected due to maximum weights.

Definition 6 (Maximum Weighted Bipartite Matching). Given a
weighted bipartite graph G = (V1 U Vi, E,w), a bipartite graph matching is the
selection of E' C E s.t. V(v,v') € E'(3(v,v") € B/ = v/ =v"AJ(v" V) € B/ =
v =v).

Let Eyp denote all possible matching. A maximum weighted bipartite match-
ing is a matching E' € Eyp such that BE" € Ex( Y w(e) > Y w(e)).

c€E" eC€E’

An example is shown in Fig. 3 as a bipartite graph which J; is a set of jobs
and P; is the sets of applicants. An edge indicates that an applicant applies for
the job with the qualification score implied as its weight. A maximum weighted
bipartite matching is the optimal assignments of the applicants to the jobs such
that the total qualification score is maximum, i.e., (P1,J1) and (Ps, J2).

In this paper, Integer Linear Programming (ILP) should be applied to find
the maximum weighted bipartite matching. ILP is a mathematical optimization
method that, given a set of variables, assigns an integral value to every variable to
achieve the best result, e.g., minimum cost, maximum benefits, with the objective
and the constraints formulated in linear relationships [7].

4 Generic Process Performance Analysis Using Bipartite
Graph Matching

Our approach aims for measuring the performance between two arbitrary groups
of activities. By projecting the events of interest into a bipartite graph for each
trace, we find the maximum weighted bipartite matching indicating the pairs of
events from which the performance metric of a case is derived. Figure4 depicts
a global overview of our approach and we illustrate each step in more detail in
the sections specified on the arcs.

4.1 Bipartite Graphs Generation

Given an event log, a user specifies two groups of activities of interest for ana-
lyzing the performance from one to the other. We construct a weighted bipartite
graph for each case by taking the events of interest as nodes and connecting them
according to the direction specified. The weights of the edges are computed using
a monotonic function of the event index of the nodes. Figure 5 shows an example
of a bipartite graph for the trace which we only show the events of interest. The
projection of a trace to a bipartite graph is formalize as follows.
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Fig. 4. An overview of the proposed approach. We analyze the performance of a case
by finding a maximum weighted bipartite graph matching using ILP.

Definition 7 (Trace Projection). Let o/ be the universe of activities. Given
two sets of activities Ag, Ar C &/ and an event log L C &*, we define a trace
projection function p(c) which generates a weighted bipartite graph G = (S U
T,E,w) from o € L such that

e S={eco|Taule) € Ash,

o I'={eco|mule) € Ar},

e E={(s,t) e SxT|F1 <i<j<lo|(c(i) =sAa(j)=1t)}, and

o given (s,t) € E and let 1 <i < j <|o| s.t. o(i) =s and o(j) =t, w(s,t) =
1

—1

<

Given a graph p(o), p(o)E denotes the edges of the graph.

Fig. 5. An example of the bipartite graph given a trace

4.2 Maximum Weighted Bipartite Graph Matching Formulation

Given a bipartite graph built as described in Definition 7, we select pairs of
events for measurements by finding a maximum weighted bipartite matching
using ILP. The ILP model is formulated as below.
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Definition 8 (ILP Formulation). Given a weighted bipartite graph G = (SU
T,E,w), we assign a variable x(,4) to every edge (s,t) € E and limit each
variable to 0 or 1, indicating whether the edge is selected provided the integral
solutions. We formulate the constraints and the objective as follows to find the
mazximum weighted bipartite matching (Definition 6).

Mazimize Z = Z W(s,t)T(s,t)

(s,t)eE
Subject to Zx(s,t) <1, vVteT
ses
Zl’(&t) <1, Vs e S
teT

x(s,t) € {0, ].}
We denote the value for every variable x4 4 as xz‘s 0 such that Z is maximum.

In principle, the problem above should be solved by ILP. However, we alter-
natively relax the integral constraints by applying Linear Programming (LP),
ie., 25 € [0,1], and compare their performance in Sect.5.1. We found that
LP always selects as much fraction of an edge as possible, i.e., 1, due to the
constraints on the nodes. Thus, given the integral solutions provided by LP, we
use LP in our implementation for better performance.

4.3 Aggregation

For each case, we average the desired measurements, e.g., duration between two
events, given the pairs of events selected as described in Sect. 4.2. The perfor-
mance metrics in terms of case and event log is computed as follows.

Definition 9 (Case Performance). Let M denote all the measurable entities
of a trace. Given a trace o = myq(c) for which ¢ € €, referring to Definition 8,
we compute the case performance in terms of m € Mas:

(s t)g(U)E Ol 1) o
om(0) = =

s,t)
(s,;)€p(o)E
Suppose all the cases in an event log are independent to each other, then we
compute the log performance as defined below.

Definition 10 (Log Performance). Let M denote all the measurable entities
of a trace. Given an event log L, for every trace o € L, 0,,(0) denotes the case
performance in terms of m € M. We select traces T = {o € L||p(c)g| > 1} and
compute the log performance regarding m € M as:

Z 5m(‘7)

oeT
Am(L):elT
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By transforming a trace into a bipartite graph, our approach is capable
of measuring the performance between two arbitrary groups of activities. The
grouping can also be applied to analyze the performance at a higher level of
abstraction without constructing another model at the desired granularity.

5 Evaluation

In this section, we evaluate the scalability using both ILP and LP in Sect.5.1,
followed by a comparative evaluation in Sect. 5.2.

5.1 Scalability with LP and ILP

We evaluate the performance and scalability of our approach by measuring the
runtime of solving LP and ILP. Since the complexity of the problem is reflected
by the number of variables (edges) and the number of constraints (nodes), we
generate a synthetic event log with different number of nodes and edges. The
event log simulates the results after filtering out events not of interest. Each event
is randomly assigned as either an event in the start or target activity group and
an event index between 1 and 1000, indicating the maximum length of a trace
before filtering. The length of the trace is limited to 2 to 200 representing the
log after the filtering. For each length, 15 traces are generated. Figure 6 shows
the number of nodes and the corresponding number of edges.

Figure 7 shows the runtime using LP and ILP in terms of the number of edges
and nodes. As expected, the runtime increases with complexity of the graph, i.e.,
the number of variables (edges) as shown in Fig. 7b and constraints (nodes) as
shown in Fig. 7a. However, the edges selected by using LP and ILP are different.
Nevertheless, compared to using ILP, the optional solutions from LP provide the
same number of edges given integral solutions. Given the better performance and
scalability of LP, we apply LP instead of ILP for our approach.

12000
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Fig. 6. Number of nodes and edges of the synthetic dataset.
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Fig. 7. Performance of the approach using LP and ILP. The performance using LP is
better than ILP and highly scalable.

5.2 Comparative Evaluation

We compare our approach with other techniques with the dataset from the BPI
Challenge 2019 [8]. The methods from Celonis [5] and Disco [10] are used for com-
parison as the representatives of log-based and model-based techniques, respec-
tively. In the experiment, we evaluate the performance between Vendor creates
tnwvoice and Record Invoice Receipt. The two activities are chosen due to the lim-
itation of analyzing with Disco [10], i.e., only selection of two adjacent activities
in the model is allowed. To emphasize the difference of analysis result in the
presence of recurrent activities, we further select the cases in which each activity
is executed at least twice. After the filtering, we obtain 4915 cases with 14498
Vendor creates invoice and 17210 Record Invoice Receipt in total.

Table 2 shows the performance statistics in terms of the frequency and dura-
tion from different approaches. The case frequency shows that the number of
cases considered while the absolute frequency shows the number of measure-
ments used for calculation. These two frequencies are the same using Celonis due
to only one measurement out of four possible configurations is selected. Figure 8a
depicts the four possible configurations: first to first (c1), first to last (¢2), last

From:

Vendor creates invoice o

Last occurrence

Cc2 T Average Throughput time
------------ fo:

L

2GS, ~, Record Invoice Receipt o 1 7 Days
G—O6—0-0—0—m
______ (=} v

>
S C4__or
e 2 First occurrence Vendor creates invoice = Record Invoice Receipt

(a) Four configurations.  (b) Configuration selected. (c¢) Analysis result.

Fig. 8. Performance analysis using Celonis [5]
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Table 2. Comparative evaluation results. Our approach computes the performance
based on the most measurements, i.e., absolute frequency.

Celonis Disco | Our Approach
F—-F F—-L|L—-F L—L
Case Freq. 4881 4915 2613 4889 | 2684 |4915
Absolute Freq. 4881 4915 | 2613 4889 | 3797 |14441
Agyr (L) | Min. 5h 19h 5h 84m | 84m |8h
Max. 70y 70y 159d | 447d | 15.7w | 35y
Median. | 14d 41d 12d 21d 3.7d |18d
Mean. |61d 105d | 17d 33d 10.2d | 43.7d

F: Timestamp of the earliest occurrence of Vendor creates invoice in a case
L: Timestamp of the latest occurrence of Record Invoice Receipt in a case
Agyr(L): Duration between two activities of the event log L

to first (¢3), last to last (c4). Each refers to the duration between the first/last
event of one activity to the first/last event of the other activity in a trace. For
each trace, only one configuration is chosen as the performance metrics. Thus,
it produces skewed results depending on the configuration, e.g., the measure-
ment between ¢2 and ¢3 can differ much. Figure 8¢ shows the analysis from one
of the configuration as in Fig.8b. From the frequency information in Table 2,
it shows that some cases are ignored if the events in the cases do not have the
configured order, e.g., the last execution of Vendor creates invoice is after the first

execution of Record Invoice Receipt.

Figure9 shows the mean dura-
tion and absolute frequency between
activities from Disco [10]. The cases
that do not comply to the model are
ignored, i.e., only 2684 out of 4915
cases are considered. In addition, the
resulting metrics tends to be smaller
since it only considers the mea-
surement if Record Invoice Receipt
directly follows Vendor creates invoice
without other activities in between.

The results show that our app-
roach is robust for that it covers
as many measurements as possible
given two activities. Moreover, Table 2
shows that even a simple question
as the time between two activities is
not as simple as it seems. Besides,
our approach allows for measuring the
performance between two groups of
activities.

Record Goods Receipt
ot (17.999

11.8d

Record Invoice Receipt
et (17210)

Clear Invoice
instant ~ (11,116)

®

Fig. 9. Analysis using Disco [10]
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6 Conclusion

Process performance can be analyzed based on a model or an event log only. Most
techniques are model-based and are, thus, limited to the representational bias of
the underlying models and not flexible to the need of analysis, e.g., measuring
the performance between two milestones. Existing techniques that are based on
an event log face the challenge of providing a robust result in the presence of
recurrent activities. This paper introduces a novel and generic process-aware
log-based technique which is robust to recurrent activities and can be further
extended to analysis of two groups of activities. By applying bipartite graph
matching, we pair as many events as possible and measure them accordingly.
Our experiments show that the proposed approach is scalable to huge event
logs and outperforms the existing methods by providing a robust metrics given
recurrent activities.

To better locate and diagnose the performance of a process, we aim to extend
our approach by incorporating the control-flow constructs into the bipartite
graph and clustering the cases based on the measured performance. Further-
more, an investigation on different business contexts or rules can be applied to
determine complementary performance indicators and the weights of the bipar-
tite graph. Meanwhile, we also aim to automate the selection of the activities to
facilitate the application of our approach.
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Abstract. A precise overview on how software developers collaborate on
code could reveal new insights such as indispensable resources, potential
risks and better team awareness. Version control system logs keep track
of what team members worked on and when exactly this work took place.
Since it is possible to derive collaborations from this information, these
logs form a valid data source to extract this overview from. This concept
shows many similarities with how process mining techniques can extract
process models from execution logs. The fuzzy mining algorithm [5] in
particular holds many useful ideas and metrics that can also be applied
to our problem case. This paper describes the development of a tool
that extracts a collaboration graph from a version control system log. It
explores to what extend fuzzy mining techniques can be incorporated to
construct and simplify the visualization. A demonstration of the tool on
a real-life version control system log is given. The paper concludes with
a discussion of future work.

Keywords: Process mining - Social network analysis - Data mining -
Version control systems

1 Introduction

Companies engaged in software development have to manage a great deal of
code on a daily basis. It gets hard to keep track of who has knowledge of certain
aspects of the code and which programmers are working together on which parts.
This lack of awareness can also cause files that are at risk of becoming unknown
to any programmer, to go unnoticed. This is the case when you have a non-static
file that only gets changed by a very small amount of people. If this select group
of programmers were to quit, the organization can end up with code that nobody
really knows the details of. An effective way to improve this awareness is through
visualization of these collaboration relationships. This can be achieved through
a social network graph that represents programmers as nodes and relationships
between them as edges. Since we wish to discover this collaboration from real-life
project scenarios, we believe that logs drawn from version control systems serve
© Springer Nature Switzerland AG 2019
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as an ideal primary data source. This idea of extracting a social network graph
from a version control system log strongly resembles the rationale of applying
process discovery to process event logs. The two types of logs are similar in the
way that every commit message from the former can be seen as an event, and
both specify a resource for every event. Aside from these similarities, there are
also some aspects in which the two differ. In an event log the events follow a
certain process flow, while in the case of a version control system there is no
clear process notion involved. The act of developing software might be better
described as a project, rather than a process [1]. This lack of a clear process
notion is also the reason why we do not build on the implementation by van der
Aalst et al. [12].

Since our visualization should make it possible to easily identify insights
that are relevant to the business, like the core collaboration teams and isolated
nodes, it has to be clear and easy to understand. This shows similarities with
another aspect within the process mining domain, namely fuzzy mining [5]. The
fuzzy miner’s goal is to discover process models from event logs of unstructured
processes. This comes down to using event log data to produce a visualization of
the links between these events [5]. The goal of our research is using log data to
build a visualization of the interaction between people. To achieve this, we will
examine to what extend the techniques from fuzzy mining are also applicable
to our visualization. We will focus on the metrics used in the weight calculation
and simplification approach of the graph.

The main contribution of this paper is the development of a tool that can be
used to extract social networks from version control system logs, inspired by the
algorithm of the fuzzy miner. The tool has been implemented and demonstrated
on a real-life version control system log.

The remainder of this paper is organized as follows. Section 2 discusses the
state of the art, while Sect.3 elaborates the design choices for the new tool.
This is followed by a detailed description of the tool’s algorithms for weight
calculation and simplification in Sects.4 and 5. Section 6 holds a demonstration
of our tool on a real-life example and we conclude this paper with a discussion
in Sect. 7.

2 Related Work

Most of the literature covering potential uses of version control system logs
focuses on using the files stored in such a system to visualize the source code
hierarchy, rather than collaboration aspects [3,4,7-10,14]. In contrast to the
numerous amount of tools that deal with code structure and flow, there are
almost no tools that make use of data related to social aspects.

A tool that does involve this type of data up to a certain level, is the Man-
hattan tool, developed by Lanza et al. [6]. This tool produces a 3D visualiza-
tion of the code with the main goal of supporting team activity by increasing
workspace awareness. In order to achieve this, the system visualizes in real-time
what each team member is working on and notifies the user about emerging con-
flicts. Although the tool makes use of collaboration data, it does not explicitly
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visualize these relationships between programmers. There is no functionality to
query the system about how often and how closely members work together.

3 Design of the Collaboration Visualizer

3.1 Solution Requirements and Choice of Tools

In order to gain valuable insights about the social structure of a development
team, we set the necessary requirements for our solution. After a comparison
between 23 different social network analysis tools, we decided to use a combina-
tion of a self-written Python program and Gephi [2] as the tools for our solution.
Gephi is an Open Source interactive graph exploration and manipulation soft-
ware, suited for all kinds of networks [2]. Of all possible network visualization
tools, Gephi was chosen because it offers functionalities that best meet the visu-
alization requirements that were set. These requirements will not be discussed
here, due to page limitations. With the help of Gephi we can shift our focus to
the development of a program that will handle the following remaining require-
ments:

1. The program is able to read and process the data from a version control
system log.

2. It uses the aforementioned data to construct a graph, in which program-
mers are represented by nodes and the collaboration between them by edges.
The edges are labeled according to their collaboration type. There are three
possible types an edge can classify as: (1) pair programming, (2) disjunct pro-
gramming, (3) pair and disjunct programming (when the two programmers
worked separately, but also engaged in pair programming).

3. Both the programmers and the edges between them have a weight that reflects
their importance.

4. The graph is clear and easy to understand, which implies that some simplifi-
cation measures have to be taken.

3.2 Detalil of the Program Structure

The program will comprise of several algorithms that carry out the steps in the
following list in order to generate the resulting graph. Step 2, 4, 5 and 6 will be
explained more into detail in Sects. 4.1 to 5 respectively.

1. Parse the log into a usable data structure

2. Calculate the importance of each file

3. Build the base graph by including every programmer that is mentioned in
the log as a node and adding an edge if they collaborated at least once. This
collaboration can be in the form of pair programming or having an altered
file in common

Calculate the edge weights

Calculate the node weights

Simplify the resulting graph

Write the simplified graph to CSV format, so Gephi can carry out the visu-
alization

No ot
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4 Constructing the Base Graph: Weight Calculation
Algorithms

4.1 Calculating the File Importance

The program should calculate a value that reflects the importance of a file. This
value is necessary to create a well-substantiated weight for both the programmers
and their relationships. Rather than to focus on the business importance of a
file, we have chosen to let this value represent how important the file is for
collaboration. We cannot base this importance of how large a certain file is,
since this information is not standard available in a version control system log.
So let us consider a file important if it continues to ‘grow over time’. A project is
dynamic, it evolves over time to accommodate for new features and new customer
requirements. As a result of this, files that make up the core of the application
will get altered regularly. These files are good candidates for collaboration since
multiple people having knowledge of them secures their further evolution.

Based on these assumptions, we will develop a formula to calculate the file
importance. To ensure that files that have been around for a long time are not
favoured over relatively new ones, we will work with a ratio that takes the life
span of the file into account. This ratio considers the number of months the file
in question exists or existed, and calculates in how many of those months the file
got changed. We do not factor in the number of commits related to this file that
occur within a month, for a programmer is free to choose the size of the chunks
he commits. A downside to this approach is that files that were created towards
the end of the log will in most cases have a larger importance than files that
have been around for a long time. We do not consider this larger importance to
be a problem since these files are recent and therefore important at this very
moment in the developing stage. This brings us to the following formula that
calculates the importance value of a specific file:

the number of months in which the file got altered

(1)

File importance =
p the number of months the file existed

4.2 Calculating the Edge Weights

The edge weight is an indicator of how strong the collaboration between two
programmers is. In order to logically substantiate this weight, we examined and
selected some metrics used in fuzzy mining [5] that we believe are also applicable
to our problem. These metrics are the binary frequency significance and the
proximity correlation. Both of these contribute a value to different aspects
that together determine how important the collaboration is. Because of the lim-
ited length of this paper, we will only discuss how we adapted these metrics to
our problem case. The implementation used by the fuzzy miner can be found in
the research paper by Giinter et al. [5].
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The Binary Frequency Significance. This metric describes the relative
importance of the relationship between two nodes. We adapt this idea to our
problem context as ‘the more files are worked on together, the stronger the rela-
tionship’. However, some constraints have to be added. First of all, we have to
take the file importance into account. Omitting this importance can cause two
programmers that worked on only a handful of, but very important, files to have
a weaker relationship than two that worked on a lot of trivial files together.
Secondly, we have to be careful not to favour a programmer with the habit of
committing his current work regularly over one that likes to commit very big
chunks of code more sparsely. Lastly, we will only consider files from commits
that were not pair programming activities between the two programmers under
consideration. The pair programming aspect will be included in the edge weight
calculation as a separate factor, further explained in the next subsection.

Keeping in mind these three constraints, we suggest the following algorithm
to calculate the frequency significance value for a certain edge between two
programmers:

1. Collect the commits of the first and second programmer and omit those that
concern pair programming

2. For each file in these remaining commits, that both programmers worked on
do the following:

(a) Count the number of times they have worked together on this file, with
the constraint that everything that happens within the time span of one
week counts as the same collaboration session

(b) Calculate the frequency significance for this file as:

the number of sessions calculated in the previous step
X
the importance of the file under consideration

3. The final frequency significance of this edge is the sum of the frequency sig-
nificances of all the aforementioned files

The Proximity Correlation. Within the fuzzy mining algorithm, the prox-
imity correlation evaluates event classes which occur shortly after one another,
as highly correlated [5]. In terms of the timing aspect, we have already taken the
proximity into account during the calculation of the frequency significance by
limiting the permitted time span between two consecutive commits. However,
there is also the physical proximity in the form of pair programming. This will
serve as our proximity correlation, as we have earlier decided to not include this
aspect in the frequency significance. Including this as a separate factor allows for
pair programming, which is a stronger form of collaboration, to have a greater
influence on the final edge weight. Because this metric has the same constraints
as the frequency significance, we will again work with the file importance and a
predefined time span between commits. This results in the following algorithm:
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1. Compose a list of files that appear in the pair programming commits con-
cerning these two programmers

2. For each of these files, do the following:
(a) Collect the time stamps of all the commits concerning this file and order

them chronologically
(b) Count the number of times the programmers collaborated on this file by
going through the chronologically ordered time stamps and tallying when-
ever there is at least a predefined time span in between two consecutive
time stamps. The default value of this predefined time span is one month
(¢) Calculate the proximity correlation for this file as:

the number of times they collaborated, as calculated in step (b)
X
the importance of the file under consideration

3. The final proximity correlation of this edge is the sum of the proximity cor-
relations of all the aforementioned files

The Final Edge Weight. The final weight of an edge is calculated according
to the following formula. The proximity correlation has a greater influence on
the final weight, because the metric concerns a closer collaboration and there is
less uncertainty involved.

Final edge weight = 0.40 - normalized frequency significance +

0.60 - normalized prozimity correlation (2)

4.3 Calculating the Node Weights

The unary frequency significance is the only metric stemming from the fuzzy
mining algorithm [5] that seemed useful for the calculation of our node weights,
that represent the importance of a programmer. The exact implementation of
this metric can be found in the research paper by Glinter et al. [5]. In order
to better substantiate the weight, we looked for additional applicable metrics
stemming from traditional graph theory. The three metrics that were eventually
selected are the betweenness centrality, the eigenvector centrality and the
degree centrality.

The Unary Frequency Significance. We will adopt this metric as ‘the more
often a programmer appears in the log, the more significant he is’, but we will
need to set some constraints. Again, we work with a list of distinct files (so
every file is counted only once) to counter the ‘free choice of when to commit’
problem. Further, we will also factor in the file importance. This leads us to the
following formula that calculates the frequency significance value of a certain
programmer:

Frequency significance = normalization of the sum of the importance

value of each file this programmer worked on  (3)
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The Betweenness Centrality. We chose this specific metric to handle pro-
grammers that are a part of several different teams. This metric considers a node
highly important if it forms bridges between many other nodes. The value is com-
puted as the sum of the fraction of all-pairs shortest paths that pass through
that node [11]. We normalize the results based on the minimum and maximum
centrality value, instead of using the number of nodes. Otherwise the values will
be too small to make a real impact on the final weight.

The Eigenvector Centrality. According to this metric, a node is highly
important if many other highly important nodes link to it. However, the central-
ity also depends on the quality of those edges [13]. So this metric reveals teams
of important nodes that work closely together.

The Degree Centrality. The degree centrality looks at the number of edges
incident upon the node [13]. We will use this metric to identify (nearly) isolated
nodes. This, combined with the frequency significance, can uncover program-
mers that are indispensable sources of knowledge and not easily replaced. So
these nodes should have larger weights than other leaf nodes, to prevent them
from being pruned during the simplification phase. At first glance, this seems to
contradict the eigenvector centrality, described in the previous paragraph. We
cannot, however, use a low eigenvector centrality value as an indicator to give
extra weight to a nearly isolated node. Imposing a larger weight on a node with
a low eigenvector centrality will cause the core team cluster nodes to have a low
weight, which is not what we want. For this reason we use the eigenvector cen-
trality to identify the core teams and the degree centrality as a separate metric
to identify the (nearly) isolated nodes and give them the weight they deserve.

To calculate our final degree centrality value, we make a distinction between
pair programming and non-pair programming edges. Since we want nodes that
hardly collaborated with others, and therefore have few incident links, to have
a larger weight, we use 1 - the degree centrality for the non-pair programming
edges. If a programmer engaged in pair programming his value for this metric
should be smaller. So the final value for this metric is

1 — the degree centrality for the non pair programming edges

— the degree centrality for the pair programming edges (4)

The Final Node Weight. Using the following formula, the final node weight
can be calculated. The eigenvector and the degree centrality have the greatest
influence because the main goal of our visualization is identifying the core teams
and isolated nodes. We also deemed the betweenness centrality more important
than the frequency significance because programmers that are a part of mul-
tiple teams form an important insight and this should be emphasized in the
visualization.
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Final node weight = 0.15 - normalized frequency significance + 0.25 -
normalized betweenness centrality 4+ 0.30 - normalized eigenvector centrality

+ 0.30 - normalized degree centrality (5)

5 Graph Simplification Approach

To prevent the graph from being too large and unclear to derive any useful
insights from, it needs to be simplified. Our simplification approach is inspired by
the fuzzy miner as well. The exact implementation the fuzzy miner uses, will not
be explained in this paper, due to page limitations, but can be found in the paper
of Glinter et al. [5]. We adopt three of the fuzzy miner’s graph simplification
methods, namely (1) edge filtering, (2) aggregation and (3) abstraction.

5.1 Phase 1: Edge Filtering

In this first phase we filter out edges that are weak and therefore not well estab-
lished. The fuzzy miner [5] tackles its edge filtering by calculating a utility value
for every edge and comparing these values with an edge cutoff parameter. We
will adapt this algorithm to better fit our problem case.

Since our graph is undirected, unlike the fuzzy miner one, we perform our
filtering algorithm only once on the entire set of edges incident on the node. This
creates a new problem: an edge can be unimportant for one node, but important
for the target node it is connected to. We solve this problem by only filtering
an edge when both its connected nodes agree on it. Another important aspect
to mention is that it is impossible to create new isolated nodes, because the
edge cutoff parameter is compared to the normalized utility values. Since the
utility value is meant to be an indication of how important the edge is, we can
let the edge weight, as calculated in Sect. 4.2, represent it. Lastly we also have
to determine the edge cutoff parameter. This parameter determines how careful
the algorithm is with removing edges. The value of it depends on the log under
consideration and the purpose of the desired visualization. This brings us to the
following algorithm:

1. For very node, compare the normalized weight of its incident edges to the
edge cutoff parameter. If the normalized weight < edge cutoff parameter add
the edge to the list of possible candidates for filtering

2. If this edge is already present in the list of candidates, it means that the other
node it is connected to also suggested it as a candidate for filtering. Move this
edge to the list of edges to filter

3. Once all the nodes are handled, remove the edges that appear in the list of
edges to filter, from the graph
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5.2 Phase 2: Aggregation

In this second phase we form coherent clusters of programmers that are not
very important but have very strong relationships between them. Such a group
of programmers is represented by a single node in the graph, because their
individual importance does not outweigh the added value of simplification.

Our aggregation approach consists of the same two phases the fuzzy miner [5]
uses for this purpose: initial cluster building and cluster merging. After carrying
out these two phases we also have to redefine the weights of both the cluster and
its connected edges and determine the collaboration type of these edges. In the
next subsections we will explain each of these phases more into detail, including
when and why we deviate from the original fuzzy miner approach. Determining
the new collaboration type is omitted due to page limitations.

Initial Cluster Building. We start off by checking for each node whether it
is unimportant enough to aggregate. This comes down to comparing the node
weight to a node cutoff parameter. By default, this cutoff parameter is set as the
average weight of all the nodes in the graph. Once the candidates are selected,
each of them has to be evaluated to determine whether they have an edge that
is strong enough to carry out the aggregation. We deviate here from the origi-
nal fuzzy miner [5] approach, which is clustering a candidate regardless of the
edge’s weight. Because we want a cluster to represent a group of strongly con-
nected programmers, an additional check is added. Only when an edge’s aggre-
gation power exceeds an aggregation-correlation parameter, a cluster can be
formed. The edge’s aggregation power is represented by its distance signifi-
cance, which looks at how much the significance of the edge differs from the
significances of its connected nodes [5]. Since we know that the candidate nodes
have low weights and we are searching for strong edges, the bigger the difference
between the weights of these two, the more the edge qualifies to carry out aggre-
gation. We choose the aggregation-correlation parameter to be the difference
between the average node weight of all the nodes and the average edge weight
of all the edges in the graph. So for each candidate node we search the edge
with the strongest aggregation power that exceeds this aggregation-correlation
parameter. If no edge is deemed strong enough, the node remains untouched. If
we now resume where we left off while following the fuzzy miner approach, we
obtain the following algorithm:
For each node that has a node weight < node cutoff parameter:

1. Calculate the distance significance for each edge incident on this node by
using the following formula: | edge weight - node weight |

2. Select the edge with the largest distance significance that > aggregation-
correlation parameter

3. If the target node this selected edge connects to is a cluster — add the node
and its incident edges to this cluster; Else make a new cluster with this node
as the first member
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Cluster Merging. The fuzzy miner [5] only merges clusters when its pre- or
postset contains only cluster nodes. However, it is in our case not necessary that
all the neighbouring nodes are cluster nodes. If two nodes have a very strong
connection, they will most likely have more or less the same knowledge. Nodes
that collaborate with one of these two can theoretically also be seen as working
with the other. This implies that in order to merge, not all the neighbouring
nodes have to be clusters. Taking this into account, be obtain the following
algorithm:
For every cluster, do the following;:

1. Calculate the distance significance for every edge that connects this cluster
to a neighbouring cluster node, by using the formula: | edge weight - node
weight |

2. Select from these candidates edges the edge with the largest distance signifi-
cance value that is > aggregation-correlation parameter to actually carry out
the merging

3. Merge both clusters and transitively preserve the edges

Redefining the Cluster’s Weights. All edges that connect a node (or cluster)
to nodes within the target cluster will be removed and replaced by one edge that
is representative of all these connections. This replacing edge needs a new weight.
Due to page limitations, only the used formula is given:

Collect the weights of all the edges connecting this node (or cluster) to a
node within the target cluster. The weight of the replacing edge =

the average edge weight + the strongest edge weight
2

(6)

The calculation of the new weight for the cluster node is carried out in exactly
the same way, but with the weights of the nodes that make up the cluster.

5.3 Phase 3: Abstraction

We cannot apply the abstraction approach the fuzzy miner [5] uses, which is
removing all the isolated and singular clusters, as these can be useful insights.
So in our abstraction approach we only remove programmers that are insignif-
icant and not strongly enough connected to other programmers so they can be
aggregated. These programmers hardly contributed to the project, so they do
not add any useful insights to the visualization. We do this as follows.

For every node that does not belong to a cluster, do the following:

1. Check whether the node’s weight < node cutoff parameter

2. If so, check whether all of its incident edges are too weak to carry out aggre-
gation. This is done by confirming that every incident edge has a distance
significance value < aggregation-correlation parameter

3. If so, remove the node and all of its incident edges from the graph
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6 Tool Demonstration

The tool has been implemented! and tested on a real-life log, containing 1486
chronologically ordered commits, dating from June 2009 to November 2017. All
the requirements, that were stated in Sect. 3.1, are fulfilled. After the Collab-
oration Visualizer analyzes this log, we are presented the graph in Fig. 1, in
which all contributors have been anonymized. The graph can be used to identify
isolated groups of programmers, the core development teams and weak collab-
oration relationships. By identifying these indispensable resources, the risk of
losing valuable sources of knowledge can be mitigated. A full explanation of the
insights that can be gained that are relevant to the business, has been omitted
due to page limitations.

Fig. 1. Collaboration graph that is the result of the tool analyzing a real-life log.
The green nodes are clusters of programmers, while a pink one represents a single
programmer. The edges are colour-coded to represent the following: the green edges
indicate pair programming, the orange ones disjunct programming and the purple ones
imply that the programmers engaged in pair as well as disjunct programming. (Color
figure online)

7 Discussion and Future Work

In this paper, we described a tool that can extract how programmers collaborated
on code from a VCS log and visualize this in the form of a graph. Due to many
similarities, we gathered inspiration for the development of the tool from the
fuzzy miner algorithm [5]. We combined the metrics from the fuzzy miner that
we deemed applicable to our case, with metrics from standard graph theory.
Since this is the very first version of our tool, there are still aspects that
can be improved and fine tuned. Further research should be done to provide an
improved default parameter setting. Further, the tool currently only works with
logs generated from a Tortoise SVN system. Including logs from other version
control systems as an input option is a good requirement for the next version of
the tool. Lastly, this paper is limited to a demonstration of the applicability of
the tool. An extensive interpretation of the insights that can be gained from the
graph is omitted due to page limitations, and validation still needs to be added.

! The source code is available on github.com/LeenJooken/CollaborationVisualizer.git.
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Abstract. In process discovery, the goal is to find, for a given event
log, the model describing the underlying process. While process models
can be represented in a variety of ways, in this paper we focus on a
subclass of Petri nets. In particular, we describe a new class of Petri
nets called Uniwired Petri Nets and first results on their expressiveness.
They provide a balance between simple and readable process models on
the one hand, and the ability to model complex dependencies on the
other hand. We then present an adaptation of our eST-Miner aiming to
find such Petri Nets efficiently. Constraining ourselves to uniwired Petri
nets allows for a massive decrease in computation time compared to the
original algorithm, while still discovering complex control-flow structures
such as long-term-dependencies. Finally, we evaluate and illustrate the
performance of our approach by various experiments.

Keywords: Process discovery + Petri nets - Language-based regions

1 Introduction

More and more processes executed in companies are supported by information
systems which store each event executed in the context of a so-called event log.
Each event in such an event log has a name identifying the executed activity
(activity name), identification specifying the respective execution instance of
the process (case id), a time when the event was observed (time stamp), and
often other data related to the activity and/or process instance. In the context
of process mining, many algorithms and software tools have been developed
to utilize the data contained in event logs: in conformance checking, the goal
is to determine whether the behaviors given by a process model and event log
comply. In process enhancement, existing models are improved. Finally, in process
discovery, a process model is constructed aiming to reflect the behavior defined
by the given event log: the observed events are put into relation to each other,
preconditions, choices, concurrency, etc. are discovered, and brought together in
a process model.

Process discovery is non-trivial for a variety of reasons. The behavior recorded
in an event log cannot be assumed to be complete, since behavior allowed by
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the process specification might simply not have happened yet. Additionally, real-
life event logs often contain noise, and finding a balance between filtering this
out and at the same time keeping all desired information is often a non-trivial
task. Ideally, a discovered model should be able to produce the behavior con-
tained within the event log, not allow for unobserved behavior, represent all
dependencies between the events and at the same time be simple enough to
be understood by a human interpreter. It is rarely possible to fulfill all these
requirements simultaneously. Based on the capabilities and focus of the used
algorithm, the discovered models can vary greatly, and different trade-offs are
possible.

To decrease computation time and the complexity of the returned process
model, many existing discovery algorithms abstract from the full information
given in a log or resort to heuristic approaches. Even though the resulting model
often cannot fully represent the language defined by the log, they can be very
valuable in practical applications. Examples are the Alpha Miner variants ([1]),
the Inductive Mining family ([2]), genetic algorithms or Heuristic Miner. On
the downside, due to the commonly used abstractions, these miners are not
able to (reliably) discover complex model structures, most prominently non-free
choice constructs. Algorithms based on region theory ([3-6]) discover models
whose behavior is the minimal behavior representing the log. However, they often
lead to complex, over-fitting process models that are hard to understand. These
approaches are also known to be rather time-consuming and expose severe issues
with respect to low-frequent behavior often contained in real-life event logs.

In our previous work [7] we introduce the discovery algorithm eST-Miner,
which focuses on mining process models formally represented by Petri nets. This
approach aims to combine the capability of finding complex control-flow struc-
tures like longterm-dependencies with an inherent ability to handle low-frequent
behavior while exploiting the token-game to increase efficiency. Similar to region-
based algorithms, the basic idea is to evaluate all possible places to discover a
set of fitting ones. Efficiency is significantly increased by skipping uninteresting
sections of the search space. This may decrease computation time immensely
compared to the brute-force approach evaluating every single candidate place,
while still providing guarantees with regard to fitness and precision.

Though inspired by language-based regions, the approach displays a fun-
damental difference with respect to the evaluation of candidate places: while
region-theory traditionally focuses on a globalistic perspective on finding a set
of feasible places, our algorithm evaluates each place separately, that is from a
local perspective. In contrast to the poor noise-handling abilities of traditional
region-based discovery algorithms, this allows us to effectively filter infrequent
behavior place-wise. Additionally, we are able to easily enforce all kinds of con-
straints definable on the place level, e.g. constraints on the number or type of
arcs, token throughput or similar.

However, the original eST-Miner has several drawbacks that we aim to tackle
in this paper: first, the set of fitting places takes too long to be computed,
despite our significant improvement over the brute force approach. Second, the
discovered set of places typically contains a huge number of implicit places,
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that need to be removed in a time-consuming post-processing step. Third, the
algorithm finds very complex process structures, which increase precision but
at the same time decrease simplicity. In this work, we introduce the new class
of uniwired Petri nets, which constitutes a well-balanced trade-off between the
ability of modeling complex control-flows, such as long-term-dependencies, with
an inherent simplicity that allows for human readability and efficient computa-
tion. We present a corresponding variant of our eST-Miner, that aims to discover
such Petri nets.

In Sect. 2 we provide basic notation and definitions. Afterwards a brief intro-
duction to our original algorithm is given in Sect. 3. We then present the class
of uniwired Petri nets in Sect. 4, together with first results on their expressive-
ness and relevance for process mining. In Sect. 5 we describe an adaption of our
algorithm that aims to efficiently compute models of this sub-class by massively
increasing the amount of skipped candidate places. An extensive evaluation fol-
lows in Sect. 6. Finally, we conclude the paper with a summary and suggestion
of future work in Sect. 7.

2 Basic Notations, Event Logs, and Process Models

A set, e.g. {a,b,c}, does not contain any element more than once, while a mul-
tiset, e.g. [a,a,b,a] = [a®,b], may contain multiples of the same element. By
P(X) we refer to the power set of the set X, and M(X) is the set of all mul-
tisets over this set. In contrast to sets and multisets, where the order of ele-
ments is irrelevant, in sequences the elements are given in a certain order, e.g.
(a,b,a,b) # (a,a,b,b). We refer to the i’th element of a sequence o by o (7). The
size of a set, multiset or sequence X, that is | X]|, is defined to be the number
of elements in X. We define activities, traces, and logs as usual, except that we
require each trace to begin with a designated start activity (») and end with a
designated end activity (m). Note, that this is a reasonable assumption in the
context of processes, and that any log can easily be transformed accordingly.

Definition 1 (Activity, Trace, Log). Let A be the universe of all possible
activities (e.g., actions or operations), let » € A be a designated start activity
and let m € A be a designated end activity. A trace is a sequence containing »
as the first element, m as the last element and in-between elements of A \{»,m}.
Let T be the set of all such traces. A log L C M(7) is a multiset of traces.

In this paper, we use an alternative definition for Petri nets. We only allow for
places connecting activities that are initially empty (without tokens), because
we allow only for traces starting with » and ending with m. These places are
uniquely identified by the set of input activities I and output activities O. Each
activity corresponds to exactly one transition, therefore this paper we refer to
transitions as activities.

Definition 2 (Petri nets). A Petri net is a pair N = (A, P), where A C A is
the set of activities including start and end ({w,m} C A) and P C {(I|O) | I C
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ANT#£DANO C ANO # (0} is the set of places. We call I the set of ingoing
activities of a place and O the set of outgoing activities.

Given an activity a € A, ea = {(I|0) e P|a € O} and ae = {(I|0) € P |a € I}
denote the sets of input and output places. Given a place p = (I|0) € P, ep =1
and pe = O denote the sets of input and output activities.

Definition 3 (Fitting/Unfitting Places). Let N = (A, P) be a Petri net, let
p = (I|0) € P be a place, and let o € T be a trace. With respect to the given
trace o, p is called

- unfitting, denoted by X (p), if and only if at least one of the following holds:
o Jke{1,2,...,|0|} such that
Hilie{l,2,..k—1}Ao(i) eI} < |{i|i€{1,2,..k} No(i) € O}
o {i|ie{1,2,..]o|}Ac(i) eI} > {i|ie{1,2,..]o]} No(i) € O},
— fitting, denoted by O, (p), if and only if not K_(p).

Definition 4 (Behavior of a Petri net). We define the behavior of the Petri
net (A, P) to be the set of all fitting traces, that is {c € T |¥p € P: O, (p)}.

Note that we only allow for behaviors of the form (»,a,as,...a,,m) such that
places are empty at the end of the trace and never have a negative number of
tokens.

(»]a) (»|b) (»|m) (ala) (alb) (alm)
_ ,

(bla) (blb) (blm)

J3lm) (=,blw) (2,51)

(»la,b,m) (ala,b,m) (bla,b,m) (»,alab) (»,ala,m) (»,albm) (»b]a,b) (»blam) (> blbm) (ablab) (ablam) (ablbm) (»abla) (»ab]b) (»ablu)

(»,ala,b,m) (»,bla,b,m) (a,bla,b,m) (»,a,bla,b) (»,a,bla,m) (»,a,b|b,m)

(»,a,bla,b,m)

Fig. 1. Example of a tree-structured candidate space for activities {»,a, b, m}.

3 Introducing the Algorithm

We briefly repeat our discovery approach as presented in [7]. For details we refer
the reader to the original paper. As input, the algorithm takes a log L and a
parameter 7 € [0,1], and returns a Petri net as output. A place is considered
fitting, if at the fraction 7 of traces in the event log is fitting. A place is per-
fectly fitting when all traces are fitting. Inspired by language-based regions, the
basic strategy of the approach is to begin with a Petri net, whose transitions
correspond exactly to the activities used in the given log. From the finite set
of unmarked, intermediate places a subset of places is inserted, such that the
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language defined by the resulting net defines the minimal language containing
the input language, while, for human readability, using only a minimal number
of places to do so.

The algorithm uses token-based replay to discover all fitting places Pg¢ out of
the set of possible candidate places. To avoid replaying the log on the exponential
number of candidates, it organizes the potential places as a set of trees, such that
certain properties hold. When traversing the trees using a depth-first-strategy,
these properties allow to cut off subtrees, and thus candidates, based on the
replay result of their parent. This greatly increases efficiency, while still guar-
anteeing that all fitting places are found. An example of such a tree-structured
candidate space is shown in Fig. 1. Note the incremental structure of the trees,
i.e. the increase in distance from the base roots corresponds to the increase of
input and output activities. To significantly increase readability, implicit places
are removed in a post-processing step.

The running time of the original eST-Miner as summarized in this section,
strongly depends on the number of candidate places skipped during the search
for fitting places. The approach uses monotonicity results [8] to skip sets of
places that are known to be unfitting. For example, if 80% of the cases cannot
be replayed because the place is empty and does not enable the next activity
in the trace, then at least 80% will not allow for a place with even more out-
put transitions. While this results in a significant decrease of computation time
compared to the brute force approach, there are still to many candidates to be
evaluated by replaying the log. Moreover, typically, the set of all fitting places
contains a great number of implicit places, resulting in very slow post-processing.
In the following we explore uniwired Petri nets as a solution to these issues.

4 Introducing Uniwired Petri Nets

In this paper, we aim to discover uniwired Petri nets. In uniwired Petri nets all
pairs of activities are connected by at most one place. Biwired nets are all other
Petri nets where at least one pair of activities is connected by at least two places.

Definition 5 (Biwired/Uniwired Petri Nets). Let N = (A,P) be a
Petri net. N is biwired if there is a pair of activities ay,as € A, such that
|ay @eNeay] > 2. N is uniwired if such a pair does not exist. wired(P) =
{(a1,a2) | I1j0yep a1 € I N az € O} is the set of wired activities.

As far as we can tell, the subclass of uniwired Petri nets has not been investi-
gated systematically (like e.g., free-choice nets). However, the class of uniwired
nets includes the class of Structured Workflow Nets (SWF-nets) known in the
context of process mining. For example, the a-algorithm was shown to be able
to rediscover this class of nets [9]. Since we are using an alternative Petri net
representation (Definition 2), we define SWF-nets as follows.

Definition 6 (SWF-Nets (Structured Workflow Nets) [9]). A Petri net
N = (A, P), is an SWF-net, if the following requirements hold:
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~ N has no implicit places (i.e., removing any of the places changes the behavior
of the Petri net),

— for any p € P and a € A such that p € ea: (1) |pe| >1 = |ea| =1 (i.e.,
choice and synchronization are separated), and (2) |ea| > 1 = |op| =1
(i.e., only synchronize a fized set of activities).

Lemma 1 (Uniwired Petri nets and SWF-nets). The class of uniwired
Petri nets is a strict superset of the class of SWF-nets.

Proof. Let N = (A, P) be an SWF-net. We show that the assumption that N
is biwired leads to a contradiction. If N is biwired, then there are two activities
a1,a2 € A and two different places py1,p2 € P such that {p1,p2} C aje and
{p1,p2} C eay. Since p; # po, Definition 6 implies |ep;| = |eps| = 1. Hence,
op; = epy = {a1}. If @’ € pye and ' # ay, then |pie| > 1. Hence, Definition 6
implies |eas| = 1 leading to a contradiction (there are two places). The same
applies to ps. Hence, pj® = poe = {as}. Combining ep; = epy = {a1} and pye =
pee = {az}, implies that p; and p, must have exactly the same connections,
making one of these places implicit. Since there are no implicit places in SWF-
nets, we conclude that an SWF-net cannot be biwired (i.e., is uniwired).
Figure 2 shows that the class of uniwired Petri nets is a strict superset of the
class of SWF-nets. The uniwired Petri net N; is not an SWF-net. For example
the place p = ({e}|{f,g}) and activity g clearly violate the definition of SWF-
nets. O

Fig. 2. N; shows a uniwired Petri net with long-term dependencies, that is not an
SWF-net. The models N> and Ns illustrate the problems resulting from conflicting
places of varying (N3) and similar (N3) complexity, detailed in Sect. 5, before adding
self-loops.
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The a-algorithm is able to rediscover SWF-nets, but has well-known limita-
tions with respect to discovering complex control-flow structures, for example
long-term dependencies [1]. The class of uniwired Petri nets is clearly more
expressive than SWF-nets, as illustrated for example by N; in Fig. 2, showing
its capability of modeling advanced control-flow structures.

The models included in this class seem to constitute a well-balanced trade-
off between human-readable, simple process structures on the one hand, and
complex, hard-to-find control-flow structures on the other hand. This makes
them a very interesting class of models in the context of process discovery. In
Sect. 5, we will show that such models naturally lend themselves to be discovered
efficiently by an adaption of our eST-Miner.

5 Discovering Uniwired Petri Nets

The original eST-Miner discovers all non-implicit places that meet a preset qual-
ity threshold, and is capable of finding even the most complex control-flow struc-
tures. However, the resulting Petri nets can be difficult to interpret by human
readers, and might often be more complex then users require. This is indicated
for example by the heavy use of Inductive Miner variants in business applica-
tions, despite its strong limitations on the discoverable control-flow structures.

In the following, we present an adaption of our eST-Mining algorithm, that
aims to discover uniwired Petri nets as introduced in Sect. 4. This approach
yields several advantages: the representational bias provided by uniwired Petri
nets ensures non-complex and understandable models are discovered, while at
the same time allowing for traditionally hard-to-mine control-flow structures
such as long-term dependencies. In contrast to many other discovery algorithms,
e.g. Inductive Miner, our algorithm is able to discover such structures.

Another advantage of searching for uniwired Petri nets is that incorporat-
ing their restrictions in our search for fitting places naturally leads to a mas-
sive increase in skipped candidate places and thus efficiency of our discovery
algorithm. Additionally, this approach greatly decreases the amount of implicit
places found, and thus the complexity of the post-processing step. We will pro-
vide details on this variant of our algorithm in the remainder of this section.

Adaption to Uniwired Discovery: The efficiency of our eST-mining algorithm
(see Sect. 3) strongly depends on the amount of candidate places skipped by
cutting off subtrees in the search space. In the following we optimize this strategy
towards the discovery of uniwired Petri nets.

The idea is based on the simple observation, that in a uniwired Petri net
there can be only one place connecting two activities. With this in mind, consider
our tree-like organized search space. As shown in [7], for every candidate place
p = (I]0) it holds that for each of its descendants in the tree p’ = (I'|0’) we
have that I C I’ and O C O’. In particular, every pair of activities wired by
p will also be wired by any descendant p’. Thus, if we include p in our set of
fitting places Pgy, the whole subtree rooted in p becomes uninteresting and can
be skipped.
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Additionally, the same two activities will be wired by candidates located in
completely independent subtrees. Again, once we have chosen such a place, all
these candidates and their children become uninteresting and can be cut off. To
keep track of the activities that have already been wired within other subtrees,
we globally update the set wired(Pf) (see Definition 5).

Lemma 2 (Bound on Fitting Places). The set of places discovered by the
uniwired variant of our algorithm can contain at most one place for each tree in
the search space, that is at most |A — 1|2.

Proof. Our trees are structured in an incremental way: for a root candidate
p1 = ([1|01), for every two descendants p = (I2|O2) and ps = (I5]O3) of p; we
have that Iy C I5,01 C O3 and I; C I3,0; C Os. Since we do not allow for
candidates with empty activity sets, this implies that Io N I3 # 0,05 N O3 # B,
and thus a Petri net containing both places would be biwired. We conclude, that
for each base root only one descendant (including the root itself) can be part of
the discovered set of places. a

While this basic approach is very simple and intuitive, and also results in an
enormous decrease in computation time as well as found implicit places, several
complications arise. The basic problem is the competition between different fit-
ting candidates, that are wiring the same activities and therefore excluding each
other. Our discovery algorithm has to decide which of these conflicting places to
include in the final model. Several manifestations of this problem are discussed
and addressed in the following, resulting in an incremental improvement of the
naive approach.

Included in some of these strategies, we use a heuristic approach to determine
how interesting a candidate is. We define a score that is based on the strength
of directly-follows-relations expressed by a place (I]0):

#(z,y)
1| -101

S(Io) = >

zel,ycO

where #(x,y) denotes the number of times x is directly followed by y in the
input log. Applying this heuristic will result in prioritizing places that have a
higher token throughput and are therefore expected to better reflect the behavior
defined by the log.

Self-looping Places: The first conflict we discuss is related to self-looping places.
A place p = (I|O) is self-looping, if there is at least one activity a with a €
I,a € O. Self-loops can be important to model process behavior, and should not
be ignored. However, our naive approach displays a significant drawback with
respect to self-looping places: after discovering this place p, the looping activity
a is wired, and thus no other place with this self-loop and additional interesting
control-flows can be found, since these places are always contained in the skipped
subtrees. For example, a place p’ = (I U {a;}|O U {az}) cannot be discovered,
which includes places with more than one self-loop.
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Fortunately, we can easily fix these problems related to self-loops. Before
starting our search for fitting places, we set wired(Pp.) = {(a,a) | a € A}. Thus
all subtrees containing self-loops are skipped, resulting in a discovered set of
fitting places without any self-loops. As an additional post-processing step we
replay the log on each fitting place extended by each possible self-loop, resulting
in at most |Pp| - |A| additional replays. We then insert a copy of each fitting
place with its maximal number of self-loop activities added. Superfluous places
created this way are deleted during the final implicit-places-removal. Note, that
each activity may be wired at most once, i.e. may be involved in at most one
self-loop. This results in conflicts between fitting places that can loop on the
same activity. We resolve these conflicts by favoring more interesting, i.e. higher
scoring places.

Conflicting Places of Varying Complezity: Consider two fitting places p; = (a|b)
and ps = (c|d), implying the existence of another fitting place ps = (a, c|b, d).
Obviously, p; and p; cannot coexist with ps in a uniwired Petri net. In this
scenario, p; and po are also preferable to ps, since they are much more readable,
simpler and constraining. However, the depth-first search of our original eST-
Miner is likely to encounter ps first, update the set wired(Pp;) accordingly, and
thus prevent p; and py from being found. This can result in overly complex and
unintuitive process models, because simple connections end up being modeled
by a collection of very complicated places, as illustrated in N3 of Fig.2. In
comparison to the desired Petri net N, this model includes for example the
complex places (a,c,d, f, gle,m) and (»,b|c,d,m), as well as an additional place
(ble). Clearly, the simpler places (¢, d|e) and (b|c, d) resulting in the place (ble)
being implicit, would be preferable.

This conflict between complex places and more simple places constituting a
similar control flow can be avoided by prioritizing simple places in our search.
By adopting a traversal pattern more similar to breadth-first-search, we ensure
that candidate places with less activities, which are closer to the base roots, are
evaluated first. Only after considering all candidates with a certain distance, we
proceed further down the trees, thus ensuring that for a pair of activities we
always choose the simplest place to wire them. With respect to the introductory
example, we would find p; and po, thus skipping the subtree that contains ps.

We adapt our original algorithm to this new traversal strategy by transform-
ing the list of base roots to a queue. After removing and evaluating the first
candidate in this queue, which in the beginning are the base roots, we add any
potentially interesting child candidate to the end of the queue. Rather than going
into the depth of the tree, we proceed with evaluating the new first element. We
continue to cut off subtrees by simply not adding uninteresting children to the
queue. When evaluating a candidate, before replay we check the set wired(Ppy),
which might have been updated since the candidate was added.

Conflicting Places of Similar Complexity: While the base root level contains
only candidate places with non-overlapping pairs of input and output activities,
this is not the case for deeper levels. Thus, when evaluating the places of a
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level it is possible that two places are fitting but cannot coexist in a uniwired
Petri net. Simply choosing the first such place can lead to the skipping of very
interesting places in favor of places that do not carry as much information. An
example is the Petri net Ny shown in Fig. 2. Here, the place (a,b|m) is inserted
first, resulting in the much more interesting place (a,h|m) of same complexity
being skipped.

To circumvent this problem we first find all fitting candidates from the same
level (i.e. the same distance from the roots) and then check for conflicts. For each
set of conflicting places we chose the one scoring best with respect to the directly-
follows-based heuristics described previously. This way we can give preference to
candidates with high token-throughput. With respect to the running example in
Fig. 2 we rediscover the desired net Nj.

The uniwired variant of eST-Miner described in this section to some degree
guarantees the discovery of desired places:

Lemma 3 (Maximal set of discovered places). Let P be the set of places
discovered by the algorithm. No mon-implicit, fitting place can be added to P
without making the Petri net biwired.

Proof. Assume there would be a non-implicit, fitting place p, that could be added
to P without making the net biwired. There are two possibilities for a fitting
candidate not to be discovered: either it is conflicting with another place that
was chosen instead or it is located in a subtree that was cut-off.

First assume p was discarded in favor of a conflicting place. This implies that
there is a pair of transitions wired by both places. Since the other place was
discovered, p cannot be added without making the net biwired.

Now assume p was located in a subtree that was cut-off. Since p is fitting, our
original eST-Miner does not cut-off this subtree. Thus the subtree was cut-off
because the places it contained were already wired. This implies that p wires
a set of transitions that is also wired by another, previously discovered place.
Thus adding p would make the net biwired.

We conclude, that no place can be added to P without making the resulting
Petri net biwired. ad

Lemma 3 guarantees that we find a maximal number of fitting places, i. e. no
place can be added to the resulting net without making it biwired. However,
discovered places might still be extended by adding more ingoing and outgoing
activities. The presented optimizations aim to find the most expressive of all
possible maximal sets of places.

6 Testing Results and Evaluation

The uniwired Petri nets, that can be discovered using our new variant of eST-
Miner, may express advanced behaviors. In particular, we are capable of finding
complex structures like long-term dependencies, as illustrated by N; in Fig. 2.
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A category of conflicting places for which an efficient solution has yet to be
found are certain places within the same subtree: assume there is a fitting place
p1 = (11|01) and a conflicting fitting place p = (I; U I3|O1 U O3) within the
subtree rooted in p;. Then our algorithm will choose the simpler place p; and
skip p. This is fine in the case described in Sect. 5, with the fitting and non-
conflicting place pa = (I2|O2) being part of a different subtree, but problematic
if py is unfitting: the relation between I and Os exists, but will not be expressed
by the discovered model. This is illustrated in Fig. 3.

Fig. 3. The left model contains the place (», c|a,m), that cannot be discovered by our
variant. Instead, we discover the model shown on the right, where the missing place is
replaced by one having several self-loops.

Table 1. List of logs used for evaluation. The upper part lists real-life logs, the lower
part shows artificial logs. Logs are referred to by their abbreviations. The log HP2018
has not yet been published. The much smaller 2017 version can be found in [10].

Log name Abbreviation | Activities | Trace variants | Reference
BPI13-incidents BPI13 15 2278 [11]
HelpDesk2018SiavAnon | HD2018 12 2179 (see caption)
Sepsis Sepsis 16 846 [12]

Road traffic fine RTFM 11 231 [13]
management

Reviewing Reviewing |16 96 [14]
repairexample Repair 12 7 [14]
Teleclaims Teleclaims |11 12 [14]

For the evaluation of efficiency, we use similar logs as in our original paper
([7]) as specified in Table1l. The eST-Miner algorithm increases efficiency by
skipping places that are guaranteed to be unfitting. In addition to the places cut
off by the original algorithm, the uniwiring variant skips all subtrees that contain
places that have been wired already. As illustrated in Fig.4, this immensely
increases the fraction of cut-off candidates: for all our test-logs the percentage
of skipped candidates surpasses 99%. The corresponding increase in efficiency
in comparison to the original eST-Miner is presented in Fig.5. For the tested
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logs, the uniwired variant proves to be up to 60 times faster than the original
algorithm and up to 600 times faster than the brute force approach evaluating
all candidates [7]. The results of our evaluation show the potential of uniwired
Petri nets in combination with our eST-Miner variant: interesting process models
that can represent complex structures such as long-term dependencies can be
discovered, while immensely increasing efficiency by skipping nearly all of the
uninteresting candidate places.

Fraction of Cut-off Places

BPI13
HD2018
Sepsis
RTFM
Reviewing
Repair
Teleclaims

0,995 0,9955 0,996 0,9965 0,997 0,9975 0,998 0,9985 0,999 0,9995 1

Fig. 4. In comparison to the original algorithm, the uniwired variant is able to increase
the fraction of cut-off places dramatically.

Time needed to find fitting Places [ms]

101414
100000

80000
60000 52949
4
0000 19400
20000

550 1782 1728
0 L

Sepsis HD2018 RTFM

M uniwired M original

Fig.5. Comparison of computation time needed by the original eST-Miner and its
uniwired variant for computing the set of fitting places. For comparability slightly
modified versions of the logs Sepsis and HD2018 were used as detailed in [7].

7 Conclusion

While the original eST-Mining algorithm is capable of discovering traditionally
hard-to-mine, complex control-flow structures much faster than the brute force
approach, and provides an interesting new approach to process discovery, it
still displays some weaknesses. In particular, the computation time for finding
the set of fitting places as well as removing implicit places is to high and the
resulting models are very precise but hard to read for human users, due to lack
of simplicity.
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In this paper, we present a new class of Petri nets, the uniwired Petri nets.
We have shown that they are quite expressive, since they contain the class of
SWF-nets, but are strictly larger. In particular, they can model non-free choice
constructs. By providing a well-balanced trade-off between simplicity and expres-
siveness, they seem to introduce a very interesting representational bias to pro-
cess discovery. We describe a variant of eST-Miner, that aims to discover uni-
wired Petri nets. While still being able to discover non-free choice constructs,
utilizing the uniwiredness-requirement allows us to skip an astonishingly large
part of the search space, leading to a massive increase in efficiency when search-
ing for the set of fitting places. At the same time the number of found implicit
places is drastically decreased.

For future work, we would like to extend the results on expressiveness and rel-
evance of uniwired Petri nets. Our corresponding discovery algorithm could also
be improved in particular with respect to conflicting places within the same sub-
tree, and by refining our scoring system. The influence of the order of candidates
within the tree structure should be investigated as well. Additional strategies for
skipping even more sets of places, as well as adequate abstractions of the log,
can be particularly interesting when analyzing larger logs.

Acknowledgments. We thank the Alexander von Humboldt (AvH) Stiftung for sup-
porting our research.
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Abstract. Modern information systems are able to collect event data
in the form of event logs. Process mining techniques allow to discover a
model from event data, to check the conformance of an event log against
a reference model, and to perform further process-centric analyses. In
this paper, we consider uncertain event logs, where data is recorded
together with explicit uncertainty information. We describe a technique
to discover a directly-follows graph from such event data which retains
information about the uncertainty in the process. We then present exper-
imental results of performing inductive mining over the directly-follows
graph to obtain models representing the certain and uncertain part of
the process.

Keywords: Process mining - Process discovery - Uncertain data

1 Introduction

With the advent of digitalization of business processes and related management
tools, Process-Aware Information Systems (PAISs), ranging from ERP/CRM-
systems to BPM/WFM-systems, are widely used to support operational admin-
istration of processes. The databases of PAISs containing event data can be
queried to obtain event logs, collections of recordings of the execution of activi-
ties belonging to the process. The discipline of process mining aims to synthesize
knowledge about processes via the extraction and analysis of execution logs.
When applying process mining in real-life settings, the need to address
anomalies in data recording when performing analyses is omnipresent. A number
of such anomalies can be modeled by using the notion of uncertainty: uncertain
event logs contain, alongside the event data, some attributes that describe a
certain level of uncertainty affecting the data. A typical example is the times-
tamp information: in many processes, specifically the ones where data is in part
manually recorded, the timestamp of events is recorded with low precision (e.g.,
specifying only the day of occurrence). If multiple events belonging to the same
case are recorded within the same time unit, the information regarding the event
order is lost. This can be modeled as uncertainty of the timestamp attribute
by assigning a time interval to the events. Another example of uncertainty are
situations where the activity label is unrecorded or lost, but the events are
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associated with specific resources that carried out the corresponding activity.
In many organizations, each resource is authorized to perform a limited set of
activities, depending on her role. In this case, it is possible to model the absence
of activity labels associating every event with the set of possible activities which
the resource is authorized to perform.

Usually, information about uncertainty is not natively contained into a log:
event data is extracted from information systems as activity label, timestamp
and case id (and possibly additional attributes), without any sort of meta-
information regarding uncertainty. In some cases, a description of the uncertainty
in the process can be obtained from background knowledge. Information trans-
latable to uncertainty such as the one given above as example can, for instance,
be acquired from an interview with the process owner, and then inserted in the
event log with a pre-processing step. Research efforts regarding how to discover
uncertainty in a representation of domain knowledge and how to translate it to
obtain an uncertain event log are currently ongoing.

Uncertainty can be addressed by filtering out the affected events when it
appears sporadically throughout an event log. Conversely, in situations where
uncertainty affects a significative fraction of an event log, filtering away uncertain
event can lead to information loss such that analysis becomes very difficult. In
this circumstance, it is important to deploy process mining techniques that allow
to mine information also from the uncertain part of the process.

In this paper, we aim to develop a process discovery approach for uncer-
tain event data. We present a methodology to obtain Uncertain Directly-Follows
Graphs (UDFGs), models based on directed graphs that synthesize information
about the uncertainty contained in the process. We then show how to convert
UDFGs in models with execution semantics via filtering on uncertainty informa-
tion and inductive mining.

The remainder of the paper is structured as follows: in Sect. 2 we present rele-
vant previous work. In Sect. 3, we provide the preliminary information necessary
for formulating uncertainty. In Sect. 4, we define the uncertain version of directly-
follows graphs. In Sect. 5, we describe some examples of exploiting UDFGs to
obtain executable models. Section6 presents some experiments. Section 7 pro-
poses future work and concludes the paper.

2 Related Work

In a previous work [9], we proposed a taxonomy of possible types of uncertainty
in event data. To the best of our knowledge, no previous work addressing explicit
uncertainty currently exist in process mining. Since usual event logs do not con-
tain any hint regarding misrecordings of data or other anomalies, the notion of
“noise” or “anomaly” normally considered in process discovery refers to outlier
behavior. This is often obtained by setting thresholds to filter out the behavior
not considered for representation in the resulting process model. A variant of
the Inductive Miner by Leemans et al. [6] considers only directly-follows rela-
tionships appearing with a certain frequency. In general, a direct way to address
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infrequent behavior on the event level is to apply on it the concepts of support
and confidence, widely used in association rule learning [5]. More sophisticated
techniques employ infrequent pattern detection employing a mapping between
events [8] or a finite state automaton [4] mined from the most frequent behavior.

Although various interpretations of uncertain information can exist, this
paper presents a novel approach that aims to represent uncertainty explicitly,
rather than filtering it out. For this reason, existing approaches to identify noise
cannot be applied to the problem at hand.

3 Preliminaries

To define uncertain event data, we introduce some basic notations and concepts,
partially from [2]:

Definition 1 (Power Set). The power set of a set A is the set of all possible
subsets of A, and is denoted with P(A). Pnr(A) denotes the set of all the non-
empty subsets of A: Pnp(A) = P(A)\ {0}.

Definition 2 (Sequence). Given a set X, a finite sequence over X of length n
is a function s € X* : {1,...,n} — X, typically written as s = (s1,82,...,8n).
For any sequence s we define |s| = n, s[i] = s;, Ss = {s1,52,...,8n} and
x € s & 1 € Sy. Over the sequences s and s’ we define sUs' = {a € s}U{a € §'}.

Definition 3 (Directed Graph). A directed graph G = (V, E) is a set of
vertices V' and a set of directed edges E C V x V. We denote with Ug the
universe of such directed graphs.

Definition 4 (Bridge). An edge e € E is called a bridge if and only if the
graph becomes disconnected if e is removed: there exists a partition of V into V'
and V" such that EN (V! x V"YU (V" x V")) = {e}. We denote with Eg C E
the set of all such bridges over the graph G = (V, E).

Definition 5 (Path). A path over a graph G = (V, E) is a sequence of vertices
p = (V1,V2,...0,) With v1,...,v, € V and Yi<i<n-1(v;,vi11) € E. Pg(v,w)
denotes the set of all paths connecting v and w in G. A vertexr w € V is reachable
from v € V if there is at least one path connecting them: |Pg(v,w)| > 0.

Definition 6 (Transitive Reduction). A transitive reduction of a graph G =
(V,E) is a graph p(G) = (V,E’) with the same reachability between vertices
and a minimal number of edges. E' C E is a smallest set of edges such that
|Pyy(v,w)| > 0= |Pg(v,w)| >0 for any v,w e V.

In this paper, we consider uncertain event logs. These event logs contain
uncertainty information explicitly associated with event data. A taxonomy of
different kinds of uncertainty and uncertain event logs has been presented in [9]
which it distinguishes between two main classes of uncertainty. Weak uncertainty
provides a probability distribution over a set of possible values, while strong
uncertainty only provides the possible values for the corresponding attribute.
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We will use the notion of simple uncertainty, which includes strong uncer-
tainty on the control-flow perspective: activities, timestamps, and indeterminate
events. An example of a simple uncertain trace is shown in Table 1. Event e; has
been recorded with two possible activity labels (a or ¢), an example of strong
uncertainty on activities. Some events, e.g. e, do not have a precise timestamp
but a time interval in which the event could have happened has been recorded:
in some cases, this causes the loss of the precise order of events (e.g. e; and
e2). These are examples of strong uncertainty on timestamps. As shown by the
“?” symbol, ez is an indeterminate event: it has been recorded, but it is not
guaranteed to have happened.

Table 1. An example of simple uncertain trace.

Case ID | Event ID | Activity | Timestamp Event type
0 e1 {a, ¢} [2011-12-02T00:00 2011-12-05T00:00] | !
0 €2 {a,d} |[2011-12-03T00:00 2011-12-05T00:00] !
0 es3 {a, b} |2011-12-07T00:00 ?
0 e4 {a, b} |[2011-12-09T00:00 2011-12-15T00:00] | !
0 es {b, ¢} |[2011-12-11T00:00 2011-12-17T00:00] | !
0 €6 {b} 2011-12-20T00:00 !

Definition 7 (Universes). Let Uy be the set of all the event identifiers. Let Uc
be the set of all case ID identifiers. Let U 4 be the set of all the activity identifiers.
Let Ur be the totally ordered set of all the timestamp identifiers. Let Upo = {!, 7},
where the “I” symbol denotes determinate events, and the “?” symbol denotes
indeterminate events.

Definition 8 (Simple uncertain traces and logs). ¢ € PyrpUr X
PneUa) x Ur x Ur X Up) is a simple uncertain trace if for any
(eiy A, tmins tmaz, U) € 0, tmin < tmaz and all the event identifiers are unique.
Ty denotes the universe of simple uncertain traces. L € P(Ty) is a simple
uncertain log if all the event identifiers in the log are unique. Over the uncertain
event e = (€3, A, tmin, tmaz, 0) € 0 we define the following projection functions:
male) = A, m,. (€) = tmin, Tt,,..(6) = tmaz and m,(e) = 0. Over L € P(Ty)
we define the following projection function: ITx(L) = J,cp Uecr Ta(e).

The behavior graph is a structure that summarizes information regarding the
uncertainty contained in a trace. Namely, two vertices are linked by an edge if
their corresponding events may have happened one immediately after the other.

Definition 9 (Behavior Graph). Let o € Ty be a simple uncertain trace. A
behavior graph §: Ty — Ug is the transitive reduction of a directed graph p(G),
where G = (V,E) € Ug is defined as:
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-V={eeo}
- E={(v,w) |v,weVAm, (v)<m,,. (w)}

Notice that the behavior graph is obtained from the transitive reduction of
an acyclic graph, and thus is unique. The behavior graph for the trace in Table 1
is shown in Fig. 1.

el e4
‘\ - /‘\A =
, b
e2 {a b} e5

Fig. 1. The behavior graph of the uncertain trace given in Table 1. Each vertex rep-
resents an uncertain event and is labeled with the possible activity label of the event.
The dotted circle represents an indeterminate event (may or may not have happened).

4 Uncertain DFGs

The definitions shown in Sect. 3 allow us to introduce some fundamental concepts
necessary to perform discovery in an uncertain setting. Let us define a measure
for the frequencies of single activities. In an event log without uncertainty the
frequency of an activity is the number of events that have the corresponding
activity label. In the uncertain case, there are events that can have multiple
possible activity labels. For a certain activity a € U4, the minimum activity
frequency of a is the number of events that certainly have A as activity label
and certainly happened; the maximum activity frequency is the number of events
that may have A as activity label.

Definition 10 (Minimum and maximum activity frequency). The min-
imum end maximum activity frequency #min: Tu X Us — N and #maz: Tu X
Uy — N of an activity a € Uy in regard of an uncertain trace o € Ty are

defined as:
- #min(0,a) = {e € o | ma(e) = {a} Amo(v) =1}

— #mas(o,a) = [{e €0 | a€male)}]

Many discovery algorithms exploit the concept of directly-follows relation-
ship [1,6]. In this paper, we extend this notion to uncertain traces and uncertain
event logs. An uncertain trace embeds some behavior which depends on the
instantiation of the stochastic variables contained in the event attributes. Some
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directly-follows relationships exist in part, but not all, the possible behavior of
an uncertain trace. As an example, consider events ez and es in the uncertain
trace shown in Table 1: the relationship “a is directly followed by b” appears
once only if e3 actually happened immediately before e5 (i.e., e4 did not happen
in-between), and if the activity label of e3 is a b (as opposed to ¢, the other
possible label). In all the behavior that does not satisfy these conditions, the
directly-follows relation does not appear on e3 and es.

Let us define as realizations all the possible certain traces that are obtainable
by choosing a value among all possible ones for an uncertain attribute of the
uncertain trace. For example, some possible realizations of the trace in Table 1
are {(a,d,b,a,c,b), (a,a,a,a,b,b), and {(c,a,c,b,b). We can express the strength
of the directly-follows relationship between two activities in an uncertain trace
by counting the minimum and maximum number of times the relationship can
appear in one of the possible realizations of that trace. To this goal, we exploit
some structural properties of the behavior graph in order to obtain the minimum
and maximum frequency of directly-follows relationships in a simpler manner.

A useful property to compute the minimum number of occurrences between
two activities exploits the fact that parallel behavior is represented by the
branching of arcs in the graph. Two connected determinate events have hap-
pened one immediately after the other if the graph does not have any other
parallel path: if two determinate events are connected by a bridge, they will cer-
tainly happen in succession. This property is used to define a strong sequential
relationship.

The next property accounts for the fact that, by construction, uncertain
events corresponding to nodes in the graph not connected by a path can happen
in any order. This follows directly from the definition of the edges in the graph,
together with the transitivity of Uy (which is a totally ordered set). This means
that two disconnected nodes v and w may account for one occurrence of the
relation “m4(v) is directly followed by 74 (w)”. Conversely, if w is reachable from
v, the directly-follows relationship may be observed if all the events separating
v from w are indeterminate (i.e., there is a chance that no event will interpose
between the ones in v and w). This happens for vertices e; and e4 in the graph
in Fig. 1, which are connected by a path and separated only by vertex ez, which
is indeterminate. This property is useful to compute the maximum number of
directly-follows relationships between two activities, leading to the notion of
weak sequential relationship.

Definition 11 (Strong sequential relationship). Given a behavior graph
8 = (V,E) and two vertices v,w € V, v is in a strong sequential relationship
with w (denoted by v w3 w) if and only if mo(v) =" and mo(w) =! (v and w are
both determinate) and there is a bridge between them: (v,w) € Ep.

Definition 12 (Weak sequential relationship). Given a behavior graph 3 =
(V, E) and two vertices v,w € V', v is on a weak sequential relationship with w
(denoted by vig w) if and only if |Pg(w,v)| =0 (v is unreachable from w) and
no node in any possible path between v and w, excluding v and w, is determinate:

Upepywuwie €l mole) =13\ {v,w} = 0.
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Notice that if v and w are mutually unreachable they are also in a mutual
weak sequential relationship. Given two activity labels, these properties allow us
to extract sets of candidate pairs of vertices of the behavior graph.

Definition 13 (Candidates for minimum and maximum directly-
follows frequencies). Given two activities a,b € U and an uncertain trace
o € Ty and the corresponding behavior graph 3(c) = (V, E), the candidates for
minimum and maximum directly-follows frequency candp,: Ty X Ua X Us —
PV x V) and candpaz: Ty X Ua x Us — P(V x V) are defined as:

- candpin(o,a,b) = {(v,w) e VXV |v#wATa(v) ={a} Ama(w) ={b} Av
5w}
— €andmaz(0,0,0) = {(v,w) €V XV |v#wAa € ma(v)ANbE ma(w)ANvbgw}

After obtaining the sets of candidates, it is necessary to select a subset of
pair of vertices such that there are no repetitions. In a realization of an uncertain
trace, an event e can only have one successor: if multiple vertices of the behavior
graph correspond to events that can succeed e, only one can be selected.

Consider the behavior graph in Fig.1. If we search candidates for “a is
directly followed by b7, we find candmin(o,a,b) = {(e1,e3), (e2,e3), (e1,€5),
(e2,€4), (€3,e4), (e3,€5), (€4, €6)}. However, there are no realizations of the trace
represented by the behavior graph that contains all the candidates; this is
because some vertices appear in multiple candidates. A possible realization with
the highest frequency of a — b is (d,a,b,c,a,b). Conversely, consider “a is
directly followed by a”. When the same activity appears in both sides of the
relationship, an event can be part of two different occurrences, as first member
and second member; e. g., in the trace (a,a,a), the relationship a — a occurs
two times, and the second event is part of both occurrences. In the behavior
graph of Fig. 1, the relation a — b cannot be supported by candidates (e, e3)
and (es, e4) at the same time, because ez has either label a or b in a realization.
But (e1, e3) and (es, e4) can both support the relationship a — a, in realizations
where eq, e3 and ey all have label a.

When counting the frequencies of directly follows relationships between the
activities a and b, every node of the behavior graph can appear at most once if
a #b. If a =b, every node can appear once on each side of the relationship.

Definition 14 (Minimum directly-follows frequency). Given a,b € Uy
and o € Ty, let Rumin C candpin(o,a,b) be a largest set such that for any
(v,w), (v, W) € Ryin, it holds:

(v,w) # (W, w') = {v,w} N {0} =0, ifa#b

(v,w) # (W, w') =v#0 ANw # ', ifa=b

The minimum directly-follows frequency ~= ., Ty X Us? > N of two activities
a,b € Uy in regard of an uncertain trace o € Ty is defined as ~min (0,a,b) =
|Rmin|~
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Definition 15 (Maximum directly-follows frequency). Given a,b € Ux
and o € Ty, let Rpar C candya(o,a,b) be a largest set such that for any
(v,w), (v, w") € Ryag, it holds:

(v,w) # (v, w'") = {v,w} N {v,w'} =0, ifa#b
(v,w) # (W, w') = v £V Aw # ', ifa=b

The maximum directly-follows frequency ~= a0 Ty XU 42 >N of two activities
a,b € Uy in regard of an uncertain trace o € Ty is defined as ~> ez (0,a,0) =
|Rmaw| .

For the uncertain trace in Table1, ~>uin (0,a,b) = 0, because Ruyin = 0;
conversely, ~>max (0,a,b) = 2, because a maximal set of candidates is Rupax =
{(e1,e3), (e4, €6)}. Notice that maximal candidate sets are not necessarily unique:
Riax = {(e2,e3), (e, €6)} is also a valid one.

The operator ~-» synthesizes information regarding the strength of the
directly-follows relation between two activities in an event log where some events
are uncertain. The relative difference between the min and mazx counts is a mea-
sure of how certain the relationship is when it appears in the event log. Notice
that, in the case where no uncertainty is contained in the event log, min and maz
will coincide, and will both contain a directly-follows count for two activities.

An Uncertain DFG (UDFG) is a graph representation of the activity fre-
quencies and the directly-follows frequencies; using the measures we defined, we
exclude the activities and the directly-follows relations that never happened.

Definition 16 (Uncertain Directly-Follows Graph (UDFGQG). Given an
event log L € P(Ty), the Uncertain Directly-Follows Graph DFGy(L) is a
directed graph G = (V, E) where:

-V= {CL S HA(L> | ZD’EL #maaz(aaa) > 0}
- FE= {(a,b) eV xV ‘ ZO’GL ~ maz (Uaavb) > 0}

The UDFG is a low-abstraction model that, together with the data deco-
rating vertices and arcs, gives indications on the overall uncertainty affecting
activities and directly-follows relationships. Moreover, the UDFG does not filter
out uncertainty: the information about the uncertain portion of a process is sum-
marized by the data labeling vertices and edges. In addition to the elimination
of the anomalies in an event log in order to identify the happy path of a process,
this allows the process miner to isolate the uncertain part of a process, in order
to study its features and analyze its causes. In essence however, this model has
the same weak points as the classic DFG: it does not support concurrency, and if
many activities happen in different order the DFG creates numerous loops that
cause underfitting.

5 Inductive Mining Using Directly-Follows Frequencies

A popular process mining algorithm for discovering executable models from
DFGs is the Inductive Miner [6]. A variant presented by Leemans et al. [7],
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the Inductive Miner—directly-follows (IMp), has the peculiar feature of prepro-
cessing an event log to obtain a DFG, and then discover a process tree exclusively
from the graph, which can then be converted to a Petri net. This implies a high
scalability of the algorithm, which has a linear computational cost over the num-
ber of events in the log, but it also makes it suited to the case at hand in this
paper. To allow for inductive mining, and subsequent representation of the pro-
cess as a Petri net, we introduce a form of filtering called UDFG slicing, based
on four filtering parameters: act,in, aCtmaz, Telmin and rel, ... The parameters
aCtmin and act,q. allow to filter on nodes of the UDFG, based on how certain the
corresponding activity is in the log. Conversely, rel ., and el allow to filter
on edges of the UDFG, based on how certain the corresponding directly-follows
relationship is in the log.

Definition 17 (Uncertain DFG slice). Given an uncertain event log L €
P(Ty), its uncertain directly-follows graph DFGy(L) = (V' E'), and actpin,
aCtmazy T€lmin, €lmaz € [0,1], an uncertain directly-follows slice is a function
DFGy: L — Ug where DFG y(L, act min, aClmaz, T€lmin, r€lmas) = (V, E) with:

SV ={a € V' | actpin < FELEETG < et}

_ > ger > min(0,a,b)
- F = {(a, b) € E/ ‘ Telmin § m § relmaz}
A UDFG slice is an unweighted directed graph which represents a filtering
performed over vertices and edges of the UDFG. This graph can then be pro-
cessed by the IMp.

Definition 18 (Uncertain Inductive Miner—directly-follows (UIMp)).
Given an uncertain event log L € P(Ty) and actmin, aCtmaz, T€lmin, T€lmas €
[0,1], the Uncertain Inductive Miner—directly-follows (UIMp) returns the pro-
cess tree obtained by IMp over an uncertain DFG slice: IMp(DFG y(L, actpmin,
aClmazy "€l min, T€lmaz))-

The filtering parameters actmin, aCtmaz, T€lmin, relmaz allow to isolate the
desired type of behavior of the process. In fact, act.in = relmin = 0 and act o =
rel,q: = 1 retain all possible behavior of the process, which is then represented
in the model: both the behavior deriving from the process itself and the behavior
deriving from the uncertain traces. Higher values of act,,;, and rel,,;, allow to
filter out uncertain behavior, and to retain only the parts of the process observed
in certain events. Vice versa, lowering act,;, and rel,;, allows to observe only
the uncertain part of an event log.

6 Experiments

The approach described here has been implemented using the Python process
mining framework PM4Py [3]. The models obtained through the Uncertain
Inductive Miner—directly-follows cannot be evaluated with commonly used met-
rics in process mining, since metrics in use are not applicable on uncertain event
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data; nor other approaches for performing discovery over uncertain data exist.
This preliminary evaluation of the algorithm will, therefore, not be based on
measurements; it will show the effect of the UIMp with different settings on an
uncertain event log.

Let us introduce a simplified notation for uncertain event logs. In a trace,
we represent an uncertain event with multiple possible activity labels by listing
the labels between curly braces. When two events have overlapping timestamps,
we represent their activity labels between square brackets, and we represent the
indeterminate events by overlining them. For example, the trace (a, {b, c}, [d, €])
is a trace containing 4 events, of which the first is an indeterminate event
with label a, the second is an uncertain event that can have either b or ¢ as
activity label, and the last two events have a range as timestamp (and the
two ranges overlap). The simplified representation of the trace in Tablel is
({a, c},{a,d}],{a,b}, [{a,b}, {b, c}],b). Let us observe the effect of the UIMp
on the following test log:

(a,b,e, f.9.0)%, (a, [{b,c}, €], f.g.h,0)", (a, [{b,c,d} €], . g, D, 5)°.

In Fig. 2, we can see the model obtained without any filtering: it represents
all the possible behavior in the uncertain log. The models in Figs. 3 and 4 show
the effect on filtering on the minimum number of times an activity appears in
the log: in Fig.3 activities ¢ and d are filtered out, while the model in Fig. 4
only retains the activities which never appear in an uncertain event (i.e., the
activities for which #,,:, is at least 90% of #42)-

Fig. 2. UIMp on the test log with actmin = 0, actmaez = 1, T€lmin = 0, el = 1.

@O m T O OOl

Fig. 3. UIMp on the test log with actmin = 0.6, actmez = 1, relmin = 0, Telme = 1.

Fig. 4. UIMp on the test log with actmin = 0.9, actmes = 1, re€lmin = 0, T€lme = 1.

Fig. 5. UIMp on the test log with actmin = 0, actmaz = 1, r€lmin = 0.7, relme = 1.
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Filtering on rel,,;, has a similar effect, although it retains the most certain
relationships, rather than activities, as shown in Fig. 5. An even more aggressive
filtering of rel,in, as shown in Fig. 6, allows to represent only the parts of the
process which are never subjected to uncertainty by being in a directly-follows
relationship that has a low ~v,,;, value.

The UIMp allows also to do the opposite: hide certain behavior and highlight
the uncertain behavior. Figure 7 shows a model that only displays the behavior
which is part of uncertain attributes, while activities h, ¢ and j — which are
never part of uncertain behavior — have not been represented. Notice that ¢ is
represented even though it always appeared as a certain event; this is due to
the fact that the filtering is based on relationships, and g is in a directly-follows
relationship with the indeterminate event f.

Fig. 6. UIMp on the test log with actmin = 0, actmez = 1, 7€lmin = 0.9, relpmes = 1.

Fig. 7. UIMp on the test log with actmin = 0, actmaz = 1, T€lmin = 0, relpna = 0.8.

7 Conclusion

In this explorative work, we present the foundations for performing process dis-
covery over uncertain event data. We present a method that is effective in rep-
resenting a process containing uncertainty by exploiting the information into
an uncertain event log to synthesize an uncertain model. The UDFG is a for-
mal description of uncertainty, rather than a method to eliminate uncertainty
to observe the underlying process. This allows to study uncertainty in isolation,
possibly allowing us to determine which effects it has on the process in terms
of behavior, as well as what are the causes of its appearance. We also present a
method to filter the UDFG, obtaining a graph that represents a specific perspec-
tive of the uncertainty in the process; this can be then transformed in a model
that is able to express concurrency using the UIMp algorithm.

This approach has a number of limitations that will need to be addressed in
future work. An important research direction is the formal definition of metrics
and measures over uncertain event logs and process models, in order to allow for
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a quantitative evaluation of the quality of this discovery algorithm, as well as
other process mining methods over uncertain logs. Another line of research can
be the extension to the weakly uncertain event data (i.e., including probabilities)
and the extension to event logs also containing uncertainty related to case IDs.

References

1. Van der Aalst, W., Weijters, T., Maruster, L.: Workflow mining: discovering process
models from event logs. IEEE Trans. Knowl. Data Eng. 16(9), 1128-1142 (2004)

2. Van der Aalst, W.M.: Process Mining: Data Science in Action. Springer, Heidelberg
(2016). https://doi.org/10.1007/978-3-662-49851-4

3. Berti, A., van Zelst, S.J., van der Aalst, W.: Process mining for Python (PM4Py):
bridging the gap between process- and data science. In: International Conference
on Process Mining - Demo Track. IEEE (2019)

4. Conforti, R., La Rosa, M., ter Hofstede, A.H.: Filtering out infrequent behavior
from business process event logs. IEEE Trans. Knowl. Data Eng. 29(2), 300-314
(2017)

5. Hornik, K., Griin, B., Hahsler, M.: arules - a computational environment for mining
association rules and frequent item sets. J. Stat. Softw. 14(15), 1-25 (2005)

6. Leemans, S.J.J., Fahland, D., van der Aalst, W.M.P.: Discovering block-structured
process models from event logs - a constructive approach. In: Colom, J.-M., Desel,
J. (eds.) PETRI NETS 2013. LNCS, vol. 7927, pp. 311-329. Springer, Heidelberg
(2013). https://doi.org/10.1007/978-3-642-38697-8_17

7. Leemans, S.J., Fahland, D., Van der Aalst, W.M.: Scalable process discovery and
conformance checking. Softw. Syst. Model. 17(2), 599-631 (2018)

8. Lu, X., Fahland, D., van den Biggelaar, F.J.H.M., van der Aalst, W.M.P.: Detecting
deviating behaviors without models. In: Reichert, M., Reijers, H.A. (eds.) BPM
2015. LNBIP, vol. 256, pp. 126-139. Springer, Cham (2016). https://doi.org/10.
1007/978-3-319-42887-1_11

9. Pegoraro, M., van der Aalst, W.M.: Mining uncertain event data in process mining.
In: International Conference on Process Mining. IEEE (2019)


https://doi.org/10.1007/978-3-662-49851-4
https://doi.org/10.1007/978-3-642-38697-8_17
https://doi.org/10.1007/978-3-319-42887-1_11
https://doi.org/10.1007/978-3-319-42887-1_11

q

Check for
updates

Predictive Process Monitoring
in Operational Logistics: A Case Study
in Aviation

Bjorn Rafn Gunnarsson®™) | Seppe K. L. M. vanden Broucke®),
and Jochen De Weerdt®

Research Centre for Information Systems Engineering (LIRIS), KU Leuven,
Naamsestraat 69, 3000 Leuven, Belgium
{bjornrafn.gunnarsson, seppe.vandenbroucke, jochen.deweerdt }@kuleuven.be

Abstract. The research area of process mining concerns itself with
knowledge discovery from event logs, containing recorded traces of exe-
cutions as stored by process aware information systems. Over the past
decade, research in process mining has increasingly focused on predic-
tive process monitoring to provide businesses with valuable information
in order to identify violations, deviance and delays within a process exe-
cution, enabling them to carry out preventive measures. In this paper,
we describe a practical case in which both exploratory and predictive
process monitoring techniques were developed to understand and pre-
dict completion times of a luggage handling process at an airport. From
a scientific perspective, our main contribution relates to combining a ran-
dom forest regression model and a Long Short-Term Memory (LSTM)
model into a novel stacked prediction model, in order to accurately pre-
dict completion time of cases.

Keywords: Process mining + Predictive process monitoring -
Operations + Long Short-Term Memory (LSTM) - Aviation

1 Introduction

The past decades have seen a considerable rise in the use of process aware infor-
mation systems within businesses. Today, these systems have become increas-
ingly more intertwined with the operational process they support and often leave
a trace of each activity executed by organizations, recorded and stored in the
form of event logs. In alignment with the development of these information sys-
tems, the field of process mining concerns itself with knowledge discovery from
such event logs, aiming to extract insights and information that can be used to
understand and improve the underlying processes. Historically, this information
has been extracted and analyzed after a business process has been executed.
However, more recently, research in process mining has increasingly shifted its
focus towards developing and applying process mining techniques in the context
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of a running process, often with the goal to deliver a prediction or recommen-
dation with regards to the process at hand. These predictive process monitor-
ing methods are constructed by analyzing historical execution traces and are
then used to continuously provide users with predictions about the future of
a given ongoing process execution. Predictive monitoring can therefore provide
businesses with valuable information which enables them to identify violations,
deviance and delays within process execution in advance making preventive mea-
sures possible [1,7,19].

Predictive process monitoring methods have been successfully applied to a
number of different tasks, including cost prediction [25], risk prediction [5,6]
and activity sequence predictions [11,22]. Another application that has received
increased attention in the last few years is the prediction of the completion time
of a process instance [20,21]. Predicting the completion time of a process instance
has a number of business applications, including in logistic setting, where such
predictions can for instance be used to indicate how long a certain step of a
process will take, on the basis of which feedback can be provided to workers and
end-users.

This work is inspired by the approaches suggested in [20,21]. More specifi-
cally, in a similar manner, we suggest an approach to predict the completion time
of a process instance taking as input both the flow of the activities of a running
case and other features describing the case. The approach suggested here was
developed and applied in the real-life setting of the largest international airport
in Belgium, Brussels Airport, and stems from the first phase of an analysis of
the airport’s baggage system, where the PM? process mining methodology [10]
(not to be confused with the similarly named project management methodology
developed and endorsed by the European Commission) was utilized with the
aim of predicting the completion time of transferring bags going through the
airport’s baggage system. The resulting proposed solution consists of a stacked
predictive modeling setup which will be described in depth.

As such, the main research contributions of this paper are as follows: firstly,
the usability of the PM? process mining framework will be illustrated in the spe-
cific setting of airport analytics. Secondly, a novel data-aware modeling approach
is proposed for predicting completion time of process instances, which combines
two state-of-the-art machine learning models where one model is used to obtain
baseline prediction and the other is used to sequentially update the baseline
predictions as activities are executed for the process instances.

The remainder of this paper is structured as follows. Section 2 provides a dis-
cussion on the literature related to this research. Section 3 details the methodol-
ogy used. In Sects. 4 and 5, the use of PM? framework in the specific setting of
airport analytics will be illustrated, the section will provide an explanatory and
predictive analysis of the baggage system of Brussels Airport. Finally, Sect.6
concludes the paper and outlines directions towards future work.
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2 Related Work

The first approaches developed to improve business processes and provide sup-
port for their execution focused on measuring and monitoring activities. These
approaches were attributed to a research area called “Business Activity Moni-
toring”. More recently, the field of process mining has emerged which allowed
for the automatic analysis of a running process instance and the prediction of
different attributes relating to such instances [14,20].

Since the mid-nineties, various scholars have worked on developing techniques
to tackle the problem of accurately predicting the completion time of a process
instance [2,21]. One of the first published research articles that focuses on analyz-
ing execution duration times is [23]. However, no detailed prediction algorithm
was suggested. Rather, the problem of having cross-trained resources on perfor-
mance prediction was highlighted. In [8], a non-parametric regression-based app-
roach was suggested that exploits all data available in an event log for predicting
the cycle time of a running process instance. Van der Aalst et al. [2] suggested
an approach where a finite state machine is constructed, called a transition sys-
tem, which combines a discovered process model with time information learned
from past instances to predict completion times of running instances. In [4] a
similar transition system is utilized, though where the authors propose adding
nested prediction models to the system which were constructed from event logs.
The model can then be used to predict the next activity of a process and the
completion time of a running process instance and was found to outperform the
approach suggested by [2]. More recently, scholars have started to investigate
the applicability of deep learning-based approaches for a wide range of predic-
tive monitoring tasks, stepping away from transition system-based approaches.
For instance, [24] investigated the use of LSTM networks for remaining time
prediction and predicting the next event of a process and found that they out-
performed prior methods for predictive process monitoring.

Whereas most transition system and neural network-based approaches
described above are mainly control flow oriented (meaning that the sequence of
executed activities is used as the prime information for prediction), more data-
driven approaches have also been investigated. In [17], Leitner et al. proposed
one of the first data-aware methods for predictive process monitoring, where the
authors take advantage of additional data to predict service level agreement vio-
lations. Folino et al. [12,13] extended on this research by proposing a method for
clustering traces according to corresponding context features and then construct-
ing a predictive model for each cluster. Once trained, the approach can assign
new running instances to one of the clusters and then uses the corresponding
model constructed for that cluster to make a prediction. In a similar manner
[21], suggested a method that uses both the control and data flow perspectives
jointly by constructing a process model which is augmented by time and data
information in order to enable remaining time prediction.

The research most related to the approach presented in this paper is [20],
where the authors propose combining the method of using both control and data
flow perspectives jointly as suggested by [21] but extend on this by considering
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an LSTM network for predictive process monitoring as suggested by [24]. Hence,
the method improves on [21] in that it does not require constructing a transition
system which can be both time and memory consuming for some real-world data
sets and improves on [24] in that it can consider data attributes.

In order to combine information on control flow and data attributes, both
[21] and [20] append data features to a vector containing information regarding
the control flow of a process instance. The novelty of the approach suggested
here is to incorporate data attributes in predictive process monitoring by using
a stack of predictive models. That is, a regression-based model is used in a first
step to obtain a baseline prediction for the completion time of a process instance
at the beginning of its process and then in a second step the baseline predictions
are updated to take into account the control flow of the process instance as it
moves through the process.

3 Methodology

As discussed above, process mining techniques aim at extracting insights from
event data as recorded by an organization’s business process information system,
which in turn can be used to improve the process performance. However, compa-
rable with the related field of data mining, applying process mining in practice
is not a trivial task and oftentimes involves a great deal of data wrangling and
experimentation involving different viable approaches and techniques before a
satisfactory outcome is reached. Just like with data mining, this has motivated
researchers to develop standard methodologies that are tailored towards sup-
porting process mining projects. One such methodology, PM?, was specifically
designed for this purpose and covers a wide range of process mining and related
analysis techniques [10]. The six main stages described by PM? are shown in
Fig. 1.

Analysis iteration (predictive)

Initialization Analysis iteration (exploratory

Exploratory Predictive
Analysis Analysis

4. Mining and
Analysis

6. Process
0 3. Data processing 5. Evaluation improvement &
Support

Fig. 1. Overview of the stages described by the PM? framework

As shown in the figure the PM? methodology can be divided into two main
subgroups of stages, initialization and analysis iterations. During initialization
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the two first stages of methodology are carried out: planning (1), where initial
research questions are defined, and (2) extraction, where the event data needed to
answer the defined research questions is extracted from the business information
systems. Next, one or more analysis iterations are performed, which focus on
answering a specific research question. In general, each analysis iteration executes
three stages: preprocessing the extract event data (3), analyzing the data (4),
and evaluation of the results (5). If the obtained findings from the analysis
iteration are deemed satisfactory, they can be used for improving the business
process and supporting its operations (6). In the following two sections the use
of the PM? methodology will be applied in a real-life setting stemming from
an operational logistics context. More specifically, the methodology was used
to support the application of process mining activities at Brussels Airport, the
largest international airport in Belgium.

4 Initialization

Planning. One of the many services carried out at Brussels Airport is the han-
dling of passenger baggage. One group of bags that are of particular interest
in this setting are transferring bags, which arrive at the airport with an arrival
flight and are then directly rerouted to a departing flight. This group of bags can
cause considerable costs if they are—for whatever reason—unable to catch their
departing flight. Because of this reality, the primary goal of the research project
was to obtain insights with regards to transferring bags. This was achieved by
means of a two-fold analysis. First, an exploratory analysis was carried out in
order to better understand the variability both in the way these bags are pro-
cessed in the baggage system and the distributions of duration time. Second, a
predictive model was constructed to predict the completion times of transferring
bags as they enter and move throughout the luggage system, which could subse-
quently be used to take preventive measures in order to minimize losses caused
by this group of bags.

Extraction. The baggage system at Brussels Airport is almost fully automated,
with bags automatically moving through different locations in the system, e.g.
through a screening machine or sorting tray. A unique identifier is attached to
each bag at the beginning of its journey through the system, which is scanned
each time a bag arrives at a specific location in the system with the information
being logged into an underlying supporting information system. This results in
an event log describing complete and detailed traces for each bag, with the pos-
sibility to link this information to additional data, such as flight information,
departing and originating airports, gate information for the flights, and airline
information. The above information was extracted from the system for all trans-
ferring bags that were processed at Brussels Airport throughout 2018. In total,
more than 1.5 million bags with their full journeys and related information were
extracted from the system and form the basis of the following analysis.
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5 Analysis Iterations

5.1 Exploratory Analysis

Preprocessing. In order to carry out an exploratory analysis based on an event
log, three main data points need to be present. First, the unique identifier for
each bag was used to group events to form a trace of events for each process
instance (i.e. a trace describes the steps taken by one transferring bag). Second,
as described above, bags are scanned every time they arrive at a location in the
baggage system, leading to one event being logged in the underlying information
system. To provide names of the activities in our process representation, we
hence utilize the names of the locations in the system to construct a set of
unique activities that bags can undergo. Third, activities are ordered within each
trace by means of an exact recorded time stamp. Note that the time stamps in
this setting are atomic, meaning that activities have one single time stamp and
effectively have no duration. The duration for a trace as a whole is described by
the time between the first time a bag is scanned and the last time, right before
it exits the system. Table 1 provides an overview of descriptive statistics for the
resulting processed event log.

Table 1. Descriptive statistics for the constructed event log

Amount
Number of traces 1548240
Number of activities 63
Trace variants 97428

Min Max Mean | Std.dev.
Date range 2018-01-01 | 2018-12-31
Activities per trace 1 384 7.35 7.74
Duration per trace (minutes) | 0 1440 178.69 | 149.96

Exploratory Analysis. The main motivation for carrying out an explanatory
analysis was to get a good understanding of the variability of how transferring
bags are processed in the baggage system and the distribution of completion
times of the bags. Therefore, in a first step, a variant analysis was carried out.
A variant describes a group of traces that follow exactly the same end-to-end
activity flow. Analyzing their distinct number and frequencies of occurrence
provides good initial insights regarding the variability and main flows in the
airport’s baggage system. Almost 100 thousand different variants were identified
in the baggage system during 2018, indicating an extreme variability in how
bags are routed through the system. As shown in Fig.2, most of the process
instances are actually captured by a couple of variants (e.g. the single most
common variant describes about 300 000 traces), followed by a “long tail” of less
frequent behaviour.
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Fig. 2. Frequency overview for the 100 most frequent trace variants

In order to obtain insights into the variability of the completion times for
the transferring bags the difference between the last time stamp and first time
stamp in the event log for all transferring bags was computed. Figure3 shows
the distribution of the completion time of the transferring bags. As can be seen
from the figure, the median completion time is around 143 min and two thirds
of transferring bags have a completion time between 10 and 200 min. It can also
be observed that some bags have a relatively long completion time, e.g. 5% of
bags have a completion time that is longer than 400 min. It should be noted here
that this does not necessarily indicate that these bags will miss their departing
flight, since it is not infrequent for transferring bags to be stored in the system
for relatively long periods if there is a long time difference between the arrival
of the flight the bag arrives on and the departure of the flight the bag departs
with. The results of both the variant analysis and the analysis on completion
times was validated with experts on the baggage system and luggage handling
at Brussels Airport. In addition, discovery and visualization of initial process
maps helped to increase understanding of the overall process as well as highlight
initial bottlenecks. Also, it is important to note that this exploratory process
went through a number of iterations—in line with the methodology set forward
by the PM? framework—based on feedback from domain experts and following
the discovery of data quality issues stemming from the underlying information
system. The event log being reported on herein is the result of a number of
cleaning steps removing spurious and noisy events.
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Fig. 3. Histogram of completion times for transferring bags
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5.2 Predictive Analysis

Following the exploratory analysis, a number of predictive models were con-
structed in order to predict the completion times of transferring bags. First, a
model was constructed only using the observed control flow for each bag, which
will act as a baseline in our comparative analysis. Next, a second model was
constructed based only on data elements known about the transferring bags
when they arrive at the airport (static features). Lastly, a stacked model was
constructed which combines both the static feature-based and control flow-based
approaches for predicting the completion time of transferring bags.

Control Flow Model. To construct the control flow-based model, a Long
Short-Term Memory (LSTM) neural network was set up to predict the com-
pletion time of traces based on last observed activities. LSTMs are a form of
recurrent neural networks (RNNs), which are better suited to deal with ordered
inputs compared to standard neural network architectures as they can selectively
pass information across sequence steps while processing sequential data one ele-
ment at a time. This enables them to model input data consisting of sequences
of elements that are not independent. LSTMs are a special kind of RNNs capa-
ble of learning long-term dependencies and have demonstrated ground-breaking
performance in a number of fields [15,18], including process mining as previously
discussed in Sect. 2. In order to predict the completion time of transferring bags,
an LSTM network was constructed using information contained in the trace of
each bag. More specifically, the complete trace of each bag was split into multiple
sub-sequences of length six, as shown in Fig. 4, left-padded with zeroes where
necessary. A window length of six was chosen corresponding with the median
number of events per trace. As in [20], the collection of instances was then one-
hot encoded and used to train a LSTM regression model, using a mean absolute
error loss.

Static Features Model. In a second attempt to predict the completion time
of transferring bags, a random forest regressor was trained on a feature matrix
consisting of data elements known about the bags when they arrive at the air-
port. Random forests are a well-known ensemble method originally suggested
by [3] and have shown great performance in many areas when dealing with tra-
ditional, tabular data sets. In short, this method constructs a set (called the

Complete trace

Act. 1 Act. 2 Act. 3 Act. 4 Act. 5 Act. 6 Act. 7 Act. 8

Sub sequences of length 6

Fig. 4. An example of a complete trace and its sub-sequences
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“forest”) of decision trees during training and uses that to make predictions.
The following features were incorporated in this model to describe bags: (i) time
related information (i.e. hour of the day, day of the week, month of the year),
(ii) information regarding their arrival flight (e.g. airline, previous airport), and
(iii) similar information regarding their departing flight. Remark that no control
flow-based features were considered in this model, so that the predictions pro-
vided by this model remain unchanged as a bag moves throughout the system
and starts to generate events. This is a deliberate choice, as we aim to rely on
the LSTM model constructed above to derive control flow-based information,
rather than manually performing feature engineering over the traces, since this
approach would easily lead to an explosion of features. As such, we opt here
for a best of both worlds approach, where a well-understood modeling approach
(random forests) is used to provide a robust baseline prediction as an instances
arrives and can relatively easily explain its reasoning behind a certain predic-
tion. In this setting for instance, it was observed that the random forest model
was able to pick up on hours of the day and certain airlines as being the main
important factors influencing completion times. Next, to provide more granular,
precise predictions as a bag starts generating activities, the baseline prediction
of the random forest has to be updated based on control flow information. To
do so, we will utilize the LSTM-based model as described above, which is better
suited to work with the more complex sequence data, automatically performing
feature engineering as it is being trained. The two models are combined in a
“stacked setup” as described below.

Stacked Combined Model. The final model considered for predicting the
completion times of transferring bags is constructed using a stacked approach
as motivated above. Previous approaches for combining information on control
flow and data attributes for predicting completion time of process instances
commonly do so by appending data features to a vector containing information
on the control flow of each process instance. Here, a stacked model is trained
in the following manner: first, the random forest regressor is used to obtain
initial baseline estimates of the completion time of transferring bags. Next, a
new LSTM model was trained, now with the goal to learn how much the initial
baseline predictions deviate from the actual completion times of the transferring
bags (i.e. to learn the residuals). On the input side, the LSTM utilizes the same
features as the baseline “Control Flow Model” setup described above, with one
additional feature per instance being provided with its value set equal to the
baseline prediction of the random forest. The final prediction of the stacked
model is then obtained by adding the estimated deviation of the prediction
random forest, estimated by the LSTM, to the initial baseline prediction of the
random forest.

Implementation and Results. To train the three models previously discussed
in this section, 75% of transferring bags in 2018 were selected randomly, with
the remaining 25% being placed in a hold-out test set to perform a final evalu-



Predictive Process Monitoring in Operational Logistics 259

ation comparison. The LSTM models were constructed using two LSTM layers,
each having 32 hidden units and trained using the Nadam optimizer [9]. The
random forest regressor was constructed using an ensemble of 50 decision trees.
Training time encompassed 24 h for the LSTM-based models and 90 min for the
random forest. A comparison of the obtained results for each of the three models
considered here is shown in Fig.5. Various novel insights can be obtained from
this comparison. First, the control flow-based LSTM network performs drasti-
cally worse than both the static feature-based random forest and the stacked
model proposed here. As shown in the figure the model has an average mean
absolute error (MAE) of around 268 min which is considerably higher than the
average MAE of the two other approaches considered here. This suggests that
completion times of transferring bags are heavily affected by static features such
as time related information regarding when the bag arrives at the airport, infor-
mation on the airline that arrived and departed with bag and the airport the
bag is arriving from and departing to. Research on predictive process monitor-
ing has increasingly focused on data-aware process monitoring where the control
flow of process instances is combined with non-process related features in order
to improve predictive accuracy. The stacked method suggested in this paper
does so by combining a well-understood modelling approach, namely random
forests, which provides a robust and explainable baseline prediction based on

Mean Absolute Error (MAE) over Activities Seen

300
------- Control Flow Only (LSTM) (Avg. MAE: 267.85)
---- Static Features Only (Random Forest) (Avg. MAE: 61.34)
2501 —— Both (Stacked RF + LSTM) (Avg. MAE: 56.44) =
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w
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Fig. 5. Comparative overview of the three modeling approaches. The mean absolute
error for each approach is shown with 95% confidence intervals over the different num-
ber of activities seen so far, together around the mean of absolute errors per different
time step. The stacked model is able to improve upon the static modelling approach,
especially as traces continue and become lengthier. The difference of means of the
stacked versus static MAEs (56.44 versus 61.34) is significant at a 95% confidence level
using a correlation-adjusted procedure to compare dependent models [16].
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static information, with the deeper learning mechanism provided by an LSTM
model to focus on the more complex inputs, namely control flow information.
This stacked method is the best performing method of all method considered
here and has a average MAE of 56 min which is an improvement of around 5 min
compared to the static feature only-based approach.

6 Conclusion and Future Work

For the past decade, research on predictive process monitoring techniques has
increasingly focused on developing data-aware methods that combine informa-
tion on processes with other non-process related information. A novel stacked
data-aware predictive process monitoring method was suggested in this paper.
The method stacks two predictive models where a robust baseline model, ran-
dom forest regressor, is used to provide baseline prediction based on static feature
information and an LSTM neural network is used to sequential update the ini-
tial baseline prediction as the process instance starts generating activities. This
approach was developed and applied in a real-life setting where the model was
used to predict the completion time of transferring bags at Brussels Airport.
The constructed method outperforms both a static feature based approach and
a control flow based approach for predicting completion time. The paper also
illustrated the usability of the PM? process mining framework in the specific
setting of airport analytics. This research stems from the first phase of analysis
into Brussels Airports baggage system and a number of research avenues can be
explored in future work. A key motivation for including a static feature based
model in the proposed stacked setup is that its prediction can be relatively eas-
ily explained which provides valuable insights into features that influence com-
pletion times of the bags. An alternative approach entails including all static
features in a single sequential model. This approach has been utilized for predic-
tive process monitoring and therefore a direct comparison of the two methods
would be of interest. Furthermore, developing control flow-based methods for
predicting completion time which predictions can be easily explained would be
another interesting avenue for future work. Also, neural network based models
include a number of hyper-parameters that can be tuned. It would therefore be
of interest conduct a thorough grid search over a large tune grid of values for
these parameters (including the LSTM architecture setup and length of the sub-
sequences considered) in an attempt to further improve the performance of the
LSTM based networks. Lastly, the research presented here focuses on predicting
the duration times of transferring bags. However, it would also be of interest to
extend on the model to predict the next likely activities in a running instance.
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Abstract. In recent years, several advances in the field of process mining, and
even data science in general, have come from competitions where participants
are asked to analyze a given dataset or event log. Besides providing significant
insights about a specific business process, these competitions have also served
as a valuable opportunity to test a wide range of process mining techniques in a
setting that is open to all participants, from academia to industry. In this work,
we conduct a survey of process mining competitions, namely the Business
Process Intelligence Challenge, from 2011 to 2018. We focus on the methods,
tools and techniques that were used by all participants in order to analyze the
published event logs. From this survey, we develop a comparative analysis that
allows us to identify the most popular tools and techniques, and to realize that
data mining and machine learning are playing an increasingly important role in
process mining competitions.

Keywords: Process mining - Data mining - Machine learning

1 Introduction

The field of data science is thriving with competitions where participants are asked to
perform challenging tasks involving the analysis of real-world data. In the field of
process mining, the competition that has brought the community together around real-
world event logs is the Business Process Intelligence Challenge (BPI challenge). Since
2011, the BPI challenge has been providing event logs that have served as a testbed for
innumerous process mining techniques.

An interesting aspect of the BPI challenge is that it has drawn the attention not only
of academic researchers, but also of practitioners working at the intersection between
business process management and data analysis. Furthermore, the BPI challenge has
served as an introduction to many students entering the field of process mining, and
some of its event logs, namely the one from the BPI Challenge 2012, have become a
standard of reference for many authors.

In this work, we provide a summary of each BPI challenge, followed by an
overview of the tools and techniques that have been most used across all BPI chal-
lenges. This paper is intended to share our findings and provide a sense of what sort of
techniques and approaches the community is making use of when dealing with real-
world event logs.
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2 BPI Challenges

In this section, we provide a summary of each BPI challenge, including a brief
description of the business process domain, the business questions (if applicable), the
winning submissions, and an overall impression about the approaches that were used to
address the challenge.

2.1 BPI Challenge 2011

In the first edition, the BPI challenge involved an event log from a Dutch Academic
Hospital. The event log concerned the diagnosis and treatments performed on patients
in a Gynecology department. The names that were given to those treatments do not
seem to follow a strict format. This led to a relatively large number of different task
names, which means that any direct control-flow analysis of the event log is likely to
yield a spaghetti model.

In this first edition, participants could focus on a specific aspect to analyze it in
depth, or they could focus on a broader range of aspects without going into much
detail. The winning authors were Bose and van der Aalst [1], who used the enhanced
fuzzy miner [2] and trace alignment techniques [3] in ProM to group homogenous
cases. In the end, they were able to present a compact process model. The trace
alignment analysis carried out by the team also yielded common patterns of execution
and exceptional/rare behavior.

In general, all authors used ProM combined with different preprocessing techniques
to create subsets of cases which could be mined to obtain an understandable process
model.

2.2 BPI Challenge 2012

In the second edition, the BPI challenge involved an event log from a Dutch Financial
Institute. The event log concerned an application process for personal loans. Here, three
distinct subprocesses could be identified by the event prefixes A_ (for application
states), O_ (offer states), and W_ (work items).

In this challenge, there were four business questions of interest to the process
owner: (1) estimating the total cycle time; (2) determining which resources generate the
highest activation rate of applications; (3) discovering the process model; and
(4) identifying which decisions have greater influence on the process flow.

The winning authors were Bautista et al. [4] (from a New York-based consulting
firm), who used Disco to understand the process, and decision trees to segment loan
applications according to their approval result.

In general, authors used both ProM and Disco, and they also focused on several
process mining perspectives (control-flow, organizational, performance) using a variety
of analysis plug-ins. Preprocessing did not play such a large role as in the first edition,
since three different subprocesses were already identified in the event log.
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2.3 BPI Challenge 2013

In the third edition, the BPI challenge involved an event log from Volvo IT Belgium.
The log contained events from an incident management system called VINST. Each
event refers to a change in the status/sub-status of an incident.

In this challenge, there were four business questions of interest to the process
owner: (1) whether incidents are pushed too often to second- and third-line support;
(2) whether there is ping-pong behavior between teams; (3) whether the wait-user
status reveals performance problems; and (4) whether process instances conform across
departments.

The winning authors were Kang et al. [5] (a team from a South Korean university),
who used a footprint matrix to capture the activity precedence. They found that
departments were not conforming to each other, and they analyzed the process at each
department with Disco.

In this challenge, there was a noticeable trend towards the use of statistics. In a
sense, this was to be expected since the business questions required ranking and
comparison among process instances and case attributes. Disco and ProM were the
most popular tools. Both the control-flow perspective and the organizational per-
spective played a key role.

2.4 BPI Challenge 2014

In the fourth edition, the BPI challenge involved an event log from Rabobank
Group ICT. The log concerned ITIL processes such as interaction management, inci-
dent management and change management.

The main goal was to predict the workload of the Service Desk (SD) and IT
Operations (ITO) when a new change is introduced. There were four business questions
involving: (1) identification of impact patterns; (2) impact of such patterns on work-
load; (3) improvement of service level after each change; and (4) creative analysis,
where participants could pursue other insights.

The winning authors were Buhler et al. [6] (from the same New York-based firm as
in 2012), who used custom metrics to measure performance and improvements after a
change. Using decision trees, they classified the impact of those changes on workload.
Also, using a multinomial logistic regression model, they were able to determine the
probability of a specific change resulting in a given impact.

In this challenge, a new student category was introduced, which targeted BSc, MSc,
PhD students. In this category the winning authors were Cacciola et al. [7], who used
several custom plots to address the business questions. They also used Disco for
performance analysis.

In general, most authors turned to data mining tools and techniques to answer the
business questions. It is the first time that we see data mining tools being preferred over
process mining tools, although Disco and ProM still played an important role in the
analysis.
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2.5 BPI Challenge 2015

In the fifth edition, the BPI challenge concerned the application process for con-
struction permits in five Dutch municipalities. There were six business questions
involving: (1) roles of people involved in the process; (2) possible improvements to the
organizational structures; (3) changes in the process due to relocation of employees;
(4) effect of outsourcing in organizational structures; (5) throughput times; and
(6) control-flow for each municipality.

The winning author was van der Ham [8] (an independent consultant), who used
Disco to analyze the average throughput time per municipality, and decision trees in
WEKA to predict resource assignment. Using concept drift analysis [9] in ProM, the
author identified the major changes in the process.

In the student category, the winning authors were Teinemaa et al. [10], who used
the Kleinberg algorithm [11] to analyze the organization structure and identify key
resources. They also analyzed handover of work with Disco and performed concept
drift analysis [9] in ProM. Using the heuristics miner [12] and log replay in ProM did
not reveal significant differences between the municipalities.

In this challenge, the business questions touched the control-flow, organizational
and performance perspectives of process mining. Hence, most authors made use of
process mining tools such as Disco, ProM and Minit. The use of data mining tech-
niques (e.g. decision trees) was present in some submissions but had only a secondary
role.

2.6 BPI Challenge 2016

In the sixth edition, the BPI challenge involved some very large event logs (~1 GB)
from the Dutch Employee Insurance Agency (UWYV). The logs concerned the customer
interaction through different channels (website, messages, and call center) when
applying for unemployment benefits. The main goal was to provide insights about the
way the website was used.

In this challenge, there were six business questions: (1) identification of usage
patterns on the website; (2) change of usage patterns over time; (3) transitions from the
website to other channels; (4) change in customer behavior after using other channels;
(5) customer behavior leading to complaints; (6) any new insights that could be
obtained from the event log.

In this edition, a sponsor provided participants with the opportunity to apply for a
free license of a software tool (Minit) for use in the BPI challenge.

The winning author was again van der Ham [13], who used mostly a spreadsheet-
based analysis in Excel to collect statistics related to the business questions. The author
also used IBM Watson [14] to try to find correlations between complaints and case
attributes such as the number of visits to specific webpages.

In the student category, the winning authors were Dadashnia et al. [15], who
clustered the traces and then used Disco to analyze the control-flow. In addition, they
created a predictive model using a recurrent neural network (RNN) [16] to predict the
next user action. They also used sequence clustering in ProM [17] to derive usage
patterns.
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The event logs for this challenge were much larger than in previous challenges (one
of the logs had over 7 million events). Due to the log size and characteristics, it was
difficult to apply standard process mining techniques, so most authors focused on
simpler techniques based on filtering and clustering. There were some attempts at using
machine learning (namely neural networks) but this was not very effective on this
dataset.

2.7 BPI Challenge 2017

In the seventh edition, the BPI challenge involved the same Dutch Financial Institute as
in the BPI Challenge 2012, and the event log concerned an upgraded version of the
loan application process.

There were four business questions: (1) throughput times, in particular the time a
customer is waiting for the bank and vice-versa; (2) influence of multiple information
requests on offer acceptance; (3) comparison between single-offer and multiple-offer
customers; (4) any other interesting trends.

In this edition, there were three categories — student, academic and professional —
and there was a record number of submissions (23 in total). The challenge also gave
participants the opportunity to use tools provided by the sponsors (Minit and Celonis).

In the student category, the winning authors were Povalyaeva et al. [18], who
created a BPMN diagram in Celonis based on their log analysis, and then assessed
conformance using the same tool. They used ProM for concept drift analysis, and Disco
for performance analysis. The authors also used random forests to analyze the process
outcome based on several features.

In the academic category, the winning authors were Rodrigues et al. [19], who used
Disco, ProM and Yasper. Disco was used to obtain a process model. ProM was used for
conformance checking by calculating the fitness and precision of a Petri net model, and
also replaying the log on that model. The authors also modeled parts of the process in
BPMN. Yasper was used to assess the performance perspective together with ProM and
Disco.

In the professional category, the winning authors were Blevi et al. [20] who
combined process mining with KPMG’s customer experience methodology. Using
Power BI, the authors provided several statistics. They also obtained a process model
using fuzzy miner in ProM. Using R and Microsoft Azure Machine Learning Studio,
the team created predictive models using logistic regression, random forests, and neural
networks.

In general, there was a lot of process mining analysis, combined with data mining
and machine learning techniques such as decision trees, random forests, etc. A wide
variety of process mining tools were used (Disco, ProM, Celonis, Minit, etc.). Despite
the large number of submissions, the analysis was mostly focused on the business
questions, with similar results being reported by all authors.
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2.8 BPI Challenge 2018

In the eighth edition, the BPI challenge involved an event log from the European
Agricultural Guarantee Fund, in Germany. The event log concerns annual payments to
farmers. The workflow is based on document types; each document has a state that
allows some actions to be performed.

In this challenge, there were four business questions: (1) detection of undesired
cases (e.g. late payment); (2) improving the sampling of applications selected for
inspection; (3) differences between departments and relation to undesired outcomes;
(4) differences across time.

Again, participants were given the opportunity to use tools provided by the
sponsors (Minit and Celonis).

In the student category, the winning authors were Brils et al. [21], who obtained a
process model with Disco and collected several statistics after filtering the event log
with Python. For outcome prediction, they tried several machine learning techniques
available in RapidMiner (naive Bayes, logistic regression, neural networks, decision
trees, etc.).

In the academic category, the winning authors were Pauwels and Calders [22], who
used the competition to test their own method to detect concept drift. Their model is
based on Bayesian networks and, after training it, they were able to detect two drift
points. They also used attribute-density plots to find differences between departments.

In the professional category, the winning authors were Wangikar et al. [23], who
used Celonis to obtain a process model. They used predictive models based on bino-
mial logistic regression to detect undesired outcomes. They also analyzed concept drift
in ProM and conformance checking in myInvenio to detect changes in the control-flow.

In this edition, data mining techniques were predominant over process mining. This
was due to the nature of the business questions, which involved prediction. These
questions received a lot of attention from participants. Process mining was used to get
an idea of the control-flow, and to analyze concept drift. Subsequent analysis was
performed using machine learning.

3 Comparative Analysis

In this section, we analyze the tools and techniques that were used in the BPI chal-
lenges, not only by the winners, but across all submissions. We also analyze the use of
specific ProM plug-ins, and of data mining/machine learning techniques.

3.1 Techniques

Typically, process mining focuses on the control-flow, organizational, and performance
perspectives. Some BPI challenges involve all these perspectives, while others involve
only some of them. In general, however, all BPI challenges go beyond those per-
spectives to include additional types of analysis, as shown in Table 1.
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Table 1. Techniques used in the BPI challenges 2011-2018.

20112012 2013|2014 | 2015|2016 {2017 | 2018 | Total
Control-flow discovery X X X X X X X X 8
Trace clustering X X X X X X X 7
Social network analysis X X X X X X X 7
Performance perspective X X X X X X X 7
Log statistics X X X X X X X 7
Conformance checking X X X X X X 6
Predictive modeling X X X X X 5
Dotted chart analysis X X X X X 5
Plotting/visualization X X X X X 5
Trace alignment X X X X 4
Concept drift analysis X X X 3
Spreadsheet-based analysis X X X 3

Control-flow discovery techniques were the most used. This is to be expected since
no process flow was ever provided in a BPI challenge, and one needs to understand the
business process to be analyzed. In general, all authors used at least one control-flow
mining technique, either to understand the business process or because a business
question required it. Heuristics-based techniques [12] and fuzzy miners [24] were the
most used for process discovery.

Trace clustering [25] is also among the most used techniques. Here the main reason
is the fact that the derived process models were often too complex to be understood and
there was a need to divide the event log into smaller and more homogenous groups of
cases in order to mine an understandable process model.

Social network analysis gained an increased popularity, mostly because of the
implementation of such techniques in the ProM framework [26], which made them
easy to use. The analysis on a resource perspective was also made possible by the data
available in the competitions.

Although many authors worked on the performance perspective, most participants
only analyzed it thoroughly if a business question required it. Otherwise, basic per-
formance statistics were provided, which were obtained using some tool (more on this
below).

Statistics about the event log have been widely collected, and exploratory analysis
is the main reason why participants use those statistics. Then techniques such as
predictive modeling, data plotting/visualization have also gained special attention.
Predictive modeling techniques have been used mainly when a business question
required it, but they have also been helpful to study the control-flow perspective.

3.2 Tools

In Table 2, a list of the most popular tools in the BPI challenges is presented. Disco
(commercial) and ProM (academic) were definitely the most used. Despite the spon-
soring of other tool providers in some editions of the BPI challenge (e.g. Celonis,
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Minit), Disco was still the most used. However, the use of competing tools seems to be
growing, especially in recent years, possibly due the influence of academic programs
that provide students and researchers with the opportunity to use such tools.

Table 2. Popular tools used in the BPI challenges 2011-2018.

2011|2012 {2013 2014 | 2015 | 2016 | 2017 | 2018 | Total
Disco 3 10 9 6 4 18 1 51
ProM 3 5 6 3 7 5 17 3 49
Excel 1 7 6 4 2 10 30
R 2 3 1 2 8 16
Celonis 1 13 1 15
Python 1 8 1 10
WEKA 3 2 1 2 8
Oracle 1 1 2 1 2 7
RapidMiner 1 1 1 2 1 6
Java 1 2 1 1 5
SQL Server 2 1 1 4
Minit 1 1 3
C# 1 1 1 3

In general, it was observed that the use of these tools follows a cascading pattern:
(1) Disco and/or ProM are used to get an overview of the process; (2) additional
statistics are collected from the event log using tools such as Excel and R; and (3) other
tools are selected depending on the challenge and on the nature of the business
questions. In some cases, authors have used database engines (e.g. Oracle, SQL Server)
to compute statistics about the event log.

3.3 ProM Plug-ins

Since ProM is a framework that includes a wide variety of plug-ins, it is interesting to
check which of those plug-ins have been most used. In Table 3, the focus is on the use
of ProM plug-ins only. Here, the heuristics miner [12], the dotted chart analysis [27],
and the social network miner [26] take the podium, with a significant lead over the
remaining ones.

It is interesting to note that the social network miner is one of the top plug-ins and
has been used even in BPI challenges where there were no business questions involving
the organizational perspective. It seems that the social network miner is very useful to
complement and/or corroborate results obtained in other analysis perspectives.

Following the top three, we find the inductive miner [28] and the fuzzy miner [24],
which are two popular control-flow discovery techniques. Both allow some form of
abstraction over the control-flow behavior (process trees in the inductive miner, and
activity clusters in the fuzzy miner). Finally, it is worth noting that trace alignment [3]
and concept drift [9] have been playing an increasingly important role.
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Table 3. ProM plug-ins used in the BPI challenges 2011-2018.

2011|2012 |2013 | 2014 | 2015|2016 | 2017 | 2018 | Total
Heuristics miner 2 3 3 1 2

Dotted chart analysis 2 1 4
Social network miner 1 1 3 2 1
1

Inductive miner
Fuzzy miner

Alpha miner 1
Sequence clustering

e e =

Trace alignment 1 1
Concept drift 1
Organizational miner 1
Filter log simple heurist. 1 1 1
Guide Tree Miner
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Originator-by-task
Pattern abstractions
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3.4 Data Mining/Machine Learning

Since we came across several data mining/machine learning techniques during our
survey, it is interesting to analyze their use in the BPI challenges. Table 4 presents the
data mining/machine learning techniques used across all BPI challenge submissions.

Although only two BPI challenges (2014 and 2018) included a prediction goal, we
can see in Table 4 that this type of analysis was performed in editions where it was not
apparently required. Decision trees are by far the most used technique. Participants
used tools (for example, RapidMiner) which provide the implementation of the tech-
nique, which had only to be parametrized and/or customized to the data. Decision trees
were mostly used for classification purposes across the BPI challenges. For example, in
the BPI Challenge 2017, decision trees were used to classify the incompleteness of a
loan application.

Sometimes, decision trees are used to address specific business questions; other
times, they are used to complement the analysis. About half of the times decision trees
were used, it was due to the fact that there was a business question requiring to predict
a behavior; in the other half, the aim was to provide additional insight to the analysis
previously carried out during the process mining phase.

Logistic Regression and Random Forests are also worth mentioning. We have
noted that they are usually picked as the second choice after decision trees. They were
used for classification tasks as well as for predicting behavior.

In general, data mining and/or machine learning techniques tend to be used to
enhance the business process analysis. When there is some aspect that cannot be
explained by process mining techniques alone, data mining/machine learning tech-
niques come as an aid to understand those issues.



272 I. F. Lopes and D. R. Ferreira

Table 4. Data mining/machine learning techniques used in the BPI challenges 2011-2018.

2011|2012 2013 | 2014 | 2015 | 2016 | 2017 | 2018 | Total
1
2
1

o
[S]

Decision trees 1 4 3
Logistic regression 2
Random forest 1
Neural network 1

N W N W

Linear regression
Support vector machine
Sequential pattern mining
Sequence classification
Naive Bayes

Ada boost

Apriori algorithm
Association rules
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—_

Multilayer perceptron
Binary segmentation 1
K-means clustering 1
Bayesian networks
Generalized linear model
Deep learning
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Gradient boosted trees

4 Conclusion

The BPI challenges have been not only a testbed for process mining techniques, but
have also brought many other approaches into the realm of process mining. Besides the
analysis of the control-flow, organizational and performance perspectives, the business
questions associated with the BPI challenges often require the use of data mining and
machine learning techniques.

Examples are the use of decision trees to find the most important factors that
influence the process outcome, and the use of neural networks for next-step prediction.
Besides supervised machine learning, unsupervised techniques also play key role,
especially with the use of clustering as a means of preprocessing to better understand
the process and facilitate the analysis of the event log.

Having observed a growing use of data mining in process mining competitions, we
expect that, in the future, the use of data mining techniques will become as important as
the use of process mining techniques in the analysis of the event logs.
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The fundamental nature of many organizations is being rapidly transformed with the
ongoing diffusion of digital technologies. In this era, organizations in many domains
are challenged to question their existing business models and to improve or revolu-
tionize them using new technologies. Many IT-based initiatives, such as Uber, Car2Go,
DriveNow, Udacity, or Airbnb emerged, and disrupted traditional markets by making
use of those digital technologies. To stay ahead of their competitors, even ICT giants,
such as Google or Amazon, face the need to constantly evaluate and improve the value
they offer their customers.

These developments are also challenging the role of business process management
(BPM). Advances in data analytics and Al, uptake of new technologies (such as
blockchain, IoT, 3D printing), increased adoption of cloud and mobile technologies,
and new business paradigms, such as service-dominant logic, open the path for new
business processes and new possibilities — or even necessities — for the application of
BPM. We see, for example, how automated BPM can be used to tightly link business
analytics and business execution in short process-based iterations to follow quickly
changing markets, how real-time data from physical entities (‘things’ in the IoT sense)
is directly injected into decision making in business processes, or how agile, IT-reliant
business models are directly mapped to executable business processes.

However, the traditional role of BPM in structuring and optimizing (operational)
processes often falls short in making use of these opportunities. This can risk the
position of BPM to act as the driving force in digital innovation and transformation
initiatives. New BPM capabilities that reflect an explorative-dominant (instead of
exploitation-dominant) view may help in addressing the emerging opportunities and
challenges of digitalization.

In this workshop, we question and investigate the new role of BPM in the digital
era. The goal is to advance our understanding of the BPM capabilities that organiza-
tions require to explore emerging opportunities of digital innovation and transforma-
tion, and cope with related challenges.

In its first edition, we are excited to receive six submissions. Each paper was
reviewed by at least three members of the Program Committee. From these submis-
sions, the top three were accepted for presentation at the workshop. These papers
feature highly relevant and novel research ideas.

Laue proposes a method for analyzing the potential for process improvement,
where the modeling and analysis initiate at the customer’s side in the context of their
use of a service or product, instead of organization’s current internal processes.
Imgrund and Janiesch question the sufficiency of contemporary BPM body of
knowledge in equipping organizations with the competitive advantages and operational
excellence. Their empirical work indicates that companies have started embracing
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adaptive and context-sensitive management approaches making use of agile method-
ologies and modular process improvements. Exler, Mendling, and Taudes studied the
concept of distance, and report on a case study performed to explore the different types
of distance that are relevant for business process transfer projects. Based on the dis-
tance dimensions that they have identified, they propose a model to measure the
distance in intra-company transfers.

This first edition of the workshop will also feature a keynote talk by Maximilian
Roglinger. His talk will question the traditional BPM capabilities in addressing the new
challenges of digitalization, and introduce a new BPM capability framework that
reflects the needs of the digital age. We hope that the reader will find the selected
papers relevant and interesting.

September 2019 Oktay Turetken
Amy Van Looy
Paul Grefen
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Business Process Management Capabilities
for the Digital Age (Keynote Abstract)

Maximilian Roglinger

University of Bayreuth, FIM Research Center
Finance & Information Management, Project Group Business
and Information Systems Engineering of the Fraunhofer FIT,
95444 Bayreuth, Germany
maximilian.roeglinger@fim-rc.de

Process orientation is an accepted paradigm of organizational design that drives cor-
porate success. Hence, business process management (BPM), which deals with the
implementation of process orientation, receives constant attention in industry and
academia. Today, mature methods and tools support all phases of the BPM lifecycle.
Apart from lifecycle models, BPM is commonly structured in terms of BPM capability
frameworks that transcend the lifecycle’s focus on operational process support by
accounting for further core elements such as strategic alignment, governance, people,
and culture.

Despite their usefulness, BPM capability frameworks are being challenged by
socio-technical changes such as those brought about by digitalization. In line with the
uptake of novel technologies, digitalization transforms existing and enables new pro-
cesses. For example, social collaboration platforms facilitate the assembly of teams
independently of time and location. Robotic process automation and cognitive
automation enable the automation of unstructured tasks, and the Internet of Things
enables decentral production processes as well as an immersion of organizations into
their customers’ processes.

These examples led us to hypothesize that different capabilities are needed in the
future than today for BPM to drive corporate success and that existing BPM capability
frameworks need to be updated. Hence, we explored which BPM capabilities will be
relevant in the future by conducting a Delphi study with international experts from
industry and academia. In my keynote, I present the key results of this Delphi study.

The study resulted in an updated framework of 30 BPM capabilities structured
according to the core elements of BPM. We also found six overarching topics
(i.e., data, individuals, exploration, networks, context, and change) that will be char-
acteristic of BPM in the future. When analyzing the novelty of the identified BPM
capabilities, we found that, on the one hand, there will be a strong link between current
and future BPM capabilities and, one the other, BPM requires substantial further
development as about half of the identified capabilities are not included in extant
frameworks.

The Delphi study on future BPM capabilities was a joint research project with
Ulrich Ko6nig and Georgi Kerpedzhiev from my research group at the FIM Research
Center Finance & Information Management, Germany, and Michael Rosemann from
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Queensland University of Technology (QUT), Brisbane. For more information, please
visit our project website (http://www.digital-bpm.com/) and have a look at the short
article published by BPTrends (https://www.bptrends.com/business-process-
management-in-the-digital-age/).
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Abstract. Modern information and telecommunication technologies
provide possibilities not only for improving existing business processes.
They can also allow to make processes redundant or to move to new busi-
ness models. This paper suggests a method for analysing the potential
for process improvement and organizational change. Instead of starting
with a visualisation of the current process, the starting point is a visu-
alisation of customers’ steps in the context of their use of a service or
product.

1 Introduction

Successful organizations need a strategy for developing and improving processes
to maximise their competitiveness. Exploring better alternatives for providing a
service or producing a product can lead to performance and quality leadership.
Even more, using modern information and telecommunication technologies can
provide opportunities to develop completely new business models.

Against this background, it seems logical that organizations take every effort
to organize the innovation process and make use of existing creativity techniques
in a systematic way. However, a study by Siemon et al. [13] among German start-
up entrepreneurs showed that only a minority of them used creativity techniques
for generating ideas related to the business model. Another observation was that
a surprisingly small number of people (2.2 on average) was involved in idea
generation. The author of the paper at hand is convinced that this means that
opportunities will be missed.

In addition to general creativity techniques, there are well-established meth-
ods for developing business models such as e3value [5] or the Business Model
Canvas [11]. Both focus on the business perspective. For discussing the process
perspective, a common approach is to start an improvement project by analyz-
ing a model of the existing business process. An example of such a method is
ValueApping by Hoos et al [10]. It is an analysis method to identify value-adding
usage scenarios for mobile apps in business processes. A more general method
has been suggested by Denner et al. [3]. Their method involves managers, busi-
ness process experts and end users who evaluate the relative importance of each
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process step, select digital technologies with the potential to improve the process
and value the suitability of the preselected digital technologies. Both mentioned
approaches share two disadvantages. First, they involve rather complex calcula-
tions which give a pretence of accuracy that is in fact not substantiated. However,
a more severe disadvantage is that they start with the current processes with
the quest to improve them. It is to be afraid that this will rarely lead to the
insight that the current process should be completely replaced or that activities
outside the current process can lead to new business chances.

This paper suggests an alternative approach that builds on the concept of
the Ideal Process which will be described in the next setion.

2 The Ideal Process

The main idea for the approach was taken from the Theory of Inventive Prob-
lem Solving (TRIZ) [1]. TRIZ consists of several methods to support inventors
in technical domains. One of these methods is the concept of the ideal ultimate
result. It describes an ideal situation: A result will be achieved “by itself”, i.e.
without cost, without energy consumption, etc. While such an ideal result obvi-
ously cannot be reached, it is anyway a useful thinking tool for an inventor. For
example, an inventor who strives to construct a lawn-mower which does not make
any noise at all will have a good chance to come up with more creative solutions
than an inventor who has the aim to produce a lawn-mower that makes less
noise. In other words: The aim of thinking about the ideal result is to prevent
an inventor from restricting his/her way of thinking too early.

In the area of process improvement, the ideal process is — no process at
all (the goal is reached “by itself”). For example, a process for checking data
for completeness is redundant if the data is already guaranteed to be always
complete. To give another example, if a software does not collect any personal
data, no processes for deleting or correcting such data at request of the users are
necessary.

In contrast to the ideal process (a goal is reached by itself), existing processes
have costs, take time, need resources and have an ecological impact. Traditional
process improvement methods aim to improve those process parameters and
make a process faster, less costly, etc. A possible outcome of such a process
improvement is what Hammer and Champy [8] describe as “paving the cow
paths”. Computers are used to speed up the processes, but the processes are left
intact. Having the ideal process in mind, will automatically lead to the question
whether the process is necessary at all. An example for the chances of asking this
question is discussed by Hammer in [9]: The Ford Motor Company was in need to
cut costs for accounts payable. Instead of organizing the accounts payable clerks’
work more efficiently, Ford instituted invoiceless processing. In our terminology,
this can be regarded as the ideal process (or at least, it comes close).

From the perspective of an enterprise (the process owner), it could be
regarded as an ideal process if the business model “customer self-service” or
“automated service” [11] is applied. However, in fact the goal is not achieved
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“by itself”, the burden to achieving it is just transferred to the customer. Badly
designed self-service processes can make achieving a goal more difficult for the
customer. For this reason, it is imperative that processes are also evaluated from
the customers’ perspective. The same applies to the employees’ perspective. In
the short term, it will often be possible to make a process cheaper by forcing the
employees to work harder. In the long term, such a policy can destroy the orga-
nization. Finally, one more perspective to consider is the ecological perspective
which discusses possible negative impacts of a process to the environment.

3 The Method

The method that will be suggested in this paper owns a lot to the idea of the
Interaction Room for Digitalization Strategy Development [6]. A key idea of the
Interaction Room is to depict the business of an organization in a systematic,
but not too restrictive way. The business model is visualized at several canvas
using a lightweight notation with visual annotations. This visualization provides
a starting point for discussion. One of those canvas is the “touchpoint canvas”.
It uses customer journey maps which show the order in which a costumer uses
different channels in engaging with the organization. Those interactions are usu-
ally referred to as customer touch points (or contact points). Customer journeys
have been used successfully for understanding the customers’ perspective and
for improving the service quality [7].

However, analysing existing customer journeys allows only insight into the
process “as is”. It can be difficult to spot a chance for providing additional
services. Therefore, it is useful to embed the observation of touch points into a
more general description of the steps that a customer takes in order to reach a
certain goal. The activities that can be registered as customer touch points, i.e.
those activities where the customer interacts with the process-owner, are usually
activities for reaching only a sub-goal. For reaching the main goal, additional
activities (which we will call non-touch points) can be necessary.

To give an example, we take the perspective of a hotel owner and discuss
the activities of hotel guests. One such guest may need accommodation during
a bicycle tour, a selection of his activities is listed in Table 1. For other guests,
belonging to different customer groups such as “business traveller”, other scenar-
ios will need to be developed. For this reason, Step I in our method is to develop

Table 1. Customer touch points and Non-touch points (Examples)

Touch points Non-touch points
check-in at the hotel Use map to find the hotel
ask for a place to lock the bike securely | buy food supply for next day

find room get massage outside the hotel

open room bicycle maintenance
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Table 2. Visual Annotations for Deviations from the Ideal Process
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personas [2] serving as examples for members of common customer groups. Step 2
is to create what is known as “scenario” in the field of requirements engineering;:
a description of one out of many possible flows through a process for this person.
In Step 3, all these activities (contact points as well as non-contact points) will
be written on sheets of paper, each representing an activity. Deliberately, we do
not use any formal business process modeling language such as BPMN in order
to minimize comprehensibility problems.

Step 4, is the core of our method. It should be executed by a group of people, if
possible containing members with different experiences and backgrounds. Their
task is to visualize remarkable deviations of the activities in the scenario under
discussion from the ideal process. It is important that all participants understand
very well what this means: The objective is not to mark those activities for which
one thinks that an improvement is possible or necessary — the objective is to mark
activities that show a remarkable deviation from the ideal process (where the
goal is reached without costs, without taking time, without using resources, etc.)
Visual markers as shown in Table 2 are used for this purpose.

For considering all four perspectives (process owner, customer, employees,
environment), two variants are possible. Either, it is the responsibility of selected
group members to look at the process from a certain perspective. Alternatively,
Step 4 can be executed in four rounds, where in each round all participants take
another perspective.

The photo in Fig. 1 shows a selection of activity cards for the hotel example
with visual annotations (collected at the International Workshop on Creativity



The Power of the Ideal Final Result 285

Fig. 1. Examples of activity cards with visual annotations

in Requirements Engineering 2018). In this example, we see a few noteworthy
points: The activity “Ride” does not have any stickers attached to it. While it is
obviously time-consuming and effortful, this is not regarded as a problem — the
physical exercise is the very reason for undertaking a bike tour. On the other
hand “Lock Bike at Safe Place” has a “Time” sticker attached which states that
it would be perceived as an improvement if the guest would not have to care
about locking the bike at all. “Check-In” has two “Time” stickers, because the
check-in activity is regarded as time-consuming both from the perspective of the
guest as from the perspective of the employees.

Taking these annotations as input, suggestions for process improvements and
additional services can be discussed in Step 5: In our example, the activity
“ask for a safe place for the bike” is regarded as being time-consuming from
the customers’ perspective. So maybe “ride in and we will take care of your
bike” could be a service for which the customer would be willing to pay. The
process of checking-in and entering the room is costly (from the management
perspective) and time-consuming (from the customer’s perspective). So we can
ask why something as check-in is necessary at all? Maybe a guest can use a
mobile phone for being registered, being guided to the room, unlock it and pay
for the stay in the hotel? Indeed, the use of mobile devices in the pre-trip, on-site
and post-trip phase has a huge potential that deserves to be analysed carefully
[4]. Of course, not each of such questions will lead to new services or process
improvements in reality. However, most likely there will be useful suggestions.
Before implementing the improved new process, it can be helpful to discuss the
suggested improved process using the proposed method again. This can help
to identify potential problems in the improved process. For example, the new
process could force the guests to use a smartphone for certain activities. This
could result in privacy issues, a possible exclusion of persons who do not own
such a device (or simply would have to charge the batteries of their smartphone
before) and also in making the task for the guests more difficult.

It has to be noted that the conclusions are valid only for a specific kind of
scenario / customer (in our example: the bicycle tourist). Other customers can
have different needs which will be addressed by building user stories for different
personas. Anyway, if there are considerable many guests who belong to a certain
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customer group (such as bicycle travellers in our example), it can be a good idea
to provide additional services or to change processes according to their needs.

4 Conclusion

Adding visual annotations to depict deficiencies in process steps has been sug-
gested by others as well. For example, Polderdijk et al. [12] provide a BPMN
extension to depict human physical risks in manufacturing processes. However,
compared to existing work, the paper at hand suggests three new aspects: First,
the method forces its users to look at the processes from four perspectives. This
tries to avoid solutions that may save time and resources for the enterprise but
make life harder for either the customers or the staff. Second, the TRIZ-thinking
with respect to the ideal process encourages the participants to put into ques-
tion whether existing solutions can be replaced by something completely differ-
ent. And third, the concept of “non-contact points” aims to look for business
chances that are currently without the scope of the current organization.

In the future, we are keen to gain experience by using and evaluating the
proposed method with scenarios from various domains.
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Abstract. The emergence of digital technology is substantially changing the
way we communicate and collaborate. In recent years, groundbreaking business
model innovations have disrupted industries by the dozen, shifting previously
unchallenged global players out of the market within shortest time. Although
business process management (BPM) is often identified as a main driver for
organizational efficiency in this context, there is little understanding of how its
methods and tools can successfully navigate organizations through the uncer-
tainty brought by today’s highly dynamic market environments. However, we
see more and more contributions emerging that question the timeliness of BPM
due to its lack of context sensitivity. In this context, the inflexibility and over-
functionalization of hierarchical management structures is often referred to as
the primary reason why organizations fail to achieve the flexibility, agility, and
responsiveness needed to address today’s entrepreneurial challenges. In this
research paper, we question whether the contemporary BPM body of knowledge
is still sufficient to equip organizations with the competitive advantages and
operational excellence that have long yielded sustainable growth and business
success. In fact, our empirical observations indicate that the vertical manage-
ment of functional units inherent to current BPM is increasingly being replaced
by adaptive and context-sensitive management approaches drawing on agile
methodologies and modular process improvements. From a total of 17 inter-
views, we derive five criteria that the respondents consider as essential to
strengthen the position of BPM in the digital age.

Keywords: Business process management * Status quo report - Digital
transformation - Decentralized BPM - Empirical study

1 Introduction

The advent of the digital age, which marks our current historic period built on digital
technology, embeds companies in a highly dynamic and fast-paced market environ-
ment that is changing the nature of how we conduct business substantially [1]. Fol-
lowing debates in research and practice, both practitioners and researchers are well
aware of the groundbreaking characteristics of digital technology [2]. In fact, more and
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more industries are witnessing digitally enabled business models arising, whose
dominance is disrupting them by the dozen. Typically, these companies’ superiority
fundaments in modern management principles based on agile development cycles [3].
Contrary, however, numerous scholars emphasize that current principles for managing
internal structures haven’t changed appropriately, lacking the timeliness and respon-
siveness to remain competitive in today’s fast changing market environment [4, 5].
Instead of embracing technology-driven coordination and collaboration to boost
operational performance, respective approaches including Business Process Manage-
ment (BPM) still stick to the vertical management of an organization, relying on a
subdivision of power between functional units [6]. To challenge the hypothesis that
contemporary BPM becomes increasingly outdated and must reposition itself in order
to regain relevance for organizations embarking on their digital transformation journey,
we outline the following research questions (RQ).

1. How do today’s organizations deploy BPM from an organizational and techno-
logical point of view?

2. Which criteria do organizations consider to be essential for the success of BPM in
the digital age?

To answer these RQ, we conducted a qualitative survey involving 17 practitioners
from 16 companies. We structure our research as follows. In Sect. 2, we challenge the
actuality of BPM by examining its historical evolution and thereby conceptualize its
need for new capabilities and perspectives, before we provide insights to the underlying
research methodology. In Sect. 3, we give insights on how BPM is currently being
deployed in practice, before we derive five criteria that proved to be essential for BPM
to remain compatible with the challenges and opportunities of the digital age (Sect. 4).
In Sect. 5, we conclude our research with a summary of findings, limitations, and future
research opportunities.

2 Background and Research Design

2.1 Historical Evolution of BPM

To assess the timeliness of BPM for the digital age, it is interesting to put current
organizational challenges into perspective with information technology developments
of recent years. Historically, it was sufficient for organizations to focus on the efficient
implementation of physical work based on clear-cut and structured processes. Trig-
gered by the emergence of digital technology and the infusion of the Internet, however,
value chain networks increasingly evolved dynamically and organizations started to
experience severe limitations due to over-specialization and a lack of overall process
control [7]. As a consequence, organizations abandoned from functional approaches
toward process-oriented concepts and adapted practices recommended by Total Quality
Management, Six Sigma, and Lean Management. Supported by software tools, these
practices incorporate today’s BPM and provide organizations all over the world with
the ability to identify, analyze, monitor, and improve business processes at new levels
of efficiency and automation [8].
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In recent years, however, an increasing number of practitioners reporting on project
failure indicates the approach’s deficiency against today’s various application contexts
and use cases [9, 10]. Due to its formal and hierarchical structures built on control and
coercion, the current BPM body of knowledge inherently prioritizes and focuses on
processes that maximize their business’s profit most, neglecting others whose man-
agement does not show a positive proportion of expected surpluses [11].

That is, despite the ongoing diffusion of digital technology that puts organizations
in highly dynamic and disruptive market environments, contemporary BPM still seeks
to maintain control, predictability, and efficiency of only a limited number of corporate
processes by the downward integration of functional managers, process owners, and
operational staff [8].

2.2 Decentralization of BPM in Extant Literature

Lacking the responsiveness and flexibility of timely approaches that outsource roles
and responsibilities, we argue that hierarchically implemented BPM is no longer
synonym to operational efficiency and entrepreneurial advantage [9]. In order to
overcome the costly allocation of central resources of contemporary BPM, which is
often referred to as its main bottleneck [8, 11], we claim that organizations need to
implement an ambidextrous approach to BPM, in which they implement process
management projects either centrally or local, depending on where the process’s
responsibilities and resources are primarily embedded. This also requires BPM to find
new ways in challenging and managing organizational complexity by drawing on
decentralized resources and leveraging communication, coordination, and co-creation
among stakeholders.

Having thoroughly reviewed extant literature to this end, we could identify only
three research streams within BPM that are concerned with finding effective ways to re-
position its role beyond structuring and optimizing clear-cut and previously prioritized
processes. Table 1 lists the identified research streams that we either perceive as fun-
damental for establishing an explorative view on BPM, or that bear pioneering
thoughts, ideas, or concepts to increase the scope of its activities. Though effective,
however, these efforts have always been tailored to very specific use cases and
implementation scenarios, failing to provide a comprehensive application framework or
success factors that put all the various facets of adaptive and context-sensitive BPM
into perspective.

2.3 Research Method

We use the grounded theory method (GTM) [17] to evaluate our RQ as its method-
ology supports the inductive discovery of a yet not sufficiently researched topic that is
grounded in data. Further, GTM allows us to focus on data collection and the explo-
ration of new theory instead of validating existing implications [18]. That is, GTM
successfully guides us in “accessing other people’s interpretations, filtering them
through their own conceptual apparatus, and feeding a version of events back to others”
[19], p. 77. In the following, we give rationale for interviewee selection and describe
how we collected and analyzed data.
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Table 1. Overview of topics and themes for decentralized BPM.

Topic Description Example source
Agile BPM Encompasses all activities that embed e.g. Bruno, et al. [12]
modular and asynchronous procedures and Thiemich and
in process management yielding fast- Puhlmann [13]
paced and early project results
Collaborative/social Focuses on implementing social features | e.g. Brambilla, et al. [14]
BPM into BPM and seeks to exploit and Schmidt and
commons-based peer production Nurcan [15]
Context-sensitive The deployment of process management | e.g. vom Brocke, et al.
BPM in broader business contexts and [9] and Rosemann and
application scenarios in which Recker [16]
organizations cope with unpredictable,
knowledge-intense, and often cross-
organizational business processes

Rationale for Interviewee Selection. Consulting the principles of replication logic [20],
we selected a total of 12 domain experts from 11 large and medium-sized companies as
an initial set of observations. Hereafter, we validated resulting implications by
involving a second group of observations consisting of 5 domain experts from 5
different companies. While informants in the first group were employed as BPM
experts or an equivalent role in full time, informants in the second group acted as
consultants with reasonable expert knowledge. Every organization involved is based in
Germany and operates on complex business structures and highly interwoven pro-
cesses, simultaneously relying on BPM to manage organizational complexity.

Data Collection and Analysis. In line with Yin [21], we started our studies with two
precise research questions. Due to the nascent and explorative nature of our research,
we used a semi-structured questionnaire as a guideline for our interviews, which
allowed us to transport a loose idea of our interest, yet letting emerge and evolve our
overall objective throughout the interviews. To analyze audio recordings, we manually
categorized the data using open coding preceding to axial coding, enabling us to
identify patterns and variances within each interview [22]. Throughout the coding
process, we iterated within- and cross-case analysis and constantly validated and cross-
checked our finding with extant literature until we reached a state of saturation, i.e. the
return of adding data became marginal and neglectable [20].

3 Implementation of Business Process Management
in Practice
3.1 Overview of Data Sources and Focus of This Research

In this section, we uncover the current status quo of how organizations deploy BPM in
practice and, thereby, answer RQ1. We position our findings along the organizational
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Table 2. Summary of data sources and company details

Company#/ | Company Industry type Exact job title as Years of

informant# size defined by their experience
organization

C1/11 ~2,000 Biotechnology Manager BPM 10+

C2/12 ~ 6,000 Confectionery Process Manager 2t05

C3/13 ~ 1,000 Food & non-food Process Manager 5to 10

retail

C4/14 ~1,000 Chemicals Process Manager 2t05

C5/15 ~ 16,000 Insurances Process Consultant 2t05

C6/16 ~ 14,000 Telecommunications Senior Expert IT 1to2
Solutions Manager

Coe/mi Customer Experience 10+
Manager

C7/18 ~ 18,000 Retail Head of Process 5to 10
Management

C8/19 ~2,600 Bank Manager Process 5to 10
Management

C9/110 ~ 80,000 Manufacturing Business Process 1to2
Manager

C10/111 ~ 8,000 Telecommunications | Expert BPM 5to 10

C11/112 ~5,000 Manufacturing Head of Process 10+
Management

C12/113 ~500 Software vendor Territory Sales Manager |2 to 5

C13/114 ~100 Software vendor Consultant 10+

C14/115 ~450 Service provider Managing Director 10+

C15/116 ~2500 Management Associate Partner 10+

consulting
C16/117 ~35 Consulting Managing Director 10+

and fechnological implementation of BPM. As shown in Table 2, our implications
draw on a diversified sample of informants (I) and companies (C), the latter of varying
sizes and industries.

3.2 Organizational Implementation of BPM in Practice

Although we did not limit our talks with practitioners to the information given in
Table 3, our informants suggested and commonly agreed that these characteristics are
crucial for implementing BPM from an organizational perspective. The characteristics
emerged from coding the transcribed interviews (cf. Sect. 2.3) and were not prede-
termined by the interview-guideline or the interviewer. In Tables 3 and 4, the average
symbol () indicates that consultants (C12—-C16) reported from aggregated knowledge
obtained in multiple projects with different clients.
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Management Support and Central BPM. To manage organizational complexity as
efficiently as possible, BPM is most often deployed in a central department or authority,
often known as BPM “Center of Excellence” (CoE). Due to the central allocation of
resources and responsibilities, however, a BPM CoE requires high management
attention and the availability of adequate funding. A CoE usually has a clear focus on
the management of a limited number of typically high-valued business processes,
which are specified by the company’s process architecture and whose management is
typically accompanied by comprehensive governance standards, roles, and account-
abilities (C1, C4, C8, C14). If companies lack management support for BPM (C2, C3,
C5, C10), it is hardly possible to establish a CoE. In the case of C5, this was only
possible due to the high prestige of the IT-department, which, despite low budgets,
operated the CoE on their own expenses and responsibility. C5’s informant additionally
reported strong conviction and involvement of local stakeholders. Across all compa-
nies, informants confirmed that a CoE should have a primary focus on managing
processes and responsibilities that are of major strategical importance to the company’s
success.

Distributed BPM and Direction of Action. Every company included to our sample
relied on outsourcing roles and responsibilities to local stakeholders and an increasing
number of organizations abandoned from authoritative and hierarchical leadership
styles toward the vertical management of corporate processes (C5-C7, C9, C13). In
this context, the direction of action describes whether a company deploys BPM top-
down (), bottom-up (T), or in a combination of both approaches («+). According to
Table 3, six companies complemented hierarchically implemented BPM with respon-
sibilities at local levels (vertical management), three companies managed processes
exclusively in local initiatives without any central supervision, and 7 companies
reported of hierarchically implemented BPM. Our informants indicated that the vertical
and bottom-up organized management of corporate processes assumes the operation of
lean management structures, i.e. the adaptation of Six Sigma (C5, C6, C10) or
equivalent principles (C2, C3, C11). Generally, informants stated lean management
principles as a very successful means to tackle organizational complexity while not
overstraining resources in central authorities. That in mind, all companies embraced the
idea of decentralizing BPM activities to local roles and responsibilities. Further,
informants stated that local responsibilities should still operate in a more rigid super-
structure of common objectives and regulations embodied by a CoE. In this case,
numerous informants (C2, C6, C8—C10) strongly recommended the CoE to pursue a
servant leadership style and, thus, to guide and not to command its networked structure.
Observing a company’s individual degree of decentralization, we found that this is
considerably affected by the company’s strategy toward BPM. Process automatization
indicates less decentralization including an organizational setup in which a CoE usually
pulls knowledge from local stakeholders without delegating responsibilities. Compa-
nies seeking to standardize or document processes still supervise local BPM but tend to
delegate full responsibility for local process management to its respective departments.
Eventually, deploying BPM to foster collaboration and communication as C10 does, it
seems advisable to minimize central responsibilities and supervision where possible to
achieve a high degree of self-organization and autonomy among local dependencies.
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Central Governance and KPI. In hierarchical BPM, organizations usually limit their
process optimization projects to a subset of high-value processes whose management is
expected to generate most benefits compared to respective costs. In this case, BPM is
subject to a central governance approach including key performance indicators
(KPI) that define process-specific goals to evaluate the alignment of strategical
objectives and operational business on a regular basis. While hierarchically imple-
mented architectures and governance mechanisms are particularly suitable for orga-
nizations that give full control of their corporate processes to a small team of process
analysts, our empirical observations suggest that this is no longer viable against the
backdrop of today’s organization’s business structures becoming increasingly complex.
Instead, informants reported that their companies either recognized the need to out-
source BPM responsibilities to local resources (C1, C4, C12) or are already undergoing
transformation initiatives or projects to do so (C8, C13, C15). Further, informants
emphasized the necessity for universally valid governance mechanisms for all involved
stakeholders, as well as the central availability of outcomes, best practices, and project
testimonials.

3.3 Technological Implementation of BPM in Practice

To productize BPM, it is essential to possess technology-enabled tools and services,
whose capabilities and benefits are consciously identified, communicated, and made
available to relevant stakeholders [8]. Along with our informants, we identified the
characteristics presented in Table 4 as crucial parameters to inform about the impact of
IT on the renovation and continuous improvement of business processes.

Table 3. Characteristics of organizational implementation of BPM in practice

Company Cl |C2 |C3 |C4 |C5|C6 |[CT |C8 |C9 |ClO|Cll|CI2 C13 Cl4 C15 Cl16
Management high | low | low | high | low | high | high | high | high | low | high | @ %) (%] %) (%]
support high high high high high
Central BPM yes |no |no |yes |yes |yes |yes |yes |yes |[no |yes |Oyes |@yes |@Dyes |Dyes | O yes

Distributed BPM yes |yes |yes {no |yes |yes |yes |yes |yes |yes |yes |@Dyes |Dyes |[@Dyes |Dyes |Dno
1 o e | e 1 . T - 0] 0— 0] 9| (20

Central governance | yes |no |[no |yes |yes |yes |yes |yes |yes |yes |yes |@yes |@Qyes |Dyes | OQyes | D yes

Direction of action

—
—
—

Usage of KPI yes |no |no |yes |yes |yes |yes |no yes |no |yes |[@no |QDyes |DByes |Dyes |Dno

Availability of PAIS and Modeling Software. Informants across all companies reported
their corporate system infrastructure to include process-aware information systems
(PAIS). Although highly appreciating this fact, interviewees suggested that this is
mainly due to today’s software tools being increasingly interface-based and workflow-
oriented by default. Further, virtually all companies (C1-C11, C14, C15) operate
process modeling using a Business Process Management Suite (BPMS) possessing
domain-specific expert functionalities. It is interesting to mention in this context that
none of the companies relies on custom software. Instead, there is a clear tendency
toward software as a service (SaaS) of which informants particularly highlighted its
simple integration into existing system infrastructures and its high levels of usability
and availability as beneficial. There are, admittedly, some companies (C2, C6, C9) that



Understanding the Need for New Perspectives on BPM 295

Table 4. Characteristics of technological implementation of BPM in practice

Company Cl |C2 |C3 |C4 |C5 |C6 |CT7T |C8 |C9 |Cl0 | Cl1 | CI12 C13 C14 CI15 Cl16

Availability of yes |yes | yes | yes |yes |yes |yes |yes |yes |yes |yes |©@'yes| @yes |@yes |Qyes | Qno
PAIS
Modeling software | yes | yes | yes | yes |yes | yes |yes |yes |yes |yes |yes |@no | @ no D yes | Dyes | O yes
Global process yes | no |yes |yes |yes |yes |yes |yes |no yes |yes |©@no |@no Pno |Dyes | Dno
repository
Integration with high | low | low | high | low | high | high | high | high | high | high | @ low | @ high | @ low | @ high | @ low
extant IT
IT-enabled project | yes | yes | yes | no no |yes |yes |no yes |yes |yes |[@no |Qyes | @no |Dyes | Dno
management

adapted their BPMS to their individual needs. Despite most often included to the
BPMS, neither the informants nor their colleagues used any expert functionalities yet.
Likewise, although several companies’ BPM experts possess theoretical and practical
understanding for advanced topics for BPM such as process mining (C3, C6, C7), so
far there was neither capacity nor support to implement corresponding projects despite
their recognized usefulness.

Global Process Repository and Integration with Related IT Solutions. Most of BPMS
offer a global process repository that can be easily connected to a company’s present
infrastructure. According to informants, the ease of integrating software to the com-
pany’s existing IT-infrastructure is crucial for top management representatives to award
its contract. A highly integrated IT infrastructure in this context means that its com-
ponents are seamlessly integrated and work smoothly with the existing systems in
mutual interaction (C1, C4, C6-C9, C10, C13, C15). Low integration refers to systems
within an IT infrastructure that are incapable to operate reciprocally (C2, C3, C5, C12,
C14, C16).

IT-Enabled Project Management. Similar to the functional implementation of BPM,
related projects including process discovery have long been subject to hierarchically
implemented workshops, interviews, and analysis of work. As a result, outcomes are
quite often rather aligned to senior executive’s or management’s expectations instead of
its actual stakeholders’ or even the distinct process’s needs. The ongoing digitalization,
however, embeds organizations in far more complex business structures than ever
before. Hence, organizations increasingly adopt IT-enabled project management soft-
ware whose tools accumulate different stakeholder’s inputs, opinions, and knowledge.
Informants confirmed that respective tools offer significant value in accessing implicit
knowledge quickly and efficiently. However, they also admitted that explicating
implicit knowledge is often subject to high effort getting users to participate and, thus,
to explicate their process-related knowledge in a structured way.

4 Essential Criteria for the Success of BPM in the Digital Age

Although numerous studies already engaged with the deployment of BPM in practice
[23, 24], only little effort is being made to bring these insights into context with the
struggles organizations currently face with managing organizational complexity.
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Therefore, this study seeks to shed light on the shortcomings of functionally driven
management approaches that propagate authority and predictability in hierarchically
implemented management structures. At the same time, we aim to conceptualize the
need for today’s BPM to take on new capabilities and perspectives, especially toward
its explorative and context-sensitive usage.

In the following, we introduce to five criteria that emerged as essential for BPM to
revitalize its position and to become a driving force for mastering digital innovation
and transformation. Each of the 17 practitioners that we interviewed possesses
extensive knowledge and experience in the researched field (cf. Table 2). Although
their companies might not yet have supported one or more of the distinct criteria to
follow, each interviewee confirmed each criteria’s full validity for his or her company if
implemented appropriately. We iteratively discovered the criteria as they emerged from
the interview data and further ensured their viability by deploying within- and cross-
case analysis [25]. Ultimately, we ensured the criteria’s validity, reliability, and ability
to withstand future testing due to cross checking of findings in workshops with prac-
titioners not included to our initial sample. The isolated consideration of the criteria can
indeed pick-up common facts and insights already incorporated to contemporary BPM.
Yet, it is their collective application that bears the potential to revitalize BPM with new
the capabilities and perspectives required to address the emerging opportunities and
challenges imposed by the digital age.

Criteria 1: Significantly increase the scope of manageable processes within your
organization by attaching local roles and responsibilities to hierarchically imple-
mented BPM. To cope with organizational complexity, organizations seek to expand
the scope of manageable processes where possible. In this context, our interviewees
strongly suggested to establish local roles and responsibilities as an enhancement to
hierarchically implemented BPM, which still operate in a more rigid superstructure of
common objectives and regulations embodied by the central BPM authority. This does
not imply, however, that organizations can dispense with the hierarchical management
of high-value processes and dramatically reduce their resources allocated in a central
BPM authority. Instead, they are well advised to ensure a seamless transition and
integration of roles and responsibilities between central and local dependencies. Fur-
ther, interviewees suggested to continuously extend the scope of BPM instead of
rushing or enforcing local process improvements due to impatience and zest for action.
Hence, organizations can only increase the scope of BPM by gradually deploying and
adding key BPM roles and responsibilities in local departments. In this context, a
multidirectional communication plan that includes regular meetings and workshops,
involves dedicated employees as multipliers, and enables an ongoing bilateral transfer
of knowledge and expertise among stakeholders proved to be beneficial.

Criteria 2: Ensure involvement and empowerment of local responsibilities. The
implementation of criteria 1 entails the availability of both central and local respon-
sibilities, which means the existence of authoritarian (centrally located) and self-
regulative leadership styles (locally) at the same time. Despite their simultaneous
existence, we do not postulate these ambidextrous management practices to be bene-
ficial, especially when rivaling each other. Instead, we aspire a seamlessly integrated
approach whose stringent implementation and authoritative elements diminish as local
roles become increasingly anchored in the organization’s structure, finally yielding
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high degrees of self-regulation, cooperation, and collaboration in local units. Especially
when beginning to increase the scope of BPM, however, it will hardly be feasible to
fully avoid ambidextrous structures or rivaling leadership styles at any time. Never-
theless, if present, these should be systematically eliminated without haste, until a state
of full interconnectedness of stakeholders is reached. In case of the long-term existence
of mutually hindering structures, however, this points to missing or non-regulated
responsibilities most often located at strategically important areas with high levels of
operational responsibility. Any of these, in turn, need to be addressed timely. In this
context, it is pivotal to identify committed stakeholders who possess the empowerment
and resilience to promote local process optimization, even if the success of their actions
is not apparent at any time. To achieve high involvement of stakeholders, informants
suggested to foster a can-do attitude that advocates and appreciates personal respon-
sibility, commitment, and autonomy at all levels.

Criteria 3: Follow a consistent governance approach and ensure coordinated
knowledge transfers. Our informants strongly suggested that organizations should
deploy a corporate governance standard that is authoritative to stakeholders involved to
BPM without modifications. This ensures consistent quality standards and inter-
changeability of results across central and local instantiations of BPM. Nevertheless,
local governance should aspire to govern itself through being promoted and imple-
mented by executives in its immediate environment. Local governance adaptations
should be strictly avoided, and non-compliant material should not be accessible in
organization-wide repositories or platforms. Otherwise, individual process knowledge
that is explicitly or implicitly available in local departments might emerge without
system and order yielding inconsistencies and inefficiencies instead of being trans-
parent, manageable, and searchable.

Criteria 4: Establish lean management practices to enable adaptive and modular
BPM. Assessing the maturity of BPM initiatives from an expert perspective, organi-
zations that pioneer lean thinking and bring agile business practices into focus manage
their business remarkably more efficient than organizations that stick to conventional
management practices. Consequently, we argue that organizations should attach par-
ticular importance to transparency, interconnectedness, and the empowerment of
employees to exploit the benefits of communication, collaboration, and peer-production
among stakeholders [5]. However, with regard to change management, promoting
autonomy and self-responsibility, as well as agile working methodologies should not
fully or unexpectedly disrupt an organization’s structure. Contrary, over-pacing
decentralization can lead to ambidextrous systems or leadership styles as management
might obstruct respective activities, feeling to give too much control out of hand
overnight, according to our informants.

Criteria 5: Ensure the education and training of stakeholders and pursue change
management. Employees involved in an ambidextrous approach to BPM no longer
exclusively deal with implementing process management projects. Instead, they are key
drivers for enacting organizational change and, thus, are the primary reason whether the
overall approach unfolds or suffocates. Thus, besides building basic and advanced
knowledge for BPM-related topics, education and training of stakeholders should raise
awareness for the cultural transformation that organizations usually undergo following
an ambidextrous approach. Therefore, key stakeholders should act as multipliers and
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take responsibility by disseminating their values and expectations across the organi-
zation, simultaneously eradicating political obstacles. Further, according to our infor-
mants, this encourages involved employees to perceive ownership of the change
process, resulting in higher commitment and increased probability of the project’s
success. Finally, management must ensure the approach’s stakeholders not to fear
change but to embrace process optimization as an opportunity to learn, innovate, and
strengthen one’s own position.

5 Conclusion

Lacking the responsiveness and flexibility of timely approaches that outsource roles
and responsibilities, our empirical observations suggest that contemporary BPM is no
longer synonym to operational efficiency and entrepreneurial advantage. Instead of
expanding its inherent focus on core processes toward a more holistic and universal
application including the ability to implement context-specific and modular process
optimization, BPM still sticks to the downward integration of functional managers,
process owners, and operational staff. Based on qualitative insights of 17 interviews,
we sought to conceptualize the new role of BPM in the digital age, which we see as
providing the means for digital enterprises to successfully re-group themselves around
value-creating processes or services whose highly adaptable and modularizable outputs
are created from small and cross-functional teams [26]. As our main result, we dis-
covered five criteria that organizations can follow to move from deploying an inside-
out approach to BPM toward facilitating opportunity-driven, proactive, and context-
sensitive process improvements. The criteria suggest running BPM on a networked
structure of local resources in order to enable modular, adaptive, and asynchronous
process improvements. This entails for BPM to embrace agile working methodologies,
a culture of involvement, and the establishment of a can-do attitude that appreciates
personal responsibility and autonomy.

Eventually, no research is without limitations and nor is the contribution of this
paper. On the one hand, deploying BPM as recommended in this paper requires sub-
stantial changes of organizational and cultural structures, which need time to manifest
and that neither inherently nor instantly amortize the confidence and resources required
from the very beginning. Thus, before productizing the decentralization of BPM, we
highly recommend to further evaluate the approach toward unforeseen political and
cultural challenges. On the part of research, this could be realized by piloting and
evolving the criteria in a medium-sized company, leveraging the project’s results and
learnings as a valuable contribution for future research. On the other hand, we did not
reflect the criteria’s generalizability beyond European organizations and, thus, cannot
judge on their efficiency in varying organizational setups that are subject to different
corporate cultures or external market conditions. Besides the need for the criteria’s
further evaluation, we recommend future contributions to provide precise and accurate
design principles and features to properly guide the practical implementation of
decentralized BPM. Once this has been achieved, the effectiveness of decentralized
BPM has to be evaluated based on long-term perspectives and studies.
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Abstract. Business process transfer refers to the innovations of business pro-
cesses by taking a business process from one organization to another. Such
transfer is a prominent technique for improving operations within larger com-
panies that transfer them from one branch or subsidy to another. The success of
such transfers can be affected by several factors. A central challenge is the
distance between the organizational units, i.e. source organization and target
organization. In this context, distance refers to the extent to which the source
organization and the target organizations differ, e.g. geographically, culturally or
in organizational terms. The factors of distance and their measurement in an
intra-organizational context still represent a gap in the literature. For this reason,
a case study was conducted in a Central-European financial institution, in which
14 persons from different hierarchical levels, departments and organizational
units were interviewed. The study identified eight dimensions of distance, which
we integrate into a model for measuring the distance of such intra-company
transfers.

Keywords: Business process transfer -+ Distance - Operationalization

1 Introduction

In order to remain competitive, companies need to continuously innovate their business
processes. Triggers for innovations can be internal, for example the desire to improve
duration, quality and costs, or externally, for example by new regulatory requirements.
A specific mechanism of innovation is the transfer of the new process from the
organizational unit that defined the process to the executing units.

So far, the literature has discussed transfer largely from an inter-organizational
perspective in connection with outsourcing or Mergers & Acquisitions (M&As). The
focus of these works has frequently been placed on decision-making, the influencing
factors on the outsourcing process, or the performance after the transfer [1-4]. In
comparison, a process transfer carried out within an organization faces presumably
different challenges. Also internally, we assume that a specific notion of distance
between units might be a potential source of difficulties [5-8]. However, such a dis-
tance requires a conceptual and theoretical foundation. With this paper, we address this
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problem and develop a corresponding distance notion based on an interview-based
research design.

This paper presents the findings of a case study of intra-organizational business
process transfer. The underlying case study was based on a transfer project of a
Central-European company operating in the financial sector, whose head office is
located in Austria. The process innovation was initiated by a supervisory authority and
comprised both the transfer of a new business process and the roll-out of the related
software.

2 Background

Three areas of prior research discuss influencing factors of business process transfers,
the distance between the units involved, and respective methods for measurement.

Factors influencing the transfer have been mentioned in the area of business process
management (mainly with regard to outsourcing, offshoring and M&As), as well as in
the context of routines and knowledge management. A major group of factors com-
prises cultural differences, e.g. incompatibility of different organizational or national
cultures [1, 10-14], the degree of social integration like shared values, religion or
behaviors [2, 3] and the so-called cultural fit [17]. Language barriers are also mentioned
[5, 18, 19]. Moreover, various organizational issues can affect the transfer of business
processes, e.g. the compatibility of the process and its new context [20], the so-called
task challenge [3], the team leader’s attitude towards the new process, or the inter-
personal climate within the teams [21]. Other factors are several personal issues like
cognitive capacities and limits [20]. Some framework conditions are stated, like legal or
regulatory hurdles [3, 4, 18] or adequate infrastructure and technology [4]. In addition
to the factors that influence the business process transfer between two organizational
units, it is assumed that these units show a certain degree of distance from each other,
which subsequently also affects the business process transfer itself. This is supported by
evidence from previous research; Becker [20] mentions that a transfer of routines is
more likely if the companies involved share a similar environment.

The distance factor has so far been considered in detail in connection with inter-
national business research [22], such as global expansion or the development of new
markets or locations abroad [23-28], foreign direct investments [29] or international
trade [30], as well as in strategic management [31], marketing [8, 32, 33] or knowledge
transfer [19]. In this context, various types of distance were mentioned. The most
prominent dimension is the geographical distance, typically between the location of a
company in its home country and a foreign place of business [34]. Other attributes are
the size of the country, average distances within the country, access to sea routes,
topography or transport infrastructure [5]. A very intensively researched area is cultural
distance. Hofstede [6] produced the first major work in this field with his framework of
four dimensions, on which numerous studies have been based [35, 36]. Closely related
to cultural distance is the so-called psychological distance, which encompasses the
perceived distance between two countries [7]. Other forms of distance are linguistic
[19], economic [5, 38] and the administrative distance [5], as well as institutional
distance, which comprises formal rules such as laws as well as informal guidelines such
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as norms and customs [37]. Although the distance factor has so far been considered
extensively in connection with international business research, there is little evidence
with regard to intra-company business process transfer.

Regarding the measurement of different types of distance there are numerous
approaches and models mentioned, e.g. [7, 33, 38], but these often contain mainly
macroeconomic indicators such as Gross Domestic Product, education levels, pur-
chasing power and customer preferences or trade agreements. The methods used to
operationalize cultural distance (e.g. [6, 23, 46]) refer to the differences between entire
countries, which might be to coarse-grained for individual companies. These methods
are therefore not directly applicable to our research question, which focuses on intra-
company transfers. Instead, internal factors should be taken into account which can also
be actively influenced within the context of the transfer project. For this reason, a
suitable measurement model should be designed within the underlying case study.

We structure our further investigation as follows. We consider the case that two
units are involved in a business process transfer, i.e. the source organization and the
target organization. Due to the large number of influencing factors mentioned in studies
on outsourcing, M&As, etc., it is assumed that there are also a number of factors which
affect intra-organizational transfers. It is further assumed that the source and target
organization exhibit a certain degree of distance, and that this distance is affected by the
influencing factors. While the previous literature mainly focused on international
business, in this case study the distance factor was examined regarding intra-
organizational business process transfer to find out which types of distance have
appeared in this context and how they can be converted into measurable items.

3 Methodology

The basic framework of the underlying work was a qualitative research design including
an explorative, interpretative single case study. The advantage of case studies is that a
certain phenomenon can be intensively investigated in its natural environment over a
certain period of time which provides a deep insight into the research object [39-41].
Data collection was conducted by problem-centered expert interviews with narrative
sequences, meaning that the interviewees could response in a free manner and to the
extent they considered appropriate. In expert interviews, the interviewees can provide
the interviewer with an insight into their specific expertise and background knowledge
[45]. In preparation of the interviews, a guide consisting of various questions on dif-
ferent aspects of business process transfers was developed. However, the discussion was
not strictly aligned to the guide but rather flexibly adjusted to the current course of
conversation [9]. The interviews focused on how the business process transfer was
carried out, which challenges and problems arose, and what the interviewees would
improve if the transfer was carried out again. The factors mentioned in the literature
were not directly addressed in the interview guide. Instead, the interviewees were asked
to tell about the transfer project as uninfluenced as possible in view of the Grounded
Theory analysis. The sample of interviewees consisted of 14 people; to gain a variety of
different views on the project, people from different departments and hierarchical levels
were interviewed. Furthermore, persons of the head office as well as from different
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subsidiaries, and from source and target organizations were involved. In line with
Grounded Theory, the interviewees were not selected in advance, but rather at short
notice in coordination with the results gained so far and depending on the area in which
input was still needed. Further people were interviewed until they did not provide new
insights anymore. The average duration of the interviews was 40-50 min. The inter-
views were recorded and afterwards transcribed.

Data analysis was performed following grounding theory methodology according
to Strauss and Corbin [42], based on the three-stage procedure open, axial and selective
coding. In the first part of analysis, the influencing factors were derived from the data,
based on the challenges and problems mentioned by the interviewees. Subsequently,
categories were developed by abstracting from the data and grouping concepts. Finally,
selective coding was used to identify the core category [33, 42]. According to the basic
idea of Grounded Theory [43], this sequence of analysis was performed several times
as an iterative process. In this way, the categories were derived solely from the
interview data in an explorative way. Only after the complete analysis has been finished
they were compared with the literature. It turned out that they are partly congruent with
the factors mentioned in research on outsourcing and M&As, but also some new
aspects like stakeholder involvement or process blockers could be identified. As
already mentioned, it was further assumed that these influencing factors also affect the
distance between source and target organization. After the deduction of the influencing
factors, they were therefore again subjected to an abstraction process, which finally
yielded dimensions of distance. In summary, a total of eight dimensions of distance
were identified, and, in a last step, an approach for the measurement of distance was
developed by deriving measurable items out of the interview data.

Since qualitative data analyses always represent a subjective interpretation, the
concepts and theories developed were shown to interviewees several times, in order to
ensure the credibility, consistency and validity of the results. Furthermore, the analysis
was made as transparent as possible by underpinning the derived statements with
quotations from the interviews in order to gain traceability for the derivation of the
results.

4 Findings

4.1 Influencing Factors

The case study identified six categories of influencing factors on business process
transfer: communication, acceptance/motivation, organizational structure, process
blocker, stakeholder integration and knowledge/comprehension.

The communication category includes all interpersonal interaction in conjunction
with the business process transfer, e.g. the uncertainty about the person responsible in
case of content-related questions during the implementation of the new workflows and
the roll-out of the system, as well as available communication channels. Often, the
timing of communication was criticized, since some information seemed to be passed
on to the specialist departments quite short-term and partly incomplete.
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Strongly related to the communication category is the stakeholder involvement
which stands for the extent of the inclusion of all stakeholders within the head office
and at the subsidiaries. The degree of stakeholder involvement decreased during the
course of the project, which led to a disregard of the target organizations’ needs as well
as of the local peculiarities and specifics of the subsidiaries. As a result, partly complex
adjustments of their upstream and downstream processes as well as the local systems
had to be made, especially at the organization units outside the head office.

The category organizational structure includes all factors influencing the business
process transfer due to the present organizational conditions or culture within the
source and target organization. In the case studied this comprises inter alia the complex,
cumbersome decision paths leading to an inefficient decision policy as well as the quite
inflexible structures within the source organization. This made an adaptation of the
workflows to specific needs of some target organizations nearly impossible. Some
employees at the subsidiaries stated the differences between the organizational structure
of the head office and those at their own unit, in combination with a mutual lack of
knowledge about that issue, as a reason for the partial incompatibility of their own
processes and tools with the workflows: “And now you have to merge your own
processes with [the head office’s] processes somehow, so that you are able to do proper
work further on. [...] And this isn’t easy if you don’t understand [the head office’s]
side, and even more [the head office] doesn’t understand [the subsidiaries’] side.”

The category acceptance/motivation includes all aspects regarding the target
organizations’ recognition of the requirements of the new process as well as the per-
sonal readiness to deal with the new workflow. A factor negatively influencing the
acceptance appeared to be the force to take over the new process. From the sub-
sidiaries’ point of view, the lack of perceived added value and the increased effort
together with higher costs were negatively influencing the acceptance. Another issue
was seen in the increased transparency of the business operations caused by the new
workflow.

The category process blockers refers to all issues leading to a delay in the
implementation and the roll-out. These include the interruption of the testing phase due
to the erroneous data migration. Other process blockers resulted from insufficient
resources for training, documentation and testing, as well as the lack of coordination of
the workflows with the specialist departments, so that the system requirements were
partly incomplete and some issues needed for daily business were missing.

As a core category knowledge/comprehension was chosen because connections to
all other categories could be established and, therefore, it could be regarded as a critical
factor or central problem. On the one hand, this category contains all issues connected
with the users’ content-related, professional understanding of the new workflow, the
risk model and the system. This includes factors such as the design of the training or
the existence of a common language and terminology for all participants. On the other
hand, not only the knowledge of the users turned out to be a crucial factor within the
business process transfer, but also the know-how by the project team members during
the planning, implementation and roll-out phase.

By using selective coding, links between the categories were derived. Subse-
quently, theories and hypotheses were formulated for each category, which summarize
their influence on the transfer of business processes or on each other.
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4.2 Dimensions of Distance

Next, based on the influencing factors, we derived eight dimensions of distance:
geographical, organizational/process related, administrative, cultural, personal,
content/knowledge based, legal and technical distance. The types of distance men-
tioned in the literature served as a theoretical basis. A categorization into types of
distance reflects Ambos and Ambos [19]: “Units are not equidistant on all dimensions”.

Geographical distance includes the physical distance between the source and target
organization and it refers to the seating arrangement within the source organization,
since the case study showed that common rooms are essential for the exchange of
members of the source organization.

All discrepancies regarding the organizational and process structure were sum-
marized under the dimension of organizational/process related distance. This type of
distance combines influencing factors from the categories organizational structure and
stakeholder involvement, such as the difficulties that arose due to the lack of consid-
eration of the subsidiaries’ local needs and specifics, the inflexible organizational
structure of the head office or the subsidiaries’ insufficient knowledge of the head
office’s processes. The following quotation shows as an example how the dimensions
of distance were derived from the interview data: “It was top-down from the beginning,
[...] i.e. [the source organization] determines the process and everyone else has to
follow. The problem was that it never was clarified: can you follow, and to what extent
can you follow.” From the quotation it can be deduced that there was a distance
between the organizational and process structures. An investigation of the differences
was neglected, whereby later partly incompatible or overlapping processes met.

A very similar dimension concerns the so-called administrative distance, to which
the difficulties due to bureaucratic structures have been attributed. This includes
complex communication channels, information at short notice and, above all, the
availability of necessary time, personnel and financial resources. The term adminis-
trative distance stems from Ghemawat [5], who use it at the national level. Here, it
acquired a different meaning by focusing on intra-organizational factors. It includes
those factors that can actually be changed by the project owners in contrast to national
circumstances.

Regarding the cultural distance dimension, too, our study focused on differences
between domestic companies and between organizational units within a company. It
includes linguistic aspects, such as misunderstandings regarding the terminology used
and the language barriers in queries to support, as well as factors like the tone of
contact and the subjectively perceived importance of the respective subsidiary, general
aversions to change and the different accuracy when introducing the new process.

Based on the items of the category acceptance/motivation, the dimension personal
distance was derived. It includes factors like the force to take over the new process, the
lack of added value and the higher costs, as well as the unexpected outsourcing of
activities to certain organizational units. From a cultural point of view, the general
openness to change and the personal attitude were identified as important aspects.
Furthermore, personal distance was caused by the rejection of the chosen training
methods and the complexity of the system’s user interface, as well as not least by the
considerably increased transparency and the associated traceability of all inputs.
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The content-/knowledge based distance encompasses all differences with regard to
a different knowledge base between source and target organization. Furthermore, the
case study also identified a distance between the source organization and the external
provider as well as between the teams and persons within the source organization itself.
This includes factors like the too theoretical and complex definition of processes,
misunderstandings between the external provider and the company, or insufficient
training and too complex training material. Here, a parallel can be drawn to the dif-
ferent knowledge base between sender and receiver mentioned in Schiele et al. [44].

The legal distance takes into account the extent to which the new process conforms
to the (national) laws and guidelines in the countries of the target organizations. The
importance of this dimension rises with the number of countries involved.

Finally, the technical distance mainly comprises the influencing factors of the
process blocker category, like the incompatibility of the systems from which the data
originated, the high number of interfaces and data sources, and the differences in data
quality depending on the respective subsidiary.

4.3 Operationalization of Distance

Based on the findings of the case study, an approach for the operationalization of
distance was developed. Although the literature contains numerous models for mea-
suring different types of distance, these often refer to outsourcing or M&As and contain
macro-economic indicators such as gross domestic product, education level, purchasing
power and customer preferences or trade agreements. However, the focus of this work
was on the intra-organizational level, since the study demonstrated that - apart from the
target organizations located abroad - considerable distances already existed between
source and target organizations within the head office. As an instrument for the
operationalization a questionnaire was chosen which was structured as a five-tier Likert
scale from Completely agree to Completely disagree. The study by Sousa and Bradley
[8], in which a five-part scale was similarly used to determine psychological distance,
served as a model for this. The individual items were derived from selected phrases of
the interviews, which were converted into statements and which are to be evaluated on
the basis of the possible answers. For example, the statement of a respondent that “there
simply was a lack of awareness or know-how about the needs and processes of the
other side. [The head office] saw it from its perspective, and [...] has not considered us.
And we [afterwards] had to make a claim about what we actually needed.” was con-
verted to the following item in Table 1:

Table 1. Example for operationalization of distance

Item Completely | Mostly | Slightly | Mostly | Completely | n.a.
agree agree agree disagree | disagree
The local needs and specifics of the o) 0@ 0 @) 0@ ) 0 (0)

subsidiaries are taken into account
when defining the process
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In this way, a total of 65 items could be derived. The questionnaire targets project
managers in the source organization and should ideally be filled in before the business
process transfers. The highest degree of proximity is represented as 5, the lowest as 1.
Each of the derived dimensions of distance forms its own cluster, for which the
respective mean value is calculated. Finally, the mean values of all clusters can be
summed to determine a final value. The higher this value, the greater is the proximity.
The results per cluster show in which areas a distance prevails (see Fig. 1).

Geographic proximity
5,00

4,00 Organisational/process-

Technical proximity related proximity

3,00

2,00

Administrative

Legal proximity proximity

Content-/knowledge-

based proximity Cultural proximity

Personal proximity

Fig. 1. Network diagram for visualizing the degree of proximity resp. distance

5 Discussion and Implications

The findings of this case study provided a first insight into the various factors
influencing the transfer of an intra-organizational business process. There are a number
of similarities between our study and prior research. For example, the overload of
employees in the core category of knowledge/content-related understanding due to the
numerous new contents can be compared with Becker’s [20] consideration of cognitive
possibilities and limitations; a similar aspect also includes the so-called absorptive
capacity [2, 26]. With regard to the choice of the training method, a parallel can be
drawn to the theory of the different knowledge base of sender and receiver [44], since
the source organization should take the knowledge level of the target organization into
account when designing and conducting the training. With regard to the category
acceptance/motivation, this factor can also be found in the literature with regard to
knowledge transfer [2, 26], and Becker [20] also mentions individual and collective
willingness as an important prerequisite. From the identified influencing factors on
negative personal attitudes towards the new process and generally towards changes in
old habits, one can also draw parallels to the so-called stickiness of routines [47] as
well as to the factor of inertia [16] and the breaking through of existing truths [14, 15].
Regarding the organizational structure, the incompatibility of the new process with the
local specifics of the subsidiaries with the so-called task challenge [3] and the
incompatibility mentioned by Becker [20] can be equated with the new context.
Beyond that, we found other aspects including the involvement of stakeholders,
organizational requirements in the source organization, or scarce resources.
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Regarding the distance factor, eight types were identified in our case study.
Interestingly, in terms of geographical distance, all interviewees, whether working in
the head office or in more distant target organizations, reported broadly the same
problems and challenges. This suggests a contradiction with previous studies on
geographic distance, which suggested that the difficulty of transfer increases with
geographic distance. A new aspect that could be identified with regard to geographical
distance is the physical distance between the employees of the source organization.
Common premises appear to support the exchange of project members and thus
smoothen distance.

In the concrete context of intra-organizational business process transfers, admin-
istrative distance focused on intra-company factors rather than national ones. These
include, complex communication channels, information that is too short-term, and,
above all, the topic of the necessary time, personnel and financial resources.

Whereas the literature to date has focused primarily on cultural differences in cross-
border business activities, the focus of this study has been on cultural differences
between domestic companies and between organizational units within a company.
Since the organizational units in our case study already belong to the company for a
longer time, a certain cultural compatibility could be assumed, since common business
practices had already been established, leading to a so-called cultural fit [17]. Still, our
results show that even after years of belonging to the group, some cultural differences
exist, e.g. misunderstandings regarding the terminology and language barriers, as well
as factors such as the tone and subjective importance of the respective subsidiary, a
general aversion to changes, and the different accuracy of introducing new process.

Compared to the literature [e.g. 3, 4, 18], the legal distance played a minor role.
This may be due to the fact that the companies belonged to the group for a long time.

The dimension referred to as technical distance is mainly based on the influencing
factors from the process blocker category. In the literature on distance, this dimension
is has not been addressed directly so far, but regarding the influencing factors for
example, adequate infrastructure has been mentioned as important prerequisites in
connection with M&As [4, 26]. Discrepancies due to a technical incompatibility rep-
resent a novel aspect. Especially the support of processes with corresponding tools and
systems become more important with increasing automation.

Finally, new dimensions could be identified with regard to organizational/process
related and content/knowledge based distance. Also not yet directly mentioned in the
literature is the personal distance, which includes the influencing factors of the category
acceptance/motivation. Our single case study is a first indication of their relevance.
Future research is required to supplement our findings.

The approach of operationalizing distance offers an opportunity to measure dif-
ferences at the internal level. Since previous research work mainly focuses on the
country level [e.g. 7, 38, 33], an approach was developed in this work that focuses on
factors that can actually be actively influenced and changed in a company by the
project managers. In this way, the distance between source and target organization can
be made measurable for future business process transfers. Thus, in those areas where
there is a greater distance, appropriate measures can be taken at an early stage. It is
assumed that there is a certain set of items that are relevant for all business process
transfers. In order to identify them more precisely and to supplement them, further case
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studies from different companies will be required. With regard to the calculation of the
overall distance value and the mean value per category, a finer weighting of the
individual items would additionally represent an interesting option for further opera-
tionalization of distance.

There are several recommendations that we derive from our work. For instance,
attention should be paid to providing a sufficient training to build up knowledge.
Furthermore, greater acceptance can be achieved with stronger stakeholder involve-
ment and intensified communication with all units concerned with the new process.
Also, the organizational structure should be adapted to simplify the communication as
well as the flow of information. The recommended practices can be used as lessons
learned for other projects. In order to check which of the procedures are useful for other
transfer projects, findings from future case studies are required.

6 Conclusion

Our case study showed that there is a degree of distance between source and target
organization which is highly relevant for business process transfer. From our case, six
categories of influencing factors and eight dimensions of distance could be identified.
Since the literature to date has examined the distance factor primarily with regard to
cross-border business activities, an approach for measuring this factor in the context of
intra-organizational business process transfers was developed. In total, 65 items were
formulated as a questionnaire, which can help to spot possible problems at an early
stage. However, since our results are based on a single case study, further research will
be necessary to more broadly validate our findings.
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Social software [1, 2] is a new paradigm that is spreading quickly in society, organi-
zations, and economics. It enables social business that has created a multitude of
success stories. More and more enterprises use social software to improve their busi-
ness processes and create new business models. Social software is used both in internal
and external business processes. Using social software, the communication with the
customer is increasingly bi-directional. E.g., companies integrate customers into pro-
duct development to capture ideas for new products and features. Social software also
creates new possibilities to enhance internal business processes by improving the
exchange of knowledge and information, to speed up decisions, etc. Social software is
based on four principles: weak ties, social production, egalitarianism, and mutual
service provisioning. Social software is part of social information systems [3] that
embrace a variety of software including social networking platforms, collaborative
project management tools, or online/content communities. Social information systems
differ from traditional information systems by enabling emergent interactions [4].

Up to now, the interaction of social and human aspects with business processes has
not been investigated in depth. Therefore, the objective of the workshop is to explore
how social software interacts with business process management, how business process
management has to change to comply with weak ties, social production, egalitarianism,
and mutual service, and how business processes may profit from these principles.

The workshop discussed the three topics below.

1. Social Business Process Management (SBPM), i.e., the use of social software to
support one or multiple phases of the business process lifecycle

2. Social Business: Social Software Supporting Business Processes

3. Human Aspects of Business Process Management

Based on the successful BPMS2 series of workshops since 2008, the goal of the
12th BPMS2 workshop is to promote the integration of business process management
with social software and to enlarge the community pursuing the theme. Three papers
were presented in the workshop.

First, Birger Lantow, Julian Schmitt, and Fabienne Lambusch presented their paper
with the title “Mining Personal Service Processes: The Social Perspective.” They
investigated the use of Process Mining in the domain of Personal Services with a focus
on the Social or Organizational Perspective. They presented new objectives and thus
approaches for Social Mining in the context of Process Mining.

In their paper, titled “Supporting ED Process Redesign by Investigating Human
Behaviors,” Alessandro Stefanini, Davide Aloini, Peter Gloor, and Federica Pochiero
investigate behavioral factors affecting patient satisfaction in the Emergency Depart-
ment (ED). The final goal of the research is to support the ED process (re-) design from
a holistic perspective.
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Iris Beerepoot, Inge van de Weerd, and Hajo Reijers presented their paper with the
title “The Potential of Workarounds for Improving Processes.” Based on a synthesis of
recommendations, they describe five key activities to deal with workarounds that help
organizations. In this way they provide concrete recommendations for managing
workarounds give a background for future activities on the subject.

We wish to thank all the people who submitted papers to BPMS2 2019 for having
shared their work with us, the many participants creating fruitful discussion, as well as
the members of the BPMS2 2019 Program Committee, who made a remarkable effort
in reviewing the submissions. We also thank the organizers of BPM 2019 for their help
with the organization of the event.

October 2019 Selmin Nurcan
Rainer Schmidt
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Abstract. The process of digital transformation opens more and more domains
to data driven analysis. This also accounts for Process Mining of service pro-
cesses. This work investigates the use of Process Mining in the domain of
Personal Services focusing on the Social or Organizational Perspective
respectively. Documenting research in progress, problems of “traditional”
organizational mining approaches on knowledge-intensive service processes and
possible solutions are shown. Furthermore, new objectives and thus approaches
for Social Mining in the context of Process Mining are discussed, addressing the
recently increasing focus on workforce well-being.

Keywords: Process Mining - Social Mining + Organizational Mining *
Distress - Personal Service + Process Management - Organizational Perspective

1 Introduction

Digitalization is one of the dominant topics of our time. The central task for the future
will be to develop concepts for digital change that support not only industries with
highly structured processes, but also economic sectors with knowledge-intensive and
weakly structured processes [1] and especially for work with a high degree of uncer-
tainty like in Personal Services [2]. From the perspective of Process Mining, this
development has some implications. First, there is a new data lake connected with new
domains that produce process related data by using information systems. This goes
hand in hand with a demand to make these data available for analysis. Second existing
Process Mining techniques might not fit to new demands and data. Furthermore, new
objectives of Process Mining arise.

This work presents results of an ongoing project on Process Management for family
care projects that connects research at Rostock University with several local compa-
nies. Process Mining potentially plays a role in all phases of Process Management [3].
Thus it has become a major topic of this project. Although being restricted to a specific
domain of Personal Services, there is a big potential of generalization by analyzing
local problems and solutions.

In the following we concentrate on the results with regard to the Organizational
Perspective for mining Personal Service Processes. It is one out of four perspectives
defined by the IEEE Process Mining Task Force [3]. Considering the Organizational
Perspective, the focus lies on information about resources within the process data,
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which actors are involved at all and how they relate to each other. Mining goals are for
example finding a corporate structure by identifying employees according to their roles
or presenting them in the form of a social network.

Section 2 discusses shortly introduces Personal Services and their characteristics.
This is followed by an analysis of the current state of research with regard to objectives
and techniques of Organizational or Social Mining in the context of Process Mining in
Sect. 3. New objectives and techniques that have been developed with domain experts
from family care are discussed in Sect. 4. Section 5 provides a short summary and
outlook.

2 Characteristics of Personal Services

The common characteristic of Personal Services is that they are directed at persons
instead of things. Already Halmos [4] denoted those services as personal which are
concerned with the change of the body or the personality of a client. Bieber and Geiger
point out that a great challenge of Personal Services lies in the fact that the recipient of
the service is at the same time in the role of a co-producer [2]. They state that Personal
Services are characterized particularly by the close, indissoluble connection between
persons who have to interact with each other. This interaction as a key element in
Personal Services reduces the predictability and increases the uncertainty in the cor-
responding work processes. Therefore, many of Personal Service processes show
characteristics of knowledge-intensive processes [2].

Modeling and analyzing such services requires approaches different from “tradi-
tional” Business Process Management. Approaches like Adaptive Case Management
(ACM) address the problem of high variability and high autonomy of actors in
knowledge-intensive Processes [5]. A structured process model can be provided only at
high abstraction levels. FlieB3 et al. [6] describe three phases: pre-service, service, and
post-service. Pre-service describes the preparation of a service, while service describes
the actual provision of services in interaction with the customer, and post-service refers
to the follow-up. Personal Services are often integrated into a longer-term meta-process,
which then also has longer-term objectives. One example would be the restoration of
mobility in the context of physiotherapy. This means that direct service encounters may
be intertwined with overarching coordination tasks to achieve objectives. We extend this
model with two additional phases. From perspective of information processing, the
point in time when first information about the client becomes available is important.
Therefore, the phase of client intake is added. Moreover, Personal Services are often
integrated into a longer-term meta-process, which then also has longer-term objectives.
An example would be the restoration of mobility in the context of physiotherapy. This
means that phases of direct, short-term service provision may be intertwined with
overarching coordination tasks to achieve objectives. Therefore, we add the phase of
Coordination. The extended version of the service phases is shown in Fig. 1.

Since the nature of Personal Services is the interaction between people, human
interaction and relationships play a strong role for service performance and thus should
be considered when analyzing services processes. This long term relationship has great
importance for example in therapy and coaching settings. Furthermore, identified
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Coordination

>Client Inta§> Pre-Servic>> Service >> Post-Servic>

Fig. 1. Extended service phases

activities for process models remain very abstract as stated earlier. For example, the
development of reference activities for a group of four German family care companies
resulted in a list of twelve activities: Counseling, Escorting, Practical Support, General
Activity, Networking, Planning Meeting, Crisis Intervention, Cancelled Contact, Phone
Call, Governmental Contact, Documentation, Pre-/Post-processing. Our analysis of
21,823 logged activities of one of the companies resulted in a share of about 70% for
Counseling, Networking, Phone Call, and General Activity. These activities may be
found in any domain of Personal Services. Furthermore, the application of process
discovery tools like DeclareMiner to the sample data resulted in models with little
relevancy. The only revealed dependencies were that Escorting is generally connected
to a Phone Call activity and that Cancelled Contact activities cause Counseling and
Networking activities. Relevant information with regard to the process lies in the
communication of the involved actors as well as textual documentation related to
clients, describing their condition, behavior, progress with regard to the long-term
goals. Generally, such social aspects have a great influence on the performance of
Personal Services and should be considered when mining process data. Thus, Social
Process Mining is a topic of interest.

3 Social Mining Objectives and Techniques

We performed a Systematic Literature Review (SLR) in order to document the current
state of research of Social Mining in the context of Process Mining. The focus was on the
objectives and techniques that have been suggested in connection with Social Mining.
The main idea of a SLR is to get a representative sample of the scholarly articles in a
research field. The following process for a SLR is defined by Ivarsson [7]: (1) Identifi-
cation of publications, (2) Inclusion/Exclusion based on title and abstract, (3) Data
extraction, (4) Data analysis. Steps 1 and 2 are described in Sect. 3.1. Section 3.2
discusses the results with regard to objectives and techniques (steps 3 + 4).

3.1 Identification and Selection of Relevant Publications

For the first step, identification of papers, Scopus (www.scopus.com) was chosen as
academic database for the search. Scopus can be considered as a source for publications
that meet scientific standards. The following search term has been used:


http://www.scopus.com
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TITLE-ABS-KEY ("Organizational Mining"OR"Social Mining" )
OR
TITLE-ABS-KEY (
("Enterprise" OR "Business")
AND
("Event-Log" OR "Process Mining")
AND
("Social Network" OR "Network Analysis"))

The first part is directly querying for “Organizational Mining” as well as “Social
Mining”. In order to include publications that do not use these terms directly but fit into
the context, the first part has been amended using the “OR” operator. Thus, publica-
tions are included in the context of an “Enterprise” or “Business” that either refer to
“Process Mining or “Event Logs” and consider “Social Network™ or “Network Anal-
ysis”. The latter addresses the main purpose of Social Mining according to [3].
“Process Mining” or “Event Log” keep the link to Process Mining as an analysis of
process related event logs and the first keeps the business context. These narrow
context was necessary in order to filter out the vast number of publications with regard
to social network analysis in general. Using this search term, 117 potentially relevant,
articles were found.

The next step was the inclusion/exclusion of publications based on title and
abstract. After a first screening based on the title, 65 potentially relevant publications
remained.

The screening of abstracts resulted in a final set of 42 publications for data
extraction and analysis.

3.2 Data Extraction and Analysis

According to the found literature, Social Mining in the context of Process Mining has a
variety of objectives. The overarching goal is to discover social networks and orga-
nizational structures [8]. Table 1 shows the detailed objectives found.

With regard to the techniques or forms on analysis, five can be identified in the
literature. All of them result in a graph structure, depicting interactions or relations
between the actors.

The first analysis technique is called “Handover of Work™. It captures the amount
of times when an actor performs a task after another actor within process execution.
This results in a directed graph connecting the predecessor with the direct successors
[9, 10]. Measures like centrality [11] or betweenness [12] can help to assess the
importance of certain actors.

The second analysis technique is called “Working together”. It captures the amount
of process instances where actors are working together in the same instance [9]. This
results in an undirected graph [10]. Statements can be made by looking at the con-
nected persons, meaning they have a stronger relation the more they are working
together [9].
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Table 1. Social mining objectives and techniques

Handover | Working | Reassignment | Subcontracting | Similar
of work | together task
Derive relations of human | X X X X X
resources [10]
Evaluate roles of individuals | X X
[13]
Track evolution of an X X X X X
organizational structure and
relationships [15]
Find substitutes for human X
resources [16, 17]
Identify teams or X X X
organizational units [14, 18]
Strength of connection X X
between actors [18]
Identification of possible X
team leaders [19, 20]
Identification of key X
resources [12]
Find bottlenecks [21] X X
Balance workload [13, 21] | X X
Task assignment [21] X
Identification of undesired X
loops [13]
Security analysis [22] X X

The third analysis technique called “Reassignment metrics” is based on special
event types. It explores hierarchical relations by looking at reassignments of tasks by an
actor [9]. This results in a hierarchy assuming that those actors that change task
assignments have a higher position.

The fourth analysis technique is based on joint activities, called “Subcontracting”.
Subcontracting occurs, when the same activities are performed in between other
activities and the performer of the preceding and succeeding activity is the same actor
[9]. The Subcontracting metrics also can be used to detect undesired loops e.g. when a
case is routed back to a person with a similar role in the organization/case [13].

The last analysis technique called “Similar Task” is based on the performance of
similar activities across processes and process instances. For example, actors who
execute similar tasks can substitute each other more easily than others [14].

Table 1 provides a mapping of the found analysis techniques to the respective
analysis objectives.
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4 Expanding the Limits of Social Mining

In the following we present new approaches to Social Mining in the context of Process
Mining that have been developed in workshops with the practitioners from family care.
The main driving problems that required new approaches were:

1. Existing analysis objectives of Organizational Mining barely address the nature of
organizational resources as human beings that have various intentions, attitudes to
each other and states of mind. All these aspects and the general well-being at work
have a great influence on the outcome of Personal Services

2. Lack of available data with regard to the aforementioned aspects.

3. High abstraction of activities within the workflow models from the specific com-
petencies and knowledge required in the processes. For example, a “Similar Task”
analysis in order to find substitutes will result in the information that all employees
of a family care company are able to make phone calls, to provide counseling or to
perform networking activities.

4. The role of the client as key resource in the service process is not considered.

New objectives (cf. Sect. 4.1) and data sources as well as mining techniques (Sect. 4.2)
have been suggested in order to address these problems.

4.1 New Objectives of Social Mining

New objectives of Social Mining are developed in two dimensions. First, the analysis
objects may change. Second, new metrics may be applied. For the first dimension an
inclusion of the client in Social Mining activities is straight forward to solve problem
number for 4 and to address the importance of the client as a resource in the process.
Since Personal Service setting may involve several professionals being internal or
external to the service provider. An inclusion of external resources into Social Mining
may be worthwhile in general.

Analyzing intentions, attitudes, state of minds as well as the well-being in work life
(Problem 1) requires new metrics for Social Mining. For example, changes in personal
relationship may cause distress. This also extends to work life. Thus, the change rate in
social networks of resources might be evaluated. The achievement of long-term goals
in Personal Services (cf. Sect. 2) is bound to a certain quality of the relationship
between the client and the service provider. In consequence, these qualities like the
level of trust should be tracked. Furthermore, having several actors involved in a
process where the actors have a great level of autonomy, their attitudes to each other
and their intentions have an influence on the outcome. Diverging intentions should be
tracked and could be considered when allocating resources.

4.2 New Data Sources and Techniques for Social Mining

Normally, the data that is required for analysis objectives as suggested in Sect. 4.1
cannot be found in event logs or administrative documentation related to business
process execution (Problem 2). Activities of external actors or clients may not be
logged in the service provider information systems. Especially in the domain of
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personal services, the share of information systems use in business activities is rather
low. Furthermore, small and medium sized companies dominate the market. Thus, the
use of integrated information systems is developing but not common. Last, attitudes
and intentions generally aren’t tracked by information systems.

We see four sources for the required data: (1) The service provider’s employees
explicitly collect end enter the data in the information system, (2) Analysis of the
communication with the clients, (3) Analysis of internal case documentation related to
the client, and (4) The use of hard- and software sensors to collect the data.

The first source will increase effort that is spent on process execution because
employees will need time to enter the required data. Sources two and three requires the
analysis of textual data. Approaches from Text Mining can be used to analyze the data.
For example, Named Entity Recognition (NER) [23] can provide information about
actors involved in the process. Opinion Mining [24] can be used to assess attitudes.
Communication as well as documentation usually contains time stamps. Thus, gathered
data can be mapped to activities or phases in the service process. At last, the use of
sensors seems promising. However, when it comes to hardware sensors current
applications that track for example emotions based on facial expression require a
considerable investment when they should be available company wide and rely on a
controlled environment which may not be appropriate for the service provision [26].
Software sensors that analyze for example keystroke features have been proven to be
able to measure emotions. However, there was a low accuracy and the specifics of a
business context have not been considered [27-29].

At last problem 3, the high abstraction level of activities in workflow models can be
addressed by analyzing communication and documentation using Text Mining
approaches. Instead of working on activity level, Topic Mining can provide informa-
tion with regard to the actual content of Counseling sessions for example. Instead of a
“Similar Task” analysis (cf. Sect. 3.2) a “Similar Topic” analysis could be used.
Furthermore, by tracking the topics over time phases and progress in the long-term
service process (cf. Sect. 2) could be identified. First promising results have been
achieved by applying LDA [25] on the internal documentation of a family care com-
pany. Domain experts agreed, that the found topics and their distribution over time well
reflect the progress of selected service process instances. Figure 2 provides an example.

Fig. 2. Distribution of a topic over time for a service process instance based on LDA

5 Summary and Outlook

So far we can only provide ideas how to meet the requirements for Social Mining in the
context of Process Mining for the domain of Personal Services. The approach needs
further evaluation and validation. Problems like data privacy, acceptance of the
approach, and accuracy of the applied methods need to be further investigated.
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A deeper look into related work with regard to Social Mining in general and Text
Mining might lead to additional suggestions. Finally, the utility of new Process Mining
techniques in the domain of Personal Services needs to be proved.

References

1. Kurz, M., Herrmann, C.: Adaptive Case Management — Anwendung des Business Process
Management 2.0-Konzepts auf schwach strukturierte Geschiftsprozesse. In: Sinz, E.J.,
Bartmann, D., Bodendorf, F., Ferstl, O.K. (eds.) Dienstorientierte IT-Systeme fiir
hochflexible Geschéftsprozesse, pp. 241-265. University of Bamberg Press, Bamberg
(2011)

2. Bieber, D., Geiger, M.: Personenbezogene Dienstleistungen in komplexen Dienstleis-
tungssystemen — eine erste Anndherung. In: Bieber, D., Geiger, M. (eds.) Personenbezogene
Dienstleistungen im Kontext komplexer Wertschopfung, pp. 9-49. Springer, Wiesbaden
(2014). https://doi.org/10.1007/978-3-531-19580-3_1

3. van der Aalst, W., et al.: Process mining manifesto. In: Daniel, F., Barkaoui, K., Dustdar, S.
(eds.) BPM 2011. LNBIP, vol. 99, pp. 169-194. Springer, Heidelberg (2012). https://doi.
org/10.1007/978-3-642-28108-2_19

4. Halmos, P.: The personal service society. Br. J. Sociol. 18, 13-28 (1967). https://doi.org/10.
2307/588586

5. Motahari-Nezhad, H.R., Swenson, K.D.: Adaptive case management: overview and research
challenges. In: Conference on Business Informatics, Wien, pp. 264-269 (2013)

6. FlieB, S., Dyck, S., Schmelter, M., Volkers, M.J.D.: Kundenaktivititen in Dienstleis-
tungsprozessen — die Sicht der Konsumenten. In: FlieB3, S., Haase, M., Jacob, F., Ehret, M.
(eds.) Kundenintegration und Leistungslehre, pp. 181-204. Springer, Wiesbaden (2015).
https://doi.org/10.1007/978-3-658-07448-7_11

7. Ivarsson, M., et al.: Technology transfer decision support in requirements engineering
research: a systematic review of RE]j. Requirements Eng. 14(3), 155-175 (2009)

8. van der Aalst, W.M.P.: Exploring the CSCW spectrum using process mining. Adv. Eng.
Inform. 21(2), 191-199 (2006)

9. van der Aalst, W.M.P., et al.: Discovering social networks from event logs. Comput.
Support. Coop. Work 14(6), 549-593 (2005)

10. Ferreira, D.R., Alves, C.: Discovering user communities in large event logs. In: Daniel, F.,
Barkaoui, K., Dustdar, S. (eds.) BPM 2011. LNBIP, vol. 99, pp. 123-134. Springer,
Heidelberg (2012). https://doi.org/10.1007/978-3-642-28108-2_11

11. He, Z., et al.: A process mining approach to improve emergency rescue processes of fatal gas
explosion accidents in Chinese coal mines. Saf. Sci. 111, 154-166 (2019)

12. Kamal, .M., et al.: Identifying key resources in a social network using f-PageRank. In: IEEE
24th International Conference on Web Services (2017)

13. van der Aalst, W.M.P., et al.: Business process mining: an industrial application. Inf. Syst.
32(5), 713-732 (2006)

14. Slaninova, K., Vymétal, D., Martinovic, J.: Analysis of event logs: behavioral graphs. In:
Benatallah, B., et al. (eds.) WISE 2014. LNCS, vol. 9051, pp. 42-56. Springer, Cham
(2015). https://doi.org/10.1007/978-3-319-20370-6_4

15. Appice, A.: Towards mining the organizational structure of a dynamic event scenario.
J. Intell. Inf. Syst. 50(1), 165-193 (2017)


http://dx.doi.org/10.1007/978-3-531-19580-3_1
http://dx.doi.org/10.1007/978-3-642-28108-2_19
http://dx.doi.org/10.1007/978-3-642-28108-2_19
http://dx.doi.org/10.2307/588586
http://dx.doi.org/10.2307/588586
http://dx.doi.org/10.1007/978-3-658-07448-7_11
http://dx.doi.org/10.1007/978-3-642-28108-2_11
http://dx.doi.org/10.1007/978-3-319-20370-6_4

16.

17.

18.

19.

20.

21.

22.

23.

24,

25.

26.

217.

28.

29.

Mining Personal Service Processes: The Social Perspective 325

Yang, J., Ouyang, C., Pan, M., Yu, Y., ter Hofstede, A.H.M.: Finding the “Liberos”:
discover organizational models with overlaps. In: Weske, M., Montali, M., Weber, 1., vom
Brocke, J. (eds.) BPM 2018. LNCS, vol. 11080, pp. 339-355. Springer, Cham (2018).
https://doi.org/10.1007/978-3-319-98648-7_20

Lee, J., et al.: Dynamic human resource selection for business process exceptions. Knowl.
Process Manage. J. Corp. Transform. 26(1), 23-31 (2018)

Matzner, M., et al.: Process mining approaches to detect organizational properties in cyber-
physical systems. In: ECIS 2014 Proceedings (2014)

Aalst, W.M.P.: Intra- and inter-organizational process mining: discovering processes within
and between organizations. In: Johannesson, P., Krogstie, J., Opdahl, A.L. (eds.) POEM
2011. LNBIP, vol. 92, pp. 1-11. Springer, Heidelberg (2011). https://doi.org/10.1007/978-3-
642-24849-8_1

Creemers, M., et al.: Social mining as a knowledge management solution. In: CEUR
Workshop Proceedings, vol. 1612 (2016)

Liu, T., et al.: A closed-loop workflow management technique based on process mining. In:
15th International Conference on Mechatronics and Machine Vision in Practice, Auckland,
New Zealand (2008)

Accorsi, R., et al.: On the exploitation of process mining for security audits: the process
discovery case. In: 28th Annual ACM Symposium on Applied Computing, Coimbra,
Portugal (2013)

Sanchez-Cisneros, D., Gali, F.A.: UEM-UC3M: an ontology-based named entity recognition
system for biomedical texts. In: Second Joint Conference on Lexical and Computational
Semantics (*SEM), Volume 2: Seventh International Workshop on Semantic Evaluation
(SemEval 2013), 2(SemEval), pp. 622-627 (2013)

Liu, B.: Sentiment Analysis and Opinion Mining. Morgan and Claypool Publishers, San
Rafael (2012)

Blei, D.M., Ng, A.Y., Jordan, M.I.: Latent Dirichlet allocation. J. Mach. Learn. Res. 3, 993—
1022 (2003)

Bakhtiyari, K., Taghavi, M., Husain, H.: Implementation of emotional-aware computer
systems using typical input devices. In: Nguyen, N.T., Attachoo, B., Trawinski, B.,
Somboonviwat, K. (eds.) ACIIDS 2014. LNCS (LNAI), vol. 8397, pp. 364-374. Springer,
Cham (2014). https://doi.org/10.1007/978-3-319-05476-6_37

Epp, C., Lippold, M., Mandryk, R.L.: Identifying emotional states using keystroke
dynamics. In: 29th Annual CHI Conference on Human Factors in Computing Systems.
Association for Computing Machinery, New York (2011). ISBN 978-1-4503-0267-8

Lee, P.M., Tsui, W.H., Hsiao, T.C.: The influence of emotion on keyboard typing: an
experimental study using auditory stimuli. PLoS ONE 10(6) (2015). ISSN 1932-6203

Lv, HR., Lin, Z.L., Yin, W.J., Dong, J.: Emotion recognition based on pressure sensor
keyboards. In: IEEE International Conference on Multimedia and Expo, 2008, pp. 1089—
1092. IEEE Service Center, Piscataway (2008). ISBN 978-1-4244-2571-6


http://dx.doi.org/10.1007/978-3-319-98648-7_20
http://dx.doi.org/10.1007/978-3-642-24849-8_1
http://dx.doi.org/10.1007/978-3-642-24849-8_1
http://dx.doi.org/10.1007/978-3-319-05476-6_37

)

Check for
updates

Supporting ED Process Redesign
by Investigating Human Behaviors

Alessandro Stefaninil(@), Davide Aloinil, Peter Gloorz,
and Federica Pochiero'

! University of Pisa, Lungarno Pacinotti, 43, 56126 Pisa, Italy
a.stefanini@ing.unipi.it
2 Massachusetts Institute of Technology, Massachusetts Avenue, 77,
Cambridge, MA 02139, USA

Abstract. Human behaviors play a very relevant role in many Knowledge-
Intensive Processes (KIPs), as healthcare processes, where the human factors are
predominantly involved. Accordingly, health process performances, and par-
ticularly patient satisfaction, are highly affected by practitioners’ behaviors and
interactions.

Leveraging the novelty and potential of wearable sensors, this research aims
to investigate behavioral factors affecting patient satisfaction in the Emergency
Department (ED), with the final goal of supporting the ED process (re-)design in
a holistic perspective. 51 patients and 135 practitioners were systematically
monitored in a real emergency department using the Sociometric badges. Pre-
liminary results show that patient satisfaction is greatly influenced by behavioral
factors. Specifically, the ED doctors’ behaviors seem to assume the most
important role in the formation of patient perceptions during ED process.
Finally, findings provide to researchers, practitioners, and health managers
indications for designing and/or improving the ED service process.

Keywords: Patient satisfaction - Healthcare processes + Human behaviors *
Emergency department -+ Wearable sensors

1 Introduction

The human behaviors, although increasingly important in all contexts (Bendoly et al.
2010; Loch and Wu 2007), play a very relevant role for unstructured processes, also
known as Knowledge-Intensive Processes (KIPs), where the human factors are pre-
dominantly involved (Di Ciccio et al. 2015; Bendoly et al. 2015). Nowadays, un-
structured processes are considerably important as they represent a consistent part of
modern business processes, in particular in service field where the delivery process
often involves the final customer.

In such contexts, the study of people’s behaviors (employees, managers, customers,
and, in general, all stakeholders) becomes fundamental to permit better recommenda-
tions of how to design/improve processes, management practices, and organizations
(Croson et al. 2013; Fitzsimmons et al. 2008; Di Ciccio et al. 2015; Zerbino et al.
2018). Up to date, the BPM community has mostly focused on supporting the process-
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flow and the coordination structure, and has often neglected collaboration and
behavioral aspects, which instead highly influence service process performances.

However, although human behaviors are recognized as central for effective design
and management of services (Fitzsimmons et al. 2008), relatively little attention has
been paid to quantitatively assess behavioral aspects in healthcare operations (Croson
et al. 2013). Other business services are hardly dependent on human behaviors as
healthcare, where the relationship practitioners-patient, the medical knowledge, and the
team dynamics play a very important role.

Accordingly, individual and team behaviors produce significant “inputs” for many
healthcare processes with a relevant impact on patient care, patient satisfaction, and
efficiency (Manser 2009; Di Ciccio et al. 2015; Cannavacciuolo et al. 2018). Therefore,
the effect of human (individual or group) behaviors on healthcare processes and on
their related outcomes emerges as a serious limitation that should be overcome.

Difficulties in quantitatively analyzing behavioral factors in the real operation
environments are a probable cause for the poor consideration of such elements in the
healthcare context. Indeed, studies of behavioral operations are often conducted
through “laboratory experiments” rather than with investigations in the real contexts
(Croson et al. 2013; Katok 2011; Fiigener et al. 2017). In addition, the data collection,
in both simulated and real environments, is usually conducted by interviews, direct
observations, questionnaires, and reports rather than by quantitatively measuring the
actual behaviors. Consequently, data collection is commonly carried out in a batch way
suffering from subjectivity, memory effect, and observer’s influence on the system,
which implies a lower data quality and trustworthiness (Olguin et al. 2009a; Kim et al.
2012).

Nevertheless, innovative data-driven approaches - e.g. based on wearable sensors
or similar tools - may offer a possibility for overcoming these limits. Enabling auto-
matic and objective measurements of human behaviors, these tools do not need the
presence of observers and collect data in real time, increasing data richness and reli-
ability and simplifying the analysis of real operation settings (Olguin et al. 2009a;
Croson et al. 2013; Kim et al. 2012).

Leveraging the novelty and potential of wearable sensors, this research aims to
identify and evaluate the main behavioral factors affecting patient satisfaction in the
Emergency Department (ED), with the final goal of supporting the ED service (re-)
design in a holistic perspective. Specifically, using the Sociometric Badges, this
exploratory study quantitatively investigates the influence of ED medical team
behaviors on patient satisfaction. A preliminary case study, within an Italian hospital,
systematically and quantitatively monitors 51 patients (episodes) and 135 practitioners
in a real emergency department. The obtained findings provide to researchers, practi-
tioners, and health managers new directions for supporting the (re-)design and/or the
improvement of ED service process.

This study also provides a relevant contribution from methodological perspective,
by proposing a data-driven approach for analytically investigating behavioral factors
affecting the service process delivery and, finally, for supporting the service (re-)design
in complex socio-technical environments.
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2 Theoretical Background

Patient satisfaction can be defined as subjective patient perception deriving from
matching the services received and expectations regarding the service process and
related outcome (Ross et al. 1987; Jain et al. 2017). Although the improvement of the
patient’s health is at the core of any healthcare service, the relationship between patient
and practitioners also contributes to the service value and might strongly influence the
customer perception of the service performance itself (Boquiren et al. 2015). Indeed,
not always a good medical result leads to patient satisfaction as well as poor medical
outcome might not correspond to a complete patient dissatisfaction. The relationship
between patient and practitioners is recognized as an important component of patient
satisfaction (Sitzia and Wood 1997; Boquiren et al. 2015), though investigating such
connections is still an open issue that has only been addressed by a few researchers
quantitatively.

Unquestionably, patient-practitioners relationships are multifaceted, subjective and
hard to analyze in a systematic way. Social interactions, leadership, coordination and
collaboration attitude, completeness and consistency of information exchanges, cour-
tesy are just some of the many constituent variables which are at the basis of such a
construct (LaVela and Gallan 2014; Boquiren et al. 2015). Most of these factors may be
identified, at least partially, through unconscious social “honest” signals (Pentland
2008) in verbal and particularly non-verbal communication during teamwork and
individual/group interactions with patients, which are typical of healthcare service
operations.

Verbal communication in medical care is the fundamental instrument by which the
doctor-patient relationship is crafted and by which therapeutic goals are achieved
(Roter and Hall 2006). Doctors need information to establish the right diagnosis and
treatment plan. Patients need to know and understand what the matter is and to feel
known and understood by doctors (Ong et al. 1995). Both the doctors and patients
alternate between information-giving and information-seeking phases. The way and the
mood in which information is transmitted to the patient, the time devoted to explain and
inform him/her, and simplicity in interactions affect the awareness degree of patient
about his health condition and the satisfaction for medical care services (Ong et al.
1995; Boquiren et al. 2015). Therefore, communication is recognized as an important
element for creating good interpersonal relationship and increasing patient satisfaction
(Finney Rutten et al. 2015).

As well as verbal communication, non-verbal behaviors highly affect the rela-
tionship between patient and practitioners and, in turn, the patient perception of care
services (Bensing 1991; Trout et al. 2000; Robinson 2006). Non-verbal behaviors refer
to communicative actions distinct from speech, such as facial expressions, gesturing,
body posture, physical distance (proximity), and positioning. Patients are very sensitive
to such behaviors that convey the emotional tone of interpersonal interaction (Robinson
2006), in particular in an Emergency Department where patients and relatives feel
stronger emotions such as fear, anxiety, and uncertainty (Trout et al. 2000; Chang et al.
2016). Larsen and Smith (1981), for example, investigated the relationship between
doctors’ non-verbal activities and patient satisfaction discovering that the higher
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closeness in interactions was, the higher was patient satisfaction. Similarly, Beck et al.
(2002) also confirmed that some nonverbal behaviors, like head nodding, leaning
forward, direct body orientation, and gaze, positively associate with service perception,
while Boissy et al. (2016) proved that training courses on communication skills for
physicians can improve patient satisfaction.

Up to date, although many hospitals and policy makers are interested to measure
and maximize patient satisfaction (Welch 2010), only a few studies quantitatively
analyze the relationship between practitioners-patient behaviors and patient satisfaction
in healthcare service and specifically in EDs. Main challenges are still related to
systematically measure individual and team behaviors in such dynamic environments
(Kim et al. 2012; Rosen et al. 2014). Towards this purpose, this paper proposes a novel
approach for evaluating the main behavioral variables (verbal and non-verbal) trying to
overcome the limits of past methods in this field.

3 Methodology

For an effective evaluation of influences of ED team behaviors on patient satisfaction, a
novel systematic measurement approach powered by the Sociometric Badges is
adopted to obtain quantitative and reliable measures of ED team behaviors during the
service operations. Indeed, traditional approaches to behavioral studies, like interviews,
direct observations, questionnaires and reports, usually suffer of various biases such as
subjectivity, memory effects, influence of the observer on the system (Cunningham
et al. 2012; Kim et al. 2012; Pronin 2007) that may be overtaken thanks to this
innovative approach.

Sociometric Badges are wearable sensors able to automatically and directly mea-
sure individual and collective behaviors, exploiting four different sensors: accelerom-
eter, microphones, Bluetooth, and IRDA (Olguin et al. 2009a). In this way, these tools
can collect quantitative behavioral measures impossible to gather with
surveys/interviews, while still guarantying privacy. Particularly, it is impossible to
determine the content of the conversation or to identify the speaker from the socio-
metric data (Olguin et al. 2009a), an important element in healthcare settings. They are
also less intrusive than a human observer limiting any social distortions to the data and
potentially enriching the data collected (Olguin et al. 2009a; Rosen et al. 2014). The
suitability and usefulness of Sociometric Badges for monitoring behavioral variables is
proven by past research (Kim et al. 2012), also in the healthcare field (e.g. Olguin et al.
2009b; Bucuvalas et al. 2014).

Given the lack of research evaluating the relationship between the behaviors of ED
teams and their performance and the novelty of the measurement approach, an
exploratory case study (Yin 2017) was carried out for this preliminary investigation.

The case study was structured in the following three main phases:

— Research setup. The Emergency Department under examination was observed in
order to define the research protocol for conducting the study. The preliminary ED
investigation outlined all features related to the service, such as the department
layout and physical distribution of medical staff in the ED, the tasks assigned to
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each practitioner and their interactions with the patient, how patients access to
service, and finally, patient process paths in the ED. Starting from this information,
the research was designed. Specifically, all the relevant aspects for the data col-
lection phase were delineated, as for example the “setting parameters” of Socio-
metric Badges, the medical staff involved in the evaluation, the sociometric
variables to be recorded, the Social Network Analysis metrics applied (e.g. Gloor
et al. 2017), the survey measures for the performances to be included in the
questionnaires, the control variables, etc. To be noted that the ED is organized for
work cells, where each ED team is allocated for a single cell and takes care of 7-8
patients.

— Data collection and preparation. In this phase, all the necessary data for the study
were collected and pre-processed with appropriate software for checking correct-
ness and for preparing them for the subsequent analyses. In addition, incorrect or
incomplete data were removed.

— Data analysis. Correlation and regression analysis were carried out. The correlation
analysis allowed identifying relationships between the behavioral variables, mea-
sured with Sociometric Badges, and the outcome in term of patient satisfaction and
service performance as perceived by patients. Moreover, this analysis permit to
evaluate potential correlations amongst the control variables and the dependent
variables. Preliminary regression analysis created models to partially explain the
outcome variances with sociometric variables. In this way, it measured the effects of
behavioral variables on patient satisfaction. Regression analysis using the control
variables also allowed to exclude their significant influence on the outcomes and
confirmed the preliminary relationships discovered.

Finally, experts, health managers, and medical staff discussed about the achieved
results and the related implications from a managerial viewpoint.

4 Case Study

The research was conducted in an Italian Emergency Department. ED teams composed
by a minimum of two practitioners (one doctor and one nurse) to a maximum of four
(one doctor, one nurse, one specializing doctor and/or one trainee nurse) were con-
tinuously monitored during the service. Data collection involved conscious patients
with all emergency severity classification except for red codes (life-threatening,
immediate access to care).

For each case investigated, behaviors of the ED team and of the patient were
monitored using the Sociometric Badges. Team members and the patient wore the tool
for the entire duration of the patient’s stay. Exploiting the data recorded by Sociometric
Badges, a series of behavioral variables were defined such as body movement, posture
activity, speaking activity and network, proximity interaction, and level of audio.

A questionnaire (anonymous) regarding the perception and satisfaction of the
service received was submitted to the patient, at the end of his/her stay in the ED. Three
“patient perception” variables were extracted from this questionnaire: overall satis-
faction, the perceived care effectiveness, and the perceived team responsiveness.
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In addition, patient/episode characteristics were collected from the ED information
system to achieve the appropriate control variables for excluding potential influences
from specific episode characteristics. Specifically, the monitored control variables
were: overall length of stay in the emergency department, Patient sex, Patient age, team
members’ number, and emergency severity (severity color classification).

After discarding incorrect registrations, the final dataset consisted of 51 episodes
(patients) with 135 medical staff distinct recordings (total of 293 monitoring hours).

5 Findings

To explore the potential relationships between behavioral variables and patient per-
ceptions, Pearson’s correlation analysis was performed. It was useful for getting a first
relevant insight of the data and supporting the next phases of regression analysis. The
results of correlation analysis are reported in the following three tables (Tables 1, 2,
and 3).

In Table 1, the correlations between the Overall Satisfaction, the behavioral vari-
ables, and the control variables are shown. For sake of brevity, only the behavioral
variables that have a relevant correlation with the Overall Satisfaction are presented.

Two significant correlations, which were deepened through the regression analysis,
were discovered for Overall Satisfaction, the Doctor’s Posture Activity and Mirroring
audio front-Network’s deviation. It is noteworthy to point out that there are no sig-
nificant correlations between the control variables and Overall Satisfaction.

Table 1. Correlations between Overall Satisfaction, independent and control variables (N = 51)

Overall Posture | Mirroring audio | Number | Emergency | Sex Age Overall
Satisfaction | activity - | front - Network’s | of team | color Length Of
Doctor | deviation members | classification Stay (LOS)
Overall 1 —.338% | —.452%* —-.114 —.065 —.016 | —.000 —.005
Satisfaction
Doctor’s —.338% 1 113 194 .000 229 | .042 130
Posture Activity
Mirroring audio | —.452%* 113 1 228 —.046 .085 | —.013 .039
front-Network’s
deviation
Number of team | —.114 194 228 1 249 .198 | —.058 136
members
Emergency —.065 .000 —.046 249 1 —.023 | —.360%* | .075
color
classification
Sex —-.016 229 .085 198 -.023 1 135 —.024
Age —.000 .042 —-.013 —.058 —.360%* 135 |1 .042
Overall Length | —.005 130 .039 136 .075 —.024 | .042 1
Of Stay (LOS)

*#*Correlation is significant at the 0.01 level (2-tailed).
*Correlation is significant at the 0.05 level (2-tailed).
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In Table 2, the correlations between the perceived Care Effectiveness, the behav-
ioral variables, and the control variables are shown. As before, not all the behavioral
variables are presented.

Two significant correlations were discovered for Care Effectiveness, the Doctor’s
Posture Activity and Mirroring audio front-Network’s deviation. Thus, the correlation
analysis results for Overall Satisfaction and Care Effectiveness seem to be very similar.
It is noteworthy to point out that also in this case there are no significant correlations
between the control variables and Care Effectiveness.

Table 2. Correlations between Care Effectiveness, independent and control variables (N = 51)

Care Posture | Mirroring audio | Number | Emergency | Sex Age Overall
Effectiveness | activity - | front - of team | color Length Of
Doctor Network’s members | classification Stay (LOS)
deviation
Care 1 —.350% | —.419%* —.128 —-.126 —.031 | —.038 —.031
Effectiveness
Doctor’s —.350%* 1 113 194 .000 229 | .042 130
Posture Activity
Mirroring audio | —.419%%* 113 1 228 —.046 085 | —.013 .039
front-Network’s
deviation
Number of team | —.128 194 228 1 249 198 | —.058 136
members
Emergency —.126 .000 —.046 249 1 —.023 | =.360%* | .075
color
classification
Sex —.031 229 .085 198 —-.023 1 135 —.024
Age —.038 .042 —-.013 —.058 —.360%* A35 |1 .042
Overall Length | —.031 130 .039 136 .075 —.024 | .042 1
Of Stay (LOS)

**Correlation is significant at the 0.01 level (2-tailed).
*Correlation is significant at the 0.05 level (2-tailed).

In Table 3, the correlations between the perceived Team Responsiveness, the
behavioral variables, and the control variables are shown. As before, not all the
behavioral variables are presented.

Two significant correlations were discovered for Team Responsiveness, the Doc-
tor’s Posture Activity and Doctor’s Speech Overlap. It is noteworthy to point out that
also in this case there are no significant correlations between the control variables and
Team Responsiveness.

To measure the effects of the behavioral variables on the patient perceptions, a
preliminary regression analysis was carried out. Variables recorded by the Sociometric
Badges were taken as independent variables, while the Overall Satisfaction, the per-
ceived Care Effectiveness, and the perceived Team Responsiveness were individually
introduced in the regression models as dependent variables. Thereby, three significant
regression models, one for each dependent variable, were identified in this preliminary
phase of regression analysis.
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Table 3. Correlations between Team Responsiveness, independent and control variables
(N =51)

Team Posture Doctor’s | Number of | Emergency | Sex Age Overall
Responsiveness | activity - | Speech team color Length Of
Doctor Overlap members | classification Stay (LOS)
Team 1 —.333% —479%* | =119 —.122 —.042 | .088 —.049
Responsiveness
Doctor’s —.333% 1 113 194 .000 229 | .042 130
Posture
Activity
Doctor’s —.479%* 113 1 228 —.046 .085 | —.013 .039
Speech Overlap
Number of —.119 194 228 1 .249 198 | —.058 136
team members
Emergency —.122 .000 —.046 249 1 —.023 | =.360%* | .075
color
classification
Sex —.042 229 .085 198 -.023 1 135 —.024
Age .088 .042 -.013 —.058 —.360%* 135 |1 .042
Overall Length | —.049 130 .039 136 .075 —.024 | .042 1
Of Stay (LOS)

*##Correlation is significant at the 0.01 level (2-tailed).
*Correlation is significant at the 0.05 level (2-tailed).

Here the findings related to the correlation analysis and to the preliminary
regression analysis are briefly discussed:

Overall Satisfaction appears positively influenced by a continuous attendance of
doctors in the work cell (low Doctor’s Posture Activity that means low doctor’s
walking activity) and by the presence of a leader in the communication network (i.e. a
dominant figure in the team-speaking network). This evidence confers value to doctor
attendance during the ED service delivery and to its role of communication leader
within the ED team.

Perceived Care Effectiveness appears positively influenced by two additional fac-
tors over the previous ones: patient listening, i.e. time devoted by medical staff listening
the patient (high Patient’s Speech); and patient monitoring, i.e. a frequent check of
patient’s health conditions by the nurse (high Nurse’s Body Activity). These two
additional factors, not revealed by the correlation analysis, were discovered through the
preliminary regression analysis. Consistently with previous evidence about the
importance of patient centrality, findings confirm the patient expectations to be actively
involved into the communication to express his/her own ideas and doubts to practi-
tioners and to be constantly monitored during his/her stay.

Perceived Team Responsiveness appears influenced positively by continuous
attendance of doctors in the work cell (as in the previous models) and negatively by
speech overlapping between the doctor and other people (low Doctor’s Speech
Overlap). Again, this evidence enforces the importance of organized communication
patterns among team members to achieve completeness and consistency of the infor-
mation exchange, which is often associated with leadership, coordination, and col-
laboration attitudes (Boquiren et al. 2015).
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To confirm the validity of findings, regressive models using the control variables
were tested. The first check was to add the control variables, individually and together,
to the regression models obtained. In any case, model performances did not consid-
erably improve and the inserted control variables were non-significant. The second test
was to build the model simply using control variables. Also in this case, no model built
with the control variables was significant. These tests appear as a confirmation of our
findings, excluding any potential effect of the control variables.

In addition, it is interesting to note that, despite expectations, the overall throughput
time seems not to influence the patient’s judgment in the investigated setting.

6 Conclusions

This paper shed a light on the investigation of behavioral factors, which are often
neglected by BPM community and which instead highly influence service process
performances. Indeed, healthcare organizations are largely composed of people, thus
excluding behaviors from the analysis of this context means to renounce to a holistic,
effective, and factual investigation of healthcare processes (Fitzsimmons et al. 2008).
By quantitatively exploring team behaviors affecting patient satisfaction in the Emer-
gency Department (ED), this study aims to provide managers with effective service
process design and improvement indications.

In line with previous literature (e.g., Sitzia and Wood 1997; Boquiren et al. 2015),
results confirm that practitioner (team) behaviors may highly affect patient satisfaction.
Specifically, as revealed by statistical analysis, patient evaluations seem to be influ-
enced predominantly by numerous behavioral dynamics which can be associated with
service attendance, risk aversion, social interactions, leadership, coordination and
collaboration attitude, completeness and consistency of the information exchange in the
communication networks (LaVela and Gallan 2014; Boquiren et al. 2015). As shown in
the findings section, patient satisfaction is highly influenced by the time devoted to
him/her: the presence of the doctor near the patient and the level of interactions
(communication) with the staff seem to have a strong impact on the patient perceptions.
Moreover, patients also perceive how the team interacts and coordinates itself, favoring
teams with a collaborative dialogue. Finally, the patients’ judgment seems surprisingly
not affected by the overall throughput time.

From a methodological perspective, the proposed data-driven approach may be
applied also in other service settings, helping researchers to systematically discover and
quantitative evaluate the behavioral elements affecting the service process delivery and
finally support the service (re-)design in complex socio-technical contexts. Thus, this
research also provides a contribution to the problem of “how” to quantitatively
investigate behavioral aspects in the BPM community.

This study also provides a relevant contribution from a managerial perspective. The
highlighted findings may offer to hospital managers relevant managerial indications for
improving patient satisfaction, based on real data-driven analyses. Specifically, the
findings suggest that doctors should remain physically close to the patients (possibly in
“eye contact” range) and assume the role of communication leader assuring com-
pleteness and consistency of the information exchange within the ED team and
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between team members and the patients, but they should avoid to speak over other
people. Moreover, all the ED team members should pay attention to the patient cen-
trality during the service delivery by frequently monitoring the patients’ health con-
ditions and by actively involving the patient into the conversation about his/her illness
and, thus, permitting him/her to express his/her own ideas and doubts.

Although it is challenging to control for all the determinants of such behaviors,
these indications may support health managers during the service process (re-)design
phase and may be useful for training ED staff about leadership, coordination, and
collaboration skills (Boquiren et al. 2015). For example, the layout could be re-
designed for increasing the proximity of the doctor to the patients, placing the ED
doctor desk near to the beds of current ED patients and with the possibility for them to
see him continuously, or ED teams configuration may be modified in order to avoid
team dispersion during the service delivery.

This research presents also several limitations that point out directions for future
research. The first is due to the exploratory nature of the work. Drawing on a single
case study, results might be affected by the particular context. This is a common issue
for many behavioral studies that limit generalization (Troster et al. 2014). An extension
of the sample in terms of number of investigated patients, teams, time window, and also
possible replication to other EDs would be worthwhile.

Moreover, as the number of monitored variables and related indicators is high, the
study is clearly not conclusive. Other relevant metrics describing behavioral dynamics
of ED teams probably exist and might not be caught by sociometric measures.

Finally, as a suggestion for future development, it would be interesting to inves-
tigate behavioral variables more deeply to understand how results are affected by ED
team behaviors and properly characterize the relationship behaviors-performances.
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Abstract. Several studies have hinted how the study of workarounds can help
organizations to improve business processes. Through a systematic literature
review of 70 articles that discuss workarounds by information systems users, we
aim to unlock this potential. Based on a synthesis of recommendations men-
tioned in the reviewed studies, we describe five key activities that help orga-
nizations to deal with workarounds. We contribute to the IS literature by
(1) providing an overview of concrete recommendations for managing work-
arounds and (2) offering a background for positioning new research activities on
the subject. Organizations can apply these tools directly to turn their knowledge
on workarounds into organizational improvement.

Keywords: Workarounds - Information systems - Process improvement

1 Introduction

People often use Information Systems (IS) different from their designed usage. IS
users’ deviations from designed procedures are also known as workarounds, defined by
Alter as follows: “A workaround is a goal-driven adaptation, improvisation, or other
change to one or more aspects of an existing work system in order to overcome,
bypass, or minimize the impact of obstacles, exceptions, anomalies, mishaps, estab-
lished practices, management expectations, or structural constraints that are perceived
as preventing that work system or its participants from achieving a desired level of
efficiency, effectiveness, or other organizational or personal goals” [1].

Workarounds are inherently about human agency. No matter how technologies are
designed, humans can always choose how they use technologies to perform their work
[2-4]. Workarounds are also inherently related to processes. There is always a pre-
scribed process that users deviate from, such as the process of administering medication
[5] or accessing patient data [6]. Whereas they have been viewed negatively in the past,
current literature calls for a more positive perspective on workarounds [7, 8]. Several
studies point out the potential of workarounds for identifying poorly-designed pro-
cesses [9, 10] and for involving IS users in process improvement efforts [8, 11, 12].

To find out how workarounds can be used for improvement and how IS users can
play a role in process improvement efforts, we raised the following research question:
how can organizations unlock the potential of workarounds for improving processes?
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Our contribution with this work is twofold. First, by analyzing and synthesizing the
literature describing the potential of exploiting workarounds for improving processes,
we propose five key activities necessary to unlock this potential, providing organiza-
tions with the means to use the workarounds for improvement. Second, we provide a
background for positioning new research activities that target workarounds for orga-
nizational improvement.

The remainder of this paper is structured as follows. We first describe the methods
we used. In the subsequent section, we sketch the preconditions for workarounds, after
which our proposed activities for achieving process improvement are discussed.
Finally, we present our conclusions and a research outlook.

2 Methods

We performed an in-depth systematic literature review, following the guidelines by
[13] and the checklists by [14] and [15]. The aim of this study is to present an
integrated and representative overview of existing studies on how organizations can use
workarounds for improvement. Figure 1 visualizes the search and selection process.

Database: Scopus

Keyword: “workaround*”

In: article, conference paper, book chapter, article in press

Subject areas: social sciences, engineering, computer science, business management
& accounting

Language: English

Exclude:

1 duplicate

129 potential candidates

Researcher 1: judges papers based on abstract and title
Include:

Studies related to workarounds in information systems

97 potential candidates (papers labeled ‘yes’ or ‘maybe’)

Researcher 2: judges papers based on abstract and title

Include:

Studies related to: working around the prescribed procedure by information system users
Exclude:

1) Not related to the prescribed procedure (5)

2) Not on workarounds by information system users (12)

3) Not available online (10)

70 available papers on information systems users working around the prescribed procedure

Fig. 1. Search and selection process.
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To collect a broad sample of papers, we used the Scopus database to retrieve our
candidate papers. The search on Scopus for articles mentioning workarounds resulted
in 129 potential candidates. We carried out two screening rounds to narrow our sample.
In the first round, the first author judged the papers based on their titles and abstracts.
Studies that actually focused on the use of workarounds during the interaction with
information systems were selected. Studies that were not included were papers pri-
marily proposing some technical workaround to solve an erroneous software design.
Using the workaround definition by Alter mentioned in the introduction, we excluded
32 candidates during the first screening round. These articles were not related to
workarounds in information systems. As a result, 97 potential candidates were left for
screening in the second round. These articles were labeled either ‘yes’ or ‘maybe’ and
were further screened by the second author. Studies that were excluded in this round
were either not focusing on working around a prescribed procedure, not on work-
arounds by information system users, or not available via our university’s online
library. Our final result was a sample of 70 papers on information systems users
working around prescribed procedures.

Figure 2 visualizes our analysis and synthesis process. We focused our analysis on
the ways in which organizations can exploit workarounds for process improvement.
Our aim was to develop a framework that gives insight into both the potential of
workarounds for improvement and how this potential can be realized.

| Round 1 - |
: Selective Coding :
| |
: ( N [ N N :
! : Definition of Circumvented !
: RQ/Aim workarounds IS :
: - J U J U J :
e N N [ N |
| Participants Workarounds F |
: performing for : :
| workarounds improvement |
: . J | J \Q J

|
e :_ __________________ 1

Round 1 - :
Open Coding |

- L S — A
: I

|
:[Measurc][ Act ][hvolvc][Educatc][Momtor]:
! I
| Round 2 - !
| Selective Coding |
| J

Fig. 2. Analysis and synthesis process.
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For our first coding round, we imported all papers into Atlas.ti', a software program
used to guide qualitative data analysis. The first and second author selectively coded
the articles, regularly discussed the codes and adjusted them if necessary.

While selectively coding the literature in the first round, the number of quotations
coded ‘workarounds for improvement’ increased rapidly (529 quotations by the end of
the first coding round). Because of this large set of quotations, we decided to use open
coding next to selective coding. Doing so, we created sub-codes for the code ‘work-
arounds for improvement’. We found that the studies analyzed include many recom-
mendations for using workarounds for improvement, and that these recommendations
could be clustered into five groups. The recommendations related to detecting and
gathering information on workarounds (the ‘measure’-group), acting on or addressing
workarounds (the ‘act’-group), involving end users of the information system (the
‘involve’-group), training and educating end users (the ‘educate’-group) and moni-
toring workarounds over time (the ‘monitor’-group). In the second close-reading
iteration, we focused exclusively on the five clusters of recommendations to unlock the
potential of workarounds for process improvement. We selectively coded the papers
using the five sub-codes.

Before we discuss the five activities in more detail, we give a general introduction
to the emergence of workarounds. Based on the literature review, we discuss when they
emerge and what their effects are.

3 The Emergence of Workarounds

3.1 Dysfunctionality as a Cause of Workarounds

Several authors believe that the cause of workarounds is a dysfunctional environment
[16-18]. There are several reasons why process participants perform workarounds [19].
Our literature review reveals that this is done to overcome ‘constraints’ [18, 20],
‘incompatibilities’ [21], ‘inadequacies’ [22], ‘flawed specifications’ [23], ‘unrealistic
processes’ [23], ‘obstacles’ [24, 25], ‘mismatches’ [26-28] or ‘misfits’ [29, 30]. In the
healthcare setting, for instance, clinicians sometimes feel constraints in achieving their
goals: “many workarounds occur because the health IT itself can undermine the central
mission of the clinician: serving patients” [31].

Other causes for workarounds are tensions that might exist. An example is the
“tension between top-down pressures from the external environment and bottom-up
constraints from day-to-day operational work™ [11]. Workarounds are used to relieve
this tension and balance top-down pressures such as compliance rules and bottom-up
time-constraints. Another tension that potentially causes workarounds is the one
between standardization and flexibility. Carayon and Giirses [32] found that hospital
nurses enact more workarounds when they are coerced into using standardized rou-
tines. The same was concluded by Van Beijsterveld and van Groenendaal [28], who
established that the inability to customize the system leads participants to engage in
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workarounds. Without such customizations, they become dissatisfied and start to resist
the system [12].

3.2 The Effects of Workarounds

Many workarounds add value [20], save time [24] or improve efficiency [33]. They
allow participants to continue work [34-36] by offering a temporary solution to an
obstacle [37].

Apart from the positive effects, workarounds can affect an organization negatively
in two ways. First, although they can increase efficiency in some situations, they affect
efficiency negatively in others [25, 37-39]. When participants feel the need to enact
workarounds to achieve their goals, this causes frustration [40], discontent [41] and
disengagement [38]. In addition to this, workarounds affect other activities in the
process, threatening to decrease the overall outcome of the process [39] and bringing
security issues with it. When using the setting of healthcare organizations again, this
could mean endangering the safety of patients [18, 42].

The second major negative effect of workarounds is a loss of transparency.
Workaround activities are usually hidden [3, 9] and management and IS vendors are
often unaware of them [29, 43, 44]. This leads to managers and IS vendors having an
inaccurate view of system usage, as workarounds mask “underlying system weakness”
[41]. It “creates the illusion that dysfunctional systems are indeed functioning” [45].
Working around bugs in the system, for instance, leaves manufacturers unaware of
them [43], which means that nothing is done solve them. Similarly, if management is
not made aware of dysfunctionalities, they will not address those either. Alternatively,
if they do make decisions on processes, they are “based upon an illusion of actuality
and not on the reality of workplace activities” [46]. Managers could be making
important decisions based on incomplete information [29], which gives a false sense of
compatibility between information systems and work processes.

3.3 Workarounds as Feedback Resources

Organizations can use knowledge of workarounds to improve processes and ISs. The
majority of studies on workarounds suggest that workaround activities have the
potential to bring about improvement in organizations. They are especially useful for
guiding IS redesign since they contain information about necessary customizations of
the IS [12]. They “offer a blueprint for identifying the pressing information gaps that
need to be resolved when considering improvements in an information flow” [9].
Similarly, workarounds can help improve the design of work processes, because they
give insight into the day-to-day activities of participants and their needs to perform
these tasks [12]. They may even guide organizations in re-evaluating the entire process
environment by challenging “the ability and coherence of processes and systems that
no longer serve the organization, its employees, or its customers” [47].

The undertaken improvement efforts, in turn, lead to increased efficiency [25], better
communication [47] and improved satisfaction on the part of participants [12, 42, 48].
By approaching workarounds as feedback resources [12], organizations can perform
corrective actions and make improvements to processes. In the next section, we derive
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from literature a set of five activities that help organizations to unlock the potential of
workarounds for improvement.

4 Five Activities to Improve Processes

4.1 Measure

Many authors stress the importance of knowing why participants perform work-
arounds, described as ‘motivations’ [21, 26], ‘reasons’ [19, 49], ‘obstacles’ [24] or
antecedents [34]. Others simply call for an understanding of participants’ work prac-
tices [36, 50, 51] because they consider the way people work and work around pre-
scribed processes imperative for deciding on a strategy. Van Beijsterveld and Van
Groenendaal [28], for instance, argue that “actual misfits require a different solution
strategy than perceived misfits do”. Similarly, Roder et al. [52] debate that whether the
intention of the participant is positive or negative should be the basis for deciding on a
resolution strategy.

In contrast to focusing on the motivations of workarounds, other authors focus on
the consequences instead. Drum et al. [39], for example, state that “the motive
underlying the workaround, while interesting, does not afford a satisfactory under-
standing of workarounds. Rather, we believe it is more beneficial to focus on the
outcomes generated by workarounds”. Also interesting in terms of consequences of a
workaround is its downstream effect [47, 53]. According to Drum et al. [39], “the use
of workarounds often constrains or decreases the overall effectiveness of the system,
especially for those ‘downstream’ from the workaround who must deal with its out-
comes”. Others take both motivations and consequences into account [21, 24, 26].
According to Rdder et al. [52], consequences can be further specified into risks and
benefits. These risks and benefits can provide a basis for improvement efforts [20, 23,
26, 54, 55].

In terms of the means to measure workarounds, several authors suggest to identify
the workarounds in situ, at the practice level [18, 27, 56, 57]. This can be achieved by
performing interviews, observations, shadowing and focus groups [31]. Several studies
on workarounds, however, pointed out quantitative limitations, for instance not
knowing the frequency of workarounds [5] or the expenditure of money, time and effort
[28]. A way to overcome this is the use of process mining techniques that “use event
data to extract process-related information” [58]. This enables organizations to meet the
demand for measuring “the actual value of workaround time and effort compared with
the original process” [21]. Outmazgin and Soffer [49] showed that process mining
techniques can indeed be used to detect certain types of workaround behaviors,
although others were not reflected in the event log. Also, the motivation of participants
to perform workarounds and relevant situational factors are difficult to determine using
these techniques. Therefore, more traditional techniques such as performing observa-
tions remain to have value [31].

In sum, we propose that the first necessary activity to achieve process improvement
is to measure workarounds. Specifically, what needs to be measured is the motivation
of the participant to perform the workaround and the associated consequences. Our
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view is that this can best be done in the form of a hybrid approach, by performing
qualitative observations of participants and using quantitative process mining
techniques.

4.2 Act

According to Drum et al. [59], “workarounds must be addressed”. However, as
mentioned in the previous section, different types of workarounds must be addressed
differently. One rule of thumb that is frequently mentioned in the literature is to manage
workarounds by controlling risks and maintaining benefits [20, 21, 53]. Specifically,
organizations are advised to facilitate or adopt appropriate workarounds and prevent or
block the inappropriate ones [21, 38, 47]. According to Park et al. [33], the evaluation
of appropriate and inappropriate workarounds is not an easy task, as “careful internal
analysis might be necessary to identify which adaptations [...] should be supported,
rather than merely eliminating problematic immediate adaptations”. More authors
advise organizations against simply eliminating workarounds, as doing so may result in
negative outcomes [11, 20, 22]. Eliminating the underlying reasons to perform
workarounds, however, is recommended and expected to lead to positive results [25].

Acting on workarounds may entail activities such as process redesign, disciplinary
actions [49], improvements in the technology or control routines [54]. Usually, these
actions fall into two categories: (1) customizations to the information system and
(2) changes to the structure of the organization [28]. A concrete example of an orga-
nizational action that was suggested in two separate studies is ensuring that participants
have physical access to specific process roles. In Halbesleben et al. [5], this entailed
relocating a pharmacist to a nursing unit. In Tucker [60], it involved increasing the
nurses’ access to the process owner. In both cases, this was shown to improve the
process: in the first it led to a decreased amount of rework and frequency of work-
arounds; in the second it caused participants to enact less inappropriate workarounds.

To summarize, we argue that organizations can exploit the measurements of
workarounds from the previous section in order to make decisions on how to address
them. By evaluating which workarounds are appropriate and which are not, they can
facilitate the former and prevent the latter.

4.3 Involve

Various authors comment on the improvement potential of involving participants in
designing and diffusing IS. Wheeler et al. [40], for instance, state: “in the case of
workarounds, organizations could capitalize on the mindfulness of employees by
encouraging employees to share their workarounds in order to improve task design”.
Insights from users can guide system design [27, 51] and decrease resistance towards
the system [42, 48]. Tucker [60] believes that “designing work that considers the
natural responses of employees when they encounter operational failures will be
helpful in creating improvement programs that are successful over multiple dimen-
sions, such as safety and efficiency”. By giving process participants “a way to con-
tribute” [47], allowing them to “reinvent, redefine or modify” [42] and ““speak up about
operational failures” [60], they participate in forming new work routines that fit their
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needs. Designers cannot foresee perfectly how their system is used [51], but by
involving users in the process, misfits can be resolved. This involvement of participants
needs to be facilitated by the organization. Halbesleben et al. [5], however, point out
the complexity of gathering different participants with different roles. Safadi and Faraj
[12] also indicate that participants often lack the time needed to communicate all the
necessary information.

To sum up, we join the view of most authors and propose the involvement of
participants in the improvement of processes. They are known to be willing to con-
tribute improvement ideas. We suggest to exploit this willingness and have participants
contribute solution strategies, beginning with the participants already known to perform
workarounds.

4.4 Educate

What is also stressed in studies on workarounds is the need to set up suitable educa-
tional programs [25, 29, 40, 53, 57, 61]. Ongoing training and coaching of participants
can enable both the efficient and appropriate way of working [18, 25, 29, 47] and the
prevention of workarounds caused by ignorance [28, 57, 60].

One topic that should be addressed in the educational program of participants is the
downstream effect of enacted workarounds, which we discussed earlier in the section
on measuring workarounds. According to Drum et al. [59], “system users are often
unable to fully comprehend their place in the task chain, and thus are unaware of the
implications of their actions on information quality”. In training and coaching efforts,
users need to be explained the broader implications of their actions and how their goals
relate to the bigger process [29, 39, 53]. Drum et al. [59] in fact noticed a ‘light bulb
effect” when participants were made aware of the broader implications of their actions,
leading to improved work practices thereafter.

Another topic on the agenda of training programs on workarounds, is the
encouragement of users to speak up about obstacles they perceive in their daily work
[62]. Only then will their voices reach decision-makers who can then make informed
decisions [35]. It also allows the sharing of best practices and the recognition that they
are not the only ones struggling [62].

In sum, we propose to focus specifically on educating participants in improvement
efforts. Ongoing training and coaching of participants may cause a decrease in resis-
tance and ignorance and eventually in a decrease of workarounds.

4.5 Monitor

In his work on engineering for emergent change, Alter [53] argues an operational work
system is dynamic, rather than static and unchanging. A dynamic system that is always
in flux, requires a different way of handling than a static system. As such, problems
“cannot be easily ‘fixed’ in a single step (workaround) or using a single, one-time set of
measures” [33]. When measures are put in place, additional workarounds may develop
[37]. An attempt has to be made in avoiding these additional workarounds [3], although
some emerging workarounds simply cannot be avoided [63].
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As the development of additional workarounds is unavoidable and their evolution
cannot be predicted, the system needs to be monitored over time [20, 53, 64]. Outmazgin
[19] suggests monitoring the extent to which participants fail to comply with the pre-
scribed process. Similarly, Alter [53] suggests to track the effectiveness of workarounds
and their downstream effects. This could provide decision-makers with the tools to
perform corrective measures and notify them whenever workarounds occur [23].

Again, process mining techniques offer a valuable means to accomplish the
ongoing monitoring of workarounds [19, 59]. It allows for ‘conformance checking’, i.e.
checking the extent to which participants work around the prescribed process [65]. It
would also allow for the tracking of the frequency of workarounds over time, their
performance in relation to the prescribed process and its impacts downstream [58].
However, monitoring workarounds using process mining has not been extensively
researched yet. This opens up opportunities for future research.

To sum up, we recommend organizations aiming for process improvement to
monitor their processes and particularly how participants work around the prescribed
process. Using process mining techniques, the evolution of these workarounds can be
tracked, together with its frequency, effectiveness and downstream effects. Figure 3
provides the full overview of recommended activities regarding workarounds.

Measure Act Involve Educate Monitor

«What: «How: «Whom: «Whom: «What:

motivation, facilitate the participants participants workaround

consequences appropriate, frequency,

(benefits, risks prevent the <How: «How: effectiveness

and Inappropriate have them ongoing and

downstream . contribute training and downstream

effects), i.e. increase improvement coaching effects

quantitative access to ideas

information process owner especially those How:

already process mining

«How: enacting

observations, workarounds

process mining

Fig. 3. Five activities to unlock the potential of workarounds for improving processes.

5 Conclusion and Outlook

Over the years, many studies in IS have discussed the potential of studying work-
arounds for improving the alignment of IS and work processes. However, they do not
provide insight in the necessary activities to achieve this improvement. In order to
solve this research gap, we carried out a systematic literature review in which we
analyzed existing studies that describe workarounds in organizations. We determined
five activities organizations need to perform to unlock the potential of workarounds for
improving processes. First, we propose that organizations need to detect these devia-
tions and identify their motivations and consequences by observations and process
mining techniques. Second, organizations should use this analysis of motivations and
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consequences for deciding whether to facilitate or prevent workarounds. Third, orga-
nizations can benefit from involving users in the decision-making process by letting
them generate improvement ideas. Fourth, we propose to invest in educating and
training end users to prevent the deviations in the first place and to make users aware of
the broader implications of their actions. Last, monitoring workarounds can lead to
continuous improvement in the long run.
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