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Preface

This CCIS volume, published by Springer, contains the proceedings of the Third
International Scientific Conference on Convergent Cognitive Information Technologies
(Convergent 2018), which took place during November 29 – December 2, 2018, at the
Lomonosov Moscow State University, Faculty of Computational Mathematics and
Cybernetics. The Lomonosov Moscow State University was founded in 1755 and was
the first university in Russia. It currently hosts more than 50,000 students. The
Lomonosov Moscow State University is one of the major traditional educational
institutions in Russia, offering training in almost all branches of modern science and
humanities. By providing up-to-date infrastructure, convenient logistics, as well as
historical and natural attractions, the venue allowed for the organization of the
Convergent 2018 conference to ensure a high standard.

The conference was focused on research and development of scientific and tech-
nological foundations of the information society, the key development trends of which
are the convergence of various scientific directions: basic and applied technologies;
total intellectualization of technologies and services of modern society’s ecosystem;
and a comprehensive digital transformation of the world economy. The volume con-
tains 35 contributed papers selected from 116 full paper submissions. Each submission
was reviewed by at least three Program Committee members, with the help of external
reviewers, and the final decisions took into account the feedback from a rebuttal phase.
We wish to thank all the authors who submitted to Convergent 2018, the Program
Committee members, and the external reviewers.

The series of scientific events relevant to the priority directions for the development
of science, technology, and engineering in Russia with in the major modern interdis-
ciplinary field – information and telecommunication systems – brings together repre-
sentatives from Mathematics, Informatics, Physics and Materials Science, Computer
Science, Data Science, and Humanities, from Russia and foreign countries.

The growing integration and interpenetration of technologies such as, computer,
communication, instrumentation, software, robotcontroller, nano-, bio-, cognitive,
information, printing, etc., leads to accelerated rates of scientific and technological
progress and determines the formation of a new complex science-intensive technology
areas. These directions should include the Internet of Things, Smart Cities, Big Data,
Intelligent Control Systems, Digital Transformation of Transport, and Industrial
Clustering Technology of the Digital Economy.

The plenary reports demonstrated the full convergent nature of the scientific and
technological development, the most important directions of the digital transformation
of various activities, and the formation of new challenges to industry, science, and the
economy.

In his speech, Igor Sokolov, Academician of the Russian Academy of Sciences,
Director of the Federal Research Center Computer Science and Control of the Russian
Academy of Sciences (FRC CSC RAS), analyzed the role of the digital economy of the



Russian program approved by the Government of Russia No. 1632-p dated July 28,
2017, to ensure global competitiveness and national security implementation of the
Strategy for the Development of the Information Society in Russia for 2017–2030
(approved by Decree of the President of Russia No. 203 dated May 9, 2017). Further,
I. A. Sokolov considered the supreme importance of developing complex information
technologies such as, Big Data, the Internet of Things, System Information Security,
Artificial Intelligence and Robotics, Blockchains, Cyber-Physical Systems, Automated
Production, etc., forming the instrumental basis of the digital economy and having the
characteristics of convergence. In conclusion, I. A. Sokolov noted the relevance and
timeliness of the conference devoted to basic and applied research in the field of
backbone technologies of the digital economy, namely convergent cognitive infor-
mation technologies.

Vladimir Krupennikov, Deputy of the State Duma of Russia, Deputy Chairman
of the Committee of the State Duma of Russia on Information Policy, Information
Technologies, and Communications, spoke at the opening of the conference and in his
welcoming address stated, inter alia, that lawmakers are currently working intensively
on about 50 laws, reflecting the challenges of digital economy. In conclusion, the
deputy wished the conference participants a fruitful and successful conference.

Arutyun Avetisyan, Corresponding Member of the Russian Academy of Sciences,
Director of the Ivannikov Institute for System Programming of the Russian Academy
of Sciences (ISP RAS), made a presentation on the topic: “System Programming as a
Key Direction in Countering Cyber Threats.” The report aroused great interest from the
audience – many conferees called it the best plenary report. The report analyzed the
characteristics of modern software, as well as the software crisis associated with
information security in the conditions of the digital economy development, which
caused an accelerated introduction of information technologies in all spheres of life
(robots, intelligent assistants, cyber-physical systems, data energy sources). The causes
of defects and critical software vulnerabilities were examined. It was emphasized that
defects, in particular, programmer errors and bookmarks in a binary code, are the main
source of cyber threats. Classic methods of protection against cyber threats were dis-
cussed. The reporter devoted a significant part of the report to reviewing the key areas
of countering cyber threats based on the development of new models, methods, and
related systems programming technologies that enable in-depth analysis and software
transformation in order to detect and eliminate defects, identify the maximum number
of errors in executable code, as well as ensuring the sustainability of software systems.
The report also evoked interest in the analysis of foreign experience in the development
of secure software, including specialized standards (USA), technology for automated
search for defects and vulnerabilities in binary code and building patches with software
fixes.

Further in the report A. I. Avetisyan identified promising areas of research and
development, including: deductive analysis, static analysis, searching for possible
defects in the code by patterns, dynamic analysis (fuzzing, symbolic execution,
slicing), combined analysis, and static/dynamic analysis using (incomplete) formal
models. In conclusion, the areas of research and development in the context of specific
work carried out by the Institute of ISP RAS were considered, organizational
and methodical theses were formulated to achieve the highest possible level of
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cybersecurity, prescribing the need for: integrated application of the entire technology
stack, continuous search for innovative solutions, and training specialized personnel,
on the basis of a distributed center of competence, consolidating the efforts of institutes
of the Russian Academy of Sciences, universities, companies, and the state. But in
general, institutional mechanisms are needed to ensure the effective participation of
Russia in international cooperation, with the aim of long-term transfer of knowledge
and technology to Russia, retaining personnel, and creating an enabling environment
for exporting innovations, in particular, exporting security.

Andrey Kostogryzov, Honored Scientist of Russia, Doctor of Technical Sciences,
Professor, Chief Researcher of the Institute of Informatics Problems, FRC CSC RAS,
delivered a fundamental report on the topic “Analytical Forecasting of Risks and
Justification of Proactive Provisioning Measures.” At the beginning of his report, he
made a forecast of the development of the field of information and communication
technologies (ICT) for the near future and considered trends in the transformation of
production systems and infrastructures with of “smart” systems implementation. It is
shown that in view of the constant increasing complexity of systems, in order to ensure
competitiveness in the market, constant prediction of risks in the life cycle of systems,
their comparison with an acceptable level of risk, justification, and adoption of bal-
anced measures of proactive counteraction to threats are necessary. The report further
outlines solutions to these problems based on the principles of systems engineering,
modeling the processes of implementing threats and countering threats, constantly
predicting risks and justifying proactive measures, applying methods of complexation
distribution functions for integrable complex architectures. Further, an overview of
optimization problems for risk management in the “process” approach was made using
examples of mathematical models and tools created by the author, significantly
reducing risks and unnecessary costs, while increasing the degree of scientific validity
of technical solutions for creating a number of complex systems from different
application areas.

Convergent 2018 was attended by about 300 people. The Program Committee
reviewed 147 submissions and accepted 116 as full papers, 10 as short papers, 4 as
posters, and 2 as demos; 21 Convergent 2018 submissions were rejected. According to
the conference program, these 130 oral presentations (of the full and short papers) were
structured into 9 sessions, including Theoretical Questions of Computer Science;
Computational Mathematics; Computer Science and Cognitive Information Tech-
nologies; Parallel and Distributed Programming; Grid Technologies; Programming on
GPUs; Cognitive Information Technologies in Control Systems; Big Data and
Applications; the Internet of Things: Standards, Communication, and Information
Technologies; Network Applications; Smart Cities: Standards, Cognitive-Information
Technologies, and their Applications; Cognitive Information Technologies in Digital
Economics; Digital Transformation of Transport; and Applied Optimization Problems.

The conference was attended by leading experts and teams from research centers,
universities, the IT industry, institutes of the Russian Academy of Sciences, Russian
high-tech companies, and from the near and far abroad countries.

Convergent 2018 was further supported by the following associations and societies:
Federal Educational-Methodical Association in higher education for the enlarged group
of specialties and areas of training 02.00.00 “Computer and Information Sciences”,
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Russian Foundation for Basic Research, Fund for Promotion of Internet Media, IT
Education, Human Development “League Internet Media”, Federal Research Center
Computer Science and Control of the Russian Academy of Sciences, Russian Transport
Academy, Samsung Research Center, D-Link Corporation, and BaseALT.

March 2019 Vladimir Sukhomlin
Elena Zubareva
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Modeling of Financial Asset Prices
with Hyperbolic-Sine Stochastic Model

Sergey Shorokhov(B) and Maxim Fomin

Peoples Friendship University of Russia (RUDN University),
6 Miklukho-Maklaya Street, Moscow 117198, Russian Federation

{shorokhov-sg,fomin-mb}@rudn.ru
http://www.rudn.ru

Abstract. We propose an analytically tractable local volatility model
for asset price dynamics leading to volatility smile/skew and fatter-tailed
probability distribution. The proposed local volatility model is based on
stochastic process of hyperbolic-sine type. We derive the transition prob-
ability density function for hyperbolic-sine model and justify that this
function has delta function terminal condition at initial time. We com-
pare the probability density functions in Black-Scholes and hyperbolic-
sine models to demonstrate that the probability distribution in hyper-
bolic sine model has some features of fat-tailed distributions. Risk neu-
tral valuation technique is applied to find explicit valuation formula for
European call option price in hyperbolic-sine model. In hyperbolic-sine
model European call option is more valuable than an identical option
in Black-Scholes model for ATM options. We verify that in hyperbolic-
sine model Breeden-Litzenberger formula (relation between European
call option price and probability density function) holds true. We also
examine that Dupire formula correctly recovers volatility function from
European call option price in hyperbolic-sine model.

Keywords: Stochastic models · Volatility function · Hyperbolic-sine
process · Dupire formula

1 Introduction

Modern mathematical finance is based on the famous constant volatility Black-
Scholes (BS) model [1] with risk-neutral asset dynamics given by stochastic dif-
ferential equation (SDE)

dS = r S dt + σ0 S dW, S (t0) = S0, r > 0, σ0 > 0. (1)

But an assumption of constant volatility fails to hold in practice because of the
so-called “volatility smiles” [2] and fat tails of financial data distributions [3].

The publication has been prepared with the support of the “RUDN University Program
5–100”. The research was funded by RFBR, grant No. 19-08-00261.

c© Springer Nature Switzerland AG 2020
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4 S. Shorokhov and M. Fomin

One of the most natural approaches to these issues is the transition to general
model of risk-neutral asset dynamics of the form

dS = r S dt + σ (S, t) S dW, S (t0) = S0, (2)

with volatility σ being a function of asset price S and time t (local volatility
model).

The concept of local volatility model is attributed to Dupire [4]. Local volatil-
ity models are commonly used for pricing derivatives, including European call
and put options.

The list of analytically tractable local volatility models is rather short. Known
examples of analytically tractable local volatility models include shifted lognor-
mal model [5] with volatility function σ0

(
1 − α er t

S

)
, α ∈ IR, normal (Bachelier

or Cox-Ross) model [6] with volatility function σ0
S and CEV model [6–9] with

volatility function σ0 Sβ . Recent developments in local volatility models include
application of Weyl-Titchmarsh theory [10,11], quadratic normal volatility mod-
els [12,13] and some other methods [14,15]. Another important approach to the
problems of volatility smiles and fat-tail distributions are stochastic volatility
models [16,17], when volatility itself is a solution of some SDE.

2 Hyperbolic-Sine Local Volatility Model

According to [18], when risk-neutral dynamics of asset price is described by SDE

dS = r S dt + a (S, t) dW, (3)

and asset price S can be represented as a function of standard Brownian motion
W and time t, i.e. S = s (W, t), absolute volatility function a (S, t) in (3) is a
solution of second-order nonlinear partial differential equation (PDE)

a2

2
∂2a

∂ S2
+ r S

∂a

∂ S
+

∂a

∂ t
− r a = 0, S > 0, t ∈ [0, T ] . (4)

It can be easily verified that function a (S, t) =
√

2 r S2 + σ2
0 is an exact partic-

ular solution of (4).
Let the dynamics of asset price S under some risk-neutral measure be given

by SDE

dS = r S dt +
√

2 r S2 + σ2
0 dW, (5)

where r > 0, σ0 > 0, W – standard Brownian motion, S (t0) = S0 > 0. Model (5)
(HS model) implies underlying stochastic process of hyperbolic-sine type [19].
Volatility function in (5) is equal to

σ (S, t) =

√
σ2
0

S2
+ 2 r (6)

and to some extent can model volatility smile/skew (see Fig. 1).
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Fig. 1. Volatility functions in local volatility models (r = 7%, σ0 = 30%)

Changing variable S in (5) to S′ =arsinh
(√

2 r
σ0

S
)

=ln
(√

2 r
σ0

S+
√

1 + 2 r
σ2
0

S2
)

and applying Ito’s Lemma we obtain the following SDE for new variable S′

dS′ =
√

2 r dW (7)

with initial condition S′ (t0) = S′
0 = arsinh

(√
2 r

σ0
S0

)
. From (7) it follows

that the stochastic process S′ (t) is distributed normally with expectation
arsinh

(√
2 r

σ0
S0

)
and variance 2r (t − t0), i.e.

S′(t) ∼ N
(

arsinh

(√
2 r

σ0
S0

)
, 2 r (t − t0)

)
. (8)

3 Transition Probability Density Function in HS Model

The transition probability density function for stochastic process S′ (t) is equal
to

ρ′ (x′, t, S′
0, t0) =

1
2
√

π r (t − t0)
e

− (x′−S′
0)

2

4 r (t−t0) , t ≥ t0. (9)

The relation S (t) = σ0√
2 r

sinh S′ (t) implies that the transition probability
density function (p.d.f.) for S (t) is equal to

ρ (x, t, S0, t0)=ρ′
(

arsinh

(√
2r

σ0
x

)
, t, arsinh

(√
2r

σ0
S0

)
, t0

)
d

dx
arsinh

(√
2r

σ0
x

)

=
1√

2π
√

σ2
0 + 2 r x2

√
t − t0

e
− 1

4 r (t−t0)

(
arsinh

( √
2 r

σ0
x
)

−arsinh
( √

2 r
σ0

S0

))2

. (10)
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Function ρ, given by (10), is a solution of Fokker-Planck PDE for HS model
(5):

∂ρ

∂t
+

∂

∂x
(r x ρ) − 1

2
∂2

∂x2

((
σ2
0 + 2 r x2

)
ρ
)

= 0. (11)

The expectation of S (t) is equal to

E [S (t)] =

+∞∫

−∞
x ρ (x, t, S0, t0) dx = S0e

r (t−t0). (12)

The variance of S (t) is equal to

V [S (t)] = E
[
S2 (t)

] − (E [S (t)])2 =

+∞∫

−∞
x2 ρ (x, t, S0, t0) dx − S2

0e2r (t−t0)

= S2
0e4 r (t−t0) +

σ2
0

4 r

(
e4 r (t−t0) − 1

)
− S2

0e2r (t−t0). (13)

Obviously, if t → t0 then E [S (t)] → S0, V [S (t)] → 0, which means that
S (t0) has Dirac delta distribution concentrated at point S0.

As can be seen from Fig. 2, the distribution of S (t) in HS model (5) exhibit
fatter tails, compared to distribution in BS model (1).

0.5 1 1.5 2

0.5

1

1.5

0
x

ρ (x)

BS model
SL model
CR model
HS model

Fig. 2. P.d.f. in local volatility models (t = 1, S0 = 1, t0 = 0, r = 7%, σ0 = 30%)
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4 Option Pricing in HS Model

In HS model (5) European call option price c (S, t,K, T ) satisfies Black-Scholes-
Merton PDE

∂c

∂t
+ r S

∂c

∂S
+

1
2

(
σ2
0 + 2 r S2

) ∂2c

∂S2
− r c = 0 (14)

with boundary condition c (S, T,K, T ) = max (S − K, 0) and can be determined
according to Feynman-Kac formula as

c (S, t,K, T ) = e−r(T−t)E [max {S−K, 0}] = e−r(T−t)

+∞∫

K

(x − K) ρ (x, T, S, t) dx.

(15)
Changing variable x in (15) to

u =
1√

2 r (T − t)

(
arsinh

(√
2 r

σ0
x

)
− arsinh

(√
2 r

σ0
S

))

we calculate European call option price as follows

c (S, t,K, T ) =
1
2

S
(
Φ

(√
2 r (T − t) − K∗

)
+ Φ

(
−

√
2 r (T − t) − K∗

))

+
1
2

√
σ2
0

2 r
+ S2

(
Φ

(√
2 r (T − t) − K∗

)
− Φ

(
−

√
2 r (T − t) − K∗

))

− e−r (T−t)K Φ (−K∗) , (16)

where

K∗ =
1√

2 r (T − t)

(
arsinh

(√
2 r

σ0
K

)
− arsinh

(√
2 r

σ0
S

))
.

From Fig. 3 it follows that European call options in HS model (5) are more
valuable than identical options in BS model (1) when asset price is near strike
price (option is “At-The-Money”).

5 Breeden-Litzenberger Formula in HS Model

The relationship between European call options prices c (S, T,K, T ) and
risk-neutral transition probability density function ρ (x, t, S0, t0) is given by
Breeden-Litzenberger formula [20]:

∂2c

∂K2
= e−r (T−t) ρ (K,T, S, t) . (17)
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c (S, t, K, T )
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HS model

Fig. 3. European call option prices in local volatility models (t = 0, K = 1, T = 1,
r = 7%, σ0 = 30%)

Let us check if formula (17) holds true for HS local volatility model. First, we
receive

∂c

∂K
=

(
−S cosh

(
K∗√2 r (T − t)

)
−

√
σ2
0

2 r
+ S2 sinh

(
K∗√2 r (T − t)

)
+ K

)

· e− 1
2 (K∗2+2 r (T−t))

√
2π

√
T − t

√
σ2
0 + 2 r K2

− e−r (T−t) Φ (−K∗) .

Since K∗ can be represented as

K∗ =
1√

2 r (T − t)
ln

√
2 r K +

√
σ2
0 + 2 r K2

√
2 r S +

√
σ2
0 + 2 r S2

,

we receive that

K − S cosh
(
K∗√2 r (T − t)

)
−

√
σ2
0

2 r
+ S2 sinh

(
K∗√2 r (T − t)

)
≡ 0,

hence
∂c

∂K
= −e−r·(T−t) Φ (−K∗) .

And further

∂2c

∂K2
=

∂

∂K

(
−e−r·(T−t) Φ (−K∗)

)
= −e−r·(T−t) ϕ (−K∗) (−1)

∂K∗

∂K
,

∂K∗

∂K
=

1√
T − t

1√
σ2
0 + 2 r K2

, ϕ (x) =
1√
2π

e− 1
2x2

,
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so Breeden-Litzenberger formula (17) holds true for HS local volatility model:

∂2c

∂K2
= e−r (T−t) ϕ (K∗)

1√
T − t

1√
σ2
0 + 2 r K2

= e−r (T−t)ρ (K,T, S, t) .

6 Dupire Formula in HS Model

The Dupire formula [4,21] gives us an opportunity to obtain the volatility func-
tion σ (K,T ) in a local volatility model from European call option price function
c (S, t,K, T )

σ (K,T ) =

√
∂c
∂T + r K ∂c

∂K
1
2 K2 ∂2c

∂K2

. (18)

Omitting some tedious calculations, we receive the numerator of the fraction in
(18) as

∂c

∂T
+ r K

∂c

∂K
=

1
2

ϕ (K∗) e−r (T−t)

√
σ2
0 + 2 r K2

√
T − t

,

hence the expression under a square root sign in (18) is equal to

∂c
∂T + r K ∂c

∂K
1
2 K2 ∂2c

∂K2

=
1
2 ϕ (K∗) e−r (T−t)

√
σ2
0+2 r K2
√

T−t
1
2 K2 e−r·(T−t) 1√

T−t
√

σ2
0+2 r K2

ϕ (K∗)
=

σ2
0 + 2 r K2

K2

and Dupire formula recovers the correct expression for volatility function in HS
local volatility model:

σ (K,T ) =

√
σ2
0

K2
+ 2 r.

7 Conclusion

We presented a hyperbolic-sine local volatility model including the transition
probability density function as an exact solution of Fokker-Planck PDE and
the European call option pricing formula as an exact solution of Black-Scholes-
Merton PDE. Hyperbolic-sine local volatility model captures some aspects of
the volatility smiles and can be used for pricing different types of options. The
model can also be used for credit risk estimation in structural credit risk models.
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Abstract. This article treats the use of modern information technolo-
gies in the classroom educational process. It emphasizes the need to
combine symbolic and visual mathematics, describes the problems asso-
ciated with this issue, provides a review of the existing systems and a list
of the requirements a modern mathematical visualization system must
meet. The article is conceived as a manifesto for the use of mathemat-
ical visualization in education. The article then goes on to describe the
developments of the authors’ research group. The functionality of visual-
math.ru website is described. This resource contains an ample collection
of visual and text modules for teachers to create presentations based
largely on visual materials. The most important part of the article is
the description of fast and powerful JavaScript visulatization libraries
developed specifically for the project: Skeleton and Grafar. The former
is designed to display two-dimensional graphs, while the latter visualizes
three-dimensional objects with transparency and illumination effects.
Both libraries are capable of processing large element sets in near-real
time. In conclusion, selected examples of visualizations created using the
libraries use are provided, including the ones used in courses on mathe-
matical analysis and analytical geometry.

Keywords: Information technologies in the education · JavaScript
graphics libraries · Mathematical analysis

1 Motivation

1.1 Images in Mathematics

Images in mathematics bridge the gap between symbolism and imagination.
David Hilbert [3] notes the conflict between the two trends: mathematicians
strive for a logically consistent symbolic abstraction while trying to maintain
intuitive understanding of a problem. In ancient India geometric conjectures
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were proven in a very peculiar manner. Having formulated the premise, the
mathematician plotted the shapes necessary for the proof, provided brief com-
ments, and wrote “Watch!” afterwards. It was assumed that the person willing to
understand the problem at hand can do so himself by studying the images pro-
vided, with no further explanation [7]. As an example, we include a plot (Fig. 1)
attributed to Ganesha, 16th century [30].

Fig. 1. An illustrated explanation of the area equality between a circle and a rectangle
with sides equal to the radius and the half-arc length.

1.2 Symbolic Mathematics

However, after that period the dominant method in mathematics began to
change. René Descartes’ works on algebraic geometry have turned mathematics
into a primarily symbolic science. Images were reduced to guesswork and exam-
ple aids, losing the role of the primary means of proof. By the end of the 19th
century the discovery and further studies of the more abstract objects, such as
abstract algebras and higher-dimensional spaces, had made mathematics even
less intuitive. Nowadays the less-formal studies would not be considered real
mathematics.

Symbolic description of mathematical objects is precise but it takes a lot
of training to gain intuition into symbolic manipulations. Scientists can easily
lose track of the real-world problem they are solving and come to an absurd
conclusion. The key skill of an applied mathematician is correlating the abstrac-
tion with the reality. Even in pure mathematics the studies of abstract concepts
begin by studying special cases that are easy to understand [2,5]. A famous Rus-
sian mathematician and educator Vladimir Arnold referred to mathematics as
“experimental science” [11]. Visualization can help resolve these issues. Science
is easier and more humane with images. A layman unfamiliar with the notation
can readily see similarities between real-world objects and charts, which is a key
to introducing younger students to advanced mathematical concepts.

In Sect. 2.1 we highlight the importance of computer technologies in educa-
tion. In Sects. 2.2, 2.3 and 3.1 we describe the current state of interactive images
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in classical mathematical education. At the same time, we introduce technical
constraints on an interactive system suitable for educational use. A list of pop-
ular educational tools that could fit these requirements is provided in Sect. 3.2.
After that, we describe our own technical developments in Sects. 3.3 and 3.5.
Finally, we show some examples created with these libraries.

2 Visualization in Education

2.1 Computer Technologies in Pedagogy

Computers are responsible for several effects that would transform education in
the years to come. Computer Algebra Systems (CAS) and Automated Theorem
Proving (APT) software are already capable of solving well formalized problems
intractable to humans in an efficient and correct manner. Solutions to numerous
problems not solvable symbolically (most prominently, differential equations,
including scientific and engineering applications) can be approximated using
numerical computing. Future mathematicians need not be trained to carry out
computations according to a predefined algorithm with no errors — computers
are better suited for such tasks. The key skill of a mathematician working in
the industry is to formalize applied problems and to validate the sanity of the
computer-produced solution. Mathematical education can no longer ignore these
trends, and therefore it needs visualization.

On the other hand, computers can tackle the task of visualizing complex
objects with ease. Contemporary scientists process and analyze billions of obser-
vations and publish their findings in a comprehensible format. A study scale
this wide was unimaginable even a couple of decades ago. No more are math-
ematicians bound by the rough, static two-dimensional blackboard. In [10] the
new wave of interest to mathematical imaging is referred to as the “visualization
renaissance”. Another advantage of computer graphics is its inherent interac-
tivity. The users can better understand the model at hand while altering the
parameters and watching the change induced on the image.

Mathematical visualization still has a lot of ideas to borrow from several
connected fields of study. Information graphics is a well-developed and popu-
lar topic of study with a high volume of literature summarizing and describ-
ing best practices (e.g. the works of Edward Tufte, [6]). Theory of automated
visualization is largely confined to proprietary technologies but some academic
works are available and we can expect to acquire further material as the patents
expire. Finally, software developers and psychologists have advanced the the-
ory of human-computer interaction [1,4] and there is no shortage of the most
experimental concepts, such as the use of augmented/virtual reality.

2.2 Problem Statement

In this section we approach to the realm of school and university education.
Currently, students and children are dominantly visual learners. However, visual



14 A. Karpov et al.

materials are scarce in classrooms, mostly due to technical and methodologi-
cal difficulties. In the best case, blackboard sketches or presentations are used.
Movement is usually displayed schematically. We believe that using computer
technologies can greatly boost the students’ understanding of the material and
must therefore be pursued by all means.

Several libraries of visual materials exist worldwide such as MIT Open
Course Ware , [12], The d’Arbeloff Interactive Mathematics Project ,
[13] etc. Powerful information systems such as Wolfram Mathematica , [14]
allow their users to create new materials themselves. However, the primary focus
of our work is lecture use, and the described solutions are require adaptation for
such cases. Mathematics has a wide array of remarkable pedagogical findings,
scattered throughout the diverse courses, with powerful geometrical ideas beside
them. Unfortunately, the vast majority of these has not been illustrated, while
the rest can be improvement hugely by uncapping the potential of computed-
driven interactive visualization.

2.3 An Interactive System Concept

Our task is to create a framework that allows students understand the educa-
tional material deeper. The following diagram shows the current state of the
education process:

listen / read −→ learn the theorem and its proof −→
−→ memorize or remember.

After the listening/read step, we suggest that the students should look at
visual explanation of theorems and statements or even to interact with these
images. It helps a person understand the subject better and positively impacts
the effectiveness and the duration of remembering the educational material.

The importance and the quality of illustrations are also emphasized in mod-
ern mathematical textbooks distributed by OpenStax, [17].

A large library of so-called visual modules shall be developed soon, covering
at least classical mathematical courses. Each module must include well-arranged
and relevant text.

In addition, there must be a convenient and easy-to-use web platform storing
the visual modules library. The platform is supposed to be used by both students
and lecturers. The lecturers should have access to the library that can be used
to construct a presentation for coming lectures. Later the presentation is to be
demonstrated during a class using the lecturer’s computer or mobile device.

At the same time all students with student accounts log in to the platform
using their mobile devices, find the lecturer in the list, and connect to the current
lecture broadcast. The state of the web page on a student’s device is synchronized
with the lecturer’s page. The lecturer comments the slides content and proves
the theorems/statements, while also showing the visual modules integrated into
the lecture.
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The lecturer is able to ask questions or conduct tests during the lecture via
the platform. In a short time, they can see the statistics of answers including the
number of participants and the number of people who picked a specific option.
These interactive tests help lecturers get an instant feedback and thus adjust
the course effectively.

3 The Design Requirements and an Overview of the
Existing Solutions

3.1 What Should a Visualization System Be Like

A good mathematical visualiazation system bridges the gap between the logic
and the intuition. Developing such a system is an inherently interdisciplinary
endeavor, taking cues from formal systems, numerical methods, programming,
and visual design. It is very rare for a single person to be acquainted with all of
these areas, let alone be proficient in these. This calls for a higher-dimensional
programming interface that is easily usable by people trained in mathematics
with sensible visual defaults, and encouraging simple programming.

The system should make use of its underlying media, the computer. To help
the users explore complex mathematical objects, the system should not only
be interactive but also function in real time. Another use case computers excel
at is creating three-dimensional graphics. As such, computer adds two usable
dimensions to a printed graphic: one spatial and one temporal. It will take us, the
scientific community, a lot of time to unleash the full potential of this freedom.

The use of the system in education adds further design constraints. As the
education should be free and generally available, the system should be cross-
platform and accessible, with no major functional deficiencies, on low-end and
mobile devices.

To sum up, here is a brief list of design constraints along with the relevant
solutions:

• ease of use: high-level interface with sensible defaults;
• availability: a JavaScript program works across all major devices, aided by

the browser runtime;
• fast 2D graphics: rely on Scalable Vector Graphics (SVG) [35] for interop-

erability with standard web technologies and ease of distribution;
• 3D graphics: WebGL technology. Compatibility with legacy browsers should

be provided via canvas or SVG fallbacks [36,37];
• interactivity: efficient computational models.

3.2 Overview of the Existing Systems

Major computer mathematical systems support plotting out of the box. Maple
[15], MatLab [16], Mathematica [14] are powerful, widely adopted packages. How-
ever, their use in educational visualization is limited: even the special educational
licenses are expensive, mobile device support is lacking, and the users need to
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learn a special programing language. Open-source alternatives, such as R [18],
Octave [19], Julia [20], only solve the license cost issue.

Mathematical libraries for general-purpose programming languages offer a
more pragmatic alternative. SciPy [21] and matplotlib [22] have emerged as
the go-to data analysis tools following the increased popularity of python as a
scientific computing language. While this is great step forward, python programs
are still not easily distributed, especially for mobile devices. Lately there has
been a lot of enthusiasm around combining a python back-end with the browser
interface using Jupyter and JavaScript extensions such as Bokeh but this solution
still offers only limited interactivity.

Distributing visualizations as images and videos is adequate for some cases
but offers little to no interactivity to the end user. Computers are capable of
much more. Finally, these visualizations still need to be generated somehow —
presumably using one of the aforementioned mathematical packages.

The golden standard of web-based visualization is set by d3.js [23], the eighth
most starred library on GitHub as of September 2018. The library is built
using JavaScript programming language and conventional web technologies. This
enables the end users to freely interact with the data looking for interesting pat-
ters. While d3 could be our library of choice, it still lacks in certain aspects.
The system is built on vector graphics, and displaying three-dimensional objects
is not possible without serious rework. Approximating algebraic objects with
datasets is a separate complex task not handled by d3.

There are several online systems for mathematical visualization. Desmos
offers no 3D capabilites. GraphyCalc [24] only supports explicit functions of
two variables. Wolfram Alpha [25] delegates computations and rendering to a
server back-end, limiting real-time client interactivity. MathBox is, as of 2018,
still an early prototype with unclear development status. Finally, GeoGebra is
the system most suitable for our use case but the 3D support appears to be an
afterthought.

As shown in this section, the solutions available do not meet our design
constraints. In the following sections we go on to describe our own solutions to
the problem — JavaScript libraries Skeleton and Grafar Sect. 3.5, suitable for
2D and 3D mathematical visualization, respectively.

3.3 VisualMath.ru Web Application

A discussion of mathematical visualization is inseparable from the educational
use cases. As stated in Sect. 2.3, we keep in mind the typical scenario we have all
participated in. The students attend the lecture where the lecturer walks them
through the necessary theory, supporting his arguments with illustrations.

Our team has already developed a functional prototype of the system
described in [46]. It is a conventional client-server application consisting of a
REST API and a single page application (SPA). We have chosen the SPA app-
roach because it is well suited for the massively interactive concepts described
in Sect. 2.3.
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Apart from our custom-made solutions, the application relies heavily on
KaTeX for client-side TeX rendering [27]. While omitting some of the more
advanced TeX features, it offers an improved performance over MathJax, [28,29].
This library also powers the popular online learning platform, Khan Academy.

Developing a content management interface for lecturers is another high-
priority goal of our project. Mathematics professors are often conservative when
it comes to technology. Few of us can be truly called open minded. To capture
the attention of this audience, we need to put a lot of effort into the ease-of-
use. The concept is fairly simple: a lecture is a board, onto which a lecturer
places colored cubes, each representing some content module. The content types
supported include but are not limited to, illustrations, theoretical blocks, tests.
Having assembled the lecture, the content editor proceeds to edit the modules.
Importing educational content from the editor’s computer is also supported.

The web application prototype implements many of the ideas described. The
users can create and edit lectures, show the visual modules to the audience, and
run tests to evaluate the students’ understanding of the topic (see Fig. 2).

Fig. 2. Creating a lecture on visualmath.ru

For even further immersion of the students, our team has developed an
Android application that can be used to view the lectures [38]. The iOS appli-
cation is currently under development.

3.4 Grafar, a Library for Three-Dimensional Interactive
Visualization

Grafar is a JavaScript library for creating interactive three-dimensional visual-
ization developed specifically for VisualMath.ru project. As opposed to Wolfram,
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the library works in a browser with no proprietary plug-ins. Grafar is also among
the fastest visualization libraries: the tests with computing explicitly defined
surfaces over 1000 × 1000 grid have shown usable performance of 30 frames per
second.

Grafar is designed from the ground up for mathematical visualization, fea-
turing a high-level interface for working with analytical objects. Instead of gen-
erating the dataset to be displayed ad-hoc, the developers define the values of
free variables along with their mappings. This model encourages very concise
and readable code:

const x = grafar.range(−1, 1, 100).select(); const y = grafar.range(−1, 1,
100).select(); const z = grafar.map([x, y], (x, y) => Math.cos(x) * Math.sin(y));
grafar.pin([x, y, z], surfContainer);

The system relies on a three-step conceptual model of visualization:

• Find an algorithmic form of the objects, compile functions for efficient use on
numeric arrays;

• Sample the free variables and find a finite set of points that reasonably approx-
imate the object;

• Render the dataset, respecting inter-point topology.

Theoretically, any visualization library (d3, highcharts, echarts) can be used
for the rendering step through custom bindings. However, the problem with
plugging generic statistical visualization systems is their focus on aggregated
representations over performance. While such preprocessing makes sense when
helping users make sens of massive statistical datasets, it is useless for algebraic
objects. The primary mathematical use-case is displaying thousands of points
moving unpredictably every frame. The existing SVG-based libraries are simply
inadequate for this scenario.

Numerical computing, even in the simplest form of applying a complex func-
tion over a set of points is not a classical web-development problem either. Gra-
far uses a concept called Reactive Programming (RP) to efficient implement
real-time updates. This paradigm has made its way into mainstream front-end
programming lately: the massively popular Vue.js framework [31] uses pull-based
RP (the submodel Grafar also uses), while the more experimental cycle.js [33]
pushes further the original electrical engineering metaphor. RxJS [32] is the go-
to library for state management in Angular applications, with versions for all the
major languages developed by Microsoft. While handling complex systems with
interconnected dependencies, reactive programming still manages to be easy for
the less-technical users: this is the model used by Microsoft Excel to recompute
the formulas on source cell updates. Architects employ a visual programming
software, Grasshopper, for designing procedural buildings.

Reactive Programming is an umbrella term for programming techniques using
explicit Data Flow Graph (DFG). The nodes of such a graph replace the con-
ventional variables, with the edges connecting the variables that depend on one
another. This allows for reliable and efficient updates of all the dependent vari-
ables when a free variable changes — we locate the node’s children and recom-
pute their values, repeating recursively. Not only does this avoid unnecessary
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recomputation of those variables that do not depend on the changed one but
it also allows dead code elimination and automatic parallelization. Finally, as
a declarative technique, reactive programming is easy to understand for those
already familiar with mathematical notation.

Unfortunately, the existing JavaScript libraries for reactive computations
can not be readily used for data volumes of the magnitude encountered rou-
tinely in mathematical visualization and numerical computing. Connecting the
SciJS ecosystem developed for numerical computing with reactive programming
presents an exciting challenge for the open source community, if only too spe-
cialized for mainstream adoption.

Finally, Grafar uses WebGL for fast rendering. This technology allows the
browser to access the GPU, unleashing the power of massively parallel compu-
tations to update the image in real time. Vector graphics used by d3 can not be
used to display a large number of objects, while with the native canvas API we
are still stuck in the single browser thread for projecting the multidimensional
data onto the viewport. There is a multitude of specialized WebGL libraries,
most prominent in cartography — MapboxGL.JS and deck.gl are two popular
examples.

While the mathematical and scientific imaging possesses a distinctive visual
style setting it apart from the commercial information graphics, this more often
than not arises unintentionally from the lack of care. Scientists do not assign sig-
nificant weight to matters of “aesthetics”, often falling back to the default values
of their chosen plotting library and validating this behavior by their fellow aca-
demics. However, the right choices of representations and color maps can make
all the difference. Grafar can be used to display higher-dimensional objects in
various ways: through small multiples, parallel coordinates or coloring. Optimal
color maps can be generated by standalone packages, yielding more attractive
and comprehensible results.

Thanks to its massive performance and layered architecture, Grafar can also
be used for generic data visualization tasks. Discrete mathematical objects, such
as digital signal processing or graph theory, are not out of reach either. Datasets
with hundreds of thousands observations can be displayed with a usable frame
rate even on lower-end mobile devices.

A stable version of Grafar is distributed through npm, the de-facto pack-
age manager of JavaScrtipt development. Source code, written in TypeScript, is
available on github, [34].

3.5 Skeleton

Another part of our work is the library for two dimensional visualization called
Skeleton. It is a foundation for many of our 2D programs. The library implements
our other idea — state synchronization between the lecturer’s computer and the
student’s one. If a lecturer changes coordinates of a graph, moves some elements
or interacts with buttons and sliders then exactly the same changes happen
on computers (or smartphones) of students simultaneously. The core concept of
Skeleton library is being an easy-to-use tool to build mathematical visualizations
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Fig. 3. An example of Skeleton-based program drawing sin(1/x) function.

(e.g. Fig. 3). Later we realized that the library shows itself best when we create
visualization of calculus objects and theorems. Each graph object has its own
API making it simple to change the state. As a result, it allows to create animated
graphs easily [41]. The synchronization is done by WebSocket browser API [43].
This requires the state of each object, including the graph itself, to be serializable
to string. However, the library is not tied to any transport and WebSocket can
be replaced with similar tools, both browser-native and libraries, transferring
data from server to client in real time. For example, it can be WebRTC which
transfers data peer-to-peer [44,45].

4 Results and Conclusion

At the end of the article we provide some example visualizations from the Visual-
Math.ru project. Most of them are from the calculus course. Because of our
teaching background, this area is better represented in our project than the
other university and school courses.

In the first part, there are images of 2D library Skeleton. For some of the
images we also comment on rendering time if there is a large number of elements.
We used a laptop with Intel Core i5 2.3GHz, 8Gb RAM. This setup is typically
cost less then 1000$ and usually available for many laptop owners.

In the second part we provide examples of Grafar visualizations. One of the
examples contains a comparison with a similar image created in MathWorks’
MATLAB.
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Fig. 4. The sequence xn = sinn in logarithmic scale.

4.1 Examples of Skeleton Programs

The first program shows the sequence xn = sin(n) in logarithmic scale. The
image shows the first 50000 elements of the sequence. The rendering time was
1232ms.

The image (see Fig. 4) is an example of a sequence having the closed interval
[−1, 1] as a set of subsequential limits. In our opinion, the image can help to see
this fact clearly.

The next object is a slightly modified Thomae’s function in the open interval
(0, 1) also known as Riemann function or popcorn function (see Fig. 5).

R(x) =

{
(−1)n

n , x = m
n ∈ Q,

0, x ∈ R \ Q.
(1)

Fig. 5. Thomae’s function in the open interval (0, 1).

The Fig. 5 shows that the function is continuous in every irrational point and
discontinuous in every rational point. Also it has a supremum and infimum for
every interval of the real axis.
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A modified Tomae’s function is:

R̃(x) =

{
n, x = m

n ∈ Q,

0, x ∈ R \ Q.
(2)

The new function (see Fig. 6) is notable because it is finite but not bounded on
any numeric interval. Even a geometrically intuitive person can hardly imagine
the appearance of the function. The figure shows all the points in the interval
(0, 1) with the denominator not exceeding 1000. The rendering time was 5005ms.

Fig. 6. The modified Tomae’s function in (0, 1).

The last figure (see Fig. 7) was captured in the program demonstrating a
property of differentiable functions to be linear close to differentiable points.
The figure also shows the control elements (dropdowns and buttons) that a
lecturer or a student can use to see the property in an animation.

Unfortunately, the animations cannot be shown in this article. You can find
some of the animations on a web site «A Programmer Library». For example,
our work «9 GIFs on numerical sequences» [40,41].
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Fig. 7. The function y = x · sin 1
x

is not differentiable at x = 0.

4.2 Grafar Examples

The figure below shows a volume bounded by the following surfaces:

V = {(x, y, z) | x ≥| z |

x = z2 + x2,

2x = z2 + x2,

0 ≤ y ≤ 3 − z2 − x2}
The left picture of the Fig. 8 shows the domain and the bounding surfaces.

The right picture is a projection of the cut orthogonal to the axis Oy to the xOz
plane. The program allows to move the cut, the projection. The bounding lines
change in real rime.

The next example visualizes the method of Lagrange multipliers. The prob-
lem is to find a local maximum of a function f(x, y) = 2x + 3y subject to a
condition x2 + y2 = 1. The function describes a plane and the condition is a
cylinder.

The Lagrange functions for this problem are paraboloids of revolution
(depending on the multiplier’s sign upward- or downward-facing). They have
unconditional minimum and maximum at the points of the conditional extremum
of the given problem (Fig. 9).
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Fig. 8. An illustration on triple integrals

Fig. 9. An illustration on Lagrange multiplier method

The next image illustrates a topic from analytic geometry.
The Fig. 10 shows a one-sheet hyperboloid

x2

a2
+

y2

b2
− z2

c2
= 1.

The program allows to change all the three parameters of the surface in a
real time – a, b, c. Students can see how these variables affect the surface.

The last figure compares how the surface looks in

x2 + y2 + z2 = a2, x2 + y2 + z2 = b2, x2 + y2 = z2,

x ≥ 0, 0 < a < b,
(3)
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Fig. 10. A one-sheet hyperboloid

Fig. 11. Scope (3), depicted in the Grafar library.

Grafar (Fig. 11) and in The MathWorks Matlab, [16], (Fig. 12).
As the image beauty is a rather subjective concept, we note that in our

project we could not use Matlab system for the reasons described in the part
Sect. 3.2. First of all, because Matlab does not work in the browser.
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Fig. 12. Scope (3), depicted in the MathWorks Matlab.

Acknowledgements. Authors should note that a very large number of people worked
on the project described in this article. Basically these were A. Nikitin’s students, who
wrote their course works and theses on this topic. We express our deep gratitude to
all of them. We would like to single out among them people who participated in the
creation of the illustrations involved in this article: N. Kondrashov, A. Korytova, A.
Anokhin, M. Gritsaev, I. Kushnir, A. Shemendyuk and M. Lukashova.

References

1. Eick, S.G., Wills, G.J.: High interaction graphics. Eur. J. Oper. Res. 81(3), 445–459
(1995)

2. de Guzman, M.: The role of visualization in the teaching and learning of mathe-
matical analysis (2002)

3. Hilbert, D., Cohn-Vossen, S.: Geometry and the Imagination, vol. 87. American
Mathematical Society (1999)

4. Karadag, Z.: Improving online mathematical thinking. In: 11th International
Congress on Mathematical Thinking in Elementary and Advanced Mathematics.
Educational Studies in Mathematics, vol. 38, pp. 111–113 (2011)

5. Polya, G.: How to Solve It: A New Aspect of Mathematical Method. Princeton
University Press, Princeton (2014)

6. Tufte, E.R., Graves-Morris, P.R.: The Visual Display of Quantitative Information,
vol. 2. Graphics Press, Cheshire (1983)

7. Uspenskiy, V.A.: Appologiya matematiki (sbornik statej). ANF, Moscow (2017).
(in Russian)

8. Vickers, P., Faith, J., Rossiter, N.: Understanding visualization: a formal approach
using category theory and semiotics. IEEE Trans. Vis. Comput. Graph. 19(6),
1048–1061 (2013)

9. Ziemkiewicz, C., Kosara, R.: Understanding information visualization in the con-
text of visual communication. Technical report, Technical Report CVCUNCC-07-
08 (2007)

10. Zimmermann, W., Cunningham, S.: Editors’ introduction: what is mathematical
visualization. In: Visualization Teaching Learning Mathematics, pp. 1–7 (1991)

11. Arnold, V.I.: Experimentalnaya matematika. FAZIS, Moscow (2005). (in Russian)



On Mathematical Visualization in Education 27

12. MIT Open Course Ware. https://ocw.mit.edu/
13. The d’Arbeloff Interactive Mathematics Project. http://web.mit.edu/edtechfair/

projects/interactive-math.html
14. Wolfram Mathematica: Modern Technical Computing. https://www.wolfram.com/

mathematica/
15. Maple for STEM Education & Research - Maplesoft. https://www.maplesoft.com/

MapleEducation/
16. MathWorks - MATLAB & Simulink. https://www.mathworks.com/products/

matlab.html
17. OpenStax Access. The future of education. 1999–2018, Rice University. https://

openstax.org/subjects/math/
18. R: The R Project for Statistical Computing. https://www.r-project.org/
19. GNU Octave. https://www.gnu.org/software/octave/
20. The Julia Language. https://julialang.org/
21. SciPy.org. https://www.scipy.org/
22. Matplotlib: Python plotting. https://matplotlib.org/index.html
23. D3.js - Data-Driven Documents. https://d3js.org/
24. GraphyCalc - 3D Graphing Calculator. http://www.graphycalc.com/
25. Wolfram|Alpha: Computational Intelligence. http://www.wolframalpha.com/
26. Michael Mikowski, Josh Powell - Single Page Web Applications: JavaScript end-

to-end (2013)
27. Khan/KaTeX: Fast math typesetting for the web. https://github.com/Khan/

KaTeX
28. KaTeX and MathJax Comparison Demo. https://www.intmath.com/cg5/katex-

mathjax-comparison.php
29. KaTeX - a new way to display math on the Web. https://www.intmath.com/blog/

mathematics/katex-a-new-way-to-display-math-on-the-web-9445
30. Yushkevich, A.P.: The History of Mathematics in the Middle Ages. Fizmatlit,

Moscow (1961). (in Russian)
31. Reactivity in Depth — Vue.js. https://vuejs.org/v2/guide/reactivity.html
32. Angular - The RxJS library. https://angular.io/guide/rx-library
33. Cycle.js. https://cycle.js.org/#-functional-and-reactive
34. Grafar 4 GitHub. https://github.com/thoughtspile/Grafar/
35. Scalable Vector Graphics (SVG) Full 1.2 Specification. https://www.w3.org/TR/

SVG12/
36. HTML Canvas 2D Context. https://www.w3.org/TR/2dcontext/
37. WebGL 2.0 Specification. https://www.khronos.org/registry/webgl/specs/latest/

2.0/
38. MaximPestryakov/visualmath-android. https://github.com/MaximPestryakov/

visualmath-android
39. cherurg/skeleton: The drawing mathematical 2D visualizations. https://github.

com/cherurg/skeleton
40. Programmer’s library. https://proglib.io/
41. 9 gifs, which illustrate numerical sequences | Programmer’s library (in Russian).

https://proglib.io/p/sequences/
42. 9 gifs, clearly illustrating the notion of differentiability | Programmer’s library (in

Russian). https://proglib.io/p/diff/
43. RFC 6455 - The WebSocket Protocol. https://tools.ietf.org/html/rfc6455
44. WebRTC 1.0: Real-time Communication Between Browsers. https://www.w3.org/

TR/webrtc/
45. Can I use... WebRTC. https://caniuse.com/#search=webrtc
46. VisualMath.ru: Platform for the blended learning. http://www.visualmath.ru/

https://ocw.mit.edu/
http://web.mit.edu/edtechfair/projects/interactive-math.html
http://web.mit.edu/edtechfair/projects/interactive-math.html
https://www.wolfram.com/mathematica/
https://www.wolfram.com/mathematica/
https://www.maplesoft.com/MapleEducation/
https://www.maplesoft.com/MapleEducation/
https://www.mathworks.com/products/matlab.html
https://www.mathworks.com/products/matlab.html
https://openstax.org/subjects/math/
https://openstax.org/subjects/math/
https://www.r-project.org/
https://www.gnu.org/software/octave/
https://julialang.org/
https://www.scipy.org/
https://matplotlib.org/index.html
https://d3js.org/
http://www.graphycalc.com/
http://www.wolframalpha.com/
https://github.com/Khan/KaTeX
https://github.com/Khan/KaTeX
https://www.intmath.com/cg5/katex-mathjax-comparison.php
https://www.intmath.com/cg5/katex-mathjax-comparison.php
https://www.intmath.com/blog/mathematics/katex-a-new-way-to-display-math-on-the-web-9445
https://www.intmath.com/blog/mathematics/katex-a-new-way-to-display-math-on-the-web-9445
https://vuejs.org/v2/guide/reactivity.html
https://angular.io/guide/rx-library
https://cycle.js.org/#-functional-and-reactive
https://github.com/thoughtspile/Grafar/
https://www.w3.org/TR/SVG12/
https://www.w3.org/TR/SVG12/
https://www.w3.org/TR/2dcontext/
https://www.khronos.org/registry/webgl/specs/latest/2.0/
https://www.khronos.org/registry/webgl/specs/latest/2.0/
https://github.com/MaximPestryakov/visualmath-android
https://github.com/MaximPestryakov/visualmath-android
https://github.com/cherurg/skeleton
https://github.com/cherurg/skeleton
https://proglib.io/
https://proglib.io/p/sequences/
https://proglib.io/p/diff/
https://tools.ietf.org/html/rfc6455
https://www.w3.org/TR/webrtc/
https://www.w3.org/TR/webrtc/
https://caniuse.com/#search=webrtc
http://www.visualmath.ru/


Cognitive Computing Cybersecurity: Social
Network Analysis

Alimbubi Aktayeva1,3(&) , Rozamgul Niyazova2 ,
Gulshat Muradilova1 , Yerkhan Makatov3 ,

and Ulzhan Kusainova3

1 Sh. Ualikhanov, Kokshetau State University,
Abay Str. 76, 020000 Kokshetau, Kazakhstan
aaktaewa@list.ru, mgs@mail.ru

2 L. Gumilyov Eurasian National University,
Satpayev Str. 2, 010008 Astana, Kazakhstan

rozamgul@list.ru
3 Abay Myrzakhmetov Kokshetau University,
Auezov Str. 189, 020000 Kokshetau, Kazakhstan
erhanmk@list.ru, ulzhan97@mail.ru

Abstract. The structure and basic principles of technology for increasing the
probability of identifying subjects of information processes of open Internet
resources based on ontology methods are considered. Based on this ontology the
knowledge base intended for creation of the program systems supporting
ensuring information security has been realized. The first step in building the
domain theory is a formal description of the domain ontology, i.e. the meaning
of all used terms specific to the given subject area. Cognitive ontology’s of
subject areas are a tool necessary to achieve high pertinence of information
retrieval and are needed to describe key concepts of a given subject area. The
developed ontological knowledge base has been used when developing the
software complex intended for identification of the user of social networks when
ensuring information security, monitoring and preventing threats. This article is
next in a series of articles by the authors in which they continue to monitor and
analyze the current state and new tendencies in the field of information security
and safety of information.
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Identification � Cognitive computing

1 Introduction

The rapid development of social networks and the ability to collect information from
them led to a marked increase in interest in analyzing social networks and the emer-
gence of new methods that are becoming increasingly popular and are used in various
fields: to search for experts, to recruit a team of specialists, social recommendations,
marketing, communications, advertising and many others.
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Social networks are more and more widely used in the interests of informational
and psychological impact. They provide opportunities in terms of influencing the
formation of public opinion, the adoption of political, economic and military decisions,
affect the information resources of the enemy and the dissemination of specially pre-
pared information.

Thus, the task of collecting information, monitoring and analyzing social networks
for information security is important and relevant. The purpose of this paper is to
review and analyze the main tasks and methods of analyzing social networks used to
detect, prevent and fight threats in social networks (see Fig. 1).

A series of massive data breaches last year saw cybersecurity plant its roots firmly
in the public eye. The risk to organizations is great and is constantly growing. The
simple truth is that threats evolve too rapidly for most cybersecurity systems to keep
pace, and the ever-growing amount of data that companies hold (50% annual growth) is
only increasing the challenge. The Internet of Things promises to exacerbate this
growth even further, bringing with it an explosion in the number of data points. This
explosion brings with it many positives, providing a great resource for organizations to
learn from.

For example, 42% of cybersecurity professionals working at enterprise organiza-
tions claim that they ignore a significant number of security alert, 31% of organizations
forced to ignore security alerts claim they ignore 50% or more security alerts because
they can’t keep up with the overall volume. The 2015 Cost of Data Breach Study by
IBM and the Ponemon Institute found that the average total cost of a data breach rose
from $3.52 million in 2014 to $3.79 million - and it is affecting everyone (see Fig. 2).

Fig. 1. Most famous social network sites worldwide as of July 2018, ranked by the number of
active users (in millions) [22].

Cognitive Computing Cybersecurity: Social Network Analysis 29



Machine learning is useful for automatically detecting “known-known” threats—
the types of infections that have been seen before (see Fig. 3).

Fig. 2. The greatest obstacle to security: budget constraints [22].

Fig. 3. Machine learning in network security: taxonomy [22].
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But its real value, especially in monitoring, encrypted web traffic, stems from its
ability to detect “known-unknown threats - previously unseen variant of known threats,
malware subfamilies, or related new threats” and “unknown-unknown - net-new
malware” threats.

The technology can learn to identify unusual patterns in large volumes of encrypted
web traffic and automatically alert security teams to the need for further investigation.
Behavior analytics tools are also considered useful when locating malicious actors in
networks; 92% of security professionals said these tools work very to extremely well
(see Fig. 4).

Lack of skilled talent tops the list of obstacles in all industries and across all
regions. In 2017, the median number of security professionals at organizations was 40,
a significant increase from 2016’s median number of 33 (see Fig. 5).

Fig. 4. Most security professionals see value in behavioral analytics tools [22].

Fig. 5. Organizations hire more security professionals [22].
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The IoT is still evolving, but adversaries are already exploiting security weaknesses
in IoT devices to gain access to systems—including industrial control systems that
support critical infrastructure. IoT botnets are thriving because organizations and users
are deploying low-cost IoT devices rapidly and with little or no regard for security. IoT
devices are Linux- and Unix-based systems, so they are often targets of executable and
linkable format (ELF) binaries. They are also less challenging to take control of than a
PC, which means it’s easy for adversaries to quickly build a large army [17, 18].

IoT devices operate on a 24-hour basis and can be called into action at a moment’s
notice. And as adversaries increase the size of their IoT botnets, they are investing in
more sophisticated code and malware and shifting to more advanced DDoS attacks.
Between October 1, 2016, and September 30, 2017, Cisco threat researchers discovered
224 new vulnerabilities in non-Cisco products, of which 40 vulnerabilities were related
to third-party software libraries included in these products, and 74 were related to IoT
devices [17, 18] (see Fig. 6).

The current stage of development of society is characterized by the increasing role
of the information sphere, which is a collection of information, information infras-
tructure, entities engaged in the collection, formation, dissemination, and use of
information. Therefore, the tasks of ensuring information security are of particular
importance, and in the course of technical progress, this importance will only increase
[6, 7, 12, 13, 17, 18].

Fig. 6. Third-party library and IoT vulnerabilities [22].
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Among network resources, an increasing role is played by social networks, which,
in addition to performing the function of supporting communication, exchanging
opinions and receiving information from their members, are increasingly becoming
objects and means of information management and an arena of information con-
frontation (see Fig. 7).

Social networks have become an important tool of information influence, including -
to manipulate the person, social groups and society as a whole, as well as the field of
cyberwar.

A social network is a social structure consisting of a set of subjects and a set of
relations defined on it. Formally, a social network is a graph G N;Eð Þ, where N ¼
1; 2; . . .; nf g is a finite set of vertices and E is a set of edges reflecting the interaction of

agents.
Currently, as rightly noted, there is a lack of a systematic presentation of methods

and algorithms for network analysis, suitable for modern social applied research. One
of such promising areas of research in this area is the modeling of information security
systems using ontologies as specifications of this subject area.

Fig. 7. Social Media Stats Kazakhstan, Russian Federation and Worldwide [17, 18].
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Ontologies allow conceptualizing the subject area, formalizing accumulated
knowledge: defining the key concepts of the subject area, defining the semantic rela-
tions between the concepts necessary for setting tasks and describing the processes of
their solution in a given subject area. In addition, the advantage of using ontologies is
the ability to analyze, accumulate and reapply knowledge of the subject area, obtained
from different sources.

What is cognitive computing cybersecurity?
As cyber attacks grow in volume and complexity, artificial intelligence is helping
under-resourced security operations analysts stay ahead of threats. Curating threat
intelligence from millions of research papers, blogs and news stories, artificial intel-
ligence provides instant insights to help you fight through the noise of thousands of
daily alerts, drastically reducing response times. A tremendous amount of security
knowledge resides sailed in different repositories, such as threat intelligence databases,
malware sandbox reports, threat reports released by security vendors, or blogs. Security
analysts are required to search these systems manually, keep track of the findings and
correlate over them to identify actionable insight.

Cognitive computing is a computerized model that simulates human thought pro-
cesses. It is a fundamentally Artificial Intelligence that uses data mining, pattern
recognition, and natural language processing by utilizing both supervised and unsu-
pervised machine learning techniques. This means that, unlike the static systems cur-
rently in place, it evolves as threats evolve, learning from data in real-time to identify
previously hidden patterns and anomalous behavior.

By doing this, it can anticipate changes to the cyber landscape, and pinpoint and
disrupt unknown threats as they arise. It can also identify the many, many false pos-
itives that the data throws up, building a profile of the normal ‘pattern of life’ for an
employee or company, flagging up deviations that could indicate that a system is
compromised. It appears to be missing to self-learn in the same way that the human
brain works. It can help predict and prevent emerging and undocumented security
tatters of time before cognitive computing is a mainstay as a cybersecurity tool. Where
human analysts fit into this, time will tell.

The methodologies and technologies on the Cognitive Cybersecurity research on to
help to detect, understanding and deflecting advanced cybersecurity threats and attacks
on their network. It explores challenging research problems posed by building and
combining Artificial Intelligence and cognitive methods, scalable big data security
analytics as an as graph mining, deep correlation, and provenance analysis, and next-
generation defense mechanisms to gain deep intelligence and insights about cyber
security threats and attacks as well as threat actors. They are as a contextual and
behavioral analysis, machine learning, reasoning, transparent malware analysis, active
defense, and cyber deception layers. Current focus areas on the methodologies and
technologies at the Cognitive Cybersecurity researches are:

1. Artificial Intelligence-powered and cognitive security offense analytics, cyber threat
hunting, and threat intelligence consolidation;

2. Cross-stack cyber deception and active defense techniques;
3. Cybersecurity analytics, event correlation, and provenance tracking on the network

and device-level;
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4. Next-generation malware analysis;
5. Design of high-speed and scalable data collection platforms for real-time and his-

torical security analytics;
6. Security data visualization and penetration testing (see Fig. 8).

Every day, cybersecurity analysts investigate ongoing incidents that could poten-
tially impact their enterprise. To proactively mitigate their risk, they need to stay
current on new types of threats and attack vectors documented in more than 1 million
security bulletins, threat reports and news articles published each year.

They sift through mountains of data, false positives, and ever-morphing malware
and exploits to identify the few security events that are most likely to be problematic
and require fast action.

Advanced analytics and other software tools help security analysts detect anomalies
and determine high-risk threats, but the volume of information combined with the rate
and sophistication of attacks has made it nearly impossible for any single analyst to
keep up. Technology can help, but only to a point.

Traditional security relies primarily on structured data that technology can organize
and analyze—but that only account for 20% of all the data out there. It’s the
unstructured knowledge—the other approximately 80% of data delivered in natural
language that analysts read and discuss all the time—that often proves most valuable in
detecting and stopping threats before they cause harm.

Cognitive computing could tap into and make sense of security data that has
previously been dark to an organization’s defense, enabling security analysts to gain
new insights and respond to threats with greater confidence at scale and speed. Cog-
nitive systems are taught, not programmed, using the same types of unstructured
information that security analysts rely on.

Like an analyst cognitive system are taught, the system can learn as it goes, able to
recognize terms and make connections between them, so it can understand questions
and use reason to provide answers.

Fig. 8. Cognitive system bridge.
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The more Cognitive computing works with actual users, such as clients and
business partners, the more it will understand the context of the information it’s
learning. That means it will not only be able to provide more precise answers, but it
will also make connections between data points that a security analyst may never have
considered.

Cognitive computing can help us keep up with the rate and pace of the threat
landscape, especially in the face of a significant cybersecurity skills shortage. Cyber-
security won’t replace security analysts, but rather will augment their knowledge so
they can more effectively investigate and respond to threats. What would take a security
analyst day or weeks to investigate and Cognitive computing will be able to do in
minutes or hours.

The security analysts using for Cybersecurity could quickly and accurately analyze
graphically representations of emerging threats that might impact their organization.
Since Cybersecurity reads the latest reports and applied them to events in the orga-
nization’s environment, it can respond to natural-language questions. Security pro-
fessionals will be able to be more proactive, spending less time on the mundane and
more on the important work of stopping attacks and protecting their enterprise.

To solve the problem of information retrieval in the social networks of the Internet,
three types of ontologies can be used:

1. Hierarchy of domain ontologies;
2. Ontology of Internet resources;
3. Ontology user (see Fig. 10).

The hierarchy of ontologies of subject domains contains ontologies of sections and
subsections of a certain domain. To implement the proposed approach, we used the
model-theoretic formalization of ontologies [6, 7, 12, 13]. The ontology of the domain
is considered as a pair - signature from the set of key concepts of the domain and the set
of analytical proposals that are true in this subject domain. This set of analytical
proposals determines the meaning of key concepts of the domain (Fig. 9).

Fig. 9. The system component of the program complex for assessing the security of social
networks.
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Pertinence is a measure of search quality; how well the search result satisfies the
user’s information need, i.e. how much the list of resources given by the search engine
corresponds to the information need that the user tried to formulate in this formalized
query. Information need of the user can be expressed in a formalized request with
varying degrees of completeness and accuracy. Achieving high pertinence is the main
task of modern search engines (Fig. 11).

Relevance is a measure of how well a list of results responds to a query; determine
the order in which search results are presented to the user. Relevance is a narrower
concept than pertinence. Distinguish between content and formal relevance - according
to the method of its definition.

Formal relevance is a correspondence determined algorithmically by comparing
the search prescription and the search image of the document, based on the issuance
criterion used in the information retrieval system.

Content relevance - document compliance with the information request, determined
in an informal way.

Fig. 10. Formal model Social networks search information.

Fig. 11. Common quality parameters of the information - search engines.
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Relevance - a binary relation between a formalized query and the response to this
query. The numerical value of relevance depends on three parameters - accuracy,
completeness, and ranking.

Ranking - the correctness of the order in which the list of information search results
is presented.

Accuracy - the proportion of relevant resources among all resources present in the
issue.

Completeness - the proportion of relevant resources present in the issuance among
all relevant resources available on the Internet.

The main goal of the research is to develop methods for increasing the pertinence of
information retrieval. To obtain high pertinence, we must achieve both high adequacy
and high relevance. In order to obtain high adequacy, the user must have:

1. Various and sufficiently rich tools for creating a formalized query;
2. The ability to accurately and fully formulate his information needs.

There are two more characteristics of information retrieval, more deeply revealing
relevance and perinterence. Accuracy is a measure of search efficiency, expressed as
the ratio of the number of relevant resources found to the total number of resources
contained in the search engine output in response to a formalized query.

Completeness is a measure of search efficiency, expressed as the ratio of the
number of relevant resources extracted from the search engine from the Internet in
response to a formalized query, to the total number of relevant resources contained on
the Internet.

Accuracy - the share of pertinent resources among all resources present in the
output, and completeness is the share of pertinent resources present in the issue, among
all the pertinent resources available on the Internet. Obviously, with such a change in
the definitions of completeness and accuracy, their numerical values will also change
for specific results of processing specific requests. To make the research more precise,
you will need to enter a more formal definition of search performance parameters. This
approach is based on the logical analysis of the natural language and the theory of the
speech actions [6, 7, 12, 13]. In the information search we consider three entities:

1. Person - a user who wants to get information;
2. Formalized request;
3. And the last, third is the answer to the request, presented in the form of an ordered

list of found Internet resources.

Therefore, the first step in searching for information is in formulating a request. The
correspondence between the user’s information need and the formalized query deter-
mines the success of the information search. Let us call the correspondence between the
user’s information need and a formalized request, the adequacy of the request.

Cognitive ontologies of subject areas are a tool necessary to achieve high perti-
nence of information retrieval and are needed to describe key concepts of a given
subject area.

The purpose of which is to explicitly define the meaning of terms specific to the
given subject area; Shows a common vision of such subject areas.
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An ontology is an explicit specification of the conceptualization. The need to use
ontologies follows from the general formulation of the problem of modeling discrete
systems presented in Fig. 12.

The simulated search domain will be represented as a set of texts in natural lan-
guage. The task is to build a formal model of this subject area. To do this, you first need
to build the domain theory. The first step in building the domain theory is a formal
description of the domain ontology, i.e. the meaning of all used terms specific to the
given subject area. Let us briefly formulate what the experts mean by the concept of
ontology [8]:

1. The ontology - a tool for modeling reality;
2. The ontology describes a specific subject area;
3. The knowledge represented by ontology should be inter-subjective;
4. The ontology should contain a glossary of key concepts and a specification of their

meaning.

The formal ontology of the subject domain SD is the pair O ¼ A; rh i, where r- a
set of key concepts of the domain and A - a set of analytical proposals describing the
meaning of these key concepts. In the definition of the domain ontology, the set r is the
signature of the ontology. This means that r contains only symbols of concepts.

The set A consists of the definitions of the symbols contained in the signature r. In
addition, r�r Að Þ holds, but not necessarily true r ¼ r Að Þ. This means that the set of
analytical sentences A may contain signature characters that are not symbols of key
concepts in the domain. This can happen when, when describing the meaning of
signature symbols (that is, symbols of key concepts), we use statements that contain
concepts that are not themselves key concepts of a given subject domain.

Definition 1. For the formal ontology O ¼ A; rh i, the set A does not have to be a
theory, i.e. the set A is not necessarily deductively closed.

The simplest type of ontology, defining the meanings of the terms of a certain
subject domain, is a glossary (or thesaurus). Of interest is the question of the possibility
of representing the meaning of key concepts of an arbitrary domain with the help of a
glossary. To answer this question, we consider the formal definition of a glossary of the
subject domain. We give a formal definition of a glossary in theoretical-model terms.
For this, the following definitions and notation are required:

Fig. 12. Statement of the problem of the simulated subject area.
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The signature is a tuple r ¼ P1; . . .;Pn; f1; . . .; fk; c1; . . .; cmh i, where P1; . . .;Pn

are predicate symbols; f1; . . .; fk are symbols of functions (operations); c1; . . .; cm are
symbols of constants (i.e., selected elements).

Let S rð Þ denote the set of all sentences, i.e. formulas without free variables, sig-
natures r.

For a formula /, let / rð Þ be the signature of the formula /, that is, the set of all
signature characters in /. Let r Gð Þ denote the signature of the set of formulas G.

For the set of sentences G by Th Gð Þ ¼ w 2 S r Gð Þð Þ Gj jwf g denote a theory that is
axiomatically by the set of sentences of T. We denote by Th uð Þ ¼ Th uf gð Þ a theory
that is axiomatized by the sentence u.

The symbol � will denote the strict inclusion. That is, A � B means that A�B and
A 6¼ B.

Definition 2. Let r be a signature. The sequence of sentences u1; . . .;un 2 S rð Þ is
called a formal glossary (defining concepts from r), if:

a) r /1ð Þ�r /1&/2ð Þ�. . .�r /1&. . .&/nð Þ ¼ r;
b) adding each new sentence /k conservatively expands the previous set of

sentences, i.e.

Th /1&. . .&/kð Þ ¼ Th /1&. . .&/nð ÞS r /1&. . .&/kð Þð Þ

Conservative expansion means the following: when defining new concepts, they
should not change the meaning of already defined concepts. We have defined the
meaning of the term only when later in the glossary its meaning will no longer be
redefined, in particular, new information essential to its meaning will not be added.
Conservative expansion is a prerequisite in the glossary definition.

Definition 3. We say that a formal glossary /1; . . .;/n represents a set of sentences G
if

Th Gð Þ ¼ Th /1&. . .&/nð Þ

Definition 4. We say that the formal glossary /1; . . .;/n explicitly defines concepts
from r if there are such formulas w1; . . .;wn that for any k[ n, we have

ukþ 1 ¼ 8x P xð Þ $ wkþ 1 xð Þ� �
;

orukþ 1 ¼ 8x f xð Þ ¼ yð Þ $ wkþ 1 x; yð Þ� �
;

or/kþ 1 ¼ 8y c ¼ yð Þ $ wkþ 1 yð Þ� �
;

where P; f ; c 2 rnr /1&. . .&/kð Þ; x - tuple n� kð Þ variables;
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r wkþ 1

� ��r /1&. . .&/kð Þ

The three types of definitions indicated are explicit definitions of the predicate (n-
local relation), functions and constants.

2 Summary

To solve the problem of accurate information retrieval, two approaches are connected:

1. Search engine techniques to provide relevant formal query processing;
2. The Interface of Internet directories to provide the user with a clear and convenient

interface.

The system of rubrics of social networks is based on a hierarchy of ontologies of
subject domains; With the help of this ontology hierarchy, the relevance of the doc-
uments found in the selected domain is achieved.

Pertinence of information retrieval is achieved due to the specification of not only
the subject area in which information is searched but also the type of Internet resource
required, as well as the type of search task that the user wants to solve. For this, the
ontology of the Internet and ontology are using user information retrieval systems.

To solve the pressing cybersecurity challenges of today, we need more creative
approaches, and the only way to find them is to make new connections, that best
describes the value of cognitive computing. The following tools allow us to better
explore the combination of structured and unstructured data, be it customer, security,
maintenance or financial information:

1. Making Connections with Cognitive Security;
2. Learning from Other Industries;
3. Intelligence Analysis;
4. Predictive Maintenance;
5. Risk Management;
6. Embarking on a Cognitive Journey.

In cybersecurity want to evolve past simply finding problems, no matter how fast,
in predicting and preventing them. They want to use intelligence and indicators to take
automatic action on potential threats. To solve the pressing security challenges of today
and tomorrow, we need more creative approaches. Cognitive cyber intelligence threat,
also known as cyber threat intelligence (CTI), is organized, analyzed and refined
information about potential or current attacks that threaten.

Then the development of ontologies of subject domains is carried out on the basis
of a theoretical model approach to the formalization of ontologies. A domain ontology
is represented as a pair - a signature of a domain consisting of key terms and a set of
analytical sentences describing the meaning of key terms of the domain.
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Abstract. By using the example of one rigid boundary value problem for a
second order differential equation on a sphere, we compare our two approaches
for giving construction of approximate solutions. The first approach consists of
using the method of prolongation of the solution by the best parameter. This
approach allows us to substantially decrease the number of steps and increase
stability of the calculation process with comparison to standard methods. The
second approach is linked with the building of an approximated multi-layer
solution to the problem and is based on the use of analytical recurrent rations.
We build those recurrent ratios based on classic numerical methods, applied to
an interval of variable length. In the result, an approximated solution in the form
of a table of numbers is substituted with an approximated solution is the form of
a function, which is easier to use for adaptation, building graphs and other
purposes. Problems related to stiffness of material can be solved by using
solution of singularly perturbed differential equations with applying standard
methods for the numerical solution of ordinary differential equations, however it
can lead to significant difficulties. The first difficulty is the loss of stability of the
computational process, when small errors in individual steps lead to an
uncontrolled increase in the error of computations as a whole. Another difficulty
directly connected with the first one is the need to greatly reduce the integration
step, which leads to a strong slowdown of the computational process. In this
work, it is shown, that both of our approaches successfully cope with indicated
difficulties.
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1 Introduction

Studies related to the solution of singularly perturbed equations began to develop at the
beginning of the 20th century in the works of Prandtl related to the description of the
boundary layer in problems of the motion of a viscous fluid. The formation of the
theory of singularly perturbed equations was also presented in the works of Tikhonov
[2–4]. He first considered the general form of nonlinear equations and systems with a
small parameter with the highest derivative, defined the domain of influence of a
solution of a degenerate equation and a degenerate system, and proved first results on
the proximity of a solution of a degenerate equation (system of equations) to solving
the original problem. He created a well-known scientific school of which Vasilyeva is a
prominent representative. Later, she and her students Butuzov, Tupchiev, Nefedov, and
others developed the theory of singular perturbations for equations containing small
parameters in the higher derivatives. This was done both for ordinary differential
equations and for initial-boundary value problems for partial differential equations. In
the following, singular equations with a small parameter with the highest derivative
will be called singularly perturbed. They obtained fundamental results on the repre-
sentation of solutions of singularly perturbed problems by asymptotic series of special
types. The main results obtained are presented in monographs [5, 6]. In addition to the
consideration of problems with boundary layers, in the works of Vasilyeva, Butuzov,
and Nefedova, problems with contrasting structures (internal boundary layers) were
considered [7]. An overview of the results related to the study of solutions of problems
with contrasting structures is given in [8]. In addition to these works, a significant place
in the study of the existence of solutions of problems with boundary and internal layers
is taken by the monograph of Chang and Howes [9], which outlines the basis of the
apparatus of differential inequalities as applied to the proof of the existence of solutions
of nonlinear boundary singularly perturbed problems and considers many practical
problems applications from mathematical physics. It is also should be noted that today
the apparatus of differential inequalities plays a leading role in the study of the exis-
tence of a solution of singularly perturbed equations. In the theory of singularly per-
turbed equations, differential inequalities were first used by Nagumo [10]. In addition,
we note the contribution to the theory of singular perturbations of S. A. Lomov and I.
S. Lomov, whose monograph [11] contains a mathematical theory of the boundary
layer for linear differential equations in one-dimensional and multi-dimensional cases
for operators with different properties. Earlier, S. A. Lomov published a monograph
[12], in which, in addition to linear differential equations, nonlinear ones were also
considered. The continuation of these results over the past 5 years are many works. We
note the main. The main results in the field of numerical-analytical methods for solving
singularly perturbed equations with boundary and internal layers belong to the school
of Tikhonov. In the works of Butuzov and co-authors, the construction of asymptotes
for singularly perturbed boundary problems (Dirichlet and Neumann) is considered for
elliptic equations with internal and angular boundary layers [13–16], as well as for the
first initial-boundary parabolic equation [sixteen]. The method of differential inequal-
ities is used. In addition, boundary-value problems for ordinary differential equations
with a multi-band inner layer (contrast structures of the splash and step type) are
considered and asymptotic expansions for them are constructed [17].
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In this work a singularly perturbed problem is considered [1]

d2y
dx2

¼ F x; y; y0ð Þ; y 0ð Þ ¼ 0; y 1ð Þ ¼ 0 ð1Þ

Where F x; y; y0ð Þ ¼ Aðx2 þ y2 þ y0Þ2 � 4
� �

, A – large parameter. Let’s rearrange (1)

dy
dx ¼ v;
dv
dx ¼ F x; y; vð Þ

(
ð2Þ

When A[ 1 a solution within the integrated function package of Wolfram Math-
ematica is not found. We will be looking for the solution with the use of two methods:
numeric method of prolongation by the best parameter and original approximately-
analytical method.

2 Numeric Method of Prolongation by the Best Parameter
and Original Approximately Analytical Method

By performing parametrization of the source system (1) we introduce a parameter k- the
best argument [30], such that: x ¼ xðkÞ; y ¼ yðkÞ; v ¼ vðkÞ.

The discrete version of the parameterized task is:

y� y� � vðx� x�Þ ¼ 0;

v� v� � Fðx; y; vÞðx� x�Þ ¼ 0;

x� x�ð Þ2 þðy� y�Þ2 þðv� v�Þ2 � Dk2 ¼ 0:

8><
>: ð3Þ

The symbol “�” denotes the solution found in the previous step on k. The initial
boundary problem will be solved by shooting. When solving a problem using the
shooting method, the boundary problem is reduced to the initial problem, i.e. boundary
conditions are replaced by initial conditions: yð0Þ ¼ 0; vð0Þ ¼ p:

The solution of the initial problem depends on the parameter p, i.e.

y ¼ yðk; pÞ; v ¼ vðk; pÞ: ð4Þ

In this function (4) must satisfy the boundary conditions yð0Þ ¼ 0; vð0Þ ¼ p;
yð1Þ ¼ 0:

RðpÞ ¼ bðyð0; pÞ; vð0; pÞ; yð1; pÞÞ ¼ 0 ð5Þ

Parameter p can be found by any iterative method. We used Newton’s method:

psþ 1 ¼ ps � @R
@p

ðpsÞ
� ��1

RðpsÞ ð6Þ
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The convergence of Newton’s method depends on the choice of the initial
approximation of p0. In [31] it is proposed in (6) to introduce a new parameter l:

Uðp; lÞ ¼ RðpÞ � ð1� lÞRðp0Þ ¼ 0; l 2 ½0; 1�; ð7Þ

where p0 - initial value of the parameter at l ¼ 0, and for l ¼ 1 condition (7) is
satisfied.

Solving system (6) with

0 ¼ l1\l2\. . .\lm ¼ 1; ð8Þ

Founding p by using Newton’s iterative method.

psþ 1 ¼ ps � @U
@p

ðps; lÞ
� ��1

Uðps; lÞ: ð9Þ

But as parameter l is not monotonous, it is necessary to perform parameterization
(5) according to the best parameter [32]. For this, the solution curve (5) is divided into
h elements: 0 ¼ g1\g2\. . .\gh ¼ H. The solution is in the parameter g. This way in
the system (5) pr ¼ pðgrÞ; lr ¼ pðgrÞ.

Parametrization by the best parameter:

RðpÞ � ð1� lÞRðp0Þ ¼ 0;P
r
ðp� p�r Þ2 þðl� l�r Þ2 � Dg2r ¼ 0 ð10Þ

In this case, the Newton method converges regardless of the initial value and the
Jacobian of system (9) is not degenerate.

The results of the calculations are shown in Figs. 1 and 2.

Fig. 1. Graph of approximate solution for the system (4) for A ¼ 3.
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3 Analytical Solution of the Problem by a Multilayer Method

We will build approximate analytical solutions by using the methods from literature
[18]. The essential part of the approach is to apply the well-known recurrent formulas
for the numerical integration of differential equations to an interval with a variable
upper limit. As a result, an approximate solution can be obtained as a function of this
upper limit. Further, the possibility of constructing a spectrum of mathematical models
that can be chosen with including parameters, which are selected from experimental
data. From the range of models, we can choose the one that is most adequate in
accuracy and complexity.

We explain our method on the example of the classical explicit Euler method.
Consider the Cauchy problem for a system of ordinary differential equations.

y0ðxÞ ¼ fðx; yðxÞÞ;
yðx0Þ ¼ y0

�
ð11Þ

On the interval D ¼ ½x0; x0 þ a�. Here x 2 D � R, y � R
p, f : Rpþ 1 ! R

p. Clas-
sical Euler’s method consists of dividing the interval D on n parts:
x0\x1\. . .\xk\xkþ 1\. . .\xn ¼ x0 þ a, and of the use of the iteration formula

ykþ 1 ¼ yk þ hkfðxk; ykÞ; ð12Þ

where hk ¼ xkþ 1 � xk; yk – approximated to the precise value of the searched solution
yðxkÞ.

To attain an approximated solution in the form of a function on the attained dotted
approximations, midpoint method is used (polygonal approximation) or a spline.

We offer a completely different method for building an approximated solution in
the form of a function. With the use of formula (12) we will construct an approximated
solution for problem (11) on the interval ~D ¼ ½x0; x� with a variable upper limit
x 2 ½x0; x0 þ a�. Wherein hk ¼ hkðxÞ, yk ¼ ykðxÞ, y0ðxÞ ¼ y0. As the searched

Fig. 2. Graph of approximate solution of the system (4) for A ¼ 100.
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approximated solution, it is offered to use ynðxÞ. The simplest option of the algorithm is
attained by a uniform division of the interval with step hkðxÞ ¼ ðx� x0Þ=n.

For a numerical solution of Cauchy’s problem (11) on the interval ½x0; x0 þ a� a
wide range of numerical methods is developed [29]. Most of which consists of the
division of the given interval by points xk on intervals of lengths hk; k ¼ 1; . . .; n and
the use of the recurrent formula:

ykþ 1 ¼ yk þFðf; hk; xk; yk; ykþ 1Þ: ð14Þ

Similarly, methods with memory, in which the dependence of the solution is
constructed in the next point not only on the solution in the previous point, but also on
the solution is a few previous points, is considered.

ykþ 1 ¼ yk þFðf; hk; xk; yk�p; . . .; yk; ykþ 1Þ

Here operator F defines a specific method. This method is called apparent if
Fðf; hk; xk; yk; ykþ 1Þ does depend on ykþ 1. In this case we apply formula (14) n times
to the interval with a variable upper limit ½x0; x� � ½x0; x0 þ a�. In result, we get a
function ynðxÞ that can be considered as an approximated solution to the Eq. (11).

If the function F in (14) depends on ykþ 1, then the Eq. (14) can be considered an
equation relative to ykþ 1. This equation can allow a precise solution. Therefore, instead
of (14) we get a ration of type

ykþ 1 ¼ Bðf; yk; hk; xkÞ ð15Þ

Formula (15), as before, allows o calculate ynðxÞ and use it as an approximated
solution to the problem (11).

If precisely solving of the Eq. (14) relative to ykþ 1 can not be achieved, then in
order to achieve formula (15) we can use an approximation method (Newton’s method
for example) or a specifically educated neural system, as it is done in [26]. These
methods allow us to successfully solve numerous modeling problems [19–24] and
problems of model construction with real measurements [25–28]. Let us apply our
modification of the trapezoid method [29]

ykþ 1ðxÞ ¼ ykðxÞþ 0:5hkðxÞ vkðxÞþ vkþ 1ðxÞð Þvkþ 1ðxÞ
¼ vkðxÞþ 0:5hkðxÞðFðxkðxÞ; ykðxÞ; vkðxÞÞþFðxkþ 1ðxÞ; ykþ 1ðxÞ; vkþ 1ðxÞÞÞ:

ð16Þ

For our problem F x; y; vð Þ ¼ A x2 þ y2 þ v2 � 4ð Þ and (16) leads to a quadratic

equation for vkþ 1 which can be easily solved by choosing hk ¼ x�x0
n ; xk ¼ x0 þ kðx�x0Þ

n ,
where parameter n is number of layers in formula.

As am approximate solution we consider ynðxÞ. Considering that vðx0Þ ¼ 0, such a
point always exists when the boundary conditions of the problem (1) are satisfied by
the Rolle theorem. Value of x0 and y0 ¼ yðx0Þ will be chosen so that the boundary
conditions are satisfied yð0Þ ¼ 0; yð1Þ ¼ 0. As the initial values will be considered
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y0ðxÞ ¼ y0; v0ðxÞ ¼ 0: The solution from [1] is not found, including method of
application of the Wolfram Mathematica package. While there is another solution, but
it can be obtained with A[ 1 only by selecting the starting point, i.e. choosing values
x0 and y0 ¼ yðx0Þ so that the boundary conditions are satisfied. Solutions with the first
approach and the second with a sufficiently large number of layers n� 4 differ slightly.

Let us present some results of calculations. By using calculation results and virtue
of symmetry of ynðxÞ, the optimal value of x0 for the solution, which is constructed by
the formula (16), is 0.5 (Fig. 3).

As An increase in the parameters leads to an increase in the error, i.e. to maintain
accuracy, it is necessary to increase number, as it was expected (Fig. 4).

Fig. 3. Graph yn xð Þ for n ¼ 1 and graph of approximate solution that is built in the Wolfram
Mathematica package for A ¼ 1

Fig. 4. Graph yn xð Þ for n ¼ 3 and graph of approximate solution zðxÞ that is built in the
Wolfram Mathematica package for A ¼ 3
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Increase in the parameter A leads to an increase in the error yn xð Þ, i.e. for the
conservation of accuracy there is a need of increasing the number of layers n (Fig. 5).

Comparing pictures allows us to make two conclusions:

1. The symmetry of the solution relative to x ¼ 0:5 with two different methods allows
to suggest that the asymmetry of the approximated solutions, constructed in Wol-
fram Mathematica package, is linked to the package’s features, not the problem’s.

2. Irrelevant difference in solutions, constructed with completely different approaches,
allows us to suppose that the error is therefore irrelevant.

Acknowledgments. This work was funded by RSF (project code 18-19-00474).
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Abstract. This paper presents a new methodology developed by the authors to
forecast news events based on representing texts as vectors, subtracting infor-
mation process spectrums from the vectors, and analysing these with the help of
self-similarity theory. Spectrum extraction is performed using text processing by
applying mathematical linguistics approaches (text markups, normalisation,
commenting); the vectors obtained are then clustered according to theme groups
and the time of the news appearance. By applying the Hurst self-similarity
method to analyse information news process spectrums, their self-similarity
features are analysed. The information processes are then classified into two
different classes: self-similar and not self-similar. It is proven that if the self-
similarity feature is present in the processes investigated, the Hurst self-
similarity method (R/S analysis) and almost-periodic functions will enable us to
discover the almost periods of repeatability of events, and this will further allow
us to forecast their behaviour over time and predict new events.

Keywords: Forecasting news events � Information process spectrum �
Self-similarity of an information process � The Hurst method

1 Introduction

The issue of resolving the tasks of forecasting the behavior of systems and of processes
belonging to those systems, is undoubtedly important for various spheres of activity –

technical, engineering or social. Nowadays, forecasting the behavior of social and
economic systems is one of the most under-explored fields of research due to the
complexity caused by the presence of human factors, which cause stochasticity (con-
tingency) and ambiguity, i.e. the indeterminacy of potential state outcomes and the
ways in which such outcomes could materialize.
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The evolution of information technologies has led to the emergence of a new class
of objects – socio-technical systems, the key representative of which is the internet, and
its segments such as news portals and social networks.

The appearance of a news event on these portals can be considered a signal or
spectrum of information processes related to this news. While analyzing the spectrums
of such signals, two tasks must be resolved. Firstly, the rules of extracting information
process spectrums from the textual descriptions appearing in the internet news must be
formalized. Secondly, the main characteristics of such processes, i.e. the presence or
absence of long-term dependencies and their time intervals, must be defined. The
results obtained can be used to forecast emergency situations and natural disasters.

2 Literature Review

Open initial data (for example, social networks and news feeds) can serve as a base for
forecasting a wide range of events, for example, outbreaks of diseases [20], election
results [2, 3], and protests [4]. There is a real need to develop approaches which shed
light on the events preceding the researched events.

Currently, many attempts are made to develop various methods and models of
social and economic events forecasting.

In [4] the authors describe a framework (EMBERS) for forecasting civil disorders
in various places using a combination of models with heterogeneous input sources,
ranging from social networks to satellite images.

In [5] the authors combine multitask learning and dynamic functions from social
networks for space-temporal forecasting of events. Generative models are also used in
[6] for building a joint model of the temporal evolution of content on a social networks.
In [7] the authors develop a generative model for categorical forecasting of events in
event flows by using frequent episodes of their occurrence.

Chouhan and Khatri [8] developed a model based on data analysis and machine
learning which aims to forecast catastrophes and natural disasters. They suggest ana-
lyzing historical data, extracting patterns of events connected with various kinds of
disasters, and using these patterns for machine learning (as a teaching sample) and then
forecasting future disasters by using current events. The authors collected data from
disasters using key search words from the Google search engine. The text documents
obtained from the search queries were then processed with mathematic linguistic
approaches; finally, using Bayesian classification, false results were eliminated [8].
After the data is collected, it is clustered. From the key words used to generate the
search queries, the matrix of transition is built and the matrix of observations is
composed from the grouped events. Both matrices are entered to the hidden Markov
model to calculate the forecasting model. In the authors’ view, this approach enables us
to forecast future events and their locations.

Radinsky and Horvitz [9] describe a model of future events forecasting which
generalizes the particular patterns of events sequences extracted from the news. The
authors have tried to develop a model which considers the connection between past
historical events and the prediction of future events. The data they extracted was from
22 years of news, between 1986 and 2008. They suggest [9] that real-world events are
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generated by the probabilistic models which also generate news messages about these
events. The messages from the news events are used to develop a model in the form of
the probability PðevjðtþDÞjeviðtÞÞ of a future occurrence of an event evj at a moment
in time tþD and the past event evi at a moment of time t. For example, this model
shows that there is an 18% probability of draught evj after the event of flood evi. This
probability approximates the connection between the two events occurring in the real
world.

Molaei and Keyvanpour [10] propose a systematic classification of event fore-
casting based on a time series. A time series allows us to identify the connections
among data and to forecast various kinds of events. Events from the real world which
occur at a certain moment of time are considered. The authors divide all the com-
plexities of event forecasting into two categories: complexities connected with the data
and complexities connected with algorithms. The first category is not directly con-
nected with the second. The data for the times series are characterized by a large
volume, a large number of dimensions and the permanent need to update them. The
second category is connected with difficulties in implementing algorithms for events
forecasting in a time series.

Lesko and Zhukov [11] research the structure of a vector information space,
obtained from the text description of news and the changes in this structure occurring
over time. In this study, the authors propose the possibility of forecasting news events
based on the Fourier method of analyzing the complex spectra of vectors, defining the
central positions of new clusters evolving with time related to their average direction
(the authors call this ‘Director’).

Lukianov and Grunskaya [12] suggest defining the probabilities of a dangerous
geophysical process occurring by using the method of eigenvectors. In their study, the
new system for handling a multidimensional time series in order to forecast dangerous
geophysical processes is developed. Forecasting events is based on a two-dimensional
time series processing, one dimension being a physical value, whilst the other is a
digitalized array of previously occurring events.

Preethi, Uma and Kumar [13] have developed a model to identify the cause-
consequence connection among events which is further applied to the tone of the event
forecast, and forecasting the time between events across social networks. The authors
define the cause-consequence connection as the relationship between two events, the
cause and the result, wherein the second event results from the first; therefore the cause-
consequence connection is useful for forecasting. The model comprises several steps
[13]. In the first step, tweets are selected for a given period of time, and key words are
extracted from tweets. In the second step, tone – positive, negative or neutral - is
defined using the key words extracted. To define the tone of the words, a special
classification code is used. This is generated according to the Support Vector Machine
(SVM). In the third stage, cause-consequence connections among the key words are
defined based on the association rule learning approach which extracts the rules “if-
then” from the data. In the fourth step, events forecasting is performed by using a time-
series analysis of tweets and cause-consequence connections assessed in the previous
step.
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In the research [14], a stochastic model of the dynamics of how moods change
within social networks is developed. This explores the probability of reaching and
exceeding the percolation threshold (PT) of information transmission in a social net-
work with a given network density.

Pang and Zhang [15] describe the model of a leaders’ search in social network
communities and forecast events where users will repeat the leaders’ search. According
to the authors, the task of forecasting such events can be resolved by means of binary
classification. Logit regression is suggested as the classification algorithm. The clas-
sification characteristics are linked to four aspects: a leader, a user, relations between
the leader and the user and between the leader and the community itself. A leader’s
characteristics show how the leader influences people in the community, how many
followers he/she has, and what the probability is that users will follow this leader.
Leader-user characteristics show the extent to which users trust the leader, whether they
are friends, etc. In the authors’ view, the proposed model predicts, with an 80%
probability, events which will be repeated or followed by users in the wake of the
leader. The famousness of the event does not play such a big role; even if the event is
not popular, users are likely to be influenced by their leader.

Sidorov [16] suggests using machine learning, particularly regression, for fore-
casting events within social network communities. The regression learning approach
was implemented using a packet gradient descent on the platform .Net and C# language.

Takaffoli, Rabbany and Zaïane [17] develop a library based on machine learning
for forecasting events inside communities in a dynamic social network. The library
analyses the key characteristics of the community – its structure, history, behavior of its
most influential members – and automatically defines the most significant character-
istics for each event appearing within a community. The analysis is also based on
studying the behavior of community members, because the members play a very
important role in the community and shape its structure. The authors also provide
several approaches to searching obvious and non-obvious communities inside of the
dynamic social networks (a non-obvious community is defined as a more or less stable
group of individuals whose reasons to be connected are hard to identify). To forecast
events, technologies of machine learning are used such as logit regression and various
classification methods. To forecast the size of the community and its degree of soli-
darity, the Two-Stage Cascade model is applied. In the first stage, the variable of the
viability of the community is forecast, and in cases where the variable is positive,
during the second stage, the size and solidarity of the community are forecast. The
authors present experiments using real life data which show it is possible to precisely
forecast events, the vector of their development, and the degree of solidarity within the
community. The experiments confirm the relationship between the behaviors of
community members - especially among its most influential members - and the future
of the community. Takaffoli, Rabbany and Zaïane [17] reveal some evolutionary
patterns within and across communities; for example, the degree of integrating new
members into a community is a good indicator of its potential for survival; the potential
for survival of non-obvious communities depends on certain non-obvious qualities of
their members and the internal connections within the community.

Gerber presents research into using tweets with spacio-temporal attributes in order
to forecast crime [18]. The author uses Twitter-specific linguistic analysis and statistical
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modelling to automatically reveal the topics under discussion in big cities. Further-
more, the topics are applied to the crime prediction model. To extract the themes of
tweets, Gerber suggests using topic modelling [18]. Prior to topic modelling, tweet
texts are tokenized using a special tokenizer and partial linguistic tagger. Ideograms
and smileys have a very important role in the analysis, so the specialized tokenizer
recognizes smileys as separate tokens. In tweets, smileys possess certain semantic
content describing the emotional state of a user, so they are used for tweet theme
modelling. To forecast the occurrence of a crime, Gerber defined a one-month training
window, then mapped the labelled points (latitude/longitude pairs) across the city
borders [18]. The points were derived from two sources: from places of known types of
crime within the training window, and from a grid of evenly spaced points at 200-meter
intervals, not coinciding with points from the first set. By using these points, a binary
classification was obtained.

It is important to note that only a few existing approaches present proof and
interpretative analysis to support forecasting. This emphasizes the need to develop new
approaches for analyzing initial test data in order to forecast events. It is arguably
possible to use a method of pre-processing the initial text data using computer lin-
guistics approaches which represent the data as mathematical vectors and also help to
clusterize them. Studying the changes in composition and structure of clusters may
allow us to create an efficient forecasting method.

3 The Model for Forecasting News Events Based
on Information Process Spectrums Analysis with the Hurst
Self Similarity Method

3.1 Extracting Spectrums of Information News Processes from Text
Documents

Statistical semantic hypothesis allows us to formalize text document representation as a
vector space model. For vector representation of texts, a dictionary of words and terms
is required. The essence of the model is as follows: if the total number of different
unique words and terms is M, and the number of text documents is N, then Xi; i –
varies from 1 to N) can be assigned a vector

Xi ¼ x1;I ; x2;I ; . . .; xk;I ; . . .; xM;I
� �

in which the first element characterizes the frequency of the appearance of the first term
in the document, the second element – frequency of the second term, etc. Each element
of vector xk;i can take a positive value. All Xi form a matrix ‘term – document’ (the
columns of the matrix are vectors Xi, and the lines define the frequencies of the
occurrence of terms in the documents of the collection):
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x1;1 x1;2 . . . x1;i . . . x1;N
x2;1 x2;2 . . . x2;i . . . x2;N
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.
. . . ..

.
. . . ..

.

xj;1 xj;2 . . . xk;i . . . xi;N
..
. ..

.
. . . ..

.
. . . ..

.

xM;1 xM;2 . . . xM;i . . . xM;N

��������������

��������������
ð1Þ

In place of xj;i it is possible to use the TFIDF metric which characterizes the
weighted normalized appearance of j-word or term (n–gram) from the dictionary into i-
document in the collection. Using this metric diminishes the weight of widely used
words, which is reasonable, and ultimately increases the accuracy of the information
search:

TFIDF ¼ TF� IDF ¼ njP
k
nk

� log
D
d
; ð2Þ

where nj – is the number of times a word appears in the document,
P
k
nk is the total

number of words in the document, D in the total number of documents in the col-
lection, and d is the number of documents containing a certain term.

Before vectorization of the text documents, it is important to conduct a number of
preliminary procedures and their linguistic pre-processing:

• Text markup (linearization) is needed in order to recognize and extract words-terms
and combined terms (n-grams) from the initial text. While undertaking markups,
punctuation and hyphenations are considered; the so-called stop words, i.e. words
which do not hold much information but often appear in the text, such as prepo-
sitions etc., are ignored.

• Text normalization. While undertaking normalization, grammar information (in-
clinations, gender, tenses, etc.) is removed from the initial text. Words in different
registers, as well as their abbreviations, are aligned to take the same form. In certain
cases, normalization can be substituted by stemming or lemmatization which can be
considered as a simplified normalization procedure, i.e. analysis without taking the
context into account.

• Text commenting. Commenting is particularly important because the same word
can be used in the text in its various meanings. Commenting means including
metadata with information about various meanings for a word, parts of speech,
sentence diagramming, into the document.

After the text markup, normalization and commenting have been performed, each
document in the collection is represented by the set of terms belonging to it, and by
their frequencies; this allows the creation of a vector space model of the document.

The distance between vectors (cosine similarity) shows the similarity of documents
between one another within the collection. The smaller the angle between the vectors,
the more similar the documents are:
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d x; yð Þ ¼ x y
xk k yk k¼

Pn
i¼1

xiyið ÞffiffiffiffiffiffiffiffiffiffiPn
i¼1

x2i

s ffiffiffiffiffiffiffiffiffiffiPn
i¼1

y2i

s ; ð3Þ

where x is the first vector, y is the second vector, xi is the coordinate value of the first
vector, yi is the coordinate value of the second vector. The vector space model of the
document enables us to resolve the task of classifying documents into meaning groups
(clusterizing them), i.e. to resolve the task of uniting similar documents into groups.

To clusterize the documents in this research, the K-means algorithm is used. This
widely-used algorithm belongs to the class of hierarchical algorithms and has multiple
advantages – it is simple and fast to use, and provides high quality clusterization. One
of the weaknesses of this algorithm is the need to input the number of clusters in
advance. However, the speed is high - O kndið Þ, where k is the number of clusters, n is
the number of meanings in the vector, d is the number of documents, i is the number of
iterations. The aim of the algorithms is to find such cluster centres where the distance
between the vector of a cluster document and the vector of the cluster centre would be
minimal:

argmin
C

Xk
i¼1

X
x2Ci

d x; lið Þ ¼ argmin
C

Xk
i¼1

X
x2Ci

x� lik k; ð4Þ

where x is a document, li is i-cluster’s centroid, C is the set of documents in the
i-cluster.

To compute the distance between a document and the cluster centroid, the squared
Euclidean distance d x; yð Þ is used:

d x; yð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

ðxi � yiÞ2
s

; ð5Þ

where xi is the coordinate values of the first vector, yi – the coordinate values of the
second vector and n is the dimension of the space.

The centroid, i.e. the arithmetic mean vector of all vectors in the cluster, is com-
puted as follows:

C ¼ C1 þC2 þ . . .þCk

k
ð6Þ

where Ck is the vector of news in a cluster and k is the number of news stored in the
cluster.
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3.2 Mathematical Model to Analyse the Presence of Long-Term
Dependencies in the Spectra of Information Processes

In order to make news events forecasting possible, it is important that there are per-
sistent time dependencies in the behavior of the information processes connected with
these news events. To analyze time dependencies, the self-similarity approach theory
(R=S analysis) can be applied. To describe the self-similarity of a random process, it is
essential to study the aggregated processes constructed by averaging the values of the
initial process at various time intervals [21, 22]:

XðmÞ ¼ XðmÞ
k : k ¼ 1; 2; 3; . . .:

n o
;XðmÞ

k ¼
Pm
i¼1

X k�1ð Þ mþ i

m
ð7Þ

The number of events occurring at a certain unit of time can be considered as the
value of a random process. Therefore, a random process will represent a discrete
sequence of values. The argument of this sequence will be represented by the con-
secutive number of the time unit: X ¼ Xt : t ¼ 0; 1; 2; . . .f g.

It is important to note that the aggregated processes will be stationary and have
limited covariance:

Cov X1;Xiþ kð Þ ¼ X1 � �Xð Þ Xiþ k � �Xð Þ\þ1

with the variance D Xð Þ ¼ X1 � �Xð Þ2 ¼ r2 and autocorrelation function:

r kð Þ ¼ Cov Xt ;Xtþ kð Þ
D Xð Þ . The diminishing variance is asymptotically described by the

expression D X mð Þð Þ � am� b; 0\b\1; m ! 1, i.e. the variation of the aggregated
processes – the average samples – decreases more slowly compared to the value inverse
to the sample size m. If there is a divergence of the process autocorrelation func-
tion:

P
k
r kð Þ ¼ 1; r kð Þ � k�b, it is then called a persistent dependency in self-similar

processes. This means that the decrease in the autocorrelation function occurs hyper-
bolically slowly. In this case, an autocorrelation function can be represented as an
asymptotic approximation

r kð Þ� k � bL kð Þ;

where 0\b\1; H ¼ 1� b=2, and L is a slowly changing function, and thenP
k
k�bLðkÞ ¼ 1.

When talking about the fluctuation character of the power spectrum, we mean the
analogy of the power spectrum of a flow:

f xð Þ � cx� c; x ! 0; c ¼ 1� b; ð8Þ

when f xð Þ ¼ P
k
r kð Þe�ixk .
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If a random process possesses the features described above, it means that its
autocorrelation function coincides with the aggregated processes autocorrelation
functions exactly: r kð Þ ¼ rm kð Þ or asymptotically r kð Þ ! rm kð Þ, when m ! 1. These
relations explain why such a process is called self-similar: correlation characteristics of
such processes, averaged across various time intervals, remain the same.

An important parameter characterizing the ‘extent’ of self-similarity of a random
process, is the estimation of the Hurst parameter [22]. The Hurst parameter lies in the
interval 0:5\H\1. For processes not possessing the self-similarity feature, the Hurst
parameter H equals 0.5, for the fractal processes with persistent dependency, such
parameters vary from 0.7 to 0.9.

Let us consider a sample of experimental data with the volume n : x1; x2; . . .; xn

and define the average mean for it Xn ¼ 1
n

Pn
k¼1

xk; the sample standard deviation Sn ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Pn
k¼1

x2k � 1
n

Pn
k¼1

xk

� �2
s

and the deviation:

Rn ¼ max
j� n

Xn
i¼1

Xi � jX

( )
�min

j� n

Xn
i¼1

Xi � jX

( )
ð9Þ

Variability of a self-similar process at an interval n is defined as a non-decreasing
function of the interval length Rn. Hurst showed that for self-similar processes with a
larger n the following relations are present: Rn=Sn � n=2f gH or
ln Rn=Snð Þ � H ln n=2ð Þ, where H is the Hurst parameter. It is derived from the
dependency of the logarithm of the average value of the variance and the logarithm of
the size of the partition block of the initial data sample. If self-similarity is present, the
derived dependency is linear. The extent of self-similarity can be estimated by plotting
a graph of ln Rn=Snð Þ related to ln n=2ð Þ at various n, and computing H as the slope ratio
of the line obtained. It is important to note that the set of points obtained will not lie on
the same line, this is why they should be approximated by a line, for example, by using
the least squares approach. This method of estimating the Hurst parameter is called the
R=S-method. It must be noted that this gives only an approximate value for the Hurst
parameter, so for a stricter estimation it makes more sense to use several approaches
and then to compare the results. One of the possible approaches is the periodogram
analysis, the weakness of which is the large volume of computing.

3.3 Research Methodology

To carry out the quantitative research, a collection of 100,000 text documents was
extracted from 8 news sites in 2016. The maximum number of words in one document
was 10,404, the minimum - 101. The dictionary of terms used included 2,570,724
words and 1,451,828 terms (n–grams). To increase the speed of collecting text and
parsing (syntaxes analysis) several parallel ‘worker services’ for collecting independent
news and processing were launched.
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To conduct the quantitative experiment and process the data, special software was
developed; computing machinery with the following characteristics was used:

• Processor: Core i7-4790 K, 4.0 giga cycle per second, 4 cores.
• Disk size: 80 Hb SSD.
• Operating memory: 16 Hb DDR3.
• Operating system: Ubuntu Linux 16.04.2 LTS.
• The time to perform various operations was:
• Normalization time: 234 s.
• Vectorization time: 18 s.
• Clusterization time: 14756 s.
• Segmentation into days (24 h): 179 s.
• Time for computing the Hurst parameter: 10 s.

News analysis consisted of two stages. In the first stage, pre-processing of news
was performed. The news was processed into the feature matrix and clusterized
according to themes. From the initial collection of 100,000 news items in 2016, 300
clusters of various themes (topics) were obtained.

The second stage of analysis involved the segmentation of news clusters into
subgroups according to days (periods of 24 h) without accumulating news from pre-
vious periods. If no accumulation took place, only news from the current day (24 h)
was put into the current subgroup. In this way, each cluster was segmented into 365
subgroups.

In the third stage, the spectrum of the information process was constructed. For this,
firstly the base vector was formed with every element equal to 1 – this is important to
avoid orthogonality with any of the vectors from the text collection. The vectors were
then processed by the following algorithm:

• Choose any unprocessed cluster;
• Construct a centroid for each subgroup;
• Calculate the centroid’s deviation from the base vector;
• For each cluster, save the list of groups and their deviations; mark the cluster as

‘processed’;
• If there are still unprocessed clusters, go back to step 1 and continue; otherwise

terminate the algorithm.

As a result, for each cluster, the cosines of the angles between the centroid vector of
each subgroup and the base vector were calculated.

The parameters of the centroid vectors of cluster subgroups, in addition to the
calculated deviations, serve as inputs for the algorithm of self-similarity analysis. The
algorithm returns the coefficients of the linear equation ln Rnð Þ � ln Snð ÞþH ln n=2ð Þ,
correlation coefficient for the linear dependency and the Hurst parameter.

The algorithm consists of several steps. In the first step, the input data (the cosines
of the angles between the base vector and the vector of cluster centre) are divided into
blocks. Each cluster consists of 365 groups. At first, the groups are divided into 183
blocks with the length of two groups per block, then into 122 blocks, with the length of
3 groups per block, etc. until 1 block consists of 365 groups. In the second stage, for
each block, a mathematical expectation and variance of the input data (the cosines of
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the angles between the base vector and the vector of cluster centre) are estimated. For
example, the sequence of 365 groups is divided into 52 blocks, each block consisting of
7 subgroups. For each block, the mathematical expectation and variance are calculated,
so 52 values of variances are obtained, and their average value is calculated. As a
result, for each cluster, we obtain a set of data to construct the linear dependency
ln Rnð Þ � ln Snð ÞþH ln n=2ð Þ and process the results with the least squares method
with the aim of estimating the coefficients of the linear equation.

3.4 Experiential Analysis of the Results Obtained

As an example of a typical spectrum of an information news process, let us consider the
data collected for cluster no. 103 which contains 500 items of news about NATO (this
is just a spontaneously selected topic which usually provokes a lot of feedback in the
mass media).

To better visualize the clusterization quality taken from the 500 news items, the
following news titles were selected at random (the Russian news portal vesti.ru was
used, so the system of news processing is now developed for Russian texts): NY
Times: The unity of NATO began to show signs of strain after political discord with
Russia; Grushko: Russia will respond to NATO’s measures to expand their presence in
the East; NATO admitted their vulnerability to the Russian army; Russia will give a
symmetric answer to any strengthening of NATO in the East; WSJ: European countries
do not want to help NATO curb Russia; The UK Minister of Defense: the dialogue
with Russia is useful, but the policy of delaying is significant, too; Moscow responds to
decisions taken at the NATO Summit in Warsaw; NATO promises to increase military
presence in the Black Sea region; In the State Parliament of the Russian Federation they
announced how Russia may respond to Sweden joining NATO; Mass-media: Obama
intends to ask Germany to strengthen the eastern borders of NATO.

Figure 1 presents the spectrum of the discussed information process. If the algo-
rithm of self-similarity described earlier is applied to this data, we will get the data
presented in Fig. 2 in logarithmic coordinates.

The dots plotted on the graph in Fig. 2 correspond to the calculations obtained
while processing the spectrum of the process presented in Fig. 1 with the Hurst
method. The solid lines are the result of statistical data processing.

It is important to note that the process presented in Fig. 2, while being partitioned
into blocks of any dimension, is not self-similar. This is proven by the shift of the trend
in the area of logarithm from the share of m from all the sequence equal to -4 (see
Fig. 2, line No. 1).

To obtain a rough estimate of the time interval after which the self-similarity trend
is broken, it is possible to approximate the group of points, situated at the bottom left
part of Fig. 2, by a linear dependency, presented by line No. 2 in Fig. 2. The crossover
point of lines 1 and 2 gives us the estimate of the time interval wherein the self-
similarity trend is broken.

For line No. 1 in Fig. 2, the following equation was obtained: y ¼ 0:134x� 8:09
(1) with correlation coefficient 0.957 and Hurst parameter H ¼ 0:93. For line No. 2:
y ¼ 0:495x� 6:718 (2) with correlation coefficient 0.964 and Hurst parameter
H ¼ 0:75. The crossover point of lines No. 1 and 2, has the coordinate for the
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Fig. 2. Graphic dependency between the logarithm of the average variance and the logarithm of
the size of the partition block m (calculation of the Hurst parameter for the spectrum of the
NATO information news process, cluster No. 103).

Fig. 1. Spectrum of the information news process describing news events concerning NATO
(cluster No. 103).
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logarithm of the size of the partition block (ln mð Þ ¼ �3:80, therefore m ¼
1=exp �3:8ð Þ � 45 days). This point is calculated if Eqs. (1) and (2) are set equal. At
this point, the trend of self-similarity has changed within the spectrum of the investi-
gated information news process. The process itself has a rather obvious 45-day
dependency. For news cluster No. 134, describing the news events connected to the
Islamic State (a terroristic organization outlawed in Russia), the graphic representation
of the information process spectrum will look as presented in Fig. 3, and dependencies
of the logarithm of the average variance and the size of the partition block m will look
as shown in Fig. 4. News cluster No.134 consists of 491 pieces of news.

In order to better visualize the quality of the clusterization, the following titles were
selected at random from 500 news stories: The Pentagon proclaims that the military
operation against IS (IS is a terroristic organization outlawed in the Russian Federation)
in Libya is now complete; The first days of the cease-fire in Syria: The Russian
Ministry of Defense draws conclusions; The Kremlin called the absence of dialogue
with the USA as the reason for IS activation in the Syrian Arab Republic; More than
200 IS militants laid down arms in the Syrian Homs; IS used chemical arms against the
opposition in Northern Syria; «Life» published a video of a fight between IS militants
and the Syrian army close to Deir ez-Zor; Jehad in the shadow of IS; IS militants in
Aleppo fired on philologists. One student died; Zakharova: Militants and arms enter
Aleppo via Turkish-Syrian border; Syrian army shelled IS militants from a height near
Palmira.

Fig. 3. The spectrum of the information process describing news events connected with the
Islamic State (IS, a terrorist organization outlawed in the Russian Federation).
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The points on the graph presented in Fig. 4 correspond to the estimated values
obtained while processing the spectrum presented in Fig. 3 with the Hurst method.
Solid lines 1 and 2 are the results of statistical data processing.

For line No. 1 in Fig. 4 the following equation was obtained: y ¼ 0:049x� 7:919
with correlation coefficient 0.88 and Hurst coefficient H ¼ 0:98. For line No. 2: y ¼
0:643x� 5:466 with correlation coefficient 0.96 and Hurst coefficient H ¼ 0:68. The
interception point for lines 1 and 2 have a coordinate position for the logarithm of the
size of partition block (ln mð Þ ¼ �4:13, so m ¼ 1=exp �4:13ð Þ � 62 days).

At this point the change in the self-similarity trend occurs in the spectrum of the
investigated information news process, and the process itself has a distinct 62-day
dependency.

The results obtained are valuable in terms of forecasting future news events. In
particular, analysis of emergencies, natural disasters and catastrophes over the course of
a long period of time (for example, 15–20 years) may enable us to define the time
interval of their self-similarity, to forecast the frequency of their occurrence in the
future, and accordingly take preventive action.

4 Conclusions

Using the methods of mathematical linguistics - i.e. text markups, normalization,
commenting, and applying the procedure of clustering the vectors according to topic
groups depending on the time at which the news occurred - enables us to obtain the
spectrums of information processes.

Fig. 4. Graphic representation of the dependency between logarithms of the mean value of the
variance and the logarithm of the partition block m (the Hurst coefficient evaluation for the
information news process spectrum for cluster No. 134).
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By applying the Hurst self-similarity method to analyse information news process
spectrums, we can identify their self-similarity and, based on the value of the self-
similarity time interval, forecast the behaviour of processes, i.e. the change in trend and
disappearance of self-similarity. When conducting the time series analysis (i.e. analysis
of the process spectrum) for longer periods of time, other points of the changing trend,
as well as other self-similarity intervals of an information process, can be discovered.

Identifying self-similarity features for information processes enables us to classify
them into two different classes: self-similar and not self-similar. Further analysis of
self-similar processes, using almost-periodic functions, may enable us to find the
almost-periods of repeatability of events as described by these. This is very important
for forecasting their occurrence in the future. Apart from the method of almost-periodic
functions, wavelet analysis can be applied to discover the repeatability of news events.
The advantage of wavelet analysis (as well as the method of almost-periodic functions)
compared to the Fourier analysis, is that it allows us to follow the change in the
spectrum of the non-linear process over time and to define prevailing frequencies (the
value inverse to the frequency is the period of a process). Applying the Fourier
approach to analyse spectrums of self-similar information processes has limitations
because such processes are not a superposition of linear oscillations, but have non-
linear character, and this may result in losing information and obtaining incorrect
results.
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Abstract. Text arrays, created by the online community, contain specific
cognitive capabilities. Analyses cover the following: mass media materials,
social networks, forums, blogs, political materials, biographies and diaries,
scientific publications, belles-letters and other. As practice shows, standard
search systems are not always able to find the required data out of this huge
volume of the data file. A difficult task for the automated computer text pro-
cessing is the semantic analysis, which is interpretation of meaning of the text,
its content and semantics. Performance of this task requires knowledge of
meaning of words and sentences; the way to describe these values formally, and
to carry out operations with them, even their storage in computer memory, cause
difficulties. That is why in automated text processing computer is not able to
search texts of a certain subject, without explicitly specified keywords or
phrases, as well as to find texts with the similar meaning, which is quite difficult
for the search procedure. Modern information retrieval systems (IRS) are mainly
based on key words. The major features for this approach are frequency of word
occurrence in document collection, its uniqueness, morphological and syntactic
properties. The problem is that the full-text information retrieval systems ini-
tially do not imply any semantic connection between the documents and the
information they contain, and do not take into account the context and many
other issues of importance for semantic interpretation, which makes full-text
information retrieval systems unsuitable solution for contextual search.
Semantic information retrieval systems should settle the issue of full-text IRS
and assist the computer in formal description of semantic meaning of the doc-
uments and the data about it. This paper examines possible organization of
semantic information-retrieval system based on associations, and uses associa-
tive vector spaces as the basic semantic structures.
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Pre-processor

© Springer Nature Switzerland AG 2020
V. Sukhomlin and E. Zubareva (Eds.): Convergent 2018, CCIS 1140, pp. 70–78, 2020.
https://doi.org/10.1007/978-3-030-37436-5_6

http://orcid.org/0000-0002-2889-6115
http://orcid.org/0000-0002-1211-5214
http://orcid.org/0000-0002-0198-7770
http://orcid.org/0000-0001-5418-4720
http://orcid.org/0000-0001-6889-618X
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-37436-5_6&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-37436-5_6&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-37436-5_6&amp;domain=pdf
https://doi.org/10.1007/978-3-030-37436-5_6


1 Introduction

Processing of huge data files for retrieval of essential knowledge is one of the burning
issues of the modern world of the «Big Data» . One of the most valuable types of the
generated digital data is the text arrays of documents in natural language.

Text arrays, created by the online community, contain specific cognitive capabil-
ities. Analyses cover the following: mass media materials, social networks, forums,
blogs, political materials, biographies and diaries, scientific publications, belles-letters
and other. As practice shows, standard search systems are not always able to find the
required data out of this huge volume of the data file.

A difficult task for the automated computer text processing is the semantic analysis,
which is interpretation of meaning of the text, its content and semantics. Performance
of this task requires knowledge of meaning of words and sentences; the way to describe
these values formally, and to carry out operations with them, even their storage in
computer memory, cause difficulties. That is why in automated text processing the
computer is not able to search the texts of a certain subject, without explicitly specified
keywords or phrases, and to find texts with similar meaning, which is quite difficult for
search procedure.

The most frequent modern programming tools belong to the full-text information-
retrieval systems (IRS). Their example is the Internet browser, such
as «Google» or «Yandex» . Full-text IRS has developed libraries for basic processing:
tokenization, sentence search (Sentence Boundary Disambiguation, SBD), search of
named objects (Named entity recognition, NER) and definition of parts of speech (Parts
of speech, POS). But the full-text information retrieval systems initially do not imply
any semantic connection between documents and information that they contain, and do
not take into account the context and many other issues of importance for semantic
interpretation, which makes full-text information retrieval systems unsuitable solution
for contextual search. Herewith nowadays the most compelling challenge in natural
language text processing is the semantic search.

Full-text IRS mainly base on key words. The major features for this approach are
frequency of word occurrence in document collection, its uniqueness, morphological
and syntactic properties. That is why this paper targets at research in IRS development
for semantic text processing in natural language.

2 Objective

Semantic IRS should settle the issue of full-text IRS and assist the computer in formal
description of semantic meaning of a document and data about it. Nowadays semantic
IRS are not mature, compared to the full-text ones, as the technology of the latter has
well-established standards, specifications and tools. One of the attempts to find the
solution was creation of Semantic Web concept. But the single standard was not
established, all solutions are different, and the developed tools, formats and structures
are mainly incompatible. There were some attempts to develop ubiquitous language for
sematic structures description, which could solve the problems of incompatibility and
diversity of Semantic Web ideas implementation. This initiative had no general
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support, as the developers are not eager to complicate their life and develop additional
infrastructure of their resources for semantic processing.

Full-text and semantic IRS, presently in use, in many cases were not in position to
solve the sematic search issue, thereby there is need to search and develop new
methods and algorithms of semantic search. Difficulty of such systems is formal pre-
sentation of semantic structures and tools for interaction with them. There are a lot of
various solutions for such problems; the most common ones are studied below.

One of the implementations is the «Semantic Web» concept [1], which was the
base for development of the document model «RDF» [2], storing the semantic
structures. The substantial problem of the RDF model is the complex ontology
structure, and the SPARQL language, suggested as the standard one for RDF docu-
ments processing, has a number of significant faults in grammar and semantics of
enquiries.

The example research in this line is described in paper [3], in which the authors
develop full-text IRS and equally the semantic IRS based on RDF, for Arabic language,
which is the most difficult one for processing at present. One more example of semantic
search based on semantic networks ontology is UMLS Semantic Network [4],
described in paper [5] where the semantic IRS is developed for search of biomedical
data, which do not depend on terms and key words.

Next approach to semantic processing organization can be arranged by means of
graphs. In paper [6] authors apply the sematic search approach through development of
ontologies based on hierarchical graphs, which is conceptually close to conceptual
graphs, suggested by Sowa [7]. This problem is also covered by paper [8], where the
authors apply graphs for semantic filtering of requests. In paper [9] authors
use «Babelfy» algorithm [10], based on graphs to develop the recommendation
system.

Another modern approach to understanding of text semantics and search of words
with similar sense and text topic spotting is based on neural network model training.
There are 2 competitive approaches, one of which is based on frequency occurrence in
the document corpus, another – on forecasting model. The well-known representative
of the 1st approach is the Latent Semantic Analysis (LSA) [11], the 2nd one is repre-
sented by the algorithm set word2vec [12].

Paper [13] makes introduction to research on forecasting model based on neural
networks, where the authors create database of biomedical terms and definitions.

Alternative approaches are studied in paper [14], offering a challenging application
of LSTM model [15], using the sematic text processing to create the poem stylistically
similar to Byron’s one.

The latest methods of semantic text processing are studied in paper [16], with the
detailed summary of possible sematic analyses methods for social networks and their
development perspectives.

Summing up the above, the development of modern semantic IRS requires the
solution, taking account of semantic structure, based on forecastable model of word
similarity, fixing the problem of frequency overlaying, as well as possessing the
comparison algorithm for 2 documents in natural language.
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3 Application of Associative Vector Spaces

Compared to standard search systems, focused on word occurrence frequency,
semantic IRS are more disposed to understanding the meanings, hidden in the received
documents and user requests by means of adding sematic tags to the texts in order to
structure and conceptualize the objects in the documents. People can understand the
request based on the context and provide the relevant response.

Associations allow putting aside the direct meaning of the word, making possible
its replacement by a set of other words. This effect has reverse-acting; by the bag of
words (associations) a person can restore the search word. This feature makes possible
for a person to create the search query, having no idea of the key words or terms of the
data domain, he is not a specialist in, but obtaining the required result. The word order
and their number are not of importance for conceptual search, so the person can
communicate with the search engine in natural language, without creation of special
search phrase, as the search engine itself processes the query and clears out the extra.

This approach to search management is worlds apart from the management of the
current information-retrieval systems and claims attention.

Associative vector space (AVS) is a multi-dimensional vector space, in which every
vector contains a set of linguistic units (words or word combinations), corresponding to
the associative document context in natural language.

Search of documents in AVS is done not by the key words, but by meaning, and
occurs at comparison of associations between the text and the search query, making
possible semantic search of texts and documents with similar meaning in natural
language.

Associations allow putting aside the direct meaning of the word, making possible
its replacement by a set of other words. This effect has reverse-acting; by the bag of
words (associations) a person can restore the search word. The applied AVS use the
features of paradigmatic and syntagmatic associations.

With AVS, it is possible to create the query with no key word, paying no attention
to word order and their number, without any extra processing of the text and the query.

In order to implement the associative-semantic search in AVS, we need the
mathematical model, allowing assessment of semantic similarity of two documents by
their associations. «Earth movers distance» (EMD) was applied as the distance metrics.

Earth movers distance (EMD) is the diversity assessment method for two multi-
dimensional distributions in any attribute space with the distance measure between two
single attributes [17]. EMD is calculated based on determination of transportation
model [18] of linear programming, with advanced algorithms.

As computations are done for words, the best algorithm for distance calculation
with EMD is the modified calculation method Word Mover’s Distance (WMD) [19].

Special software, named the “Associative sematic text preprocessor” was devel-
oped for implementation of this algorithm and results of its application in development
of modern sematic IRS are described in this paper.

Figure 1 presents the conceptual – semantic search algorithm in AVS, implemented
in the Associative sematic text preprocessor.
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The simplified contextual – semantic search algorithm follows the below steps [20]:

1. Type of vector to store the data is determined.
2. Text is pre-processed: tokenization, stemming, lemmatization, deletion of stop

words, etc.
3. Unloading of the required semantic kernel depending on the incoming message

subject, selection of semantic kernel by the trained model with the multi-nominal
Bayesian classifier algorithm [21].

4. Unloading of the required document package to perform the search.
5. Calculation of the distance matrix for the query in the vector space of the semantic

kernel.
6. Creation of association vector for each package document.
7. Calculation of EMD distance.
8. Return of the sorted relevant list of documents, complying with the query.

Below is description of the key algorithm elements [20]:

• Semantic kernel – vector space of the semantic field for search of words and word
combinations with similar meaning. It is an ordered set of words or word combi-
nations, giving the most precise description of the object domain, type of activity or
the subject. Allows for the most relevant search requests. Sematic kernel contains a
central key word, usually the high volume one, and the rest of the key words ranged
by decrease of multiple use frequency with the central query in the general col-
lection of documents.

Fig. 1. Conceptual – semantic search algorithm in AVS, implemented in the Associative
sematic text preprocessor [20].
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• Package – a set of specially arranged documents from the news portal «RIA
Novosti», by means of web-craping, with a package of texts, containing 250
thousand of documents in natural language, under 13 main website sections, for 3
years of portal news publications, for which the sematic search is performed.

• Association assessment module – the module assessing and filtering the associations
found in the sematic kernel

• EMD metrics – the dissimilarity assessment method for 2 multidimensional dis-
tributions in any attribute space, with the existing distance measure between 2
single attributes. EMD metrics calculates the cost of changes or the required
operations for converting of one document into another. EMD calculation is based
on transportation model closure.

• Distance matrix – matrix of weight of every word in the document for calculation of
EMD metrics.

4 Results Obtained

Contextual – semantic search in associative vector space was assessed through search,
filtering and ranging of issue-related documents, based on the arranged document
packages. User defined the subject in form of a small collection of documents,
describing the subject of his concern. Queries were formed automatically based on the
submitted collection, and search results are filtered and ranged in compliance with
distance metrics in the associative vector space.

For this special purpose there was a wide package of documents compiled from the
news portal «RIA Novosti» (https://ria.ru), by means of web-scraping. A package of
texts was selected, comprising 250 thousand of documents under the main site sections
for 3 years of news publications on the portal.

The subject of the pilot search «Flight accidents», a collection of 10 news docu-
ments with various accidents related to aviation, numbers of documents from
the «Accidents» package: 119, 121, 332, 342, 347, 355, 504, 559, 661, 948. Algorithm
output is presented in Fig. 2.

The results present the smallest EMD distance for the documents selected for
search.

The searched documents can miss the key words from the search query, but the
content of the document complies with the search domain. This is evidenced by
relations of key words, associations and general words from the search data selection
and the documents.

Table 1 presents the below relations for query by the 2 documents (119, 121):

• Match of customized words from retrieval – number of matches of the customized
words in the document found with the words from the search retrieval, in
percentage.

• Use of customized words from the retrieval – number of total customized words
matches in the total number of the search retrieval.

• Association matches in the document – index, characterizing commonality of AVS
vector of the document found with the AVS search retrieval.
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2 first lines are worth special attention. Document 119 contains all words from the
search retrieval (100%), as well as document 121. But relation of AVS vector in
document 121–100%, and in document 119–13%, herewith both have the minimal
EMD distance. Further study revealed that match of customized words in the document
and the search retrieval varies between 10%–20%, and match of AVS vector between
10%–60%, use of words from the retrieval – from 15% to 55%. Such dispersion
showed that matches of words or AVS vectors do not matter, the major feature is the
EMD, because the document positioned as the 100th by the EMD, can have matches of
words for 60% and AVS for 60%, but fully disagree with the search domain.

Fig. 2. Conceptual – semantic search algorithm output.

Table 1. Rate of the key words, associations and general words from the search retrieval in
documents.

Document
number

EMD Match of
customized
words from
retrieval in the
document, %

Total
words in
document

Customized
words used
from
retrieval %

Number of
associations
in the
document

Match of
associations in
the document
and the
retrieval, %

119 67.17 100 57 54.3 69 100
121 78.86 100 51 48.6 63 100
485 86.86 11.7 429 47.6 598 68.1
19281 91.16 11.6 328 36.2 480 40.6
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5 Conclusion

Experimental results revealed the possibility of using the associative vector spaces in
the semantic search information systems. Comparison of frequency of occurrences of
words, associations and vectors proved that due to the properties of associations, the
word order, as well as their number, does not matter for the associative semantic search
(ASP). The results of the TSA algorithm in the associative semantic text preprocessor
(ASTP) showed an acceptable result, the ranked documents found correspond to the
search domain of the “plane crash”. This approach to the organization of the semantic
text processing in the natural language deserves attention and further study.

Acknowledgement. The study is performed under financing secured by the Ministry of Edu-
cation and Science of the Russian Federation for the competitive part of the state assignments to
the high schools and scientific organizations for implementation of the pilot scientific projects.
Project number 28.2635.2017/ПЧ, title «Development of stochastic self-organization models for
the semi structured data and memory implementation in forecasting of news events on the basis
of the natural language texts».

References

1. W3C Semantic Web Activity. The World Wide Web Consortium (W3C). https://www.w3.
org/2001/sw/. Accessed 25 June 2018

2. Resource Description Framework (RDF): Terms and Abstract Syntax. The World Wide Web
Consortium (W3C), 10 February 2004. https://www.w3.org/2007/03/rdf_concepts_ru.
Accessed 25 June 2018

3. Sayed, A., Muqrishi, A.A.: IBRI-CASONTO: ontology-based semantic search engine.
Egypt. Inform. J. 18(3), 181–192 (2017). https://doi.org/10.1016/j.eij.2017.01.001

4. The UMLS Semantic Network. https://semanticnetwork.nlm.nih.gov. Accessed 25 June
2018

5. Hanauer, D.A., et al.: Development and empirical user-centered evaluation of semantically-
based query recommendation for an electronic health record search engine. J. Biomed.
Inform. 67, 1–10 (2017). https://doi.org/10.1016/j.jbi.2017.01.013

6. Tucar, L., Diaca, P.: Semantic web service composition based on graph search. Procedia
Comput. Sci. 126, 116–125 (2018). https://doi.org/10.1016/j.procs.2018.07.215

7. Sowa, J.F.: Semantics of conceptual graphs. In: Proceedings of the 17th Annual Meeting of
the Association for Computational Linguistics, California, pp. 39–44 (1979) https://doi.org/
10.3115/982163.982175

8. Wolfengagen, V.E., Kosikov, S.V., Ismailova, L.Y., Aleksandrova, I.A., Zaytsev, A.E.:
Semantic filtering of exemplar queries. Procedia Comput. Sci. 123, 189–194 (2018). https://
doi.org/10.1016/j.procs.2018.01.031

9. Dib, B., Kalloubi, F., Nfaoui, E.H., Boulaalam, A.: Semantic-based followee recommen-
dations on Twitter network. Procedia Comput. Sci. 127, 505–510 (2018). https://doi.org/10.
1016/j.procs.2018.01.149

10. Moro, A., Raganato, A., Navigli, R.: Entity linking meets word sense disambiguation: a
unified approach. Trans. Assoc. Comput. Linguist. 2(1), 231–244 (2014)

11. Landauer, T., Foltz, P.W., Laham, D.: Introduction to latent semantic analysis. Discourse
Process. 25(2–3), 259–284 (1998). https://doi.org/10.1080/01638539809545028

Organization of Information System for Semantic Search 77

https://www.w3.org/2001/sw/
https://www.w3.org/2001/sw/
https://www.w3.org/2007/03/rdf_concepts_ru
http://dx.doi.org/10.1016/j.eij.2017.01.001
https://semanticnetwork.nlm.nih.gov
http://dx.doi.org/10.1016/j.jbi.2017.01.013
http://dx.doi.org/10.1016/j.procs.2018.07.215
http://dx.doi.org/10.3115/982163.982175
http://dx.doi.org/10.3115/982163.982175
http://dx.doi.org/10.1016/j.procs.2018.01.031
http://dx.doi.org/10.1016/j.procs.2018.01.031
http://dx.doi.org/10.1016/j.procs.2018.01.149
http://dx.doi.org/10.1016/j.procs.2018.01.149
http://dx.doi.org/10.1080/01638539809545028


12. Mikolov, T., Le, Q.V., Sutskever, I.: Exploiting similarities among languages for machine
translation (2013). https://arxiv.org/pdf/1309.4168.pdf. Accessed 25 June 2018

13. Cohen, T., Widdows, D.: Embedding of semantic predications. J. Biomed. Inform. 68, 150–
166 (2017). https://doi.org/10.1016/j.jbi.2017.03.003

14. Shedko, A.Y.: Semantic-map-based assistant for creative text generation. Procedia Comput.
Sci. 123, 446–450 (2018). https://doi.org/10.1016/j.procs.2018.01.068

15. Gers, F.A., Schmidhuber, J., Cummins, F.: Learning to forget: continual prediction with
LSTM. Neural Comput. 12(10), 2451–2471 (1993). https://doi.org/10.1162/
089976600300015015

16. Kou, F., Du, J., He, Y., Ye, L.: Social network search based on semantic analysis and
learning. CAAI Trans. Intell. Technol. 1(4), 293–302 (2016). https://doi.org/10.1016/j.trit.
2016.12.001

17. Rubner, Y., Tomasi, C., Guibas, L. J.: A metric for distributions with applications to image
databases. In: IEEE International Conference on Computer Vision, pp. 59–66 (1998). https://
doi.org/10.1109/iccv.1998.710701

18. Hitchcock, F.L.: The distribution of a product from several sources to numerous localities.
Stud. Appl. Math. 20, 224–230 (1941). https://doi.org/10.1002/sapm1941201224

19. Finding similar documents with Word2Vec and WMD. https://markroxor.github.io/gensim/
static/notebooks/WMD_tutorial.html. Accessed 25 June 2018

20. Sachkov, V.E.: Application of associative – semantic preprocessor in interactive natural
language dialogue systems. In: Proceedings of the Institute of System Programming of
the RAS, vol. 30, revision. 4, pp. 195–208 (2018). https://doi.org/10.15514/ispras-2018-30
(4)-13

21. Shimodaira, H.: Text Classification using Naive Bayes. http://www.inf.ed.ac.uk/teaching/
courses/inf2b/learnnotes/inf2b-learn-note07-2up.pdf. Accessed 25 June 2018

78 V. Sachkov et al.

https://arxiv.org/pdf/1309.4168.pdf
http://dx.doi.org/10.1016/j.jbi.2017.03.003
http://dx.doi.org/10.1016/j.procs.2018.01.068
http://dx.doi.org/10.1162/089976600300015015
http://dx.doi.org/10.1162/089976600300015015
http://dx.doi.org/10.1016/j.trit.2016.12.001
http://dx.doi.org/10.1016/j.trit.2016.12.001
http://dx.doi.org/10.1109/iccv.1998.710701
http://dx.doi.org/10.1109/iccv.1998.710701
http://dx.doi.org/10.1002/sapm1941201224
https://markroxor.github.io/gensim/static/notebooks/WMD_tutorial.html
https://markroxor.github.io/gensim/static/notebooks/WMD_tutorial.html
http://dx.doi.org/10.15514/ispras-2018-30(4)-13
http://dx.doi.org/10.15514/ispras-2018-30(4)-13
http://www.inf.ed.ac.uk/teaching/courses/inf2b/learnnotes/inf2b-learn-note07-2up.pdf
http://www.inf.ed.ac.uk/teaching/courses/inf2b/learnnotes/inf2b-learn-note07-2up.pdf


Algorithm for Solving Ordinary Differential
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Abstract. The paper considers the neural network approach for solving the
Cauchy problem for ordinary differential equations of the first order based on the
representation of the function as a superposition of elementary functions, the
algorithm of solving the problem is proposed. The application of the neural
network approach allows obtaining the desired solution in the form of a func-
tional dependence that satisfies smoothness conditions. On the basis of a two-
layer perceptron, a model of a neural network solution of the problem and a
numerical algorithm realizing the search for a solution are built. We developed a
program and algorithmic solution of the Cauchy problem. We analyzed the
accuracy of the results and its interrelation with the parameters of the neural
networks used. The equivalence of the work of the neural network algorithm and
the third-order numerical Runge-Kutta algorithm is shown. In addition, the
problem of retraining the neural network algorithm for solving the Cauchy
problem for first order ordinary differential equations is posed.

Keywords: Ordinary differential equations � Artificial neural network �
Optimization methods

1 Introduction

Currently, neural networks are widely used in various fields of science. Such networks
are used for solving problems of pattern recognition, time series prediction, network
optimization, packet routing, etc. This is due to the fact that neural networks represent a
flexible set of tools for solving a variety of data processing and analysis tasks.

Subsequent paragraphs, however, are indented. Artificial neural networks are
universal approximants of complex (nonlinear) functional dependencies. Their most
important feature is the stability of the neural network model in relation to data errors.
Such errors include boundary perturbations, calculation errors, etc. Another important
feature of artificial neural networks is the possibility of parallelizing the solution of the
problem, as well as the use of a set of networks (including networks of different types).
In this matter, the use of neural network technologies in solving various problems is an
object of great interest. The effectiveness of using this approach for solving ordinary
differential equations (ODE) is expressed in the possibility of representing a solution in
the functional dependence form, which satisfies smoothness conditions.

At present, the apparatus for solving ODE by means of numerical methods is
widely developed: the finite difference method, the finite element method, the finite

© Springer Nature Switzerland AG 2020
V. Sukhomlin and E. Zubareva (Eds.): Convergent 2018, CCIS 1140, pp. 79–92, 2020.
https://doi.org/10.1007/978-3-030-37436-5_7

http://orcid.org/0000-0003-0096-2587
http://orcid.org/0000-0003-2752-7198
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-37436-5_7&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-37436-5_7&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-37436-5_7&amp;domain=pdf
https://doi.org/10.1007/978-3-030-37436-5_7


volume method, the boundary element method, and so on. Numerical methods make it
possible to obtain a discrete representation of the desired solution, which is not suffi-
cient in all applied problems. The main difference between the neural network and
numerical approaches is that the neural network technology allows obtaining a func-
tional representation of Cauchy problem solution.

An approach based on using the capabilities of modern neural network technologies
used to solve the first-order Cauchy problem is proposed in the framework of the
research.

The rest of the paper is organized as follows. Section 2 presents the results of a
review of the literature devoted to the consideration of various approaches to solving
differential equations based on artificial neural networks. Section 3 describes the basic
idea of the neural network approach. Section 4 is devoted to the description of the
mathematical formulation of the problem and the functional representation of the
desired solution. In Sect. 5, the initial formulation of the problem reduces to the
problem of minimizing the error in the approximation of the resulting solution. Sec-
tion 6 presents a step-by-step algorithm for the neural network approach for solving the
first-order Cauchy problem. Section 7 is devoted to describing the practical imple-
mentation of the presented algorithm and evaluating the results.

2 Related Work

The neural networks have properties that allow performing optimization procedures.
Thus, in the article [1] the authors Bolodurina et al. use the neural network model to
optimize the network operation in the infrastructure of the virtual data center. In this
regard, we consider the works that allow for neural network optimization of the search
for an approximate solution of differential equations.

For example, scientists Mead et al. consider the construction of a direct and non-
iterative feedforward neural network with approximate arbitrary coefficients for the
solution of ordinary differential equations. The developed method uses a hard limit
transfer function, but the construction requires imposing certain constraints on the
values of the input, bias, and output weights, and the attribution of certain roles to each
of these parameters [2].

Kjaramonte et al. in their research describe the need for more complex activation
functions to solve the ODE. The approach used makes it possible to obtain results
comparable in error with numerical methods; however, the complete algorithm for
solving ODE by means of neural networks is not presented [3].

Other researches use the Kansa method to solve partial differential equations
(PDE) by using neural networks, the trust region method of solving problems of
minimizing the quadratic error functional is expounded. Zemskova et al. conducted the
experiments that combine the above methods for nonlinear parameters. The results of
the operation of the algorithms show the effectiveness of the application of neural
networks with radial basis functions in the solution of PDE [4].

In the study of Kovalenko et al. are used methods for solving partial differential
equations using radial basis function networks (RBF networks), feed-forward neural

80 I. Bolodurina et al.



networks and a modified neural network. The stages of the neural network approach, the
adjustment of weights and the problems arising during the research were studied [5].

In the monograph “Principles and Techniques of Neural Network Modeling” by
Vasilyev et al. outlined the neural network approach, which makes it possible to solve
problems in a uniform manner, without fundamentally reconstructing the algorithms.
The problem of choosing a functional basis of a neural network is solved, methods for
selecting parameters and structure of a neural network model are described. The
authors consider the practical application of the approach to the heat equation [6].

In the study of the Yadav et al. develop an artificial neural network trained by a
modified error back propagation algorithm, which is capable of adjusting parameters
for modeling the dynamics of the heat equation even with large changes in the
boundary conditions without knowledge of system equations [7].

In the study of Vasilyev et al. others considered in detail the problem of finding a
function for which the dynamic equation in a certain region and its values in a certain
set of points are known. The contribution of the authors of the article was to build a
mathematical model of the neural network on heterogeneous data, including differential
equations and experimental observations [8].

In the other work, Vasilyev et al. was research the multicomponent systems in the
study of regions of a composite type with discontinuous coefficients are presented in
the. Authors examined neural network approaches to solving boundary problems of
mathematical physics in multidimensional composite domains [9].

In the one more work, Vasilyev et al. considered a method for solving problems in
mathematical physics based on the use of normalized radial basis function networks,
using the example of elliptic and parabolic problems with known analytical solutions.
To solve non-stationary problems, a hybrid algorithm that combines neural network
approximation in space with finite-difference time-domain approximation is used [10].

A review of studies has shown that the neural network approach is actively used to
solve various kinds of differential equations. Currently, there are methods for solving
specific types of problems and a General idea of the solution scheme for problems as a
whole, but there is no any step-by-step algorithm based on neural network technology
that allows practical implementation of neural network approach in solving ODE. In
this regard, this study is aimed at developing an algorithm for solving the Cauchy
problem for the first-order ODE.

3 Formulating the Research Problem

The basis for the application of artificial neural networks as universal approximations is
Kolmogorov’s theorem that any function can be represented as a superposition of
continuous functions [11].

According to this theorem, summation operations and composition of functions of
one variable are enough to determine the function of several variables.

To apply this property to the solution of the Cauchy problem for ODE of the first
order, we consider a two-layer neural network with m inputs and one output.

For definiteness, assume that the transfer functions of the first and output layers are
sigmoid.
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If any numbers x1; . . .; xn are input, then at the output we get the value of some
function y ¼ F x1; . . .; xnð Þ, which is the response of the neural network. It is clear that
the result depends on the input signal, and the value of internal parameters of the
network, which are the weight coefficients of the neurons.

The exact form of the function:

F x1; . . .; xnð Þ ¼
Xm
i¼1

w 1ð Þ
i � r

Xm
j¼1

xj � w 0ð Þ
ji

 !
; ð1Þ

r sð Þ ¼ 1
1þ eas

; ð2Þ

where r sð Þ is the sigmoid activation function, w 0ð Þ
ji are the weight coefficients of the

input layer, w 1ð Þ
i are the weight coefficients of the hidden layer, xj are input signals.

Theorem (on the error of the representation). Let y ¼ F x1; . . .; xnð Þ be any continuous
function defined on a bounded set, the function r is defined according to the conditions

presented above, then for 8e[ 0 there exist n;w 0ð Þ
ji ;w 1ð Þ

i such that:

F x1; . . .; xnð Þ ¼
Xm
i¼1

v 1ð Þ
i � r

Xm
j¼1

xj � v 0ð Þ
ji

 !
; ð3Þ

where v 0ð Þ
ji ; v 1ð Þ

i are the sets of numbers that approximate the function to the analytic
representation with an error of at most e in the entire domain of the definition.

In terms of the theory of neural networks, this theorem is formulated as follows:
Any continuous function of several variables can be realized with any accuracy by
means of a two-layer neural network.

4 Neural Network Approach to Solving the Problem

The proposed approach to the solution will be illustrated in terms of the following
definition of the General differential equation:

G~t; u~tð Þ;ru~tð Þð Þ ¼ 0; ð4Þ

taking into account some boundary conditions (for example, Dirichlet or Neumann),
where~t ¼ t1; t2; . . .; tnð Þ 2 R

n;D � R
n denotes the domain of definition, and u~tð Þ is the

computable solution.
This approach can also be applied to higher-order differential equations, but we do

not consider this kind of problems in this paper.
In order to obtain the solution of the differential equation, we carry out a dis-

cretization of the domain D and its boundary S onto the set of points bD and bS,
respectively.
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Then the problem is transformed into the following system of equations:

G~ti; u~tið Þ;ru~tið Þð Þ ¼ 0; 8~ti 2 D; ð5Þ

taking into account some boundary conditions.
If ut ~t;~pð Þ denotes a solution with an adjustable parameter vector ~p, then the

problem is transformed into:

min
~p

X
ti
!2D

G2 ~ti; u~ti;~pð Þ;ru~ti;~pð Þð Þ ¼ 0; 8~ti 2 D; ð6Þ

in which it is necessary to take into account the limitations imposed by the boundary
conditions.

In the proposed approach a recurrent neural network for constructing an approxi-
mate solution is used, and a parameter vector ~p corresponds weights and additional
parameters of the neural architecture.

We seek the solution ut ~tð Þ in such a way that it immediately satisfies the boundary
conditions from the construction. This condition is achieved by representing the
solutions as a sum of two terms:

ut ~tð Þ ¼ A~tð ÞþF ~t;N ~t;~pð Þð Þ; ð7Þ

where N ~t;~pð Þ is the output of a single-layer recurrent network with the parameter
vector ~p and n input signals determined by the input vector~t.

The function A ~t
� �

does not contain adjustable parameters and satisfies the
boundary conditions. The second term in the representation of the solution is that the
function F is constructed in such a way that it does not contribute to the boundary
conditions (vanishes identically in the domain S), since the function ut ~t

� �
must satisfy

them. This term uses the neural network, weights and rules, which must be corrected
when solving the minimization problem.

At this stage, the problem is reduced from the initial problem of bounded opti-
mization to unbounded optimization because of the choice of the form of the desired
solution, which satisfies the boundary conditions by construction.

5 The Reduction to the Problem of Minimization

The effective minimization (6) can be considered as a training procedure for a neural
network, where the error corresponding to each input vector~ti, is equal to the value

G ti
!� �

, which must be identically equal to zero. The calculation of this error value

includes not only the output of the network (as in the case of conventional training), but
also the derivative of the output with respect to any of its input signals. Therefore,
when calculating the error gradient with respect to the weight coefficients, it is nec-
essary to calculate the gradient of the output function of the neural network in the
domain as well as the gradient with respect to its input data (parameters).
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Consider in general a multilayer perceptron with n input signals, one hidden layer
with m sigmoid activation functions and a linear output block. Of course, one can
expand the neural network into more than one hidden layer, to solve ordinary differ-
ential equations of a higher order.

For a given vector of input signals ~t ¼ t1; . . .; tnð Þ, the output of the neural
network is:

N ¼
Xm
i¼1

w 1ð Þ
i � r zið Þ; ð8Þ

and zi is the total input sign of the neural network, having the form:

zi ¼
XN
j¼1

w 0ð Þ
ij � tj þ si; ð9Þ

where w 0ð Þ
ij denotes the weight from the neuron of the input layer i to the neuron of the

hidden layer j; w 1ð Þ
i denotes the weight from the neuron of the hidden layer j directed to

the output of the network result; si means the offset of the signal of hidden layer i; r zið Þ
is a sigmoid activation function.

Gradient of the network output function in the direction of the input signals of the
network will have the form of:

@kN
@tkj

¼
Xm
j¼1

w 1ð Þ
i � w 0ð Þk

ij � rki ; ð10Þ

where rki ¼ r zið Þ and rk denotes the k-th order derivative of the sigmoid.
In addition, the gradient of the network output function with the respect to all input

signals has the form:

@k1

@tk11

@k2

@tk22
. . .

@kn

@tknn
N ¼

Xm
j¼1

w 1ð Þ
i � Pi � r Kð Þ

i ; ð11Þ

where

Pi ¼
Yn
k¼1

w 0ð Þkk
ik ð12Þ

K ¼
Xn
i¼1

ki: ð13Þ

The expression (11) shows that the derivative of the network output function at any
of its inputs is equivalent to a recurrent neural network Ng ~ti

� �
with one hidden layer

which has the same values for the weights w 0ð Þ
ij and interference si, and with each
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weight w 1ð Þ
i replaced by w 1ð Þ

i � Pi. In addition, the activation function of each neuron of
the hidden layer is replaced by a K-th derivative of the sigmoid.

Therefore, the gradient Ng with the respect to the parameters of the original network
can be easily obtained in the form of:

@Ng

@w 1ð Þ
i

¼ Pi � r Kð Þ
i ; ð14Þ

@Ng

@w 1ð Þ
i

¼ Pi � r Kð Þ
i ; ð15Þ

@Ng

@w 0ð Þ
ij

¼ tj � w 1ð Þ
i � Pi � r Kþ 1ð Þ

i þw 1ð Þ
i � kj � w 1ð Þkj�1

i

Yn
k¼1;k 6¼j

w 0ð Þkk
ik

 !
r Kð Þ
i : ð16Þ

Once the derivative of the error calculation function with respect to the network
parameters is determined, then it is enough to use almost any minimization method. For
example, you can use the steepest descent method, the conjugate gradient method, and
other methods proposed in the theory of optimization methods. In this paper, we used a
gradient projection method that is quadratic convergent and it demonstrates high
performance.

The gradient projection method is based on finding the extreme point of the
function in the direction of the anti-gradient. The application of this method to the
quadratic functions in the field of real numbers defines a finite number of steps.

Algorithm Gradient Projection Method:

1. Set the initial approximation~x0, the error of calculations e, specify the descent factor
k and the number of steps of the algorithm k ¼ 0.

2. Calculate the initial direction of the anti gradient:

j ¼ 0;~S j
k ¼ �rf ~xkð Þ;~x jk ¼~xk; ð17Þ

3. Calculate the following approximation:

~xjþ 1
k ¼~x jk þ k �~S j

k;
~Sjþ 1
k ¼ �rf ~xjþ 1

k

� �
: ð18Þ

If ~Sjþ 1
k

��� ���\e or ~xjþ 1
k �~x jk

��� ���\e, then~x ¼~xjþ 1
k is the extreme point (the end of the

algorithm).
Otherwise: If jþ 1ð Þ\n, then j ¼ jþ 1 and go to the step 3, otherwise ~x jkþ 1 ¼

~xjþ 1
k ; k ¼ kþ 1 and the transition to the step 2.

Note that k can be chosen as:

– a constant, but in this case method may diverge;

Algorithm for Solving Ordinary Differential Equations 85



– a fractional step, that is, the length of the step is divided by a certain number during
the process of the descent;

– a steepest descent:

k j½ � ¼ arg min
k

f ~x j½ � � k j½ �rf ~x j½ �
� �� �

: ð19Þ

It should also be noted that for a given grid of points, the derivatives of the output
function of the neural network (or gradient network) with the respect to the parameters
can be obtained even in the case of algorithms for parallelizing computations. Also, in
the case of an error back propagation algorithm, an online or batch mode for updating
the weight can be used.

6 Algorithm of Neural Network Approach for Solving
an ODE of the 1st Order

We consider the application of the neural network approach described above to solve
the Cauchy problem for the firs-order ODE, which have the form:

du
dt ¼ f t; uð Þ;
u að Þ ¼ A; t 2 a; b½ �

�
ð20Þ

We will search the solution of the problem (20), in accordance with the theory above,
in the form (7):

ut tð Þ ¼ Aþ t � N t;~pð Þ; ð21Þ

where N t;~pð Þ is the output of the recurrent neural network with one input signal t and
the parameters of the network ~p, which includes the weight coefficients, the learning
rate, the number of input signals and the gradient descent multiplier. Note that ut tð Þ
satisfies the Cauchy problem in construction.

It is natural that the desired solution in the form of (21) will have its accuracy. The
error representing the difference between the found solution and the exact one will be
determined as follows:

E~p½ � ¼
X
i

dut tið Þ
dt

� f ti; ut tið Þð Þ
� �2

; ð22Þ

where ti are the points on the interval [a, b].
Since the following holds:

dut tð Þ
dt

¼ N t;~pð Þþ t � dN t;~pð Þ
dt

; ð23Þ

then it is possible to calculate the gradient of the network output function with respect
to the vector of its parameters ~p using (10)–(16), depending on the neural network
structure used to solve the ODE. The same applies to all subsequent task models.
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Algorithm of Neural Network Approach

Step 1:
Select the test set tj

	 

of the input signals by dividing the definition area into n

equidistant points. Generate random weight coefficients of layers w 0ð Þ
ji ;w 1ð Þ

i .
Step 2:

Calculate the total input feature of the system:

Ri ¼
X
j

w 0ð Þ
ji � tj: ð24Þ

Pass the total feature and the set of input signals tj
	 


to the output layer.
Step 3:

For updating weight coefficients (w 0ð Þ
ji ;w 1ð Þ

i ), use gradient descent for minimization
of calculation errors:

E~p½ � ¼
X
i

dut tið Þ
dt

� f ti; ut tið Þð Þ
� �2

! min: ð25Þ

Thus, if the error of the neural network increased (the network was overtrained),
then finish the series of gradient descent.

Step 4:
We obtain an analytic representation of ut tð Þ in the form (21) and the approximation

error E~p½ �.
End.
Thus, the developed algorithm of the neural network approach (see Fig. 1) will

provide a solution to the Cauchy problem for the ODE of the first order in the form of a
functional dependence (21).

( ) ( ) − , ( ) 2 →= − ∇
Gradient descent

( , ) = 1 (Σ )( ) = ( ) + ∙ ( , ), where
(Σ ) = 11 + αΣ

activation function

Σ = 0 ( )Adder

Input signal processing

1
2

…

11(0), 12(0)
21(0), 22(0)

1(0), 2(0)

Fig. 1. Schematic representation of the algorithm neural network approach.
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7 Experimental Results

Let us investigate the developed neural network algorithm for solving the first-order
Cauchy problem for the error of the obtained result, comparing it with the fourth-order
Runge-Kutta method, and also find the dependence of the neural network approach on
the network parameters used. Consider particular examples of the Cauchy problem for
ODE of the 1st order that have an analytic solution.

7.1 Neural Network Approach as an Alternative to Numerical Methods

Let us consider the Cauchy problem:

du
dt � 0; 2u ¼ e�

t
5 cos t;

u 0ð Þ ¼ 0; t 2 0; 1½ �:
�

ð26Þ

Analytic solution of the problem (26) has the form:

u ¼ e�
t
5 sin t: ð27Þ

As a result of the work of the considered algorithms, we obtained:

(1) for the Runge-Kutta method of 4th order accuracy:

Du1 ¼ 0:000236713;CountN1 ¼ 80:

where Du1 - error of the numerical solution; CountN1 - the number of iterations to
achieve the specified accuracy (the number of points in the definition area).

(2) for neural network approach:

Du2 ¼ 0:0004766790;CountN2 ¼ 170;Neur ¼ 10:

where Du2 - neural network error; CountN2 - number of iterations; Neur - number
of neurons.

The function u tð Þ, which was found as a result of the neural network algorithm, has
the form:

ut tð Þ ¼ t �
Xm
i¼1

w 1ð Þ
i � r t �

Xm
j¼1

w 0ð Þ
j

 ! !
; ð28Þ

where w 0ð Þ
j - weights of the input layer (Table 1); w 1ð Þ

i - output layer weights (Table 2);
m ¼ Neur - the number of neurons in the network.
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A graphical representation of the obtained solutions is shown in the Fig. 2.

Since new random weights are generated each time at the input of the neural
network, a series of 10 experiments was carried out, which also had the 4th order of
accuracy and retained the CountN2 [CountN1 property.

Thus, the neural network requires more iterations than the Runge-Kutta method
ðCountN2 [CountN1Þ to achieve the same order of solutions accuracy Du1 � Du2ð Þ.

7.2 The Problem of Overtraining the Neural Network on a Particular
Example

The condition for the exit from the gradient descent (search for weight coefficients) is
of great importance in the development of a neural network algorithm for solving the
Cauchy ODE problem of the 1st order. This is due to the fact that the usual conver-
gence condition of the gradient method cannot be applied, since in this case the neural

Table 1. Values of the weighting coefficients w 0ð Þ
j .

j 1 2 3 4 5 6 7 8 9 10

w 0ð Þ
j

−1.8 1.5 −0.8 −0.8 −0.1 −1.6 0.58 −0.6 1.1 1.5

Table 2. Values of the weighting coefficients w 1ð Þ
i .

j 1 2 3 4 5 6 7 8 9 10

w 1ð Þ
i

−0.9 1.2 −1.5 0.9 0.63 3.1 −0.3 −0.7 0.07 −0.4

Fig. 2. Graph comparing the solution of the neural network algorithm and the Runge-Kutta
method.
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network can recognize examples from the training set, but does not acquire the gen-
eralization property. In this case, it is said that the neural network is overtrained.
Consider this property on a particular example of the Cauchy ODE problem of the 1st
order.

Let us consider the Cauchy problem:

du
dt þ 2tu ¼ e�t2

u 0ð Þ ¼ 10; t 2 0; 1½ �:
�

ð29Þ

Analytic solution of the problem (27) has the form:

u ¼ te�t2 þ 10e�t2 : ð30Þ

As a result of the neural network algorithm we obtained:

(1) for CountN41 ¼ 150:

Du41 ¼ 0:24960104; Neur ¼ 4:

where Du41 – neural network error; CountN41 – number of iterations; Neur –

number of neurons (see Fig. 3).

(2) For CountN42 ¼ 250:

Du42 ¼ 25:21320845; Neur ¼ 4:

where Du24 - neural network error; CountN24 - number of iterations; Neur -
number of neurons (see Fig. 4).

Fig. 3. Graph showing the difference between an exact solution and a neural network solution
with a number of iterations of 150.
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Thus, it may be concluded that it is necessary to further study the dependence of the
parameters of the neural network for each Cauchy problem for ODE. One can set as a
parameter the number of neurons, organized within the constraints, as well as other
factors, the change of which affects the result.

In view of the possible overtrained the neural network, it is necessary to take into
account the error of the deviation of the found solution in parallel to the error of the
coefficients in the gradient descent when obtaining the weight coefficients. If the neural
network reaches the optimal solution, the gradient descent cycle is completed.

8 Conclusion

A neural network approach to the solution of the Cauchy ODE problem of the 1st
order, based on the representation of the function as a superposition of elementary
functions, is considered and an algorithm for solving the problem is proposed. The
following areas of further research are promising:

• study of the impact of the structure, parameters, and types of activation functions of
the neural network on the solution;

• study of the stability of the solution obtained by the neural network method;
• improvement of the presented algorithm at the stage of finding coefficients (the

overtrained problem).

Acknowledgments. The research work was funded by the Russian Foundation for Basic
Research, according to the research projects No. 16-29-09639, 18-37-00400, 18-07-01446 and
the President of the Russian Federation within the grant for state support of young Russian
scientists (MК-860.2019.9).

Fig. 4. Graph showing the difference between an exact solution and a neural network solution
with a number of iterations of 250.
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Abstract. This paper introduces a special binary relation on the set
of regular languages, which possesses all three properties of equivalence
relation. That is, this relation separates the whole class of regular lan-
guages into non-intersecting classes. In addition, it allows us to consider
only one representative of each class in the description of the regular
languages class, the so-called “simplified” language. Such simplified lan-
guage corresponds to a “simplified” automaton. This equivalence relation
makes it possible to limit the number of considered regular languages to
a finite number of finite automata with a priori fixed number of states. In
addition, this equivalence relation preserves the relation # considered in
our previous papers, and therefore allows us to use the previous theory.
For example, on the basis of obtained results, we can apply various algo-
rithms of equivalent transformations of nondeterministic finite automata
to simplified them.

Keywords: Regular languages · Nondeterministic finite automata ·
Equivalence relation · Simplification of automata

1 Introduction and Motivation

This paper introduces a special binary relation on the set of regular languages,
which possesses all three properties of the relation of equivalence. That is, this
relation separates the whole class of regular languages into non-intersecting
classes. In addition, it allows us to consider only one representative of each
class in the description of the regular languages class, the so-called simplified
language. This notion relies on the joining of parallel letters, which, in its turn,
is also an equivalence relation for a given regular language. Apparently, up to
the present time such a concept has not been encountered in the literature. Such
simplified language corresponds to a simplified automaton.

This equivalence relation makes it possible to limit the number of consid-
ered regular languages to a finite number of finite automata with a priori fixed
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number of states. In addition, this equivalence relation preserves the relation
# considered in our previous papers, and therefore allows us to use the previ-
ous theory. For example, on the basis of obtained results, we can apply various
algorithms of equivalent transformations of nondeterministic finite automata to
simplified automata, such as:

– constructing the equivalent automaton with minimum possible number of
states;

– constructing the equivalent automaton with minimum possible number of
edges;

– constructing the equivalent universal automaton;
– constructing an automaton according to the basis one . . .

In this way, we obtain objects of the formalism which are more acceptable in
terms of some characteristics, for example, with fewer numbers of vertices, edges,
etc. In general, simplified automaton is the canonical one for the corresponding
language; the simplified language has the same binary relations #, and this fact
allows us to use all the previous theory, see [1–5] etc. In fact, we can consider
simplified automata instead of usual nondeterministic finite automata.

2 Preliminaries

This section briefly describes the notation and some facts from our previous
publications on related topics, see [1] etc. Let

K = (Q,Σ, δ, S, F ) (1)

be some finite automaton (nondeterministic Rabin-Scott’s automaton), defining
regular language L = L(K). Q is the set of states, S ⊆ Q and F ⊆ Q are sets
of initial and final states respectively. We shall consider transition function δ of
automaton (1) as

δ : Q × Σ → P(Q) ,

but not as
δ : Q × (Σ ∪ {ε}) → P(Q) ,

where the notation P(Q) denotes the superset (the power set) of the set Q; thus,
we shall consider automaton without ε-transitions. We will usually write some
edge δ(q, a) � r in the form q

a−→
δ

r, or, if it does not cause ambiguity, simply in

the form q
a−→ r.

We also specially note the following important notation. Along with the
transition function δ, we shall also use the alternative transition function

γ : Q × Q → P(Σ)

corresponding to it.1 In this case, γ is defined as follows:

γ(q′, q′′) � a, where a ∈ Σ, if and only if δ(q′, a) � q′′.

1 For example, δ corresponds to γ, ˜δ corresponds to γ̃, etc.
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In this case, we will sometimes write the automaton (1) in the form

K = (Q,Σ, γ, S, F )

(i.e. replacing δ for γ); such a record will not cause confusion.
The mirror automaton for the automaton of (1), i.e.,

(Q,Σ, δR, F, S),

where
q′ a−→

δR
q′′ if and only if q′′ a−→

δ
q′,

will be denoted by KR; note that KR defines the mirror language LR.
Considering the regular language L to be given and use the notations defined

in the cited papers for it. For the considered language L, its automaton of canon-
ical form (CDFA) will be denoted as ˜L. Let automata ˜L and ˜LR for the given
language L be as follows:

˜L = (Qπ, Σ, δπ, {sπ}, Fπ) and ˜LR = (Qρ, Σ, δρ, {sρ}, Fρ).

Moreover, we do not consider the language L = �o, so both these automata do
have initial states.2

Let us recall definitions of binary relation # and state-marking functions ϕin

and ϕout , see for details [1]. Relation # ⊆ Qπ × Qρ is defined for pairs of states
of automata ˜L and ˜LR in the following way: A#X if and only if

(∃uv ∈ L
) (

u ∈ Lin
˜L

(A) , vR ∈ Lin
˜LR

(X)
)

.

Note that such a definition is non-constructive; however, for example, [1] contains
also its equivalent constructive variant (i.e., the definition-algorithm).

3 The Concepts of Simplified Automaton and Simplified
Regular Language

The main idea of this section can be expressed as follows: for a given regular
language, we define some relation (“parallelity”) on the set of its letters (Σ),
and then we show that “parallel” letters can be united in a way that preserves
all important properties of this regular language. Thus, let us firstly define the
“simplified” automata and “simplified” languages.

2 Like [1], we name “canonical automaton” a deterministic automaton, containing
the minimum possible number of states. Here, also like [1], we do not require this
automaton to be the everywhere-defined, and, therefore, do not consider the possible
“dead state”.
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Definition 1. Let regular language L be defined over the alphabet Σ, let a, b ∈
Σ, and let there exist an automaton K = (Q,Σ, δ, S, F ), such that L(K) = L
and (∀q ∈ Q)(δ(q, a) = δ(q, b)). Then we shall call letters a and b parallel over
the regular language L, and denote this fact as

a
L

‖b. ��

For illustrative purposes, we shall give two more equivalent definitions. But
we shall not prove this equivalence, since we shall not need the first one, and the
second one is obvious.

Definition 2. Letters a and b are parallel over the regular language L, if there
is a regular expression R0, which defines L, such that

R0 = R0((a + b), c1, . . . , ck), where c1, c2, . . . , ck ∈ Σ \ {a, b}. ��

Definition 3. Letters a and b are parallel over the regular language L, if there
is an automaton K = (Q,Σ, γ, S, F ), such that LK = L and

(∀q1, q2 ∈ Q)
(

γ(q1, q2) � a ⇐⇒ γ(q1, q2) � b
)

. ��

Let us now define the relation of “parallelity” of letters for an automaton.
Let us note that this relation and the relation defined above are in the same cor-
respondence as the notions of regular expression and regular language. Namely,
if two letters are parallel over some regular language, nevertheless, this language
can be defined by an automaton for which this parallelity does not hold.

Definition 4. Let automaton K = (Q,Σ, δ, S, F ), let a, b ∈ Σ, and let

(∀q ∈ Q) (δ(q, a) = δ(q, b)).

Then the letters a and b are parallel over the automaton K. We shall denote this
fact as

a
K

‖b. ��

We denote hereinafter a deterministic finite automaton (DFA), obtained from
K, by K̂. Similarly, like for languages, we shall denote the CDFA obtained from
K by ˜K. Similar upper signs we shall apply to all elements of the 5-tuple forming
the automaton.

Proposition 1. If a
K

‖b, then a
K̂

‖b and a
˜K

‖b.

Proof.
(∀Q1 ∈ P(Q)

) (∀a, b ∈ Σ
)

(

δ̂(Q1, a) =
⋃

q∈Q1

δ(q, a) Def.4=
⋃

q∈Q1

δ(q, b) = δ̂(Q1, b)
)

,
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i.e., when we convert a finite automaton to DFA, then the parallelity preserves,
that is

a
K

‖b ⇒ a
K̂

‖b.

When converting DFA to CDFA, we only join the states of automaton, here

γ̃(r, q1) = γ̂(r, q1) ∪ γ̂(r, q2),

where γ̂(r, q1) and γ̂(r, q2) can contain a and b only pairwise. Therefore, the same
is true for γ̃(r, q1). The same reasoning can be applied for

γ̃(q1, r) = γ̂(q1, r) ∪ γ̂(q2, r). ��

Proposition 2. If a
K

‖b and b
K

‖c, then a
K

‖c.

Proof.
(∀q ∈ Q)

(

δ(q, a) Def.4= δ(q, b) Def.4= δ(q, c)
)

,

i.e., a
K

‖c. ��

Proposition 3. Let regular language L be given. Let also a
L

‖ b and b
L

‖ c. Then

a
L

‖ c.

Proof. We obtain from Definition 1, that

(∃K1 , L(K1) = L
) (

a
K1‖ b

)

,

and also
(∃K2 , L(K2) = L

) (

b
K2‖ c

)

.

Since ˜K1 = ˜K2 = ˜K (up to redefinition of states – since CDFA is a full invariant
of a regular language), then by Proposition 1,

a
K1‖ b =⇒ a

˜K1‖ b =⇒ a
˜K

‖b and b
K2‖ c =⇒ b

˜K2‖ c =⇒ b
˜K

‖c .

This implies by Proposition 2, that a
˜K

‖c, and, therefore, by Definition 1, that

a
L

‖ c. ��
Thus, the relation a

L

‖ b is reflexive, symmetric (by definition) and transitive,
so it is an equivalence relation, and the alphabet Σ can be split into subsets of
parallel (over the given language L) letters.



98 B. Melnikov et al.

Fig. 1. The given nondeterministic automaton K

Fig. 2. Deterministic automaton K̂

Example 1. Consider regular language over the alphabet Σ = {a, b}, defined
by regular expression

a∗ + b∗ + (a + b)∗.

It can be defined by automaton K of Fig. 1. From it, we simply obtain the
equivalent DFA K̂, see Fig. 2:

All states of the last automaton are equivalent (with respect of output lan-
guage), therefore, after joining them we obtain CDFA ˜K, see Fig. 3:

Thus, the given language L can be defined by an automaton ˜K, where a
˜K

‖ b.

Therefore, by definition, we have a
L

‖ b (it was not fully obvious from the initial

Fig. 3. Canonical automaton ˜K
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regular expression, but we have obtained this result in a fully automatic way,
the way a computer program could have done it). Note that the partition of the
alphabet Σ consists of one equivalence set {a, b} only, and this partition is due
not to the way we define the language (regular expression, NFA, DFA, CDFA),
but is an intrinsic property of the language itself.

We shall give two following important propositions. We shall use the first of
them in the definition of “simplified” automaton, the second will help us consider
the relation # of the language of this automaton.

Proposition 4. Let ˜K be the CDFA for the given regular language L. Then
for each a, b ∈ Σ, the following fact holds:

a
L

‖b ⇐⇒ a
˜K

‖b ,

i.e., the parallelity a
L

‖b is unambiguously defined by ˜K.

Proof.

⇒ by Definition 1 and Proposition 1;
⇐ by Definition 1. ��
Proposition 5. Let L be a regular language over the alphabet Σ, then for each
a, b ∈ Σ, the following fact holds:

a
L

‖b ⇐⇒ a
LR

‖ b ,

i.e., the parallelity a
L

‖b holds also for the mirror language.

Proof.

⇒ Let a
L

‖b, then for some automaton K = (Q,Σ, γ, S, F ) defining L the following

holds: a
K

‖b. Let us consider automaton

KR = (Q,Σ, γR, S, F ),

it defines language LR, then

γR(q1, q2) = γ(q2, q1) � a ⇐⇒ γR(q1, q2) = γ(q2, q1) � b .

⇐ The reverse fact is proved similarly. ��
Example 2. Let us consider automaton K of Fig. 3 and the corresponding lan-
guage L. As we have already seen, the following holds:

a
L

‖b and a
K

‖b.

The same is true for the language LR and automaton KR:

a
LR

‖ b and a
KR

‖ b

(in this case, they are simply equal to L and K respectively).



100 B. Melnikov et al.

Thus, we know that every regular language induces some partition of the
given alphabet Σ into some subsets of parallel letters, this partition is defined
only by the language itself (and the reverse language defines the same partition,
see Proposition 5):

Σ =
n
⋃

i=1

σi ,

where
σi �= ∅ , σi ∩ σj = ∅ for i, j ∈ {1, 2, . . . , n}, i �= j ;

we shall denote this partition as:

σ = { σ1, σ2, . . . , σn } .

Later, we shall consider regular languages and finite automata for the alphabet
σ, and we can consider every σi ∈ σ simply as a letter, as well as a subset of Σ.

Below, we suppose that L is a given regular language over the alphabet Σ,
˜K is the CDFA3 defining L, and σ is the partition of Σ corresponding to L. Let
us give two other forms of Proposition 4.

Proposition 6. Let a, b ∈ Σ. Then a, b ∈ σi (σi ∈ σ) if and only if a
˜K

‖b. ��
Proposition 7. Let a, b ∈ Σ. Then a, b ∈ σi (σi ∈ σ) if and only if

(

∀q ∈ ˜Q
) (

˜δ(q, a) = ˜δ(q, b)
)

. ��

The proofs of both last propositions are obvious: they are a consequence of
Proposition 4 and the definition of parallel letters.

Proposition 7 allows us also to give a definition of the so-called “simplified”
automaton over the alphabet σ. Naturally, this automaton defines some regular
language, which we shall also call “simplified”.

Definition 5. Simplified automaton for regular language L, is an automaton

K =
(

˜Q,σ, δ, ˜S, ˜F
)

,

where:

– σ is the simplified alphabet (for L) defined before;
– ˜Q, ˜S and ˜F are elements of 5-tuple of automaton ˜L also defined before;
– for some q ∈ ˜Q, a ∈ Σ (where a ∈ σi) we set

δ(q, σi) = ˜δ(q, a).
3 Let us note once again, that according to the previous agreement,

˜K =
(

˜Q, Σ, ˜δ, ˜S, ˜F
)

.

.
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Note that this definition can be viewed as a process of “combining together”
of parallel letters. Doing this, the number of letters of the alphabet can only
decrease (since |σi| ≥ 1), so the name “simplified” is quite appropriate.
Proof (of the correctness of definition). K is defined by regular language L only,
since ˜K is an invariant of L. The equality δ(q, σi) = ˜δ(q, a) is possible, since
˜δ(q, a) = ˜δ(q, b) when a, b ∈ σi (see Proposition 7). ��

The definition of automaton K and Proposition 7 can be summarized as
follows (the proof is evident):

Proposition 8. Consider automata ˜K and K for a given regular language L.
Then for each a ∈ Σ and σi ∈ σ, the following condition holds:

a ∈ σi ⇐⇒
(

∀q ∈ ˜Q
) (

δ(q, σi) = ˜δ(q, a)
)

. ��

4 Some Complex Properties of the Considered
Equivalence Relation

Let us introduce the following notations.

1. Let a ∈ Σ, we denote σa the subset of Σ (σa ∈ σ ) containing a.
2. Let u = a1 . . . am, u = σa1 . . . σam

, then we shall write u ∈ u. In general, u is
a word of language σ∗.

3. L denotes the language of automaton K (the simplified language).

We shall prove now, that all the important features of regular language are
preserved in the process of combining parallel letters. In particular, automaton
K is also a CDFA, and language L has the same table of relation # as language
L has.

Theorem 1. K is deterministic.

Proof. We show that all three properties of deterministic automaton hold:

– ˜S does not change, i.e. the number of initial states does not exceed 1;
– by the definition of K, there are no ε-transitions;
– for each q ∈ ˜Q and a ∈ σa, |δ(q, σa)| = |˜δ(q, a)| ≤ 1, since ˜K is deterministic.

��
Theorem 2. Let u ∈ u. Then for each q ∈ ˜Q, the following holds:

u ∈ Lin
˜K
(q) ⇐⇒ u ∈ Lin

K
(q).
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Proof.

⇒ Let u = a1 . . . am, u ∈ Lin
˜K
(q). Then there exists a following path in the

automaton ˜K:
s ∈ S

a1−→ q1
a2−→ . . .

am−→ q ;

and since
u = σa1 . . . σam

, ai ∈ σai
, δ(q, σa) = ˜δ(q, a)

(see Proposition 8), the automaton K also has a following path:

s ∈ S
σa1−→ q1

σa2−→ . . .
σam−→ q ,

that is u ∈ Lin
˜K
(q).

⇐ The reverse fact is proved similarly. ��
In a perfectly the same manner we can show that the following is true.

Theorem 3. Let u ∈ u. Then for each q ∈ ˜Q, the following holds:

u ∈ Lout
˜K

(q) ⇐⇒ u ∈ Lout
K

(q). ��
Theorem 4. DFA K is a canonical DFA for language L.

Proof.

– K has no unreachable states: let q ∈ ˜Q, then, since ˜K is canonical,

Lin
˜K
(q) �= ∅;

that is, there exists some u ∈ Lin
˜K
(q). Therefore (by Theorem 2)

u ∈ Lin
K

(q) , then Lin
K

(q) �= ∅,

i.e. q is a reachable state of automaton K.
– K has no useless states: this fact is proved similarly to previous one (by

Theorem 3).
– K has no equivalent (by the output language) states: let us assume the con-

trary, i.e., let q1 ∼ q2 in automaton K. That is,

Lout
K

(q1) = Lout
K

(q2).

Then by Theorem 3, we obtain the following:

Lout
˜K

(q1) =
{

u ∈ Σ∗ |u ∈ u, u ∈ Lout
˜K

(q1)
}

,

Lout
˜K

(q2) =
{

u ∈ Σ∗ |u ∈ u, u ∈ Lout
˜K

(q2)
}

,

i.e., Lout
˜K

(q1) = Lout
˜K

(q2), then q1 ∼ q2 in automaton ˜K also, and we come to
the contradiction. ��
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Thus, the simplified automaton K is indeed a canonical one, and it unam-
biguously defines simplified language L. Now, we shall prove that the simplified
language has the same relation # as the initial language. At first, we show the
connection between L and L.

Theorem 5. u ∈ L ⇐⇒ u ∈ u, where u ∈ L.

Proof. L = Lout
˜K

(s), where s is the initial state of ˜K. By Theorem 3,

u ∈ Lout
˜K

(s) ⇐⇒ u ∈ Lout
K

(s),

where Lout
K

(s) = L. ��
Proposition 9. If v ∈ v and w ∈ w, then v · w = v · w.

Proof. We simply apply the mapping a → σa (where a ∈ Σ, σa ∈ σ). ��
Theorem 6. Languages L and L have the same relation #.

Proof. Since L and LR have the same partition σ (by Proposition 5), then all
the above theorems can be applied to both this languages simultaneously (for
LR, we denote the corresponding automata KR and ˜KR).

Let us write the definition of q1#q2 (see [1,4] etc.) and prove that this condi-
tion does not change when we convert ˜K into K and back (we use here Theorems
2 and 5).

→ (i.e., ˜K → K). For ˜K, we have q1#q2 when

(∃u ∈ L)
(

u = vw, v ∈ Lin
˜K
(q1), wR ∈ Lin

˜KR
(q2)

)

,

then u ∈ L, and
u = v · w = v · w,

where w ∈ Lin
K

(q1) and wR ∈ Lin
KR

(q2). That is, q1#q2 for language L and
automaton K.

← (i.e., K → ˜K). For K, we have q1#q2 when

(∃u ∈ L)
(

u = vw, v ∈ Lin
K

(q1), wR ∈ Lin
KR

(q2)
)

.

Let us take some v ∈ v and w ∈ w, then u = v · w = v · w and u = vw ∈ L,
where v ∈ Lin

˜K
(q1), wR ∈ Lin

˜KR
(q2). That is q1#q2 for the given language L

and automaton ˜K. ��
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5 Equivalent Simplified Languages

Now, we can naturally define the equivalence by simplifying regular languages.
These are the languages which have the same simplified language (of course,
up to renaming letters of the alphabet σ). More formally:

Definition 6. Languages L1 and L2 are equivalent by simplifying, if Li simpli-
fies to Li over the alphabet σi (i = 1, 2), and there exists a bijection

σ1 ←→ σ2,

such that this bijection can be extended to L1 and L2 (i.e., the simplified
automata K1 and K2 are the same up to renaming letters and states). ��
Example 3. Languages

L1 = a∗ + b∗ + (a + b)∗ and L2 = c∗

are equivalent by simplifying since both languages have the same simplified lan-
guage Li = σ∗

i .

The last definition is indeed the definition of equivalence relation, since the
simplified language (simplified automaton) is an invariant of regular language,
and, therefore, all the regular languages are partitioned into the subsets of lan-
guages having the same simplified language.

It is worth noting, that the simplifying of languages can be considered as a
first tiny step in the approach to classification of regular languages: any regular
language can be obtained from some simplified language by the operation, inverse
to the operation of simplifying:

σi → { ai1 , ai2 , . . . , ain } , where σi ∩ σj = ∅ ,

and so on.
Note also, that it is quite feasible to define a “letter parallel to language”,

for example for some simple language (e.g., with no Kleene’s star) and to extend
the above equivalence relation.

Some additional approaches of classification of regular languages were given
in [4]; in future publications, we are going to combine these classifications.

6 Automata with No Parallel Letters

Since there is no acceptable classification of simplified languages yet, it is impor-
tant to find some other application of this notion. One of possible applications
is the fact that while considering simplified languages we can omit automata
with parallel letters. This, in particular, lets us to examine only finite number
of automata when we fix their number of states.

The next definition can be considered as an operation of “pre-joining” of
parallel (for automaton) letters. The theorem tells us that this pre-joining does
not change the simplified automaton.
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Definition 7. Let K = (Q,Σ, δ, S, F ), a, b ∈ Σ, and a
K

‖b. We also assume, that
Σ′ = Σ′ \ {b} and σ′ is the corresponding restriction of δ onto the alphabet Σ′.
Then we shall say that automaton K ′ = (Q,Σ′, δ, S, F ) is obtained from K by
joining of parallel letters a and b. ��

Theorem 7. Let K = (Q,Σ, δ, S, F ), a, b ∈ Σ, a
K

‖b, and automaton K ′ is
obtained from K by joining of parallel letters a and b. Then K = K ′.

Proof. We already know, that operations K → K̂ and K̂ → ˜K preserve the

property a
K

‖ b (see Proposition 1). If we apply the simplifying operation to ˜K

and ˜K ′, then automaton K ′ will differ from K only by the fact that the set
σi (where σi � a, b) will change for σi \ {b}, which is insignificant for σ as an
alphabet. ��

Thus, each automaton can be reduced, by the series of operations of “pre-
joining” letters, to an automaton which has no parallel letters. Doing so, we
does not change its simplified automaton (simplified language). This allows us
to examine only finite number of automata (up to renaming letters and states)
with the fixed number of states.

Theorem 8. If n is the number of states of finite automaton, then the number
of simplified automata (languages) of all such NFA does not exceed the following
value:

22
n2−1 · (2n − 1)2.

Proof. By the previous theorem, the number of simplified automata (languages)
does not exceed the number of automata with n states having no parallel letters.
Now, we shall estimate the last number.

Let the states of automaton

Q = { q1, q2, . . . , qn }

be ordered in some way (we shall not consider permutations of this set), and

K = (Q,Σ, γ, S, F ).

Then we shall map every letter a ∈ Σ (the number |Σ| will be defined later) to
a binary matrix of the size n × n (see Fig. 4), where each element bij is equal 0
or 1; we set bij = 1, if the following condition is satisfied:

a ∈ γ(qi, qj).

This matrix fully defines the occurrence of a given letter in an automaton.
Evidently, that the letters with equal matrices are parallel (over K), and, vice
versa, if matrices are not equal, then the corresponding letters are not parallel
(over K). Hence, the number of non-parallel letters is no greater than 2n2

.
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Fig. 4. Binary matrix defines the occurrence of letter in an automaton

The null matrix can be excluded (because the letter is not in the automaton),
that is

|Σ| ≤ 2n2 − 1.

We should also take into account that every letter is either present in automaton,
or not (we do not consider the renaming of letters). Therefore, the number of
ways to define γ is

22
n2−1.

Both S and F have 2n − 1 ways (we also exclude the null set). Multiplying this
numbers, we obtain

22
n2−1 · (2n − 1)2. ��

7 Conclusion

Thus, we defined in this paper a simplified automaton. We proved, that this
automaton is a canonical one for the corresponding language. Hence, it unam-
biguously defines simplified language, and we can consider equivalent simplified
languages. Moreover, the initial regular language and corresponding simplified
one have equal relations #, which allows us to use all the previous theory by just
considering simplified automata instead of finite automata. We studied automata
with no parallel letters and obtained an upper bound on the number of simpli-
fied languages with a priori fixed number of states of the given nondeterministic
finite automaton.

In the future publications, we are planning to shall give some computational
results on the number of simplified languages when the automaton for the con-
sidered language has exactly two states. This results surprisingly confirm the
aforementioned upper bound. It is worth noting, that we can apply “simplify-
ing” to almost any notion in the theory of regular languages. For example we
can study “simplified universal automaton”, see [3], etc. As we said before, we
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also are going to combine two classifications of regular languages, i.e., the clas-
sification considered in this paper and also one which can be obtained on the
basis of [4].
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Abstract. In this paper, we investigate semiotic models used in the computer
industry, by means of linguistic approach, considering a computer modeling
notation as an artificial modeling language, which, compared to a natural lan-
guage of human communication, sacrifices its beauty and imagery for the sake
of accuracy and unambiguity. The research is carried out in the context of
Frege’s triangle, its vertexes represent three sets of different nature: material
objects, ideal concepts, and signs. We suggest separating relations inter elements
of one set, and a mapping describing the correspondence between the elements
of different sets. Three sides of Frege’s triangle can be interpreted as mappings:
conceptualization - assigns an object to a concept, semantic - link a concept to a
sign, representation - connects a sign of a model to an object of a subject area.
An analysis of mappings inter three sets of different nature allows making a
judgment on model quality. In the case of computer modeling notations all
mappings should be morphisms that carry the relations between the elements of
one set to the relations between the elements of the other. Finally, we make a
proposition that syntax and semantics of a computer modeling notation can be
formalized by use of Bunge-Wand-Weber upper-level ontology.

Keywords: Semiotic model � Syntax � Semantic � Ontology

1 Introduction

H. Stachowiak differentiates natural model, having the same physical nature as an
original, and semiotic one made of signs [1]. He suggests three fundamental properties
that make a model: mapping, reduction and pragmatism. Attempts to understand these
properties by direct matching a model with an original fail [2, 3]. In this paper, we
investigate semiotic models used in technical science, i.e. in computer industry, by
means of linguistic methods. Compared to a natural language of human communication
an artificial modeling notation sacrifices its beauty and imagery for the sake of accuracy
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and unambiguity. We limit observation to the modeling of material objects, leaving
ideal world out of concern. Due to the limits of this paper, we introduce only general
ideas. We make a proposition that syntax and semantics of an artificial modeling
notation can be formalized by means of linguistic methods and with a use of Bunge-
Wand-Weber upper-level ontology.

2 Related Research

Shreider reveals a similarity between semiotic and algebraic models [4]. He affirms that
a model can be characterized by a list of those relations between objects of subject area
which that model can represent. Classification of relations is subject to a research of:
philosophers, terminologist, developers of IT and DBMS [5, 6]. R. Chaffin and D.
Herrmann provide a list of 31 semantic relations [7]. We single out main problems of
that classification, authors: (1) mix entities of a different nature (material objects, ideal
concepts and signs); (2) base the classification on expert opinion; (3) made grouping
bottom-up; (4) consider taxonomy of models outside the semiotic theory.

According toGastev consistencybetweenamodel andanoriginal canbe characterized
using the algebraic notion ofmorphism [2]. Gurr declares that a syntax of a notation can be
explained if we manage to restore relations between objects of a subject area [3].

Aiming to evaluate whether a model provides a clear representation of a real-world,
Wand and Weber «rely on basic notions from the mathematics of mappings» [8]. For
this, they analyze a mapping from a set of signs forming modeling alphabet to a set of
concepts founding ontology. However, they regard ontology just as a thesaurus, do not
consider relations between concepts.

Guizzardi believes that semantics, syntax and pragmatics of a modeling notation
should be consistent with ontology, but he denies an unambiguous connection between
concrete syntax and ontological model [9].

All referenced studies regard diverse mappings and understand morphism differ-
ently. We carry out this research in the context of Frege’s triangle (see Fig. 1), that
illustrates a principle how an analyst percept a subject area. Let distinguish three sets of
different nature: material objects, ideal concepts and signs. Three sides of the triangle
can be interpreted as mappings: conceptualization - assigns an object to a concept,
semantic - link a concept to a sign, representation - connects a sign of a model to an
object of a subject area. We can assert that C. Gurr studies the representation mapping,

Model
Alphabet Ontology

Domain

Concept

M1

M2Sign

Denotata 
equivalence 

classes
M3

Fig. 1. Frege’s triangle
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particularly its algebraic morphism, while Y. Wand and R. Weber analyze the semantic
mapping, understand morphism in the context of the set theory.

Here and after we imply a morphism as a relation preserving linear transformation
from one mathematical structure to another one so that relations in the source domain
are mapped to equivalent relations in the destination or codomain [10].

3 Relations

Let evaluate relations between elements of three genera: material objects, concepts and
signs. Our classification is not exhaustive; it aims to demonstrate an approach. We limit
ourselves to n-ary relations, where n � 2.

3.1 Relations Inter Objects of a Subject Area

A classification of relations proposed here differs from the known in that it is based on
a matching of object’s properties and exclude connections that should be attributed to
mappings. Let consider Bunge-Wand-Weber upper-level ontology [8]. According to
M. Bunge, the world around us is made of things. Things are considered to be a
separate, independent, sustainable object. Therefore we will use a term an object as a
synonym of a thing. An object can be either simple or complex; the latter can be
divided into a set of subobjects. A property is an attribute of an object. Property can’t
have properties. We assume that a unary relation represents a property of an object.

A property can be inherent to an individual object, for example, a dimension or a
color characterize each separate object, or mutual, characterizing a set of objects, for
example, a distance or a weight are defined for pairs of objects. A distinction between
inherent and mutual properties is important for a further observation.

First, we consider inherent properties. Two or more objects can share certain in-
trinsic property, we call it an association. For example, to be a driver means that a person
and his license have similar owner’s name. Several objects sharing a specific intrinsic
property form a group, while all and necessarily all objects possessing a characteristic
property form a class [11]. We say that in regard to characteristic property all objects of a
class are equivalent to each other. If we are able to define a system of characteristic
properties we can partition the subject area into non-intersecting classes. These are
internal relations, their holding is in some sense in the nature of their relata [12].

Second, we consider the mutual properties – they link objects, not belonging to one
class, for example, all objects moving at a particular speed.

Third, we consider both: inherent and mutual properties. On one hand, this com-
bination can define objects from different classes belonging to a larger whole. That is a
part-whole relation. On the other, it can define the order of the objects within a set.

Bunge strongly recommends separate an aggregate formed by independent ele-
ments, its state at any time is equal to the sum of the states of all components and a
system whose state is not additive [13]. Bunge calls a relation between interacting
objects a bonding, we call it a functional relation. If we agree to neglect any kind of
spontaneous change (due to aging or degradation) we can say that an object can change
only due to the functional relation. Functional relations can affect either inherent of
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mutual properties. A change of an inherent property results in a state transition, while a
change of a mutual property results in a shift of spatial or temporal characterization. For
example, an operation changes a state of an object, while logical operator changes its
spatiotemporal position.

3.2 Relations of Ontology Concepts

According to Guarino, «ontologies are a means to formally model the structure of a
system, i.e., the relevant entities and relations that emerge from its observation» [14].
Ontology is not limited to a thesaurus; it also reproduces the relations between objects
of a subject area [15]. Thus a mapping that connects an object of a subject area with the
corresponding concept must be a structure-preserving morphism.

3.3 Relations Between Signs of a Model

Consider the fragment of the Frege’s triangle shown in Fig. 2. The links between signs
of the alphabet can be interpreted as a concrete syntax of a notation, and the links inter
the concepts can be treated as an abstract syntax. We require the semantic mapping to
be a morphism, it transfers relations between concepts onto relations of signs. Thus, the
concrete syntax can be formalized by examining the relation between ontology con-
cepts. The semantics of the sign is determined by a content of a corresponding concept.

4 Model Mapping Property

The idea of the proposed approach is in replacing a representation mapping with two
adjacent: conceptualization and semantic mappings.

We assume that a set of objects forming a subject area can be divided into disjoint
subsets, called equivalence classes so that an object belongs to an equivalence class if
and only if it possesses a characteristic property. Let state, if Mi and Mj are equivalence
classes and M is the entire domain, then:

M ¼ [
i
Mi and Mi \Mj ¼ £; i 6¼ j ð1Þ

ConceptSign

Sign

Abstract 
Syntax

Concrete
Syntax

Semantic
Mapping

Conceptualization
mapping

Concept

Fig. 2. Abstract and concrete syntax.
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4.1 Conceptualization Mapping

A conceptualization mapping aligns each class with an appropriate concept. All objects
belonging to one class must reference single concept. First, we evaluate possible
mappings:

• Equipotency (bijection) – each equivalence class is mapped onto the individual
concept.

• Indiscernibility (surjection) – one concept map different equivalence classes, which
is unacceptable.

• Uncertainty (injection) – different concepts map to a single equivalence class, which
can cause errors.

• Meaningless reality – some real-world objects have no related concepts, cannot be
mapped into a model.

• Empty notion – a concept cannot be associated with a relevant object.

Not all of the above combinations are permissible in modeling notation. Ontology
by convention is a complete and unambiguous definition of a subject domain, there-
fore uncertainty and indiscernibility cases should be instantly discarded [15]. Ontology
always includes a finite number of notions, so we can speak about the scope or size of
ontology as compared to a subject domain. If ontology includes an empty notion, this
means that the ontology’s scope exceeds the size of a domain. We consider a model
erroneous if it contains something that the original does not have. For example, a
centaur or mermaid are acceptable concepts in a natural language but are disallowed in
notation. If the ontology scope is smaller than the domain size, then meaningless reality
appears, some denotatum cannot be mapped into a model. It’s quite a common case
when a model discards those real objects, which are not important for modeling
objectives. We believe that ontology is not limited to a thesaurus, which means that the
conceptualization mapping should preserve relations between the real world objects
and transfer them onto the relations between concepts. In case of equipotency, a
conceptualization mapping is an isomorphism – all concepts are mapped to appropriate
classes and all conceptual relations between classes are mapped into appropriate
relations between concepts. In case of meaningless reality, a conceptualization mapping
is a homomorphism – some equivalence classes do not have a necessary concept and
particular conceptual relations remain undefined.

4.2 Semantic Mapping

Now let us have a look at the semantic mapping connecting signs of a modeling
notation and concepts of the ontology. First, we consider a mapping of two sets. The
following alternatives can be discerned:

• Unambiguity (monosemy) – a sign has only one meaning.
• Ambiguity (polysemy) – a sign has several meanings, we assume this improper.
• Equivalence (synonymy) – different signs have similar or equivalent meanings.
• Meaninglessness (anasemy) – some signs have no meaning; we assume this

unacceptable.
• Deficiency of representational ability of a language – some ontology notions have

no appropriate sign.
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In artificial modeling notation an ambiguity and equivalence must be excluded.
Any sign must have only one meaning, two objects of different classes cannot be
represented by a similar sign. The meaninglessness of a sign is also unacceptable as it
demonstrates the bad design of a modeling notation. Synonymy, when different signs
have the same meaning, is not prohibited, but makes a model difficult to understand.

Now we consider a semiotic mapping as a morphism that transfers relations
between individual concepts on the relations between corresponding signs of the
alphabet. We notice that relations between signs of the alphabet can be interpreted as a
concrete syntax of a notation while links between concepts can be interpreted as an
abstract syntax. Thus, relations between ontology concepts define a syntax of notation.

4.3 Representation Mapping

The peculiarity of a model is that it can include several similar signs of the alphabet all
of them referencing different objects of reality that belong to one equivalence class. We
will assume:

• Significance – each sign represents one denotate.
• Synonymy (ambivalence) – several signs corresponds a single denotate.
• Ambivalence – one sign represents several denotates.
• Empty sign – the sign doesn’t represent any denotate.
• Vacancy – the denotate have no sign

A model is created using an alphabet of a modeling notation. Each sign of a model
should display exactly one denotate of a prototype. A model can include several
identical alphabet characters. All denotate, symbolized by one sign of an alphabet,
belong to the equivalence class, which map a certain concept.

5 Model Reduction Property

Let assume an analyst has chosen an appropriate modeling notation and correctly
applies it – follows semantic and syntactic rules of a notation. Suppose a conceptu-
alization mapping is a morphism that renders subject area onto ontology concepts:

M1 : Object ! Concept ð2Þ

Assume a semantic mapping is a morphism that relates a set of alphabet signs with
a set of ontology concepts:

M2 : Concept ! Sign ð3Þ

According to morphisms multiplication theorem, their composition is also a mor-
phism [2]:

M1 �M2 = M3 : Model ! Subject Area ð4Þ
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Thus, if conceptualization and semantic mapping are both are an isomorphism, their
consistent application is also isomorphism and a model equals original. If one is
isomorphism while second is a homomorphism (or both homomorphism), their product
is a homomorphism, in this case, a model is similar to the original, but not equal. If at
least one of the mappings is not morphism, then a model differs from an original [2].
The correspondence between an original and a model may be characterized as follows:

• The truth in a model is that common, which coincide in a model and a reality
• The missing in a model is something that exists in reality but is absent in a model.
• The false is something that exists in a model but is absent from an original.

How can we discard some details so that the model is true? We distinguish two
options: reduction of concepts and reduction of relations.

Let consider reduction of concepts. As we have seen a model can represent a reality
if conceptualization mapping and/or semantic mapping are a morphism. In case of
meaningless reality – some real-world objects have no related concepts, cannot be
mapped into a model. For example, original BWW ontology doesn’t have a concept
«actor», thus notations based on this ontology are not capable to present a participant of
interaction. We call it a deficiency of representational ability of a notation – there is no
appropriate language sign for some ontology notions.

A reduction of relations means that a model represents only part of relations that
exist in an original. For example, what differentiates ontology, partonomy, thesaurus,
lists. etc.? Each of them is capable to represent only particular relations. Following
Shreider [4] we use a signature of a model – it lists types of those relations that are
preserved in a model. Thus a signature allows differentiating between partonomy,
thesaurus, etc.

6 Conclusion

This paper presents a new approach to the analyses of semiotic models. Its novelty is in
the fact that we apply linguistic methods to study an artificial modeling notation.
Within frames of this discussion, we have analysed a semiotic model mapping and
reduction properties. We suggest:

• Separate relations and mappings. As result, we can see that so-called semantic
relations, for example, a synonymy, are in fact, a type of semantic mapping.

• Analyse mappings inter three sets of different nature: material objects, ideal con-
cepts and signs.

• Consider a mapping as a morphism that carries the relations between the elements
of one set onto the relations between the elements of the other.

• Analyse relations between objects of a subject area top down, taking a top-level
Bunge-Wand-Weber ontology as a foundation.

• Base a classification of relations on a matching of objects properties. This way a
total number of relations types can be decreased.

• Use a signature to differentiate various models types.
• Model reduction property is subdivided into a reduction of relations and a reduction

of concepts.
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We prove the hypothesis that semantics and syntax of the modeling language can
be justified using an ontology and three mappings connecting real-world objects,
concepts of ontology and signs of a modeling notation. Thus, the semantics of the sign
is determined through the content of the notion, associated with the corresponding
concept of the ontological model, while the syntax of this notation is defined by the
relations existing between concepts. The pragmatics of the model is a subject of a
further research.
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Abstract. This paper is devoted to the problem of spectral H∞-optimal control
synthesis for LTI plants. This problem is significant in situations when spectral
features of the external disturbance are not completely given. H∞-optimization
problem has been paid very serious attention for the past decades and it can be
solved with the help of well-known numerical methods, based on Riccati
equations or linear matrix equations (LMI), but these approaches are not
absolutely universal, because there are irregular situations, such as problems
with no noisy measurement signal. Implementation of the spectral methods,
based on parameterization of the set of transfer functions of the closed-loop
system and polynomial factorization makes possible to avoid mentioned diffi-
culties, but most of the research in this area are devoted to the plants with scalar
control signal that significantly restricts its area of implementation. The
approach, proposed in this paper, makes possible to overcome these difficulties.
Some theoretical aspects, including matrix Nevanlinna-Pick rational function
interpolation, are discussed and computational scheme for the optimal control
design is formulated. Applicability and effectiveness are illustrated by the
numerical example with implementation of MATLAB package.

Keywords: Optimization � Linear-quadratic problem � H infinity control �
Interpolation

1 Introduction

Problem of the optimal rejection of external disturbances has been a hot research area
since pioneer works of N. Wiener and A. Kolmogorov. Effectiveness of the designed
control laws is often expressed by linear quadratic functionals, characterizing tradeoff
between reduction of the external disturbance influence and control intensity. It is
notable, that minimization of such functional can be considered as both H2 optimiza-
tion problems and H∞ ones. These methods have been paid serious attention in such
monographs as [1, 2]. Most of them are devoted to techniques, based on solving of
algebraic matrix Riccati equation (2-Riccati approach) or linear matrix inequalities
(LMI-technique).

It is notable that there are situations, where implementation of these well-known
methods is non-effective or even impossible. Various H-optimization problems with no
noisy measurement signal are typical examples of such issues. These difficulties can be
successfully overcome by using of special spectral approaches in frequency domain,
based on parameterization of the closed-loop system transfer functions set and

© Springer Nature Switzerland AG 2020
V. Sukhomlin and E. Zubareva (Eds.): Convergent 2018, CCIS 1140, pp. 119–131, 2020.
https://doi.org/10.1007/978-3-030-37436-5_10

http://orcid.org/0000-0001-8366-5654
http://orcid.org/0000-0001-8522-588X
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-37436-5_10&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-37436-5_10&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-37436-5_10&amp;domain=pdf
https://doi.org/10.1007/978-3-030-37436-5_10


polynomial factorization. Nowadays, there exist such methods of H2 and H∞ opti-
mization problems (including their special cases) solution, but all developed H∞

control synthesis algorithms [3–9] have restricted area of implementation, because they
can be used only for plants with scalar control signal. The main object of this research
is to overcome mentioned difficulty and propose more generally applicable solution.

In our opinion, this method has three main features. Firstly, it is parameterization
technique, used in the first time in [10], which allows to apply spectral H-optimization
methods for MIMO (Multiple Input – Multiple Output) plants. Sincerely, it includes
solving of algebraic matrix Riccati equation that increases computational effort. Sec-
ondly, matrix Nevanlinna-Pick interpolation is implemented to calculate transfer
function of the optimal closed-loop system. Finally, similarly to the approaches,
expanded in [4, 5], the proposed method guarantees non-uniqueness of the optimal
controller that expands its area of application and can be useful for solution of cognitive
problems in control systems.

The paper is organized as follows. In the next section, equations of a controlled
plant are presented and problem of the H∞-optimal control design is formulated.
Section 3 is devoted to the description of the implemented parameterization technique
and an alternative statement of the problem, which is considered as interpolation one.
In Sect. 4 we adduce condition of the matrix Nevanlinna-Pick problem solvability and
formulae for its commutating. Section 5 is devoted to computation of the optimal
closed-loop system transfer function and calculation of the controller, providing it. In
Sect. 6, the numerical example of optimal controller design is presented. Finally,
Sect. 7 concludes this paper by discussing the overall results of the investigation and
possible directions of the future research.

2 Problem Statement

Let us introduce a linear time invariant plant

_x ¼ AxþBuþHdðtÞ ;
y ¼ Cx ;

ð1Þ

where x 2 Rn is the state space vector, u 2 Rr is the control, d 2 Rnd is the external
disturbance and y 2 Rm is output measured signal. All components of the matrices
A; B; C; H are known constants, the pairs A;Bf g and A;Cf g are controllable and
observable respectively.

External disturbance dðtÞ for the system (1) is treated as output of the filter with
transfer function

S1ðsÞ ¼ NdðsÞ=TdðsÞi1 ; ð2Þ

where NdðsÞ is ðnd � ndÞ transfer function, TdðsÞ is Hurwitz polynomial and i1 is signal
with unknown frequency spectrum. The parameters NdðsÞ, TdðsÞ present known
spectral features of dðtÞ and if they are fully unknown then S1ðsÞ � I. Note that S�1

1 ðsÞ
is stable transfer function, i.e. detðNdðsÞÞ is Hurwitz polynomial.
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The controller is to be designed in the form

u ¼ WðsÞx ¼ W�1
2 ðsÞW1ðsÞx; or u ¼ ~WðsÞy ¼ W�1

2 ðsÞ ~W1ðsÞy ð3Þ

where W1ðsÞ, W2ðsÞ are ðr � nÞ и ðr � rÞ polynomial matrices and choice of WðsÞ
should minimize the following mean-square functional

IðWÞ ¼ lim
T!1

1
T

ZT
0

ðxTRxþ k2uTQuÞ dt; ð4Þ

where R, Q are symmetric positive definite matrices and k is a given positive value. We
cannot calculate the accurate value of the functional I, because the external disturbance
dðtÞ has unknown frequency spectrum, but we can minimize its upper bound. Let us
rewrite the expression (4) in frequency domain

I ¼ 1
jp

Zj1
0

tr½S�2ðsÞS�1ðsÞF�
0ðsÞF0ðsÞS1ðsÞS2ðsÞ� ds ¼ F0ðsÞS1ðsÞS2ðsÞk k22; ð5Þ

where F0ðsÞ is a such transfer function that

F�
0ðsÞF0ðsÞ ¼ FT

x ð�sÞRFxðsÞþ k2FT
uð�sÞQFuðsÞ; where ð6Þ

FxðsÞ ¼ ðsI� A� BWÞ�1H ;
FuðsÞ ¼ WðsI� A� BWÞ�1H ;

ð7Þ

and unknown transfer function S2ðsÞ is shaping filter of the signal i1. Consider upper
limit of I

JðWÞ ¼ F0ðsÞS1ðsÞk k21¼ max
x2½0;1Þ

F0ðjxÞS1ðjxÞk k2 : ð8Þ

As a result, the problem reduces to the following one:

JðWÞ ! min
W2XW

; ð9Þ

where XW is set of the stabilizing controllers (3). This set is such that all the roots of
characteristic polynomial DðsÞ of the closed-loop system

DðsÞ ¼ ðAsðsÞÞ1�r detðW1Bs �W2ðsÞAsðsÞÞ ;where ð10Þ

BsðsÞ � AsðsÞðsI� AÞ�1B; As ¼ detðAÞ; ð11Þ

are located in the open left-half complex plane.
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3 Spectral Approach to H∞ Optimization

These transfer functions FxðsÞ, FuðsÞ can be parameterized with implementation of the
approach, first presented in the monograph [10]. Despite the technique, used in [3–9],
this method includes solution of the algebraic matrix Riccati equations that results in
increasing of computational complexity but it can be used in case of multidimensional
control signal. Let us introduce the adjustable function-parameter

UðsÞ ¼ aðsÞFxðsÞþ bðsÞFuðsÞ; ð12Þ

where aðsÞ, bðsÞ are ðr � nÞ and ðr � rÞ polynomial matrixes. These parameters can be
calculated in the same way as proposed in [9, 10]. Firstly, let us solve the following
matrix Riccati equation

SAþATS� 1
k2

SBQ�1BTSþR ¼ 0; ð13Þ

and calculate them as follows

aðsÞ ¼ a0 ¼ 1
k2

Q�1BTS; bðsÞ ¼ b0 ¼ I: ð14Þ

Then we introduce the notations

HðsÞ ¼ AsðsÞbðsÞþ aðsÞBsðsÞ;
HsðsÞ � AsðsÞðsI� AÞ�1H ; PðsÞ � ðsI� AÞ ; ð15Þ

present the plant (1) in frequency domain

sI� Að ÞFx � BFu ¼ H; ð16Þ

and express transfer functions Fx, Fu, using formulae (7), (16)

Fx

Fu

� �
¼ M�1

U
H
U

� �
; where MU ¼ sI� A �B

a0 b0

� �
: ð17Þ

Inverse matrix M�1
U can be calculated by Frobenius formula of block matrix

inversion

M�1
U ¼ P�1 � P�1Bðbþ aP�1BÞ�1aP�1 P�1ðbþ aP�1BÞ�1

�ðbþ aP�1BÞ�1ðsÞaP�1 ðbþ aP�1BÞ�1

� �
; ð18Þ

where P ¼ sI� A. Taking into account the equality

ðbðsÞþ aðsÞP�1BÞ�1 ¼ AsðsÞðAsðsÞbðsÞþ aðsÞBðsÞÞ�1 ¼ AsH
�1ðsÞ ; ð19Þ
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we can transform the expression (18) to the form

M�1
U ¼ P�1 � BsðsÞH�1ðsÞaðsÞP�1 BsðsÞH�1ðsÞ

�AsðsÞH�1ðsÞaðsÞP�1 AsðsÞH�1ðsÞ
� �

: ð20Þ

Then substitute the calculated matrix M�1
U to (17) and express of FxðsÞ, FuðsÞ as

functions of UðsÞ:

Fx ¼ FxðeUÞ ¼ HsðsÞ=AsðsÞþBsðsÞH�1ðsÞeU ðsÞ ;
Fu ¼ FuðeUÞ ¼ AsðsÞH�1ðsÞeU ðsÞ ; ð21Þ

where eU ¼ U� a0P�1H
� �

. Also we introduce auxiliary notations

Bd ¼ D1sðsI� AþBa0Þ�1B ;

Ds ¼ detðsI� AþBa0Þ ;
ð22Þ

to transform the transfer function H�1ðsÞ in simpler form

H�1ðsÞ ¼ a0Bs þ IAsð Þ�1¼ A�1
s I� A�1

s a0ðBsa0 þ IAsÞ�1Bs

¼ A�1
s I� A�1

s a0 IþP�1Ba0
� ��1

P�1B ¼ A�1
s I� A�1

s a0 PþBa0ð Þ�1B
¼ A�1

s I� A�1
s a0D�1

s Bd ¼ 1
AsDs

ðDsI� a0BdÞ :
ð23Þ

Note that choice of the parameters aðsÞ, bðsÞ by the formulae (14) results in the
equality, proven in [9]

H�1
� ðB�

sRBs þ k2QA�
s AsÞH�1 ¼ k2Q; ð24Þ

that significantly simplifies the following calculations. Now let us consider the
expression from integrand in (5)

F�
0F0 ¼ F�

xRFx þ k2F�
uQFu ; ð25Þ

and convert it to the form, used in the papers [3–10]

F�
0F0 � ðT�

1 þ eU�T�
2ÞðT1 þT2 eUÞþT3 ;where ð26Þ

T1ðsÞ ¼ ðk ffiffiffiffi
Q

p Þ�1H�1
� B�

sRHs=AsðsÞ
¼ ðk ffiffiffiffi

Q
p Þ�1 ðD�

s I�B�
da

T
0 Þ

AsA�
s D

�
s

B�
sRHs ; T2ðsÞ ¼ k

ffiffiffiffi
Q

p
;

T3ðsÞ ¼ ðH�
sRHsÞ=AsA�

s � T�
1ðsÞT1ðsÞ :

ð27Þ

Remark. It is notable that the summand T3ðsÞ is divided to the polynomials As (and A�
s )

totally. Transfer functions Fx, Fu are received as a result of linear fractional transfor-
mation (17) of the parameter UðsÞ, so characteristic polynomial of the closed-loop
system is product of the denominators of UðsÞ and the matrix MU. It does not depend
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on the polynomial AsðsÞ. Consider the summand ðT1 þT2 eUÞ, taking into account the
equality (24):

ðT1 þT2 eUÞ ¼ ðk ffiffiffiffi
Q

p Þ�1½H�1
� B�

sRP
�1H� k2Q a0P

�1Hþ k2QU�
¼ ðk ffiffiffiffi

Q
p Þ�1H�1

� ½B�
sRP

�1H� ðB�
sRBs þ k2QA�

s AsÞH�1a0P
�1Hþ k2QU� ;

and rewrite two first summands in square brackets similarly to [10]

ðk ffiffiffiffi
Q

p Þ�1H�1
� ½B�

sR� ðB�
sRBs þ k2QA�

sAsÞH�1a0�P�1H
¼ ðk ffiffiffiffi

Q
p Þ�1H�1

� B�
sR I� BsH

�1a0
� �� k2Qa0A

�
sAs

	 

P�1H

¼ ðk ffiffiffiffi
Q

p Þ�1ðIþ a0P�1BÞ�1
� B�P�1

� SCS1
¼ ðk ffiffiffiffi

Q
p Þ�1B�ðPþBa0Þ�1

� SCS1:

Denominators of the functions ðT1 þT2 eUÞ, Fx, Fu (and, so, F�
0F0) do not depend

on the AsðsÞ and so, characteristic polynomial of

T3ðsÞ � F�
0F0 � ðT�

1 þ eU�T�
2ÞðT1 þT2 eUÞ;

does not divide on As.
The problem (9) can be transformed to the equivalent form

J ¼ JðUðsÞÞ ! min
U2XU

; ð28Þ

where XU is set of parameters UðsÞ with Hurwitz characteristic polynomials. One can
see that the summand T3ðsÞ in the formula (27) does not depend on the parameter eUðsÞ
and the value

Jmin ¼ max
x2½0;1Þ

ðtrfS�1ðjxÞT3ðjxÞS1ðjxÞgÞ ¼ trfS�1ðjx0ÞT3ðjx0ÞS1ðjx0Þ; ð29Þ

is lower bound of the functional J. Let us consider the choice of the function-parametereUðsÞ such that

JðeUðsÞÞ\q2; q2 ¼ Jmin þ e ; e� 0;

instead the problem (28), using a technique, implemented in [6].
Problem (28) obviously reduces to search of the minimum value q2 ¼ q20 (and,

respectively, e� 0), guarantying solvability of the following problem:

J0ðeUðsÞÞ ¼ JðeUðsÞÞ ¼ min
U2XU

f q2 : 9U 2 XU : 8x 2 ½0;1Þ

ðT1ðjxÞþT2ðjxÞeUðjxÞÞS1ðjxÞ
��� ���2 þ tr ðS�1ðjxÞT3ðjxÞS1ðjxÞÞ	 q2 g :

ð30Þ
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4 Polynomial Matrix Interpolation Technique

Let us rewrite the expression (30) as

ðT1ðjxÞþT2ðjxÞeUðjxÞÞS1ðjxÞ
��� ���2 	 q2 � tr ðS�1ðjxÞT3ðjxÞS1ðjxÞÞ; ð31Þ

then introduce the polynomial RqðsÞ and transfer function eLðsÞ, such as

RqðsÞRqð�sÞ
DsD�

s TdT
�
d

¼ q2 � tr ðS�1ðsÞT3ðsÞS1ðsÞÞ; ~LðsÞ ¼ DsTd
Rq

� D
�
s

Ds
; ð32Þ

(the second factor of eLðsÞ allows to avoid divisibility of the T1ðsÞ denominator to
the polynomial D�

s that is necessary below). As a result, the expression (31) can be
transformed to the form

ðT1ðsÞþT2ðsÞeUðsÞÞS1ðsÞeLðsÞ��� ���2
1
	 1: ð33Þ

One can see that factor outside the parameter eU reduces to zero in the complex
points s ¼ gi ði ¼ 1; nÞ , such as Dsð�giÞ ¼ 0, i.e. roots of the polynomial Dsð�sÞ, and
values of the expression ZðsÞ

ZðsÞ ¼ ðT1ðsÞþT2ðsÞeUðsÞÞS1ðsÞ D�
s Td

RqðsÞ
¼ ððk ffiffiffiffi

Q
p Þ�1 ðD�

s I�B�
da

T
0 Þ

AsA�
s

B�
sRHs þ k

ffiffiffiffi
Q

p
D�

s
eUÞ Nd

RqðsÞ ;
ð34Þ

in the points gi can be calculated as follows

Zi ¼ ðk
ffiffiffiffi
Q

p
Þ�1 ðD�

s I� B�
da

T
0 Þ

AsA�
s

B�
sRHs

Nd

RqðsÞ
����
s¼gi

; ði ¼ 1; nÞ : ð35Þ

As a result, problem (30) can be considered as the search of the stable matrix
transfer function ZðsÞ, satisfying the conditions

ZðsÞk k21 	 1; ZðgiÞ ¼ Zi: ð36Þ

It is well-known statement of fractionally rational matrix interpolation problem,
described in details in [12, 13]. Let us note that the similar method (classical
Nevanlinna-Pick interpolation) has been successfully implemented in the previous
research, devoted to H1 optimization [6, 7], but most of the proposed algorithms can
be applied only to the plants with scalar control signal, than significantly restricts area
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of their field of application. The interpolation technique, used in this paper, is a special
case of the two-sided Nudelman Problem. Let us introduce the notations

C� ¼ ½Ind Ind . . . Ind �; ð37Þ

is nd � n � nd matrix,

Cþ ¼ ½Z1 Z2 . . .Zn�; ð38Þ

is r � n � nd matrix, and

Ap ¼
g1Ind

. .
.

gnInd

264
375; ð39Þ

is n � nd � n � nd block diagonal matrix and implement the following theorem, pre-
senting the necessary and sufficient conditions of the matrix Nevanlinna-Pick problem
(36) solvability [12]. There exists a rational function ZðsÞ that interpolates the set
gi ; Zih i, analytic in closed right half-plane and satisfies the condition (36), if and only
if the Pick Matrix

Ki; j ¼ I� ZH
i Zj

�gi þ gj

 �
1	 i; j	 n

; ð40Þ

is positive definite. In this case, there is a 2 � 2 block matric transfer function

N ðsÞ ¼ Irþ nd þ
Cþ
C�

" #
ðsIn�nd � ApÞ�1K�1½�CH

þ CH
��; ð41Þ

and solutions of the Nevanlinna-Pick interpolation problem become

ZðsÞ ¼ ½N1;1ðsÞWðsÞþN1;2ðsÞ�½N2;1ðsÞWðsÞþN2;2ðsÞ��1; ð42Þ

where WðsÞ is an arbitrary r � nd asymptotically stable transfer function, satisfying

WðsÞk k1 	 1:

5 Transfer Matrices of the Optimal Closed-Loop Systems

Note, that the theorem, cited above, specifies direct way to calculation of transfer
functions of the optimal closed-loop system. Let us consider that there exist solution
ZðsÞ ¼ Z1ðsÞ=Z2ðsÞ of the Nevanlinna-Pick problem (26) for the parameter q. Consider
the following equality
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ðT1ðsÞþT2ðsÞeU0ðsÞÞS1ðsÞ D
�
s Td

RqðsÞ ¼
Z1ðsÞ
Z2ðsÞ ; or ð43Þ

ðk
ffiffiffiffi
Q

p
Þ�1H�1

� B�
sRHs

1
As

þ k
ffiffiffiffi
Q

p eU0ðsÞ
� �

NdðsÞ D�
s

RqðsÞ ¼
Z1ðsÞ
Z2ðsÞ ;

and receive the function-parameters ~U0ðsÞ and U0ðsÞ

eU0ðsÞ ¼ ðk
ffiffiffiffi
Q

p
Þ�1 Z1ðsÞ

Z2ðsÞ
NdðsÞD�

s

RqðsÞ
� ��1

�ðk2QÞ�1H�1
� B�

sRHs
1
As

; ð44Þ

U0ðsÞ ¼ ðk
ffiffiffiffi
Q

p
Þ�1 Z1ðsÞ

Z2ðsÞ
NdðsÞD�

s

RqðsÞ
� ��1

�ðk2QÞ�1B�ðPþBa0Þ�1
� SH: ð45Þ

Let us demonstrate that denominator of U0ðsÞ is Hurwitz polynomial. Divisibility
of eU0ðsÞ numerator to the polynomial D�

s directly follows from (35), (36). Denominator
of U0ðsÞ does not contain neither multiplier D�

s nor As, and we can see that charac-
teristic polynomial of the closed-loop system is

DðsÞ ¼ Z2ðsÞ detðNdðsÞÞDs:

Finally, substitute calculated ~U0ðsÞ to the Eq. (21) and receive dynamics of the
optimal closed-loop system

Fx ¼ FxðeUÞ ¼ HsðsÞ=AsðsÞþBsðsÞH�1ðsÞeU0ðsÞ ;
Fu ¼ FuðeUÞ ¼ AsðsÞH�1ðsÞeU0ðsÞ :

ð46Þ

Similarly to the research [4], computation of the transfer functions (46) of the
optimal closed-loop system does not provide the complete solution of the problem and
it is necessary to provide it with the help of the controller (3). Let us implement the
known optimum condition [4]: the controller (3) provides the optimal transfer functions
(46) for the closed loop system (1), (3) if and only if its transfer matrix WðsÞx ¼
W�1

2 ðsÞW1ðsÞ satisfies the following main polynomial equation (MPE):

W1ðsÞ~FxðsÞ �W2ðsÞ~FuðsÞ ¼ 0; ð47Þ

where polynomial matrices ~FxðsÞ, ~FuðsÞ represent numerators of the optimal transfer
functions FxðsÞ, FuðsÞ (46).
Remark. It was noted in [4] that numerators and denominator of the functions FxðsÞ,
FuðsÞ can have common multiplier C0ðsÞ, which can be no Hurwitz. Solving of this
problem needs background study, and only the easiest way to avoid this difficulty is
presented in this paper. If we choose such order nW of the controller WðsÞ, that deg
DðsÞ ¼ nþ nW, then C0ðsÞ � const.
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Let us remark, that the transfer functions FxðsÞ, FuðsÞ can be such that design of
controller WðsÞ in the desired structure (e.g.) is impossible. One of ways to overcome
this difficulty is to deform the spectral power density (2) by multiplying on the poly-
nomial matrix bNdðsÞ and using the filter

eS1ðsÞ ¼ eNd=Td ¼ Nd bNdðsÞ=Td; ð48Þ

instead S1ðsÞ in the calculations above. Note that the transfer function eS�1
1 ðsÞ must be

stable one.

6 Example of Synthesis

Let us demonstrate implementation of the proposed approach for the solution of the
H∞-optimization problem with the model (1) and the functional (4), having the fol-
lowing parameters:

A ¼
�0:0936 0:63 0
0:048 �0:072 0
0 1 0

0@ 1A; B ¼
0:0196 0:0133
0:0160 0:0192

0 0

0@ 1A; H ¼
0:4100
0:0076

0

0@ 1A;

C ¼ I; R ¼
0 0 0
0 0 0
0 0 1

0@ 1A; Q ¼ I; k ¼ 0:1:

External disturbance have not any spectral features, i.e. NdðsÞ � 1, TdðsÞ � 1. Let
us establish the condition that transfer function of the optimal controller WðsÞ should
have proper elements and deform NdðsÞ, using eNd ¼ sþ 1 instead of it. Then we
compute transfer functions from the formulae (11):

AsðsÞ ¼ s3 þ 0:8106s2 þ 0:0367s;

BsðsÞ ¼
0:019s2 þ 0:0237s 0:0133s2 þ 0:0217s
0:016s2 þ 0:0024s 0:0192s2 þ 0:0024s
0:016sþ 0:0024 0:0192sþ 0:0024

0@ 1A; Hs ¼
0:41s2 þ 0:3s

0:0076s2 þ 0:02s
0:0076sþ 0:02

0@ 1A;

solution of the matrix Riccati Eq. (13)

S ¼
0:1290 0:4938 0:2902
0:4938 4:5622 3:7407
0:2902 3:7407 3:7492

0@ 1A;
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and parameters a0, b0 from (14)

a0 ¼ 1:035 8:237 6:536
1:012 9:416 7:568

� �
; b0 ¼ 1 0

0 1

� �
:

Then we receive values Jmin ¼ 0:3542, x0 ¼ 0. Calculate transfer functions of the
optimal closed loop system

Fu ¼ 1
DðsÞ

� 0:179s6 � 1:23s5 � 2:122s4 � 1:551s3 � 0:539s2 � 0:087s� 0:0051
� 0:119s6 � 1:137s5 � 2:09s4 � 1:564s3 � 0:5477s2 � 0:088s� 0:0052

� �
;

Fx ¼ 1
DðsÞ

0:41s6 þ 1:343s5 þ 1:733s4 � 1:112s3 þ 0:369s2 þ 0:060sþ 0:0036
0:0076s6 þ 0:0347s5 þ 0:0329s4 þ 0:0101s3 þ 0:0009s2

0:0076s4 þ 0:0347s3 þ 0:0329s2 þ 0:0101s1 þ 0:0009

0@ 1A;

DðsÞ ¼ s7 þ 3:37s6 þ 4:575s5 þ 3:223s4 þ 1:261s3 þ 0:2714s2 þ 0:0294sþ 0:00124;

set order of the controller nW ¼ 4 and compute its parameters:

W2 ¼ ðs4 þ 2:185s3 þ 1:567s2 þ 0:4225sþ 0:0351Þ � I ;fW1 ¼ � 0:0436s4 � 2:522s3 � 2:308s2 � 0:627s� 0:050
� 0:2903s4 � 2:451s3 � 2:339s2 � 0:6304s� 0:051

�
. . .

. . .
� 0:11s4 þ 0:645s3 þ 0:782s2 þ 0:243sþ 0:0244
� 0:238s4 þ 0:412s3 þ 0:536s2 þ 0:102s� 0:0006

�
:

:

Let us demonstrate the frequency response: Ax ¼ F0ðjxÞS1ðjxÞk k22 on the Fig. 1. It
can be seen that Ax 	 Ja and it possesses the maximal value on the zero frequency.

Fig. 1. Frequency response Ax and Ja.
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7 Conclusion

A novel spectral approach in frequency domain to H∞-optimal control synthesis is
proposed and described in details in this paper. The demonstrated method can be
applied to a wide spectrum of practical control issues concerned with disturbance
without certain general frequency.

Polynomial model presentation and the special parameterization technique for the
transfer matrices of the closed-loop system are used in the proposed method. The
dynamics of the optimal closed-loop system can be obtained by the method, based on
matrix Nevanlinna-Pick interpolation technique. Non-uniqueness of the optimal con-
troller makes possible to construct it in the desired structure that can offer significant
advantage. Also the developed method does not include repeated solution of the
algebraic matrix Riccati equations that can improve its computational effectiveness.
Working capacity and effectiveness of the proposed approach are demonstrated by the
numerical example with implementation of MATLAB package.

Finally, let us mention some possible directions of future research. First of all,
singular case [7] requires special attention. . Robust features, transport delays and more
complicated representation of the external disturbance also can be taken into account.
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Abstract. The ant colony algorithm (ACO) is an intelligent optimization
algorithm inspired by the behavior of ants searching for food in the nature. As a
general stochastic optimization algorithm, the ant colony algorithm has been
successfully applied to TSP, mobile robot path planning and other combinatorial
optimization problems, and achieved good results. But because the probability
of the algorithm is a typical algorithm, the parameters set in the algorithm is
usually determined by experimental method, leading to the optimization of the
performance closely related to people’s experience, it is difficult to optimize the
algorithm performance. Moreover, the traditional ant colony algorithm has many
shortcomings, such as long convergence time and easiness to fall into the local
optimal solution. In order to overcome these shortcomings, in this paper, a large
number of experimental data are analyzed to obtain the main appropriate
parameters of the ant colony algorithm, such as the number M of ants, the
number K of iterations, the influence factor a and b, and a new pheromone
updating method that is related to the sine function is proposed in this paper, the
simulation results show that the improved algorithm can accelerate the speed by
60%, and the global optimal solution can be found more easily than the original
ant colony algorithm.

Keywords: Ant colony algorithm � Path planning � Update pheromone

1 Introduction

The path planning technology of mobile robot [1] is that the robot independently plans
a safe running route according to the perception of the environment by its own sensors,
and efficiently completes the operation tasks. The path planning of mobile robot mainly
solves three problems: first, enable the robot to move from the initial point to the target
point; second, using certain algorithm makes the robot to avoid obstacles, and have to
go through some necessary points to finish the corresponding task, at present, the
commonly used mobile robot global path planning method are many, such as grid
method [2], the artificial potential field method [3], neural network algorithm [4], A�

algorithm [5], the genetic algorithm [6] and ant colony algorithm [7] and the particle
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swarm algorithm [8], etc.; third, on the premise of completing the above tasks, opti-
mize the running trajectory of the robot as much as possible. Robot path planning
technology is one of the core technologies in the research of intelligent mobile robot.

Ant colony algorithm is a probabilistic algorithm used to find the optimal path. This
algorithm has the characteristics of distributed computing, information positive feed-
back and heuristic search, and is essentially a heuristic global optimization algorithm in
evolutionary algorithm. Ant colony system is an improved ant colony algorithm pro-
posed by Dorigo and Gambardella et al. [9], which mainly modifies the rules of state
transformation and pheromone update. Sorting based ant system was proposed by
Bulinheimer et al. [10], which refers to the concept of sequencing in genetic algorithm.
German scholar Thomas Stutzle and others put forward Max-Min Ant System [11]
which can avoid the premature convergence of the search process effectively by
increasing the pheromone on the optimal path and limiting the range of pheromone.
Wang et al. put forward a real-coded genetic algorithm and an improved isochron
method on ship the optimal path [12, 13].

A new pheromone updating method is proposed in this paper, which makes the
volatility of pheromones change with ant algebra by introducing sinusoidal function.

2 Traditional Ant Colony Algorithm

At the initial moment, m ants were randomly placed in the city, and the initial value of
pheromones on each route was the same. Each ant randomly chose the next road, and
its probability formula was formula (1).

pkijðtÞ ¼
½sijðtÞ�a½gijðtÞ�bP

s2ak
½sisðtÞ�a½gisðtÞ�b

; if j 2 ak

0; otherwise

8<
: ð1Þ

where sij is the pheromone on edge i; jð Þ, gij ¼ 1
�
dij is the heuristic function for

transferring from city i to city j, a is the information heuristic factor, while b is the
expected heuristic factor, ak is the city set that ant k is allowed to visit in the next step,
and the tabu tak records the cities that ant k is currently passing through.

Once an ant passes through a path, the pheromones evaporate, q is volatility
coefficient, and running at a rate of zero less than or less than one. Formula (2) is the
information element updating formula.

sijðtþ 1Þ ¼ ð1� qÞ sijðtÞþ
Xm
k¼1

D skijðtÞ ð2Þ

where Dskij is the pheromone of the k-th ant to it passes through the edge i; jð Þ, defined
as formula (3).
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Dskij ¼ 1
�
dij if edge ði; jÞ is on the path Tk

0; otherwise

�
ð3Þ

3 Selection of the Main Parameters in Algorithm

The main parameters of ant colony algorithm are the number M of ants, the pheromone
volatilization factor q, information heuristic factor a, expectation heuristic factor b and
pheromone intensity factor Q. In order to determine the optimal combination of the
main parameters in the algorithm, a simple 20� 20 two-dimensional grid was used to
experiment. Finally, a set of optimal parameter values are found by adjusting the values
of the main parameters to the shortest path in various cases.

3.1 Selection of the Number M of Ants

By changing the number M of the ants in each experiment and ensure that all the other
parameters are the same, mobile robot finds the shortest path through the ant colony
algorithm that is shown in Fig. 1 below:

It can be seen from the Fig. 1, when the number of ants M is different, several
experiments get the different shortest path. When the ant number M value is 50, the
shortest path length is 28.04, so selecting the number of ants M ¼ 50 in the next
experiment.

Fig. 1. The shortest path found under the different ant numbers.
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3.2 Selection of the Pheromone Volatilization Factor q

For the selection of pheromone volatility coefficient, nine groups of experimental data,
0.1–0.9, were selected and ten experiments were carried out for each group of data. The
shortest path and the convergence curve of each test were recorded respectively.

From the Table 1, it can be concluded that when the pheromone volatilization
factor q is 0.5, the shortest path can be 28.10, and the convergent iterations can be at
least 38, so q ¼ 0:5.

3.3 Selection of the Heuristic Factors

The information heuristic factor a is selected as 1, 2 and 3 to the experiment, as shown
in the Fig. 2, it can be seen that the smallest path length is the minimum when a is
equal to 1, and the minimum cannot be obtained when the other values are taken.

Table 1. The shortest path and the convergence iterations of each q.

q 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

The smallest path length >29.21 28.21 28.15 28.10 28.10 28.15 28.45 28.51 Non
The number of iterations >100 82 54 40 38 24 33 42 >100

Fig. 2. The shortest path found under the different information heuristic factor a.
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The expectation heuristic factor b is selected as 3, 5, 7 and 9 to the experiment, as
shown in the Fig. 3, it can be seen that the smallest path length is the minimum when b
is equal to 7, and the minimum cannot be obtained when the other values are taken.

4 Improved Ant Colony Algorithm

Due to the shortcomings of traditional ant colony algorithm such as too long con-
vergence time and easy to fall into the local optimal solution, the following
improvement strategies are proposed:

In this paper, introducing a sine function that can make pheromone volatilization
coefficient of rho and ants associated algebra k, the initial time, k value is small, the
value of the sine function approximation is equal to zero, the pheromone almost non-
volatile, ants according to the pheromone concentration on the initial moment every
path to find the shortest path, and leave pheromone on the path to walk, because of the
shortest path pheromone concentration is greater than the other path, and the positive
feedback mechanism of ant colony algorithm, making the shortest path pheromone
concentration increasing, with the increase of ants algebra k value, pheromone
volatilization coefficients rho began to play a role, pheromones are beginning to
evaporate, To prevent local convergence, when the pheromone concentration in each
path is evaporated, the rest of the pheromone and left in the wake of the ant walk this
path pheromone, the experimental simulation results are shown below.

Fig. 3. The shortest path found under the different expectation heuristic factor b.
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4.1 Only to Improve the Pheromone Volatilization Factor q

In order to study the influence of the introduced sine function on the important
parameters in the ant colony algorithm, We applied the improved method to the
pheromone volatilization factor q and the pheromone intensity factor Q. This section
focuses on the effects of improving the pheromone volatilization factor q. We can
multiply the sine function sinððk=KÞðpi=2ÞÞ by the original pheromone volatilization
factor q, where k is the current ant generation, and K is the total generation of the ant
set. It can make the pheromone volatilization factor q change with the ant generation K.
It is brought into the formula of the pheromone concentration as shown in formula (4)
and the improved pheromone concentration formula (5) is finally obtained.

s ¼ 1� qð ÞsþDs ð4Þ

s ¼ 1� sin k=Kð Þ pi=2ð Þð Þqð ÞsþDs ð5Þ

Only to improve the pheromone volatilization factor q, it can be seen in Fig. 4 that
the rate of convergence of the improved algorithm is faster than the original algorithm,
the original ant colony algorithm converges to 28.63 in 78th generation, and the
improved ant colony algorithm converges to 28.63 in 40th generation. It can be con-
cluded from this, only to improve the way of updating the pheromone volatilization
factor q can obviously accelerate the convergence speed of the ant colony algorithm.

Fig. 4. Trend of convergence curve by improving the pheromone volatilization factor q.
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4.2 Only to Improve the Pheromone Intensity Factor Q

This section focuses on the effects of improving the pheromone intensity factor Q. The
pheromone intensity factor Q is a factor that is applied to the increases Ds of the
pheromone concentration as shown in formula (6). Using the same method as in
Sect. 4.1, and the improved increases of the pheromone concentration is finally
obtained as formula (7).

Ds ¼ Dsþ Q
L
; ð6Þ

Ds ¼ Dsþ sin k=Kð Þ pi=2ð Þð ÞQ
L

: ð7Þ

Only to improve the pheromone intensity factor Q, it can be seen in Fig. 5 that the
original ant colony algorithm converges to 28.63 in 63th generation, and the improved
ant colony algorithm converges to 28.04 in 32th generation. It can be concluded from
this, only to improve the pheromone intensity factor Q can obviously accelerate the
convergence speed of the ant colony algorithm and find the smaller path.

4.3 Improve the Pheromone Volatilization Factor q and the Pheromone
Intensity Factor Q at the Same Time

In this section, we will apply the improved method to both the pheromone volatilization
factor q and the pheromone intensity factor Q. By comparing the original algorithm
with the improved algorithm, the following experimental results can be obtained.

Fig. 5. Trend of convergence curve by improving the pheromone intensity factor Q.
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The pheromone volatilization factor q and the pheromone intensity factor Q were
improved in the algorithm at the same time. It can be seen from Fig. 6, the yellow line
is the trajectory of the robot that the original ant colony algorithm found, the red line is
the trajectory of the robot that the improved ant colony algorithm found. By comparing
the length of the two trajectories, the improved ant colony algorithm can find a shorter
trajectory.

While the pheromone volatilization factor q and the pheromone intensity factor Q
were improved of the algorithm at the same time, it can be seen from Fig. 7, the
original ant colony algorithm converges to 28.63 in 70th generation, and the improved
ant colony algorithm converges to 28.04 in 28th generation. It can be concluded from
this, improve the pheromone volatilization factor q and the pheromone intensity factor
Q at the same time can greatly accelerate the convergence speed of the ant colony
algorithm and find a shorter path.

Fig. 6. The trajectory of the robot. (Color figure online)
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5 Conclusion

In this paper, an improved ant colony algorithm for mobile robot path planning is
proposed. Improved ant colony algorithm is mainly from two aspects: the pheromone
volatilization factor q and the pheromone intensity factor Q, and simulation results
show that the improved ant colony algorithm convergence speed is faster, and can find
the shortest path. The current research is mainly about two-dimensional planar envi-
ronment. In the future, ant colony algorithm can be applied to three-dimensional space
for path planning.

References

1. Hong, S., Lianjun, H., Xiaohui, Z.: Research on path planning for the mobile intelligent
robot. In: Proceedings of the 2009 WRI World Congress on Computer Science and
Information Engineering, Los Angeles, CA, pp. 121–124 (2009). https://doi.org/10.1109/
csie.2009.221

2. Zhu, L., Fan, J.-Z., Zhao, J., Wu, X.-G., Liu, G.: Global path planning and local obstacle
avoidance of searching robot in mine disasters based on grid method. J. Cent. South Univ.
(Sci. Technol.) 42(11), 3421–3428 (2011)

3. Adeli, H., Tabrizi, M.H.N., Mazloomian, A., Hajipour, E., Jahed, M.: Path planning for
mobile robots using iterative artificial potential field method. Int. J. Comput. Sci. 8(4), 28–32
(2011)

4. Althoefer, K.: Neuro-fuzzy motion planning for robotic manipulators. Ph.D. thesis, King’s
College, London (1997)

Fig. 7. Trend of convergence curve.

140 C. Pan et al.

https://doi.org/10.1109/csie.2009.221
https://doi.org/10.1109/csie.2009.221


5. Nosrati, M., Karimi, R., Hasanvand, H.A.: Investigation of the (Star) search algorithms:
characteristics, methods and approaches. World Appl. Program. 2(4), 251–256 (2012)

6. Goldberg, D.E.: Genetic Algorithm in Search Optimization and Machine Learning, vol. xiii,
no. (7), pp. 2104–2116. Addison Wesley, Boston (1989)

7. Dorigo, M., Maniezzo, V., Colorni, A.: Ant system: optimization by a colony of cooperating
agents. IEEE Trans. Syst. Man Cybern. Part B (Cybern.) 26(1), 29–41 (1996). https://doi.
org/10.1109/3477.484436

8. Kennedy, J., Eberhart, R.: Particle swarm optimization. In: Proceedings of ICNN 1995 -
International Conference on Neural Networks, Perth, WA, Australia, vol. 4, pp. 1942–1948
(1995). https://doi.org/10.1109/icnn.1995.488968

9. Dorigo, M., Gambardella, L.M.: Ant colony system: a cooperative learning approach to the
traveling salesman problem. IEEE Trans. Evol. Comput. 1(1), 53–66 (1997). https://doi.org/
10.1109/4235.585892

10. Bulinheimer, B., Hartl, R.F., Strauß, C.: A new rank based version of the ant system: a
computational study. Cent. Eur. J. Oper. Res. Econ. 7(1), 25–38 (1997)

11. Stutzle, T., Hoos, H.H.: Max-min ant system. Future Gener. Comput. Syst. 16(9), 889–914
(2000)

12. Wang, H., Li, X., Li, P., Veremey, E., Sotnikova, M.: Application of real-coded genetic
algorithm in ship weather routing. J. Navigation 71(4), 989–1010 (2018). https://doi.org/10.
1017/S0373463318000048

13. Wang, H., Li, P., Xue, Y., Korovkin, M.V.: Application of improved isochron method in
ship’s minimum voyage time weather routing. Vestnik Sankt-Peterburgskogo Universiteta.
Seriya 10. Prikladnaya Matematika. Informatika. Protsessy Upravleniya 13(3), 286–299
(2017). https://doi.org/10.21638/11701/spbu10.2017.306. (in Russian)

Path Planning of Mobile Robot Based on an Improved Ant Colony Algorithm 141

https://doi.org/10.1109/3477.484436
https://doi.org/10.1109/3477.484436
https://doi.org/10.1109/icnn.1995.488968
https://doi.org/10.1109/4235.585892
https://doi.org/10.1109/4235.585892
https://doi.org/10.1017/S0373463318000048
https://doi.org/10.1017/S0373463318000048
https://doi.org/10.21638/11701/spbu10.2017.306


Algorithm for Customers Loss Minimization
with Possible Supply Chain Disruption

Elena Lezhnina , Yulia Balykina , and Timur Lepikhin(&)

Saint-Petersburg State University, University Avenue 35, Peterhof,
198504 Saint Petersburg, Russia

t.lepihin@spbu.ru

Abstract. Continuous development of companies in various sectors of the
economy has led to an expansion of the processes they implement. With the
increase in the number of logistic processes of the company, there is a need for
their optimization, with a subsequent reduction in the costs of their provision.
Logistic costs can reach up to forty-five percent of the company’s general
administrative expenses. As of today, there are many approaches to setting and
solving the problem for optimization of logistics systems. In this paper, the
authors suggest a set of different strategies for selecting suppliers in the market,
taking into account a number of constraints, in particular, the supplier’s required
reliability, as well as the goods pricing strategy, provided that such goods are
competitive. The main objective of the research is to solve the problem of the
optimal choice of the quantity of goods in the order with supplier losses min-
imization. The goal is achieved by choosing the optimal or the so-called eco-
nomical order size, at which the supplier’s losses will be minimal. To determine
the optimal order size, a modified Harris-Wilson formula for the economic order
quantity is used. Two types of the problem are considered: a model in the
absence of supply disruption and a model with probable supply disruptions.
Scenarios of a customer’s behavior are suggested for possible supply disrup-
tions, such as the supplier equipment failure or transportation problems. Using
the proposed algorithm, the customer can develop a relevant stock forming
strategy.

Keywords: Loss minimization � Supply chain disruption � Game theory
approach

1 Introduction

Continuous development of companies in various sectors of the economy has led to an
expansion of the processes they implement. In particular, the logistics process of the
company is a whole set of nested processes. As a consequence, with the increase in the
number of such processes, there is a need for their optimization, with a subsequent
reduction in the costs of their provision and, accordingly, an increase or stabilization of
revenues.

As is well known, logistic costs can reach up to forty-five percent of the company’s
general administrative expenses. Therefore, setting the task of minimizing costs in the
optimization of logistic systems is particularly relevant. Currently, there are many
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approaches to setting and solving the problem for optimization of logistics systems.
The first work on mathematical modeling of inventory control was written by Harris.
The Harris-Wilson formula is a traditional method of finding the optimal balance
between the cost of shipping and storing goods in order to minimize total costs and
determine the optimal lot size for the goods. This formula is known as the Economic
Order Quantity Formula (EOQ) [1].

One of the main directions in developing approaches to solving the problems of
inventory management and optimizing costs is game theory and its applications.
Nevertheless, to solve composite problems, it is possible to combine the methods of
game theory with the methods of optimal control theory, which successfully cope with
various types of problem statements in which it is necessary to determine the param-
eters that contribute to the achievement of a given extremum of the function being
studied.

The first task of analyzing the inventory control model, solved with the help of
game theory, was described by the Parlar [2]. Models with one player who takes
decisions that describe many important aspects but do not take into account the
behavior of other players in the market are described in 1963 by Hadley and Whitin [3],
Hax and Candea in [4] and in 1994 in the work of Tersine [5].

At present, an approach based on the use of noncooperative game theory for the
analysis of supply chain models is quite common. In this approach, the idea of strategic
equilibrium is used as a rational game solution. Many concepts of equilibrium are
considered in the works of van Damme [6].

The static models of Cournot (1838) and Bertrand (1883) were described long before
the emergence of game theory methods. Since price control is a simpler process than
control of the quantity of the goods produced, in this study the Bertrand oligopoly is
adopted. For the quality of the optimality principle, the Nash equilibrium was chosen [7].

It is worth paying special attention to the problem of delivery disruption. Since the
functioning of a company is connected with a lot of factors independent of direct
business participants, which may include diverse events such as natural disasters,
strikes, technical problems at work, and others, mathematical models of these processes
require to be presented as a random processes [8]. These negative random processes
can lead to serious financial losses, as noted by Hendrik and Singal [9], and can be
described using probabilistic models. In particular, in [8] it was suggested to define a
delivery disruption as a random event, which interrupts the functioning of the supply
chain for a time period of random length. There are various strategies for mitigating the
consequences of such supply disruptions that companies can choose [10]. One of them
is to create a certain stock of goods, serving as a buffer when supplies stop.

In this work, the authors suggest a set of different strategies for selecting suppliers
on the market, taking into account a number of constraints, in particular, the supplier’s
required reliability, as well as a pricing strategy that must be established for goods,
provided that such goods are competitive.

The aim of the research is to solve the problem of the optimal choice of the quantity
of goods with due consideration of the supplier loss minimization.
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2 Mathematical Formalization

The main optimization task in hand is to minimize supplier losses. The goal is achieved
by choosing the optimal or the so-called economical order size, at which the supplier’s
losses are minimal.

Let us consider two options of setting the problem: a model in the absence of
supply disruption and a model with probable supply disruptions.

2.1 Model with no Supply Disruption

The classical formula for an optimal size of the order is expressed by formula (1):

Q� ¼
ffiffiffiffiffiffiffiffiffi
2CR
H

r
; ð1Þ

where Q� - economic order quantity, C - costs of placing an order, R - annual demand
for a product, H - the cost of storing a unit of goods per year.

As one of the parameters, expression (1) contains the demand for a product, which,
inversely proportional to the classical case depends on its value.

When constructing the order size formation algorithm, a two-step model is con-
sidered, first described in [11] for single-product consignments and further expanded
for multi-product lots in [12].

The general scheme of the algorithm consists of the following steps:

1. the economical size of the order is determined in general form (1);
2. a non-cooperative game is built and competitive prices for the product are deter-

mined, taking into account the prices of this product (good) from other games,
which ensures strategic equilibrium in the market;

3. final determination of the economic size of the order by substituting the obtained
price values in the demand function.

Let us consider this algorithm in more detail. The model of the market in which n
retailers sell m products is explored: i ¼ 1; n, j ¼ 1;m. A retailer i decides how many
products he will order for the period T: qi ¼ qi1; . . .; qimð Þ; i ¼ 1; n – the vector of
product quantity.

Having received the ordered goods, the player i assigns a price for each product,
according to which he will sell it in the following form: pi ¼ pi1; . . .; pimð Þ; i ¼ 1; n -
the vector of prices for the goods.

Dij pi1; . . .; pimð Þ is the demand function for the goods j at the price offered by the
player i.

When analyzing price competition (not only in the Bertrand model), the demand for
the company’s products also depends on the prices assigned by other players. The cost
function of the player i is expressed by the following formula:
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TCi pi1; . . .; pim; q1ð Þ ¼
Xm
j¼1

cjDij pi1; . . .; pimð Þþ c0ij
Dij pi1; . . .; pimð Þ

qij
þ cHij

qij
2

� �
; ð2Þ

where c0ij - cost of order placement by the seller i for a unit of goods j, cHij - cost of
storing a unit of goods j for the seller i.

Since at prices below marginal costs the seller bears losses for any positive sales
volume, the prices selected by him satisfy the following restriction:

pij [ cj þ c0ij þ cHij ; i ¼ 1; n; j ¼ 1;m

Then the payoff function in the game of the i-th player is calculated by the formula
(3):

Pi pi1; . . .; pimð Þ ¼
Xm
j¼1

pijDij pi1; . . .; p1mð Þ � TCi pi1; . . .; pim; qi1; . . .; qimð Þ ð3Þ

2.2 Model with Probable Supply Disruptions

In real conditions, market participants may face such a phenomenon as supply dis-
ruption. Supply disruptions can be a result of both external causes (for example, natural
disasters) and internal problems of the supplier company (failure of equipment, etc.).
Traditionally, in the literature the period when a supplier is available for an order is
called wet-, on-, up-interval. The period when deliveries are impossible are called dry-,
off, down-interval. Atan and Snyder [13] offered to simulate the alternation of on- and
off-periods in the form of a Markov chain. The duration of the periods is subject to an
exponential distribution law with parameters l (recovery rate) and k (disruption rate).
By b we define a probability that the supplier is in the “off” period. Then, by the
property of Markov chains, we have an expression for the probability of the “off”
period in the following form:

b ¼ k
kþ l

1� e� kþlð ÞQD
� �

ð4Þ

It follows from formula (4) that the planned interval between deliveries Q
D can

increase by an amount b
l. In accordance, the expected cost of the cycle is:

TCi pi1; . . .; pim; qið Þ ¼

¼
Xm
j¼1

cjDij pi1; . . .; pimð Þþ c0ij
Dij pi1; . . .; pimð Þ

qij
þ cHij

qij
2

þ pj
Dij pi1; . . .; pimð Þb

l

� �
:

ð5Þ

Thus, the cost of the cycle is increased by the amount pj
Dij pi1;...;pimð Þb

l .
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Since function (5) is quasi-convex, it has a local extremum (minimum).
During the game, each participant solves two problems: to choose the optimal size

of the order and to assign the optimal (competitive) price for the goods being sold. We
call qi ¼ qi1; . . .; qimð Þ a vector of internal player strategy and pi ¼ pi1; . . .; pimð Þ –

vector of external player strategy.
In the first step of the game, each participant i solves the internal task of deter-

mining the economic order quantity:

min
qi1;...;qimð Þ

TCi pi1; . . .; pimð Þ

¼ min
qi1;...;qimð Þ

Xm
j¼1

cjDij pi1; . . .; pimð Þþ c0ij
Dij pi1; . . .; ; pimð Þ

qij
þ cHij

qij
2

þ pj
Dij pi1; . . .; ; pimð Þb

l

� �

Taking into account the complexity of the function (5), the solution can be obtained
using numerical methods. Nevertheless, we can greatly simplify this task, using the
approximation proposed by Snyder [13]. The author approximates the probability b by
a value b0 ¼ k

kþl.
Then the optimal order size (economic order quantity) according to Harris formula

is equal to:

q�ij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2c0ijDij pi1; . . .; ; pimð Þ

cHij
þA2 þB� A

s
ð6Þ

where A ¼ b0Dij pi1;...;pimð Þ
l , and B ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2D2

ij pi1;...;pimð Þpij
CH
ij l

r
.

Substituting the value q�ij obtained in (6) into the cost formula (5), we obtain a new
function in the form (7):

ð7Þ

And, consequently, a new profit function in the form (8):

~Pi pi1; . . .; pimð Þ ¼
Xm
j¼1

pijDij pi1; . . .; p1mð Þ � TC�
i pi1; . . .; pimð Þ ð8Þ

As a result, we get a non-cooperative game of n players (price competition) in the
following form:

C ¼ N; ~Pi
� �N

i¼1; Xif gNi¼1

D E
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where N ¼ 1; n – a set of players, Xi ¼ pijpi � ½0;1Þf g – sets of strategies for the i-th
player, ~Pi pi1; . . .; pimð Þ - a payoff function of player i, that depends on only external
strategies pi1; . . .; pimð Þ 2 X1 � X2 � . . . � Xn.

For each player i we need to find a strategy pi 2 Xi, that provides a solution of our
optimal problem in the following way:

~Pi pi1; . . .; pimð Þ ! max
pi1;...;pimð Þ

ð9Þ

The Nash equilibrium situation p�1; . . .; p
�
n

	 

will be a solution of a system of n

equations of the form:

@ ~Pi pi1; . . .; pimð Þ
@pij

¼ 0; i ¼ 1; n ð10Þ

Taking into account the complexity of Eq. (10) in general form, it is necessary to
apply numerical integration (for example, using MATLAB).

After finding the equilibrium situation p�1; . . .; p
�
n

	 

in the game C, it becomes

possible to determine the numerical values q�ij by the formula (6).

3 Forming a Strategy of Behavior

In view of the above, we have two situations: a model with a probable supply dis-
ruption and a model with no such supply. In the case of a model with supply dis-
ruptions, as discussed above, there is an increase in costs. In this way, the customer
decision to choose this or that model is characterized by its attitude towards risk. Thus,
the customer can either risk and not increase the costs of settling possible disruptions,
or consider this problem, thereby reducing his profit.

As a rule, in real life several suppliers are represented on the market. Suppose a
customer can choose from t suppliers, the cost k of the product is known for each
supplier, and the parameters bk; lk; kk , k ¼ 1; t are also known.

3.1 First Strategy

First, we consider the case of choosing a supplier. The player must evaluate the
parameters bk. If bk are small enough, then the customer can neglect the risk and solve
the optimization problem in the absence of the disruption risk, while choosing the
supplier with the minimum prices ckj . In a different situation, if the parameters bk are
not sufficiently small, it is necessary to take into account all parameters simultaneously.
Therefore, it is necessary to solve k problems of minimizing costs and maximizing
profits in the form of:
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TCk
i pi1; . . .; pimð Þ

¼
Xm
j¼1

cjDij pi1; . . .; pimð Þþ c0ij
Dij pi1; . . .; pimð Þ

qij
þ cHij

q�ij
2

þ pj
Dij pi1; . . .; pimð Þbk

lk

� �

arg max
pi1;...;pimð Þ

~Pi pi1; . . .; pimð Þ ¼
Xm
j¼1

pijDij pi1; . . .; pimð Þ � TCk
i pi1; . . .; pimð Þ

Then the player should chose a supplier that gives the best profit.

3.2 Second Strategy

For the second strategy, the customer can change the supplier at any time of the order.
In this case, the customer’s behavior strategy is changing somewhat. The customer
ignores the risk and chooses the supplier with the lowest prices ckj . When the “dry”
period occurs, the player must decide how to proceed further. Either the player can wait
for the delivery to be restored during the likely period bk

lk
, sustaining losses, or switch to

another supplier. Therefore, the following values should be compared:

1. Possible losses bk
lk

are defined in the form:

Lki ¼
Pk

i pi1; . . .; pimð Þ
T

� bk
lk

;

where Pk�
i� pi1; . . .; pimð Þ is the solution of problem (9), i� - customer under

consideration, k� - current supplier.
2. Then the losses are considered when ordering from another seller (more risky or

with higher prices):

Pl
i� pi1; . . .; pimð Þ �Pk�

i� pi1; . . .; pimð Þ;

where l ¼ 1; t; l 6¼ k�.
We choose a case with least losses.

4 Conclusion

In this article, a scenario of the customer’s behavior is suggested for possible supply
disruptions, such as the supplier equipment failure or transportation problems. Using
the proposed algorithm, the customer can manage the process of stocks forming: either
secure himself against such disruptions, creating a buffer stock, or switch his supply
chain to another supplier.
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Abstract. Mathematical models of dynamic processes described by systems of
differential-difference equations of delay type with a linearly increasing after-
effect are considered. Such a class of systems has been investigated significantly
worse than the class of systems with limited aftereffect. However, in recent
times many new applications have appeared in the controlled dynamic processes
described by such systems. This paper is devoted to the study of the asymptotic
stability of the zero solution of homogeneous differential-difference systems
with several concentrated linearly increasing delays. The theoretical basis of the
study is the approach of B.S. Razumikhin, which made it possible to obtain
coefficient sufficient conditions for asymptotic stability. Further analysis of the
asymptotic stability of nonlinear systems with unlimitedly increasing delay can
be based on an adaptation of the Lyapunov-Krasovsky approach. As an appli-
cation, we consider a dynamic model of the span of a large family of UAVs over
a limited tunnel, which is described by a system of differential-difference
equations with concentrated constant and linearly increasing delays. The
approach used in the work can be applied to the analysis of stability, including
systems with distributed delay.

Keywords: Mathematical modeling � Differential-difference system � Linearly
increasing time-delay � Stability � Dynamics

1 Introduction

The class of differential equations with a time proportional delay is studied much worse
than the class of equations with a constant delay. Equations with a linearly increasing
delay are distinguished from a class of equations with a bounded time-variable delay in
that the solution history, which influences the dynamics of this solution at the current
time, increases indefinitely with time. Hence, it turns out to be impossible to apply certain
research methods to equations with increasing, including linearly increasing delay.

The most studied among the equations with linearly increasing delay are linear
equations. But in some cases it is necessary to consider systems in which the right-hand
parts does not have linear terms, or the matrix with linear terms does not allow using
stability and instability theorems in a linear approximation [1]. In these cases, the first,
in a broad sense, approximation is a system of equations with homogeneous right-hand
sides. Note that the Laplace transform method used to study linear equations with
constant delay is not applicable to such equations with homogeneous right-hand sides.
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Theorems on the stability of homogeneous systems without delay were proved in
the works of Zubov, Malkin, Krasovskii [2–4]. A refinement of the known stability
criteria for the first, in a broad sense, approximation of systems without delay is given
in the paper of Aleksandrov [5]. However, nonlinear equations and systems of such
equations containing linear time delays, until recently, remain virtually unexplored. In
[6], some sufficient conditions are given for the stability and instability of a scalar
equation with a homogeneous right-hand side and one linear delay.

In this paper, we consider new mathematical model described by a system of
differential-difference equations with a constant and linearly increasing delay. Such
models appear in the analysis of the situation of traffic jams in dynamic processes. For
example, if you increase the density of traffic on a circular road, or when a large crowd
leaves public institutions, and so on. Here, the dynamics of the span of a large family of
UAVs through a long tunnel are analyzed. For such dynamical systems with mixed
delay, sufficient conditions for asymptotic stability are formulated and the corre-
sponding theorems are proved.

2 Mathematical Model

Consider the groups of UAVs moving along a path divided into homogeneous sections.
Let us enumerate these sections from 1 to N. Let riðtÞ and ViðtÞ denote the average
density and average velocity of the flow group in section i at the moment t. Let ciðtÞ
denote the average flux density at the beginning of the i-th section, and diðtÞ denote the
average density at the end of the (i−1)-th segment.

Assumption 1. The maximum possible speed on this path is V0.

Assumption 2. By ~VðrÞ we denote the dependence of the average velocity of a group
of drones on the flux density.

Suppose the function ~VðrÞ with r[~r0 is determined by the equality

~VðrÞ ¼ V0 � ~r0
~r0 þ aðr � ~r0Þ

If _�ris is the average rate of increase in the flux density between the site with the
number s and the site with the number i at time �t, then writing the balance equations
between the average densities ysðtÞ ðs ¼ 1; . . .;NÞ of the flow of drones at time t in the
s-th area, we obtain the equations

_ysðtÞ ¼ fsðysðtÞ; usðtÞÞ; us ¼ usðt; y1ðt � hs1Þ; . . .; yNðt � hsNÞÞ

in which hsi ¼ h0si þ csiðt ��tÞ, and hss ¼ 0:
Next, we analyze the conditions for the asymptotic stability of the first in the broad

sense approximation in the neighborhood of the equilibrium position. Namely, stability
of homogeneous differential-difference systems with several linearly increasing con-
centrated delays is investigated.
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3 Homogeneous System Stability

Consider a scalar equation with linearly increasing delays of the following form:

_x ¼ a0x
lðtÞþ a1x

lða1tÞþ a2x
lða2tÞ ð1Þ

We assume that l ¼ p=q is a rational number with an odd numerator and an odd
denominator, in addition l[ 1. The coefficients a0; a1; a2 will be considered real
numbers, and the parameters a1; a2 – also real and satisfying the conditions 0\aj\1;
j ¼ 1; 2.

Define the initial function u : ½at0; t0� ! R;uðt0Þ ¼ x0; t0 [ 0 and apply the
Razumikhin approach [7] to clarify the question of the asymptotic stability of the zero
solution of Eq. (1). A similar approach to the study of the asymptotic stability of the
zero solution of an equation with a homogeneous right-hand side and one linear delay
was used in [8, 9].

Along with Eq. (1), we consider the equation

_x ¼ a0x
lðtÞ ð2Þ

with the same restrictions on the values of a0 and l. If we choose a definite positive
Lyapunov function in the form vðxÞ ¼ xlþ 1, then it is obvious that the zero solution of
Eq. (2) will be asymptotically stable under condition a0\0, and

dvðxÞ
dt

����
ð2Þ
¼ a0ðlþ 1Þx2lðtÞ

Theorem 1. A zero solution of Eq. (1) is asymptotically stable if the inequality

a0 þ a1j j þ a2j jð ÞBl
1\0

is true for some B1 [ 1.

Proof. Using the Razumikhin condition

xlþ 1ðajtÞ�Bxlþ 1ðtÞ; B[ 1 ð3Þ

and considering the condition a0\0 to be satisfied, we find the derivative of the
function vðxÞ on the solutions of the Eq. (1). Then we get

dvðxÞ
dt

����
ð1Þ

� ðlþ 1Þ a0x
2lðtÞþ a1j j xlðtÞxlða1tÞj j þ a2j j xlðtÞxlða2tÞj j� � ð4Þ

We introduce the value of B1 [ 1, such that Blþ 1
1 ¼ B. Then from inequality (3) it

immediately follows that xlðajtÞ
�� ��� B1xðtÞj jl, j ¼ 1; 2. Now from inequality (4) will

follow
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dvðxÞ
dt

����
ð1Þ

� ðlþ 1Þ a0 þ a1j j þ a2j jð ÞBl
1

� �
x2lðtÞ:

Hence the statement of the theorem obviously follows.
Consider now equation

_x ¼
XN
k¼0

akx
lðaktÞ ð5Þ

where a0\0 and the remaining parameters satisfy the analogous conditions of Eq. (1).

Theorem 2. A zero solution of Eq. (5) is asymptotically stable if the inequality

a0 þBl
1

XN
k¼1

akj j\0

is true for some B1 [ 1.
Proof is a natural generalization of the proof of Theorem 1.
Next, we investigate for asymptotic stability the zero solution of the following

system of equations

_x ¼ A0x
lðtÞþ

XN
k¼1

Akx
lðaktÞ ð6Þ

Here xðtÞ is a vector of dimension n, ðxlðtÞÞT ¼ ðxl1ðtÞ; xl2ðtÞ; . . .; xlnðtÞÞT , Ak are
real matrices of a corresponding dimension, the parameters ak and l satisfy the same
conditions as before. Along with system (6), we will consider an appropriate system
that does not contain delays

_x ¼ A0x
lðtÞ ð7Þ

It is known that if the matrix A0 þAT
0 is Hurwitz, then the zero solution of system

(7) is asymptotically stable. Moreover, there are two homogeneous, definitely positive
functions vðxÞ and wðxÞ, for which the relation dv

dt

��
ð7Þ¼ �wðxÞ is satisfied, and also the

following estimates are true

c1 xk klþ 1 � vðxÞk k� c2 xk klþ 1;

c3 xk kl � @v
@x

�� ��� c4 xk kl;
p1 xk k2l � wðxÞk k� p2 xk k2l:

ð8Þ

Enter the value �A ¼ max
k¼1;...;N

Akk k.
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Theorem 3. Let the zero solution of system (7) be asymptotically stable. Then the zero
solution of system (6) is asymptotically stable if the inequality

�p1 þ �ANc4
Bc2
c1

� � l
lþ 1

\0

is true.

Proof. It is obvious that

dvðxÞ
dt

����
ð6Þ
¼ �wðxÞþ

XN
k¼1

@v
@x

AkxlðaktÞ� � wðxÞþ �A
XN
k¼1

@v
@x

xlðaktÞ ð9Þ

From the condition of Razumikhin and the first of inequalities (8) it follows that
c1 xðaktÞk klþ 1 �Bc2 xðtÞk klþ 1, whence we will have the estimate xðaktÞk kl �
Bc2
c1

� 	 l
lþ 1

xðtÞk kl.
Substituting this estimate into inequality (9) and taking into account the second and

third inequalities (8), we finally get

dv
dt

����
ð6Þ

� �p1 þ �ANc4
Bc2
c1

� � l
lþ 1

" #
xðtÞk k2l

which completes the proof.

4 Conclusion

In this paper, we obtain sufficient conditions for the asymptotic stability of the
homogeneous differential-difference systems with linearly increasing delay, based on
the approach of B.S. Razumikhin. In the future, it is supposed to extend the method of
Lyapunov-Krasovsky functionals, justified for systems with limited delay, to the sys-
tems considered in the article, and to obtain necessary and sufficient conditions for the
stability of such systems.
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Abstract. The theoretical basis for the SAR-model applied for calculating the
financial risk of time series of exchange instruments has been considered. The
article describes the AI neural network for assessing financial risk in the course
of exchange trading in a SiU8 US dollar futures contract on the Moscow
Exchange by the MoExSAR method in order to minimize the risk.
There has been suggested and proven a hypothesis that the Kohonen map

neural network enables forecasting the extent of loss in the course of exchange
trading in a SiU8 US dollar futures contract on the Moscow Exchange by the
MoExSAR method, as well as predicting the financial instrument price, which is
of practical importance for successful trading.
The relevance is due to the fact that in the conditions of increasing volatility

in the USD futures contract price, the risk of financial losses and its value
increase, with the artificial intelligence systems applied being of great impor-
tance to forecast financial risk using the SAR model.
Assessing the extent of loss on financial risk using the neural network forecast

of the financial instrument price has practical significance in the conditions of
market uncertainty. The neural network that allows predicting both the SiU8
futures contract price and financial risk losses in the trading process has been
successfully developed.

Keywords: Neural network � Time series � Financial risk � SAR method �
Exchange � SiU8 futures contract � Artificial intelligence

1 Introduction

The relevance is due to the fact that in the conditions of high volatility in the stock
exchange instruments and strengthening of all types of risk, it is important to apply
artificial intelligence systems to predict the SiU8 futures contract price and financial
losses on risk using the SAR-method.

The SAR-method has been taken as the basis for a quantitative assessment of
financial risks in practice. Quite often, in terms of assessing the risks, an investor is
interested in the anticipated values of the loss rather than probability of the loss itself.
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This is explained by the fact that in some cases the probability of loss may be slight,
but the extent of loss is so severe that the consequences of an adverse result can be
considered catastrophic.

Sometimes in such situations, the investor neglects the risk due to its being low and
thus makes a mistake, since because of the disastrous effects; the risk itself constitutes a
real danger to the financial standing of the company.

2 Results and Discussion

To develop the program proposed, the theoretical foundations of the SAR-model
applied for calculating the financial risk of time series stock exchange instruments were
considered.

Results:

1. The article presents the AI neural network developed for assessing financial risk in
the course of exchange trading in the SiU8 US dollar futures contract on the
Moscow Exchange MoEx using the SAR-method to minimize it.

2. There has been suggested and proven a hypothesis that the Kohonen map neural
network enables forecasting the extent of financial loss when trading in the SiU8
futures contract, as well as getting forecast of the financial instrument price, which
is of practical importance for successful trading.

3. The relevance of the study is due to the fact that in the conditions of increasing
volatility in the USD futures contract price, the risk of financial loss and its value
increase, and the artificial intelligence systems applied to forecast financial risk
using the SAR model is of great importance.

3 Discussion

Financial risk is known to be associated with the probability of loss of financial
resources (cash). Practice shows that in terms of assessing the risks, an investor is
interested in the anticipated values of the loss rather than probability of the loss itself.
Since in some cases, the probability of loss may be slight, but the extent of loss is so
severe that the consequences of an adverse result can be catastrophic. In such cases, the
investor may neglect the risk itself, due to its being low and thus makes a mistake.
Because of disastrous effects, the risk of that kind is a severe danger to the investor’s
financial standing. Therefore, necessary is a risk assessment that takes into account the
extent of possible loss. Such a method for assessing financial risk is the so-called SaR
method (Shortfall-at-Risk) [1].

That is, the SaR method is used in addition to the ValueatRisk (VaR) that is based
on the definition of the functional relationship of the risk probability. This method is
widely used by commercial banks [2]. It seemed appropriate to put forward and prove
the hypothesis that the “Kohonen map” neural network can predict financial losses on
the risk of a change in the price of a time series SiU8 futures contract using the SAR
method.
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Studies show that works of many Western and Russian authors are devoted to this
issue. For example, Lomakin and Grishankin et al. considered stock exchange trans-
actions with securities of a company as a tool to reduce financial risks [3]; Pavlov
successfully conducted a research study of financial risks of an organization using an
artificial intelligence system [4]. Amirli and Lomakin conducted an assessment of
losses on the financial risk in stock trading by the neural network based on the SAR
method [5]. The risk assessment is important in determining the probability of bank-
ruptcy in solving other problems [6].

As practice shows, a research study of financial risks in stock trading is of great
interest. To develop a program for assessing financial risks based on a neural network
using the SAR method, initial data were taken on the MOEX exchange using the QUIK
terminal for the SiU8 financial instrument (Fig. 1).

In XL, calculations were made of the parameters necessary, i.e., expected value,
standard deviation, quantile and SaR (Table 1).

Fig. 1. The SiU8 graph.

Table 1. The values for financial risk, i.e., expected value, standard deviation, quantile and SaR.
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Based on the data calculated, an input file was generated for the neural risk model
of the SiU8 financial instrument (Table 2).

The data obtained were presented in the form of a Kohonen map (Fig. 2).

The “what-if” function allowed getting the forecast values of the absolute values of
possible financial losses (Fig. 3).

With an open long position of the SiU8 futures contract, with the price of 67,259
RUB, the forecast for the financial losses value was 1388.42 RUB or 2.0642% for the
next 15-min timeframe. The predicted loss value was calculated by the neural network

Table 2. Input file for the neural SaR model of the SiU8 financial instrument.

Fig. 2. The Kohonen map.

Fig. 3. Forecast for financial loss values using the “what-if” function.
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based on the input parameters, i.e., expected value of 0.001749554, standard deviation
of −0.009625593, quantile [99] 0.020642925 and VaR [i + 1] −0.085858968.

The studies showed that many authors devoted their works to the problem con-
cerned. There is some development of approaches observed in studying the problems of
financial risk. So, the portfolio theory by Markowitz [7] and a simplified model of
portfolio analysis by Sharpe [8] laid the foundations for assessing financial risk. In the
works of modern authors we can see a solution to more specific issues of financial risk
management. For example, Stix proposed his own approach in calculating risk [9];
Knight offered his own approaches in the study of risk, uncertainty and profit [10].

Of scientific interest are the results of the study conducted by Ruppert regarding
statistics and data analysis for financial engineering [11], as well as the work by Jensen
with colleagues who proposed a pricing model for capital assets [12].

In their scientific work, Fama and Mac Bes came to the conclusion that it is
necessary to consider risk as a category that is experiencing return and balance [13],
whereas Zhang offered to focus on the study of the cost premium, which is also of no
small importance [14]. We appreciate the point of view of Frazinni and Pedersen who
believe the role of the beta portfolio of financial instruments to be important [15].

As the studies show, the most important direction in the development of the arti-
ficial learning systems in managing financial risk is machine learning, which is the
subject of many papers. For example, Breyman identified obstacles in the application of
machine learning [16]. Baltas and his colleagues investigated the problem of stock
selection using machine learning [17], as well as investment issues with a low level of
risk [18].

Baltas and a group of his like-minded people came to the conclusion that it would
be expedient to combine smart beta factors, which made it possible to take a different
look at many problems, including the problem of managing the financial risk of a
portfolio [19]. The studies show that there is a new trend in the development of
machine learning, which was noted by Jones in his guide for beginners in the field of
artificial intelligence, machine learning and cognitive computing [20]. The placement
of IBM open source projects can play an important role in the AI development [21], so
intensive research in the field of tensor calculations can be a vivid example of it [22].
Tensor (from the Latin tensus, “ tense”) is an object of linear algebra that linearly
transforms the elements of one linear space into elements of another. Particular cases of
tensors are scalars, vectors, bilinear forms, etc. The term “tensor” also often serves as a
short variant for the term “tensor field” that the tensor analysis deals with.

The picture would not be complete if lecture notes in computer science (LNCS)
[23] were not mentioned. This series of great conferences was devoted to the latest
research in all areas of computer science. Gartner’s Hype Cycle Curve 2018 presented
thirty-five new most significant technologies and identified five distinct trends in IT
development that will erase the boundaries between man and machine. The latest
technologies, such as artificial intelligence (AI), will be the driver that will allow
companies to achieve ubiquitous presence. Artificial intelligence systems enable an
investor to continuously interact with the ecosystems of his business in order to
function successfully in the foreseeable future [24]. These trends include AI democ-
ratization, digital ecosystems, self-employed biohacking, immersive technologies and
ubiquitous infrastructure. The Internet of Things is one of the IT-phenomena that
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develop with the growth of the information consumed, rather than with the advent of
new technology gadgets [25].

4 Conclusion

Based on the study conducted, we can draw the following conclusions.
First, there is a further development of the neural networks in financial risk man-

agement; the prediction of losses on the financial instrument volatility risk is important.
Secondly, there was proved a hypothesis that the “Kohonen map” neural network

enables a forecast for the extent of loss on the SiU8 futures contract price volatility. So,
with the open long position of the SiU8 futures contract, the price of which being
67,259 RUB, the forecast of the financial losses value was −1388.42 RUB, or
2.0642%.
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Abstract. The paper presents an approach to provide the motion of a quadrotor
along a given trajectory under the influence of step perturbations. The proposed
approach is based on the use of a speed regulator, introduced in the works of
Veremey E.I. as one of the elements of a special multi-purpose structure con-
troller. Due to its structure, the speed controller gives for the closed-loop system
the property of astatism for regulated variables, which means that the error
between the actual motion and the desired trajectory converges to zero in the
presence of step disturbances. In this work the controller that provides a
quadrotor motion along a given trajectory, is based on four linear simplified
mathematical models. Each of such simplified models describes the motion for
one of the regulated variables and is used to design control law for each specific
scalar regulated variable, that gives the astatism property for this variable. As a
result the controller is formed to regulate the position in space and the yaw angle
of quadrotor. In the end the paper presents graphs of transients of changes in
position and orientation in the space under the action of the proposed control to
illustrate its effectiveness; simulation is carried out in MATLAB-Simulink
environment for a particular quadrotor model.

Keywords: Quadrotor � Optimal control � Control system design � Astatism �
Dynamics � Stabilization � Speed control

1 Introduction

It is well known that unmanned aerial vehicles, including multirotor aerial vehicles, are
now widely used in various fields of human activity. The intensive use of such devices
generates a large number of mathematical and engineering problems in the field of
modeling, control theory, signal and image processing, and related directions. In the
control theory arising tasks can be associated with the automation of various stages of
controlling the apparatus and implementing specified movements, using specific
information while ensuring a given movement, increasing the efficiency of solving
specific tasks and saving resources. At the same time, the development of own
unmanned aerial vehicles or the use of ready-made vehicles, among which there are
inexpensive options, are quite affordable. Such popularity of the considered devices
leads to the fact that it does not cease to be relevant to the topic related to the study of
various issues of the development of algorithms and the search for new solutions,
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which is reflected in a fairly large number of publications. Among the existing works,
in particular, there are publications on the use of various control techniques, including
LQR optimization, H1-optimization, methods of nonlinear control theory, neural
networks, and others for solving various problems of controlling the dynamics of
devices. Some solutions are described in [1–5], including trajectory-control. This work
is inspired by the works of Veremey E.I. and provides separate control laws for any
regulated variable on the base of the so-named speed control law, that is presented and
discussed in works of Veremey E.I., where such structure serves as an element of
multi-purpose control law. In this paper the problem of trajectory tracking control for
quadrotor is discussed and the main purpose of using of speed laws is to provide of step
disturbances attenuation. A description of the general principles of construction of such
regulators and features of their application in the tasks of controlling the dynamics of
ships, for example, can be found in [6–8], the issue of the synthesis of an astatic
controller for multi-rotor aircraft based on the use of elements of such a multi-purpose
structure is described in [5]. The paper is organized in the following way. Firstly, the
mathematical model of quadrotor is described, than the proposed control strategy is
discussed, and finally the illustrations of controller design and conclusions are
presented.

2 Mathematical Model

As a basic mathematical model of a quadrotor we consider the system of ordinary
nonlinear differential equations of the 18th total order that describes the motion of an
object as a controllable rigid body that performs longitudinal displacements along the
coordinate axes and rotational motions along the Euler angles:

€x ¼ 1
M

P4
1
Fi cosu cosw sin hþ sinu sinwð Þþ d1;

€y ¼ 1
M

P4
1
Fi cosu sinw sin h� sinu coswð Þþ d2

€z ¼ 1
M

P4
1
Fi cosu cos hð Þ �Mgþ d3;

€u ¼ 1
Ju
F3 � F4ð ÞLþ d4;

€h ¼ 1
Jh
F1 � F2ð ÞLþ d5;

€w ¼ 1
Jw
F1 þF2 � F3 � F4ð Þqþ d6;

ð1Þ

Here x; y; zð Þ – the quadrotor coordinate vector, u; h;wð Þ – the angles of roll, pitch
and yaw respectively, M is the mass of the plant, g is the acceleration due to gravity,
Ju; Jh; Jw
� �

– the moments of inertia on the roll, pitch and yaw, L – the distance from
the center of mass to the engine. The structural diagram of a quadrotor as a control
object is shown on the Fig. 1. Here Fi – thrust force of i-th engine, i – index from 1 to 4
for Quadrotor. The functions di, i ¼ 1; 6 specify the disturbances that can be caused,
for example, by gusts of wind, and can be represented in the form of step functions
di ¼ Ai � 1 tð Þ, Ai ¼ const, i ¼ 1; 6.
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The thrust produced by each propeller is described by the equation in the following
form:

Fi ¼ K
x

sþx
ui ; ð2Þ

where x – drive frequency, K – some positive factor, i ¼ 1; 4.
The actuator dynamics can be described by the equation di ¼ x

sþx ui, i ¼ z;u; h;w,
that in the state space can be represented in the form:

_di ¼ �xdi þx ui ð3Þ

Then we can introduce new control signals:

F1 þF2 þF3 þF4

F3 � F4

F1 � F2

F1 þF2 � F3 � F4

2
664

3
775 ¼ K

x
sþx

4uz
2uu
2uh
4uw

2
664

3
775 ð4Þ

Now, from the Eq. (4) and taking into account (3), it is possible to express the
thrust of each engine as a function of the dynamics of the drives.

Thus the thrust forces of the engines can be expressed by the equations:

F1 ¼ K dz þ dw þ dh
� �

;
F2 ¼ K dz þ dw � dh

� �
;

F3 ¼ K dz � dw þ du
� �

;
F4 ¼ K dz � dw � du

� �
:

Fig. 1. Quadrotor scheme.
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Numerical experiments in this work are carried out on the basis of data on a specific
quadrotor described in [2].

The values of the parameters for quadrotor are as follows M ¼ 1:4 kg,
Ju ¼ 0:03 kg �m2, Jh ¼ 0:03 kg �m2, Jh ¼ 0:03 kg �m2, Jw ¼ 0:04 kg �m2,
q ¼ 4 N �m, K ¼ 120N, x ¼ 15 rad=s.

The following restrictions on the variables are taken into account: Fi �Mg,
uij j � 15 , i ¼ 1; 4.

The designed controller is based on the simplified model of the plant, that we can
get in the assumption of the motion in horizontal plane when F1 þF2 þF3 þF4 � mg,
and the small angles of pitch, roll and yaw h � 0, u � 0 and w � 0.

In such case we can find from the system (1) the separate linear systems to
approximate the motion in X and Y directions

€x ¼ gh; ð5Þ

€y ¼ �gu; ð6Þ

height dynamics

_z1 ¼ z2;
_z2 ¼ 4K

M dz � g;
_dz ¼ �xdz þxuz;

ð7Þ

roll dynamics

_u1 ¼ u2;
_u2 ¼ 2LK

Ju
du;

_du ¼ �xdu þxuu

ð8Þ

pitch dynamics

_h1 ¼ h2;
_h2 ¼ 2LK

Jh
dh;

_dh ¼ �xdh þxuh

ð9Þ

yaw dynamics

_w1 ¼ w2;
_w2 ¼ 4Kq

Jw
dw;

_dw ¼ �xdw þxuw

ð10Þ

here the new variables z1 ¼ z, z2 ¼ _z, u1 ¼ u, u2 ¼ _u, h1 ¼ h, h2 ¼ _h, w1 ¼ w,
w2 ¼ _w are used and the equations are supplemented by the actuator dynamics (3),
each scalar signal uz; uu; uh; uw 2 E1 is used to control respectively the height, roll,
pitch and yaw.
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3 Control System Design

First we give a description of the structure and properties of the speed regulator [5, 8]
for the SISO-system, on which the proposed control scheme is based. In [5], the speed
controller was used to ensure stabilization of the orientation and a given height of the
quadrotor.

We assume that the mathematical model of the control object is represented by LTI-
system:

_x ¼ AxþBdþHwfwðtÞ;
_d ¼ u;
y ¼ Cx;

ð11Þ

where matrices A;B;Hw;C have constant components. Here x 2 En – is a state space
vector, u 2 E1 – is a deviation of control signal, d 2 E1 – actuator state, y 2 E1 –

measured variable is used for control design, it is accepted as a controlled, fw 2 El – is
a vector of external disturbances, in this case it is a wind. Here, together with the
equations of the object, the differential equation of the actuator dynamics is given.

The mathematical model of the control law for the presented linear model of the
object is given by the following equations:

• equation of observer device:

_z ¼ AzþBdþHðy� CzÞ; ð12Þ

• equation of speed control:

u ¼ l _zþ my ð13Þ

Here matrices H; l; m are unknown and must be found in the process of control
design, based on the requirements imposed on the dynamics of the object in the
absence and presence of external disturbances.

These matrices are searched sequentially according to the following scheme.
First, the control law is constructed in the form of feedback on the state at a zero

command signal and in the absence of external disturbance in the following form:

u ¼ KxxþKdd; ð14Þ

where Kx и Kd – constant matrices with elements, the choice of which is to perform
based on the requirement of providing the necessary speed in a closed non-linear
system while ensuring the asymptotic stability of the closed linear system (11), (14).
Further, on the basis of the found matrices Kx and Kd, the matrices l; m in the speed
law (13) are uniquely determined by fixing a part of the controlled variables in Eq. (11)
and representing the others in accordance with object Eq. (11) depending on the
derived state variables:
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u ¼ l _xþ my ð15Þ

This form of representation of the control signal gives a closed-loop system the
property of astatism on a regulated variable, that is, a zero equilibrium position on a
regulated variable in the presence of constant disturbances at the input.

This is due to the fact that in system (11), considered together with Eq. (14), along
the constant solution, we have my ¼ 0 no matter what kind of step perturbation in the
form fw ¼ f0 � 1ðtÞ for a constant vector f0 2 El is at the input. As a rule, the property
of astatism is provided in linear control by introducing integral components of the
regulated variables into the control law, which leads to an increase in the order of the
system. At the same time, the most commonly used PID controller, as is well known,
has a number of drawbacks, including it does not provide sufficient flexibility and
robustness of a closed system.

Now you can take into account that the state variables are measured using noise and
additionally inject an asymptotic observer into the control loop. The matrix H in the
observer must be chosen so as to ensure that the characteristic polynomial of the matrix
A�HC is Hurwitz, after which the transition to the equation of the speed control law
of the form (13) is performed.

Equations (12)–(13) can be converted to an equivalent form to be implemented:

_z ¼ AzþBdþHðy� CzÞ;
_d ¼ KzþK0dþ m0y;

where K ¼ lðA�HCÞ, K0 ¼ lB, m0 ¼ lHþ m.
Let us turn to the regulator design to control the motion of a quadrotor on a given

trajectory in space. For this aim firstly the state feedback control laws are designed for
height and yaw angle separately for systems (7) and (10)

uz ¼ K1zzþK2z _zþK0zdz ; ð16Þ

uw ¼ K1wwþK2w
_wþK0wdw: ð17Þ

If the task is to provide the motion defined by the functions of time determining the
orientation in space and a given height, it is similarly possible to perform the design of
control laws for state variables of systems (8) and (9). However, in this case, we will
assume that it is required to provide motion along a given trajectory in space at a given
constant yaw angle (can also be given as a function of time with some modification of
the control law), and we will perform control laws design of coordinates in the hori-
zontal plane in the following forms:

uhx ¼ Khx1hþKhx2
_hþKhx3xþKhx4 _xþKhx5dhx; ð18Þ

uuy ¼ Kuy1uþKuy2 _uþKuy3yþKuy4 _yþKuy5du: ð19Þ

the control laws (18), (19) are formed on the basis of linear systems obtained by
combining Eqs. (5) and (9) and (6) and (8), respectively.
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For systems (7)–(10), taking as inputs the variable states of the drives in the
variables height, roll, pitch and yaw angles, the following asymptotic observers are
formed:

_p1s ¼ p2s þ h1s s� p1sð Þ;
_p2s ¼ bsds þ h2s s� p1sð Þ; ð20Þ

s ¼ z;w, variables p1s – are the estimations of variables s ¼ z;w, and p2s – are esti-
mations of their derivatives. For the coordinates in the horizontal plane for Eq. (5) and
for pitch:

_̂x1 ¼ x̂2 þ h1x x1 � x̂1ð Þ; _p1s ¼ p2s þ h1s x1 � x̂1ð Þ;
_̂x2 ¼ gp2s þ h2x x1 � x̂1ð Þ; _p2s ¼ bsds þ h2s x1 � x̂1ð Þ: ð21Þ

s ¼ h, variables p1s – are the estimations of variables s ¼ h, and p2s – are estimations of
their derivatives. Similarly, the coordinates in the horizontal plane for Eq. (6) and for
roll:

_̂y1 ¼ ŷ2 þ h1y y1 � ŷ1ð Þ; _p1s ¼ p2s þ h1s y1 � ŷ1ð Þ;
_̂y2 ¼ �gp2s þ h2y y1 � ŷ1ð Þ; _p2s ¼ bsds þ h2s y1 � ŷ1ð Þ; ð22Þ

s ¼ u, variables p1s – are the estimations of variables s ¼ /, and p2s – are estimations
of their derivatives.

Here ps ¼ p1s p2sð ÞT , s ¼ z;u; h;w, x̂ ¼ x̂1 x̂2ð ÞT и ŷ ¼ ŷ1 ŷ2ð ÞT , and x̂1 – is the
estimation of variable x, x̂2 – is the estimation of its derivative, ŷ1 – is the estimation of
variable y, ŷ2 – is the estimation of its derivative, bh ¼ 2LK

Jh
bz ¼ 4K

M bu ¼ 2LK
Ju

bw ¼ 4Kq
Jw
.

The final choice of coefficients in the observers h1j, h2j, j ¼ z;u; h;w; x; y, as well as
other non-fixed coefficients in Eqs. (16)–(22), can be carried out in the process of
numerical experiments with a nonlinear closed system with all the limitations and must
provide asymptotic stability for the closed-loop system (5)–(10), (16)–(22).

Each of the control laws (16)–(19) is firstly represented in the form (15), for each
system we proceed to the form (13). For example, for a regulated longitudinal coor-
dinate, we first obtain the control law in the form:

uhx ¼ 1
g
Khx1€xþKhx2

_hþKhx3xþKhx4 _xþ 1
ah

Khx5
€h;

and then, substituting in above relation instead of the derivatives themselves, their
estimations coming from observers, we turn to the control in the following form:

uhx ¼ 1
g
Khx1

_̂x2 þKhx2 _p1h þKhx3xþKhx4
_̂x1 þ 1

ah
Khx5 _p2h: ð23Þ

Considering the control law (23) together with the observer (21) to estimate the
longitudinal coordinate x, roll angle h and their derivatives _x and _h, we obtain an LTI
system with input x and output uhx, that can be set using its transfer function KðpÞ:
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uhx ¼ KðpÞx ; p ¼ d
dt
: ð24Þ

Closed-loop system (5), (9), (24) is asymptotically stable and, moreover, by con-
struction, astatism is achieved in it for regulated variable x. The equation for the error in
x for closed-loop system takes the form:

ðE �WuhxhxðpÞKðpÞÞx ¼ 0;

where WuhxhxðpÞ – is the transfer function of system from input uhx to regulated
output x:

x ¼ WuhxhxðpÞuhx; WuhxhxðpÞ ¼ ChxðpE � AhxÞ�1Bhx; p ¼ d
dt
:

where Ahx ¼
Ah 02x2 Bh

Bx0 Ax 02x1
01x2 01x2 x

0
@

1
A, Bhx ¼ 04x1

x

� �
; Chx ¼ 0 0 1 0 0ð Þ,

Ah ¼ Ax ¼ 0 1
0 0

� �
, Bh ¼ 0

bh

� �
; Bx ¼ 0

g

� �
; Bx0 ¼ Bx 02x1ð Þ :

Now we suppose that it is required to ensure the motion of the quadrotor along the
trajectory defined by the functions of time with respect to regulated variables. This
requirement can be expressed by the following expressions:

ex ¼ x� xzðtÞ !
t!1 0;

ey ¼ y� yzðtÞ !
t!1 0;

ez ¼ z� zzðtÞ !
t!1 0;

ew ¼ w� wzðtÞ !
t!1 0;

ð25Þ

where xzðtÞ, yzðtÞ, zzðtÞ and wzðtÞ – are a sufficient number of times continuously
differentiable functions defining the desired trajectory with respect to the corresponding
variables, exðtÞ, eyðtÞ, ezðtÞ и ewðtÞ – errors, characterizing the deviation of monitored
variables from a given trajectory at the current time t. In fact, in addition to relations
(25), it is required that the error functions fall into a given neighborhood of zero in a
certain finite time, while the transients in the given motion modes satisfy the necessary
requirements. Let us construct a new regulator with regulated variable x in the fol-
lowing form:

uhx ¼ KðpÞðx� xzðtÞÞþW�1
uhxhxðpÞxzðtÞ; ð26Þ
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where W�1
uhxhx

ðpÞxzðtÞ – is an additional program component control. The equation in a
closed-loop system with respect to the error ex with such control will take the form:

ðE �WuhxhxðpÞKðpÞÞex ¼ 0;

that is, for the error ex the corresponding condition in (25) is fulfilled, moreover, for this
variable ex the astatism is provided.

By performing similar constructions for all noted variables, it is possible to obtain
four separate laws of motion control on the trajectory for each regulated variable,
thereby ensuring the fulfillment of conditions (25). In this case, the control laws the
change in the height and angle of the course will have a slightly simpler form, since for
their construction models of lower order (7) and (10) will be used.

4 Numerical Results

To implement the proposed trajectory-control scheme, we will form the basic control
laws (15)–(18) based on the solution of the linear quadratic controller (LQR) synthesis
problem of the following form:

J ¼ JðKjÞ ¼
Z1

0

xTQjxþ uTRju
� �

dt! min
Kj2X

:

where X – is an area of asymptotic stability of the corresponding closed system in the
parameter space, j ¼ z;uy; hx;w. Matrix Qj is a diagonal, it is each time is chosen with
non-negative weights on the diagonal, and, together with the corresponding scalar
positive value Rj, defines a compromise between stabilization accuracy and intensity of
control law for each variable, making it possible to achieve acceptable performance
under the given constraints on the control variables.

The numerical values of the parameters of the basic regulators for all the studied
variables, obtained by numerical simulation, are presented below:

Qz ¼
14 � 106 0 0

0 10:5 � 106 0
0 0 0

2
4

3
5; Rz ¼ 8 � 107

Qw ¼
1:0009 0 0

0 20 0
0 0 10000

2
4

3
5; Rw ¼ 105

Qhx ¼ Quy ¼

1:5 0 0 0 0
0 10 0 0 0
0 0 1 0 0
0 0 0 10 0
0 0 0 0 1

2
66664

3
77775; Ruy ¼ Rhx ¼ 107
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In Figs. 2 and 3 it is shown the dynamic processes in variables z and y; x. The
illustrations are made for a movement characterized by the presence of constant per-
turbations at the entrance for the desired trajectory xzðtÞ ¼ sin p

15

� �
, yzðtÞ ¼ sin p

15

� �
,

zzðtÞ ¼ sin p
10

� �
at the desired angle wzðtÞ ¼ 13�. Transient processes in deviations of

the yaw, roll and pitch are shown in Fig. 4.

Fig. 2. Transient process of height changing.

Fig. 3. Transients change the coordinates in the horizontal plane.

Fig. 4. Transient changes of roll, yaw and pitch.
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Analysis of the graphs shows that the developed control laws ensure the movement
of the regulated variables along the desired trajectory given by the time functions, while
demonstrating a fairly good speed. At the same time, in regulated variables, the pro-
cesses are endowed with the property of astatism, that is, in the presence of constant
perturbations, the actual motion approaches the given one with a very small error.

For comparison in Fig. 5 it is shown the dynamic processes for variables y; x with
the control laws for these variables, but in form that not provides the astatism for
regulated variables. As it can be seen, in this case, the actual motion deviates strongly
enough from the given one.
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Abstract. The tasks of multicopters control are considered as an area for
application of modern theoretical approaches to the control system design. The
paper considers the multicopter control system, which includes a subsystem of
equilibrium stabilization and an executive subsystem. The executive system is
responsible for changing the position of the apparatus in space according to the
commands of the operator. The program list of control commands and a wide
range of perturbations affecting the multicopter are forming a whole ensemble of
movements of the UAV. The equations of the control system expand the vector
of states of the multicopter. The coefficients in the control regulator are adjusted
to provide the desired dynamics characteristics of the ensemble of movements.
The novelty of this approach is that the problem of simultaneous optimization of
the executive and stabilizing subsystems has been presented. Ensemble of
program and perturbed motions of the multicopter is described by guarantee
upper estimations. The results of practical calculations for a particular UAV are
presented. The simulation demonstrates the ensemble dynamics before and after
optimization. Transient diagrams show an optimized response to the operator’s
control commands. The analytical part of the work was carried out for a mul-
ticopter with an arbitrary even number of screws more than three.

Keywords: UAV � Optimal control � Control system design � Multicopter �
Dynamics � Stabilization

1 Introduction

Recently, unmanned aerial vehicles of multicopter type have become widespread. The
most common multicopters are those with four screws. But also multicopters with a
different number of screws arranged in pairs symmetrically are quite popular [1].
Multicopter necessarily equipped with modern electronics responsible for management
processes [2]. To create a complete hardware or software implementation, it is nec-
essary to equip the controller with a control program [3]. The control laws for such
programs must be well calculated and meet the high requirements for the stability of the
device, the accuracy of command execution and the saving of energy costs [4, 5]. The
stabilization subsystem should work out a wide range of random perturbations [6]. At
the same time, for the executive subsystem there is a voluminous list of program
instructions [7, 8]. Therefore, the development of optimization approaches to the
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optimization of the ensemble of transients of the control object is actual. Modern
optimal control system synthesis is based on wide range of methods: PID control [9,
10], MPC predictive methods [11, 12], LQG synthesis [4, 13], nonlinear control [14],
H2-optimal synthesis [15, 16] and control of guaranteed estimation [17, 18]. But
concurrent optimization of program and perturbed ensemble of motions is not enough
considered.

The aim of the work is simultaneous optimization of the program and disturbed
motions of the multicopter.

2 Mathematical Model of UAV

Consider the principles and equations of motion of the multicopter [19]. The propeller
motors rotate at a variable speed and create the necessary traction and torque. Motors
are located in pairs in opposition to each other and symmetrically with respect to the
center of mass. In each pair, one motor has an even number i ¼ 2; 4; ::;m, and the
opposite one has an odd number j ¼ 1; 3; ::;m� 1, where m – an even number of
multicopter screws. Let us list the phase variables describing the position and state of
the aircraft in space. Coordinates in space are x, y, z m, from the origin frame of
reference; speed of the device along the axes of the reference frame, respectively u, v, w
m/sec; angles of Euler tilt of the apparatus relative to the reference frame axes: w – a
yaw angle, rad., h – a pitch angle, rad., u – a roll angle, rad; angular velocity of rotation
p, q, r rad/sec. These values correspond to the rate of change of the Euler angles. The
device moves along any of these phase coordinates as a result of changes in the angular
rotational speeds of the screws Xi, i ¼ 1; ::;m.

The thrust produced by the motor is presented in form:

Fi ¼ biX
2
i ;

where bi – a given constant coefficient of traction. The total thrust module is calculated
as:

T ¼
X
i¼1::m

biX
2
i : ð1Þ

For each UAV, the diagonal components Ix, Iy, Iz, kg • m2, the inertia tensor

J ¼
Ix 0 0
0 Iy 0
0 0 Iz

0
@

1
A are identified. They are treated as given constants. The problems of

multicopter model identification are considered in [19–21]. The rotational speed of the
screws is identified as the LTI of the subsystem in the form:

_Xi ¼ �liXi þ giUi ; i ¼ 1;m; ð2Þ

where Ui is the control voltage, supplied to the i -th motor; li; gi – constants identified
for a specific motor. Additional specified constant parameters for a multicopter are l –
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the beam frame size; this is the distance between the motors and the center of mass; d –

the aerodynamic drag coefficient; and M is the mass of the apparatus. Multicopter
hardware sensors allow you to measure and report the position of the object and
altitude to the control system, accelerometers measure accelerations along the axes, a 6-
axis gyro produces Euler angles and angular rotation speeds. Thus, the composition of
observations contains 12 values.

Let us consider the equations of motion for the UAV:

_x ¼ u;

_y ¼ v;

_z ¼ w;

8><
>: ð3Þ

_/ ¼ p;

_h ¼ q;

_w ¼ r;

8>><
>>:

ð4Þ

_p ¼ lb
Ix
ð P
i¼2;4;::;m

X2
i �

P
j¼1;3;::;m�1

X2
j Þ � qr ðIx�IyÞ

Ix
;

_q ¼ lb
Iy
ð P
i¼2;4;::;m

X2
i �

P
j¼1;3;::;m�1

X2
j Þ � pr ðIx�IzÞ

Iy
;

_r ¼ d
Iz
ð P
i¼1;::;m

X2
i Þ;

8>>>>><
>>>>>:

ð5Þ

_u ¼ rv� qw� g sinðhÞ;
_v ¼ pw� ruþ g cosðhÞ sinðuÞ;
_w ¼ qu� pvþ g cosðhÞ cosð/Þ � b

M ð P
i¼1::m

X2
i Þ;

8><
>: ð6Þ

where g is gravitational constant.
We introduce the vector f ðtÞ of external perturbations affecting the object. Then we

get the dynamic system of equations in the following form:

_X ¼ FðX;U1; ::;UmÞþ f ðtÞ;
Y ¼ CobjX;

ð7Þ

where X ¼ ½x y z/whw r q p u v X1::Xm�T 2 Rn – state space vector for considering
control object, n ¼ 12þm – system dimension, f ðtÞ 2 Rn – vector of external dis-
turbances, Y ¼ ½x y z/whw r q p u v�T 2 R12 - observe vector, that is provided by
structure and sensors of UAV, matrix of observations are shown below:

Cobj ¼
1 � � � 0

0 . .
.

0
0 � � � 1

O½12�m�

0
@

1
A;

where O½12�m� – zero block with 12 rows and m columns.
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2.1 The Problem of Stabilization the External Disturbances

The equations of motion can be linearized in relative to the equilibrium position, in
which the apparatus is immobile in the air. This position corresponds to the phase state
space point

Xeq ¼ ½x ¼ 0; y ¼ 0; z ¼ 0; / ¼ 0; w ¼ 0; h ¼ 0; w ¼ 0; r ¼ 0; q ¼ 0; p ¼ 0; u ¼ 0;
v ¼ 0; X01; ::;X0m��;

ð8Þ

where X01; . . .;X0m – initial velocities for the motors providing immobility in the air.
LTI system in the deviation form is presented by formula:

_X ¼ AobjXþBobjUþ f ðtÞ;
Xð0Þ ¼ X0;
Y ¼ CobjX;

ð9Þ

where X0 – deviation from equilibrium position Xeq at initial time moment, Aobj – the
Jacobian of the system (9) calculated at the point Xeq:

Aobj ¼
@F1ðXeqÞ

@X1
� � � @F1ðXeqÞ

@Xn

..

. ..
.

@FnðXeqÞ
@X1

� � � @FnðXeqÞ
@Xn

0
BB@

1
CCA; Bobj ¼

O½12�m�
g1 � � � 0

0 . .
.

0
0 � � � gm

0
BBB@

1
CCCA: ð10Þ

Because in practice, multicopters are unstable objects, the matrix Aobj has positive
eigenvalues, and the system needs to be stabilized. For considering multicopters with
number of motors m� 4, the system (10) is controllable, and pair Aobj;Cobj

� �
is

observable. The system’s disturbances can be stabilized with control law in the form
joining observer and regulator [4, 22]:

_Z ¼ AcntrZþBcntrY ;
U ¼ CcntrZ;

ð11Þ

where Z 2 Xr the state vector of regulator, r – the dimension of regulator, U – the
vector of control voltage, Acntr, Bcntr, Ccntr – constant regulator matrices that need to be
defined. The formulation of the control law coefficients optimization problem does not
depend on the dimension r. Such approach makes possible to connect object of high
dimension with the regulator of decreased dimension, what is necessary for extremely
complex real-time electro-physical devices of a high dimension, for example [23, 24].
A good approximation for a multicopter dynamics can also have high dimension.

2.2 Programmable Motion

The program control commands from the operator panel can be entered in the controller
equations as an additional constant error signal Yprog 2 R12 in the following form:
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_Z ¼ AcntrZþBcntrðY � YprogÞ;
U ¼ CcntrZ:

ð12Þ

The vector Yprog components determine which desired values are required for the
observed values of the multicopter. An example, a given constant positive pitch angle
will cause continuous movement of the device forward with a certain speed, similarly
for a roll angle – movement to the side. To set the roll angle as 1 rad., we should
specify Yprog ¼ ½0 0 0 1 0 0 0 0 0 0 0 0 0�T . Other parameters and their values are set
similarly.

2.3 Optimization of Movement Ensemble and Control System Design

The Linear system with feedback has the following view:

_X
_Z

� �
¼ AobjXþBobjCcntrZ

BcntrCobjX þAcntrZ

� �
þ f ðtÞ

�BcntrYprog

� �
; ð13Þ

Xð0Þ ¼ X0;
Zð0Þ ¼ O½r�1�;

ð14Þ

Y ¼ CobjX;
U ¼ CcntrZ:

ð15Þ

At practice we have a set of initial values of X0, set of program signals Yprog and
arbitrary external disturbances f ðtÞ. The set of disturbances is U ¼ fX0; Yprog; f ðtÞg.

This set corresponds to an ensemble of motions for the system in deviations (13) in
form: fXðtÞ ¼ Xðt;X0; Yprog; f ðtÞÞ g [25].

It is possible to formulate upper estimation for observable parameters Y and
minimize them. We use a function numðxÞ that returns a number of phase component x
in the state space vector X.

Statement: For each fX0; Yprog; f ðtÞg that is provided by constraint

X�
0 G1X0 þ f ðtÞ

Yprog

� ��
G2 f ðtÞ� Y�

prog

� 	� � 1 ; ð16Þ

where G1, G2 are symmetric constant weight matrices with non-negative definite
values, then for all trajectories of phase variable xðtÞ from vector Xðt;X0; Yprog; f ðtÞÞ the
following expression is satisfied:

xðt; X0; Yprog; f ðtÞÞ


 

\ ¼ SxðtÞ; ð17Þ

where SxðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DðtÞ½numðxÞ; numðxÞ�p

, where DðtÞ – is a non-negative solution of
equation:
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_D ¼ PD þ DP� þ E½n�n�
�B�

cntr

� ��
G2 E½n�n� �B�

cntr

� 	�
; Dð0Þ ¼ G1 ; ð18Þ

In the book [25] the various statements are considered and proofs are given. In the
presented statement, the vector of external influences is extended by the vector of
program signals Yprog. Constant matrices G1, G2, in the statement, are set by the
researcher in such a way as to determine the desired set of signals:

U ¼ UðG1;G2Þ 	 fX0; Yprog; f ðtÞg:

It follows from the statement that the trajectories of the remaining components of the
observations and control voltages can be limited in the same way:

For each X0; Yprog; f ðtÞ 2 UðG1;G2Þ, with the following conditions xðtÞj j\ ¼ SxðtÞ,
yðtÞj j\ ¼ SyðtÞ, zðtÞj j\ ¼ SzðtÞ; . . . ; U1ðtÞj j\ ¼ SU1ðtÞ; . . . ; UmðtÞj j\ ¼ SUmðtÞ, we
have an expression: SUiðtÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðCcntrDðtÞC�
cntrÞ ½i; i�

p
.

We introduce a functional that estimates the quality of the dynamics of an ensemble
of motions, and set the task of minimizing this:

I ¼
ZT

0

k1SxðtÞþ k2SyðtÞþ . . .þ k12þmSUmðtÞ dt ! min; ð19Þ

where k1; k2; ::; k12þm – non-negative weighting coefficients estimating the contribu-
tion of observed values to control accuracy and the contribution of control voltages to
energy costs, ½0; T� – a modeling period. Such a functional assesses the quality of
transients and energy costs.

Optimization of the functional is possible in various ways: searching for a global
minimum, gradient methods, stochastic search, machine learning methods, etc.

3 Example of Modeling in MATLAB

Practical optimization was carried out for quadrocopter. The results of the comparison
are given for the original controller [4] and optimized. The device has the following
parameter values:

m ¼ 4; X01 ffi . . . ffi X0m ¼ 463:7 rad/sec; l ¼ 27:5 cm;
b ¼ 1:5099 � 10�5 kg �m, M ¼ 1:3333 kg, d ¼ 4; 399 � 10�7 kg �m2 sec�1;
Ix ¼ 0:0091 kg �m2; Ix ¼ 0:0091 kg �m2; Ix ¼ 0:0149 kg �m2:
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The set of perturbations UðG1;G2Þ is the same for the initial and optimized control
and its matrix are given by diagonal elements. For G1 the diagonal elements are (0 0
0.049 0.029 0.015 0.015 0 0 0 0 0 0 0 0 0 0 0 0 0). For G2 the diagonal elements are
equal to (0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
0.01 0.01 0.01 0.01 10 10 10 10 10 10 10 10 10 10 10 10). In this practical experiment,
emphasis is placed on achieving the desired Euler angles, angular velocities, and the
altitude of the quadrocopter, while moving the copter over the site is permissible
arbitrarily far. Therefore the optimizing estimations are chosen as SzðtÞ, SuðtÞ, ShðtÞ,
SwðtÞ, SpðtÞ, SqðtÞ, SrðtÞ, SwðtÞ, and also to reduce the energy costs in the functional
(19), estimates for the control voltages SUiðtÞ with i ¼ 1; 4 are taken into account. The
graphs show the dynamics of ensembles of Quadrocopter movements with a constant
set of perturbations UðG1;G2Þ with initial control and optimized (Figs. 1 and 2).

Fig. 1. Estimates of the observed values of the ensemble of motions of the multicopter with
(a) the initial regulator, (b) the optimized regulator.
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Table 1 contains the numerical value of the functional, as well as the values of
control accuracy and energy costs. For an optimized regulator, there is an improvement
in the dynamics of transient processes, as well as an increase in the accuracy of control
while reducing energy costs. Practical tests have shown that this was made possible by
reducing overshoot and vibrational effects in transient processes. Since the optimization
of both program and disturbed motions was simultaneously carried out, it is also
interesting to simulate the response of a quadrocopter to control commands. As an
example, the commands to achieve a specified speed in the vertical direction wprog, to
achieve a specified value at the Euler angles wprog, hprog, uprog.

Fig. 2. Estimates of the control voltages of the four motors for the whole ensemble of the
multicopter with (a) the initial regulator, (b) the optimized regulator.

Table 1. The values of the integral quality criterion with the initial and optimized control law.

Regulator Value Accuracy Energy spent

Initial 679.3334 0.0493 679.2847
Optimized 204.8343 0.0334 204.8009
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These commands are interesting in that they set the desired speed of the object
along three directions of space. Most often, in practice, the operator from the remote
panel sets the desired speed by the deviation of the joystick in each direction. Com-
mands can be modeled as system responses to step signal Yprog. To simulate the angle
of roll, stepwise action Yprog ¼ ½0 0 0 1 0 0 0 0 0 0 0 0 0�T is used (Fig. 3).

To model the rate of altitude change, the stepwise action has the form yprog ¼
½0 0 0 0 0 0 1 0 0 0 0 0�T (Fig. 4).

The response graphs show a more efficient achievement of the program mode while
maintaining the speed of execution while reducing overshoot. This is a positive result
of simultaneous optimization of program and perturbed movements.

Fig. 3. Response to the programmed step input of the roll angle uprog ¼ 1, with (a) initial
control law, (b) optimized control law.

Dynamics Characteristics Optimization for the UAV Ensemble of Motions 183



4 Conclusion

An approach is proposed for modeling, comparing and optimizing the ensemble of
program and disturbed motions of the multicopter. The equations of dynamics (3)–(6)
are considered in general for a multicopter with four or more even number of screws,
which are arranged in pairs symmetrically. Equation of the control and the stabilization
law (11)–(12) expands the state space vector of the object (9). The dimension of the
regulator is not constrained, which allows you to select the regulator, depending on the
hardware controller’s processor power. The ensemble of movements (17)–(18) of the
apparatus is modeled as a response of the system to a set (16) containing perturbations
and program signals. The estimates (17) characterize the dynamics of the whole
ensemble, and the functional (19) estimates the accuracy of control and the energy
costs for the whole ensemble. Practical calculations for a quadrocopter with the
specified parameters show a qualitative and quantitative improvement in the dynamics
of transient processes with a simultaneous decrease in energy costs.

Fig. 4. The response to the programmed step input of the magnitude of the vertical velocity w,
with wprog ¼ 1m/sec, (a) the initial control, (b) the optimized control.
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Application the Evolutional Modeling
to the Problem of Searching the Optimal
Sensors Location of Fire-Fighting System
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Abstract. The aim of the study is to develop an evolutionary algorithm for the
optimal sensors’ location in multi-sensory systems for early detection of fires in
rooms. The legislative acts regulating the sphere of fire safety in Russia are
given. It is indicated that there is no justification for choosing the location of fire
detectors. An evolutionary algorithm for the optimal placement of sensors
controlling such fire factors as temperature, concentration of carbon dioxide and
visibility, depending on the density of the smoke. The article describes the
process of developing an evolutionary algorithm and its application to the
problem of finding the optimal location. Methods of evolutionary modeling,
such as genetic methods, genetic programming, methods of particle swarm
optimization and methods of “colony of ants”, and their basic applications are
described. The main operators of the genetic algorithm, such as reproduction,
crossing and mutation, and their modifications are considered. We propose our
own modification method for applying it for the current task. In the super-
computer center of the Peter the Great Polytechnic University, we model fires of
several types of materials: rags, gasoline, oil, diesel fuel, electric cables. The
simulation results were used as data to verify the algorithm. The results of
testing the algorithm on model data are presented. It shows the gain in response
time of the fire extinguishing system to the occurrence of fire when the sensors
are located, calculated by the genetic algorithm, in comparison with the usual
uniform arrangement.

Keywords: Fire simulation � Evolutionary modeling � Genetic algorithm �
Multicriteria sensors � Optimal positioning

1 Introduction

In accordance with Art. 5 [1] each protection object must have a fire safety system,
which includes a fire prevention system, a fire protection system and a set of organi-
zational and technical measures to ensure fire safety. The main purpose of the fire
protection system according to Art. 52 [1] is the protection of people and property from
the effects of dangerous fire factors.

To increase the speed of reaction of the fire detection system, it is necessary to
arrange the available sensors to minimize the reaction time. The fire detector is an
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integral part of an automatic fire-extinguishing installation or warning system. In most
cases, they are installed on the ceiling, with rare exceptions; they are also installed on
the walls, and must cover the entire area of the room with its action. If, when a fire
starts, the smoke from it will spread in the dead zone of the sensors and the temperature
will rise there too, the fire will spread until the temperature from it or the smoke is
reached by the sensors, but the damage will already be much greater. The smoke can
also be dissipated by a draft, and its concentration under the ceiling will not be
sufficient to trigger the sensor. The same can be with temperature. It goes without
saying that at some point in time the fire will reach the scale that all sensors will send
the necessary signals. But, again, the delay even for a second can be fatal.

Today, the rules specified in the code of rules 5.13.130.2009 [2] are in force. Here
the requirements for different rooms are detailed: among other things, with inclined,
latticed ceilings, with a non-standard shape, etc. It will take a change to this set of rules
# 1, which has been in force since 20.06.2011 - many adjustments necessary for design
have been made here. The minus of these documents is that they, strictly speaking, are
limited only by requirements. And often it is necessary to simulate the possible pro-
cesses that occur during a fire to adequately draw up a project. Unfortunately, the set of
rules does not contain their description. Detectors of what type should be installed on
this or that object are described in sufficient detail in Table M1 “Selection of the types
of fire detectors depending on the purpose of the protected room and the type of fire
load”. And with this, as a rule, problems do not arise. But to correctly install point
detectors, observing all the requirements, having sustained the necessary distances -
often raises a number of questions. In document SR 5.13.130.2009 there is no clear
indication of the location of the detectors, only about their number. This is bad, since
the features of the protected room are not taken into account, which entails an increase
in the system response time, and as a result, the efficiency of its operation. The purpose
of this study is to develop an evolutionary algorithm for the optimal arrangement of
sensors to reduce the reaction rate of the fire fighting system to the occurrence of a fire.

The optimal arrangement of sensors is affected by several factors:

• probability of occurrence of a fire in a certain place of a room with coordinates
x1; x2ð Þ;

• type of source of ignition and quantity of combustible materials;
• the size of the room and the location of ventilation.

The task of finding the optimal location belongs to the class of so-called NP-
complete problems, the solution of which can not be found without a full search of
options. Among these tasks, in particular, multicriteria optimization when placing
sensors.

It is known that with a large dimension, the implementation of the search of
variants is practically impossible because of the extremely high time costs. In this
situation, an alternative approach to solving the above problems is the application of
methods of evolutionary computation [3, 4]. The genetic algorithm allows solving a lot
of optimization problems that can not be solved by standard optimization methods [5].
The application of the genetic algorithm will significantly reduce the amount of
computation, which is very important for the creation of robotic fire systems. Existing
variants of genetic algorithms cannot be directly applied when searching the optimal
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sensors location. Therefore, the problem of developing an algorithm for the optimal
arrangement of sensors in a multicriteria early warning system for ignition is urgent
[6, 7]. The solution of this problem involves the creation of a computer model of the
process of starting a fire because of ignition different types of materials and obtaining
performance indicators of the proposed solution.

2 Method of Decision-Making About Occurrence of Fire

A Priori Knowledge. Fire can appear anywhere in the room with coordinates x ¼
½x1; x2�T and its neighborhood. The probability of a fire is different and is related to the
purpose of the room and the presence of possible sources of ignition in it. For example,
if the room is operated with fuel or lubricating oil, the most likely occurrence of a fire
in the vicinity of the potential spill if you store rags that are wiping spilled combustible
materials - in the storage area, if there is power equipment - at the junction of power
cables or shields. The probability of ignition at an arbitrary point in the room with
coordinates x is a mixture of Gaussians:

pðxÞ ¼ 1
C

XC
i¼1

PðiÞ 1

2p Rcij j2 exp � 1
2
ðx� xciÞTR�1

ci ðx� xciÞ
� �

; ð1Þ

where xci - coordinates of a centre of i� s type of ignition, Rci - covariance matrix i� s
ignition, C – number of centers of ignition, which should be considered for the study
room.

Probability of ignition in the neighborhood dx points with coordinates x:

PðXiÞ ¼
Z

dx

pðxÞdx ð2Þ

The algorithm for detecting a fire consists in the continuous and simultaneous
monitoring of several potential fire factors (smoke, heat, carbon monoxide) and the
formation of a reliable fire alarm signal with a minimum delay after the occurrence of a
fire. For each factor, the standardized, program-defined value, upon which a fire alarm
is declared, is the “delta factor” - the magnitude of the change in the fire factor relative
to the current value. This approach is based on monitoring the finite difference in the
values of all the facts of the fire.

When we determining the optimal arrangement of the sensors, it is necessary to
take into account the type of ignition. For example, in the case of combustible-
lubricating materials, there is a rapid increase in temperature in the neighborhood of the
fire; when the rags burn, the temperature is lower, but the smoke is higher; when the
cables are ignited, the smoke most rapidly grows.
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Minimizing the time of detection of ignition is associated with a large computa-
tional cost, so to find the optimal solution it is advisable to apply the evolutionary
algorithm.

3 Justification of the Choice of Evolutionary Optimization
Algorithm

All evolutionary algorithms use the principles of biological evolution - a combination
of mutation, natural selection and reproduction. The main problem solved by using
such algorithms is optimization, that is, a gradual improvement of something based on
the given criteria. The basic optimization problem is posed as a mathematical pro-
gramming problem:

extr
X2Dx

FðXÞ; ð3Þ

where Dx ¼ X u Xð Þj i0; w Xð Þ ¼ 0f g, FðXÞ - fitness function, X – vector of params,
uðXÞ and wðXÞ – constraint functions, Dx – an admissible region in the parameter
space. Formula (1) can also be interpreted as the task of finding the extremum of the
fitness function by varying the parameters within the permissible range.

Evolutionary algorithms are used in a situation where it is possible to formulate
criteria for a good solution, but it is difficult to come up with it. Our main criterion is
the minimum response time of the sensor system to the occurrence of a fire in different
parts of the room.

Currently, four main groups of evolutionary methods are being studied and
developing - genetic methods (Genetic Algorithms—GA), genetic programming,
methods for optimizing the swarm of particles (Particles Swarm Optimization—PSO)
and methods of “colony of ants” (Ant Colony Optimization—ACO).

The author of GP G. J. Koza defined genetic programming as an application
program that uses the principles of evolutionary adaptation to the construction of a
procedural code [8, 9]. Genetic programming is used when it comes to computer
programs. At present, using genetic programming, a number of results have been
obtained that surpass those obtained by humans. For example, sorting networks have
been created, a quantum algorithm for Grover’s problem, etc.

The PSO algorithm was originally described as applied to the problems of math-
ematical biology in 1987 [10]. Information on algorithms and solution results using
PSO methods of a number of optimization problems is given, for example, in [11, 12].
The PSO (Particles Swarm Optimization) method simulates the behavior of multiple
agents seeking to reconcile their state with the state of the best agent.

For the first time the idea of using an analogy with the behavior of an ants colony
for solving optimization problems was expressed in 1992 [13]. The application of the
ACO methods is illustrated by the examples of the traveling salesman problem [14],
cutting and packing [15], etc. An overview of the ACO methods is given in [16].

At present, in computer-aided design and control systems, most attention is paid to
genetic methods, often referred to by genetic algorithms. The use of genetic algorithms
for the solution of optimization problems was initiated by Holland in 1975 [17].
A fundamental contribution to the development of GA was made by Goldberg [18].
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To apply any of the evolutionary algorithms, you need:

1. Form the set of parameters;
2. Develop an algorithm for computing the fitness function;
3. Form an algorithmic implementation of the evolutionary method.

The general scheme of the evolutionary algorithm is shown in Fig. 1.

Evolutionary calculations are one of the possible heuristic approaches to the
solution of multimodal (having several local extremes) optimization problems of large
dimension due to a combination of randomness and determinism elements exactly as it
does in living nature [19]. Like any method that uses an element of randomness,
evolutionary calculations do not guarantee the detection of a global extreme of the
objective function (optimal solution) for a certain time. Their main advantage is that
they allow finding “good” solutions to very difficult problems in less time than other
methods. The methods of evolutionary computation proved to be quite effective for
solving a number of real problems of engineering design, planning, routing and
placement, managing securities portfolios, forecasting, and in many other areas. Since
we have access to such a resource as a supercomputer center, we can allow parallel
calculations and use a larger amount of the initial population. Parallelization methods
are given in [20–23].

4 Application of the Genetic Algorithm to the Problem
of the Optimal Sensors Location

4.1 Forming an Initial Set of Sensor Group Locations

The sensors in the simulated room are located on a grid whose cell size is 10� 10 cm.
Accordingly, the coordinates of the sensors in the initial population must satisfy the
following parameters:

x1 ¼ k � 10;
x2 ¼ n � 10;

where k 2 0; Xmax
10

� �
; n 2 0; Ymax10

� �
.

Fig. 1. General scheme of the evolutionary algorithm
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The initial population will be represented by a four-dimensional array of the fol-
lowing type:

S ¼ X1ð Þ; . . . ; XMð Þð Þ1; X1ð Þ; . . . ; XMð Þð Þ2; . . . ; X1ð Þ; . . . ; XMð Þð ÞN
� �

: ð4Þ

where M – the desired number of sensors in the room, N initial population size,
Xi ¼ x1; x2ð ÞT – coordinates of sensors.

4.2 Fitness Function for Estimating the Average Reaction Time of a Set
of Sensors for Fire Start for Various Sources of Ignition

The purpose of optimizing the location of the sensors is the fastest detection of a
different kind of ignition. Therefore, the fitness function is the average fire detection
time, depending on the geometry of the room, the location of combustible materials, the
type of ignition, the coordinates of the sensors. Obtaining the objective function is
associated with a large amount of computation. At the first stage, it is necessary to
simulate the ignition process in a room with a given geometry, based on the solution of
the Navier-Stokes equations.

The result of the solution is a four-dimensional tensor with the following dimen-
sions: coordinate along the length and along the width of the room; temperature,
concentration of CO and smoke; time (Fig. 2).

The decision function may contain several criteria that take into account the type of
ignition. In a simplified form, the criteria for making a decision on ignition can use
different thresholds for different types of ignition:

Fig. 2. Four-dimensional tensor of fire factors
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FirecableðnÞ ¼ DTðnÞ[DTh1ð Þ ^ DCOðnÞ[DCOh1ð Þ ^ DSmðnÞ[DSmh1ð Þ;
FireCOðnÞ ¼ DTðnÞ[DTh2ð Þ ^ DCOðnÞ[DCOh2ð Þ ^ DSmðnÞ[DSmh2ð Þ;
FireRagðnÞ ¼ DTðnÞ[DTh3ð Þ ^ DCOðnÞ[DCOh3ð Þ ^ DSmðnÞ[DSmh3ð Þ;
Fire ¼ FireðcableÞ _ FireðCLÞ _ FireðRagÞ;

ð5Þ

where DTðnÞ; DCOðnÞ; DSmðnÞ - he results of changes in temperature, concentration
of carbon monoxide and smoke concentration, at a discrete point in time n, obtained
during modeling, DThj ; DCOhj ; DSmhj thresholds for making a decision on ignition
j� s type. For example, when j ¼ 1 our decision is FireðcableÞ cable fires, when j ¼ 2 –
decision is FireðCLÞ the ignition of combustive-lubricating substances, when j ¼ 3 –

decision is FireðRagÞ ignition of burning rags.
The criteria (5) correspond to the decision to ignite after exceeding the thresholds

by measuring results from three sensors. For faster detection, a criterion for exceeding
the threshold with measurements from one or two sensors can be used, for example:

Fireð:Þ ¼ Dt[Dth1ð Þ _ DCO[DCOh1ð Þ ^ DSm[DSmh1ð Þ; ð6Þ

Taking into account the accepted decision criterion and the distribution of the
ignition probabilities at different points of the room, defined by the formula (1), the
average decision making on ignition depends on the distance to the sensor and on the
time quantum n from the moment of ignition:

DTavgðx; nÞ ¼ Ei DT xi � xk k; nð Þf g;
DCOavgðx; nÞ ¼ Ei DCO xi � xk k; nð Þf g;
DSmavgðx; nÞ ¼ Ei DSm xi � xk k; nð Þf g;

ð7Þ

where Ei DQ xi � xk k; nð Þf g - mean fire factor increment Q 2 fT;CO; Smg for a given
probability distribution of the origin at time n at a distance xi � xk k from the source of
ignition.

The purpose of optimizing the location of the sensors is to find the minimum time
for detecting a fire when using a certain criterion from a set of decision criteria:

FðxÞ ¼ min
n

FireðDTavgðx; nÞ;DTavgðx; nÞ;DTavgðx; nÞÞ
� �

: ð8Þ

The decision if fire start is not necessarily based on predicates (3,4); in our study, a
neural network approach is also used.

4.3 Selection

Selection is the choice of sets of locations that will participate in the creation of the next
generation. There are different methods of selection. Some of the most common
methods are tournament selection (“Tournamentselection”) [24] and roulette wheels
(“Roulettewheel”) [25]. For our problem, we chose two other methods. We estimate the
effectiveness of each.
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Ranging. Based on the value of the fitness function, we order the sets of sensors. The
probability of choosing a particular set depends only on the position in the set of sets,
and not on the value of its objective function.

The Boltzmann Method. We use the same approach as in the optimization of “an-
nealing modeling”. This method for controlling the process introduces the concept of
“artificial temperature” T. From a certain moment, we reduce (according to the chosen
law) and change the probability of selection of individuals. Thus, the probability
of selecting an individual with the value of fitness-function is f ðuiÞ:
Ps aið Þ ¼ 1

N exp f ðuiÞ=Tð Þ � exp f ðuiÞ=Tð Þ
� 	�1

� �
, where exp f ðuiÞ=Tð Þ- average value

exp f ðuiÞ=Tð Þ for the current population. This makes it possible at the final stage to
narrow down the search in the most promising area of search, while maintaining a
sufficient degree of diversity in the population.

When using the Boltzmann method, the algorithm converges to a minimum faster
than using the method of ranking. The following graph shows the dependence of the
speed of execution of the algorithm on the number of initial samples using Boltzmann
methods and ranking (Fig. 3).

4.4 Crossing

Before crossing, you need to decide on the method of choice. There are two possible
options:

• Panmixia (random choice). We choose randomly from the population obtained at
the previous step. Efficacy decreases with an increase in the number of the initial
population N.

• Selective selection. Parents become individuals whose target function values are not
more than the average for the population. Thus one individual can enter into several
pairs.

Since to search for one minimum and use of a large initial capacity of the popu-
lation does not fit panmixia, we will use the selective choice.

Fig. 3. Dependence of the speed of the algorithm on the choice of reproduction method.
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In the theory of genetic algorithms, the following methods of crossing are
considered.

• Binary recombination. Conditionally, it is possible to divide the binary combination
methods into 2 types. For recombinations of the first type, we use a part of the genes
of one parent and part of the genes of the other, and as a result we obtain two
individuals, some of whose genes coincide with the parents.

• Homogeneous crossing-over is characterized by the fact that as a result of crossing
only 1 specimen is obtained. For each gene of this individual, by selecting a random
mask it is determined which parent gene of which individual will be taken.

• Recombination of actual values. There is a discrete, intermediate, and linear
recombination. With discrete recombination, the gene value of the offspring is
randomly selected from the parents’ genes.

In connection with the specific nature of the input vectors, none of the methods can
be directly applied. Therefore, the crossing is carried out as follows. Since the genome
we have is a sensor, we will evaluate its response rate to the occurrence of a fire. That
is, we alternately compare the two parent genes as in a homogeneous crossing-over,
and choose the best reaction time. Further, as in the case of intermediate recombination,
we choose the coefficient for the coordinates in the space of this sensor. As a result, the
gene of the offspring will differ from the parent gene by a certain number of sensor
locations.

4.5 Mutation

There are several ways to mutate. The choice of a suitable mutation operator is solved
within the framework of the task [26, 27]. With probability of Pm, we will choose the m
child to mutation. The classical types of mutation due to the specifics of the data cannot
be given, therefore as a mutation we use the coordinate shift to a certain random
factor a.

5 Using the Developed Genetic Algorithm to Find
the Optimal Sensors Locations in the Simulated Room

We simulated nine fires in different location. In each location we ignited various
combustible materials. Only the initial intensity and area of ignition remained the same
for each experiment. Figure 4 shows a 3D model of a room with selected sources of
ignition.

The data of these fires were used to calculate the fitness function of the genetic
algorithm.

According to the norms of SP 5.13130.2009, in one small room it is necessary to
install either three analog non-addressable fire sensors, included in the “AND” scheme,
or two addressable fire sensors, included in the “AND”(“OR”) scheme, depending on
the program of operation duplication registered in the installation of the address PPC
[1]. Modeling of a room of 5� 7 m with three sensors was done. In the case of a
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uniform arrangement of three sensors at points with coordinates (2.5, 1.5), (2.5, 3.5)
and (2.5; 5.0), the average reaction time for ignition is 43.78 s.

The average response time using the developed genetic algorithm, depending on the
size of the initial population, is shown in Fig. 5.

On the Fig. 5 we can see that if we increase the size of the initial population the
time of fire detection become shorter. The difference in the response time between the
uniform arrangement and the arrangement calculated by the genetic algorithm is on
average more than two times.

With the optimal arrangement of the three sensors shown in Fig. 6, the average
reaction time decreased to 12.6 s.

Fig. 4. Location of ignition sources.

Fig. 5. Average response time, depending on the size of the initial population.
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6 Conclusion

Using the genetic algorithm with the proposed objective function allowed us to opti-
mize the location of the fire system sensors in the room and to reduce the mean time of
detection of fire by an average of 50%.

It took several minutes to simulate the combustion of substances of different types
to calculate the fitness function of the genetic algorithm. For modeling, we use the FDS
(Fire Dynamics Simulator) program running on the supercomputer center SPbPU on
the several nodes of the computational cluster with using the OpenMP technology.

Using the network of fire alarm sensors, connected by ZigBee wireless interface,
allows us to move the sensors along the ceiling on the rails laid on it and monitoring
changes occurring in the room during the entire operation time. Robotic mobile fire
systems can include an algorithm for optimizing the position of sensors, which reduces
the number of sensors, shorten the polling time, and reduce the time of detection of the
fire.

A modification of the genetic algorithm suitable for solving the problem of the
optimal arrangement of sensors in the fire-fighting system has been developed. The
calculation of the fitness function for a genetic algorithm takes into account not only
the features of the room itself, but also the likelihood of a fire and the characteristics of
the combustible material. The choice of the method of reproduction for this type of
problem is justified. The method of crossing was modified, to work with a set of
sensors, rather than a gene.

Fig. 6. The location of the three sensors, calculated by the genetic algorithm.
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Abstract. An analysis was made of existing control systems and telemetry.
There are requirements for modern geographically distributed telemetry sys-
tems. Simulation of an adaptive system for monitoring the technical condition of
technological objects based on wireless sensor networks is considered as a
decomposition of particular problems of forming, processing and transmitting
measurement information using the methods of the theory of random processes,
queuing theory and methods of the theory of signal transmission. We described
a method for reducing the redundancy of measurement information in the
monitoring systems of the technical condition of technological objects due to its
operation in emergency and pre-emergency alarm modes, as well as taking into
account external factors. It has been determined that the priority of service
requests coming from sensors is characterized by the growth dynamics of the
monitored parameter to the established tolerance, which is confirmed by the
application service model. It is shown that the system for monitoring the
technical condition of technological objects can be made in the form of appli-
cation service systems, which are a queuing system that registers the flow of
accident signals - applications and determine their priorities. Based on the
analysis of the use of wireless sensor networks, the possibility of their inte-
gration into a simulated system for monitoring the technical condition of geo-
graphically distributed control objects is shown. It is shown that for an ordered
polling of the elements of the sensor network, a polling system with dynamically
changing parameters can be used. A group polling method is described in
various polling modes with a fixed number of sensors registering an alarm
signal, which makes it possible to significantly increase the efficiency of testing,
taking into account possible errors in the transmission of measurement
information.

Keywords: Technical condition � Adaptive monitoring system � Sensors �
Measurement information � Sensor networks � Polling
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1 Introduction

In the operation of various types of complex technological objects and systems, an
important place is given to their technical condition (TC) monitoring, the equipment
installed on them, as well as to operational control of production processes, automation
of the experiment, detection of deviations of monitored values, measurements of
deviated parameters and their registration. A particular importance is assumed by
operational control systems, telemetry, used to prevent emergencies at geographically
distributed technological facilities, equipped with a large number of sensors that are
remote from data processing centers (DPCs) [1–3]. At the same time, strict require-
ments are imposed on the efficiency and reliability of information delivery via wireless
data transmission network (WDTN) channels for well-timed stopping the threat of
accidents.

Analysis of the existing telemetric systems (TMS) used in various industries and for
military purposes to measure technical parameters, process and exchange measurement
information (MI) with the data center, showed a lack of consideration of pre-emergency
conditions, as well as low testing efficiency [4–7]. In addition, the presence of a large
number of sources of MI, sent to a single data center, necessitates the dispatching of
information flows from sensors registering the technical parameters of objects of
control in telemetry systems (TMS) [8–11].

For the timely detection and transmission of the alarm signal from the OK signal, it
is necessary to have a system for sensors’ scanning for the presence of an MI that is
relevant for transmission.

In monitoring systems, sensors use different polling rules for ordered polling, which
are similar to polling systems for computer network elements and are called polling
[12]. In addition to the similarity in mathematical models with priority queuing systems
(QS), priorities in the polling systems are assigned according to a certain rule, and their
parameters can change dynamically.

The study is aimed at the development of an adaptive system for monitoring the TC
of technological objects, exchanging MI, taking into account its priority, the dynamics
of changes in polling parameters, and errors in the process of transferring MI to the data
center.

In order to comply with modern standards and requirements, the developed system
for monitoring the TC of technical objects must meet the following conditions:

1. transmit the current MI in on-line mode;
2. to carry out simultaneous interrogation of several sensors in order to save time for

guaranteed detection of alarms;
3. maintaining a balance in reducing the redundancy of MI and preserving the com-

pleteness of monitoring the TC of technological objects.

The feasibility of the proposed monitoring system is based on the use of methods of
the theory of random processes, queuing theory and methods of the theory of signal
transmission.
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2 Determining the Priority of MI in Identifying Alarm
Signals

Control devices in a simulated vehicle monitoring system of TC of technological
objects are a series of sensors and controllers that record their signal parameters and
compare them with acceptable limits [13]. In case of exceeding this level, the sensor
makes a negative decision on the received MI flow, that is, a failure occurs.

The output of any parameter of the received measuring signal Xi tð Þ beyond the
appropriate limits Xi tð Þ, Xi tð Þ should be considered as an alarm signal coming from the
sensor. Exceeding the permissible values is determined by comparing these parameters
with the established tolerances. In this case, overshoots occur, that is, the intersection of
the measured processes in a controlled object given limits. The frequency of overshoots
is a random phenomenon, therefore, the failure of the equipment is a random event [14].

Thus, overshoots are a random flow of requests (requirements) for making deci-
sions on servicing an element of a controlled technological object that enters the QS.
The intensity of such requests is determined by the number of sensors, the temporal
characteristics of controlled random processes and the number of established tolerance
levels for each process. Given the random nature of the receipt of applications for
services coming from the object of control, a situation arises in which several appli-
cations for service are simultaneously received. This results in a queue of requests.

The waiting time for requests in the queue may exceed a certain amount, which
may entail a loss of the value of this application, as in this case there is a delay in
starting the service (decision-making) of the controlled object.

The flow of applications received by the QS has intensity k, and the flow of services
has intensity l. Then, l ¼ 1=tsrv, where tsrv is the service time of one application.
Taking into account the fact that the application contains N symbols, tsrv ¼ N � Tc
where Tc is the duration of one character of the request. In the presence of erroneously
recorded emissions (symbols) Tc ¼ h2addEn=Pc, where h2add ¼ Pc � Tc=En ¼ �
2 lnð2Perr addÞ, the intensity of request operation: l ¼ Pc=h2addEnN. Knowing the
duration of one character of the request, you can determine the allowable waiting time
(the minimum remaining) for servicing the next request:

Tc allow ¼ � 4En=Pcð Þ � ln Perr addð Þ: ð1Þ

Thus, it is possible to predict the withdrawal of applications from the queue, taking
into account external factors (errors), and, therefore, to maintain the relevance (value)
of MI, which contributes to a more efficient operation of technological systems and
facilities.

In existing telemetry systems, each parameter of an object is controlled with a
period T0, regardless of its rate of change. However, with an increase in the rate of
change of individual parameters, they can reach acceptable values in a time shorter than
a fixed period T0. In this case, the control system will not be able to promptly respond
to unacceptable changes in the parameter, which will lead to the failure of the con-
trolled object.
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For the operative control of the object’s state, the measurement and the subsequent
evaluation of the parameter are carried out with a frequency proportional to the rate of
change of the parameter. Depending on the output speed (time Dt1, Dt2 reaching the
allowable value) of the monitored parameter U beyond the allowable limits, the signal
priority is determined, which is set due to the multilevel tolerance system (Fig. 1) [15].
This makes it possible to predict: the less time before reaching the controlled param-
eter, the higher the priority of the application. Such an approach makes it possible to
identify pre-emergency conditions of objects of control.

To reduce the redundancy of MI while maintaining the completeness of control of
objects via a communication network, it is advisable to transfer not all the results of
parameter measurements, but only messages about the output of parameters of the
object being monitored beyond the established tolerances [16]. Such an approach
would reduce the message volume transmitted via wireless data networks [17].

In the course of analyzing the process of removing MI sensors about controlled
objects, an approach to solving this problem is presented by representing the entire
sensor link of a simulated vehicle monitoring system as a fault management system,
where the controllers are service channels (Fig. 2). At the same time, applications of
lower priorities that have left the queue reappear with the new iteration of emissions
[18, 19]. This QS is a state graph of the subsystem when servicing applications
received from objects of control, including the state without messages, pre-emergency,
emergency and emergency-pre-emergency states, characterizing any state of the
telemetry systems touch level.

Fig. 1. Comparison of the priority of requests depending on the dynamics of the controlled
parameter out of acceptance band.

Fig. 2. State graph of the monitoring subsystem when servicing requests received from objects
of control.
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The priority of service requests coming from the sensors is determined by the
growth dynamics of the monitored parameter to the established tolerance. This makes it
possible to predict: the less time before reaching the controlled parameter, the higher
the priority of the request.

Such a forecast is provided by the request serving model [20], which allows
controlling two flows of requests with different priorities, operating in three modes
(Fig. 3). Operating requests of high and low priorities received from sensors in this
model is carried out in requests operating units. The principle of operation of such a
model is as follows: in the case of receipt of high-priority request (after the arrival of
low-priority requests), operation of low-priority requests will be terminated, incoming
high-priority requests will be served, impulses from the outputs of the released request
service units will be sent through the first OR element to the first output of the model.
At the same time, as soon as the service of the high priority request is completed in the
request service unit, where the operation of the low priority request was terminated, the
operation of the low priority request is resumed and the third output of this unit closes.

Newly received low priority requests will go through all the operation units of
requests that are engaged in operating both low- and high-priority requests, and will be
accepted for operation if there are free units that are determined when polling previous

Fig. 3. Block diagram of the request operation model.
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request operation units. If, during the operation period of high and low priority
requests, high priority requests arrive, then in those blocks that receive high priority
requests, the operation of low priority requests will stop again, and high priority
requests will be operated.

3 Sensor Network Monitoring System

As noted above, for the transmission of MI received from sensors, wireless data
transmission channels (satellite communication networks, specialized packet radio
networks, broadband wireless networks, sensor networks) can be used. The territorial
diversity of technological objects, the harsh conditions of its operation and the need to
ensure safe operation have led to the widespread use of wireless sensor networks
(WSN).

Therefore, the WSN, as a distributed network of sensor nodes that collect data on
the parameters of control objects and transfer them to the data center by relaying from
node to node, fully meets the requirements for automating monitoring processes.
Sensor nodes can be installed stationary or be able to arbitrarily move in a certain space
without disturbing the logical connectivity of the network, in this case the sensor
network does not have a fixed topology and has a self-organizing structure [21].

The network node contains: a number of sensors (sensors) that receive data from
the external environment; microcontroller; memory device; transceiver; self-contained
power supply; executive mechanisms for the transfer of control actions from network
nodes to the external environment. Of great importance are the methods of integrating
sensors that measure the values of primary electrical quantities that are functionally
dependent on the monitored parameters.

The wireless sensor is a board on which digital and analog-to-digital converters, a
microprocessor, operational and flash memory, an interface unit, a transceiver, a power
source, and sensors are located.

The interface block contains other input/output ports, for example, programming or
connecting an external sensor.

The radio modem includes a low-power transceiver and a microcontroller, which,
in turn, incorporates a processor, random-access and permanent storage devices, an
analog-to-digital converter, an interrupt-handling unit, a certain range of interfaces, and
other peripheral nodes.

As options, the sensor may include a visualization unit for displaying the current
state of the device and an input unit for changing operating modes, rebooting, etc. [22].

The main processing of data received by the sensor and including sensor infor-
mation, as well as information about the state of the sensors and the results of the data
transfer process, is performed by the network node.

The monitoring system under development assumes the presence of several thou-
sand sensors transmitting information over wireless networks about the occurrence of
emergency situations at a technological facility. The approach to solving the problem
of the most rapid detection of sensors that fix alarm signals is the development of a
dynamically changeable polling system.
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4 Implementation of the Collection and Processing of MI
at the Network Level

As already noted, emissions are a random flow of requests (requirements) for making
decisions on the maintenance of a controlled object. Such a system consisting of
several sensors that “generate” request flows, and a sensor node that performs their
polling, can be thought of as a polling system with a specific service discipline.

In the majority of works devoted to the development and study of various models
of WDT systems [23, 24], methods of ordered polling have been developed, in which
the number of sensors detecting the emission of a controlled parameter is comparable to
their total number. However, for a simulated monitoring system that includes thousands
of sensors within the WSN, this approach will be ineffective, since the time taken to
survey sensors will be proportional to their total number, and, therefore, critically long.
Thus, it is necessary to develop such a polling method based on group polling, when
several sensors simultaneously transmit MI, which will significantly reduce the time
required to identify sensors that fix alarm signals.

Consider the WSN, operating B objects, on the j-th object the are nj sensors
installed j ¼ 1; . . .;B; n� ¼ max

j
nj - the maximum possible number of sensors on one

technological object is assumed to be relatively small. Thus, there are t ¼ PA
j¼1

nj sensors

and it is required to develop a rule of their scanning for the most rapid identification Sj
of sensors transmitting the accident signal.

Suppose that B is large, and the maximum number of simultaneously triggered
sensors in the event of an emergency is relatively small. In this case, we include in the
group of sensors being surveyed only those that will fix the alarm signal
simultaneously.

It should be noted that the probability of an emergency in the network pd is not
known, but it is known that it is rather small: pd � p0d , where p0d is some given prob-
ability. However, the use of the upper limit of this probability in the polling control
algorithm for calculating the permissible number of sensors fixing the accident signals
is not effective, since the group polling method used is sensitive to the expected number
of sensors. This is due to the fact that if the estimated number of sensors fixing the
alarm signals is incorrect, the information content of the survey data drops signifi-
cantly. This situation is most typical for distributed TMS, and the probability of an
accident in its local area is small [25].

In the event of an emergency at the j-th object, the zj sensors are simultaneously
triggered, where zj is a discrete random variable with distribution on the 1; . . .; nj

� �
set. The distribution of the value depends on the relevant object, the cause of the
emergency, the location of the sensors, etc. All these circumstances are usually
unknown or it is difficult to consider them.

Therefore, an assumption is considered that the probability of actuation of all
sensors on a single object is high enough. The condition of the sensors is described by
x1; . . .; xi variables that take the value “0” or “1”. The value “0” indicates the passive
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state of the sensor, and “1” indicates the operating state of the sensor, which records the
alarm signals. The ordered set of working sensors is denoted by S.

Group polling is set using the vector a ¼ ða1; . . .; atÞ, where at takes the values “0”
or “1”. The value at ¼ 1 means that the t-th sensor does not participate in the polling. If
N is the number of polls, then all polls are given by the Boolean matrix of polls
A ¼ ða j; . . .; aNÞT , where a j is the vector of j-th polling. If there is at least one alarm
signal in the group of polled sensors, then we note the presence of an alarm signal, that
is, as “1”. If there is no such sensor in the group, then it does not receive a single signal,
which is interpreted as “0”. Thus, as a response from the sensors of the j-th group, the
result will be formed as

fj ¼ ða j
1 ^ x1Þ _ ða j

t ^ x1Þ; ð2Þ

where ^ – Boolean product, _ – Boolean sum.
It is also assumed that errors in the transmission of MI are possible in the network.

This means that the value of the function fj is known with some error: each poll results
in a distortion of the result regardless of the polls in accordance with the stochastic
transition matrix.

W ¼ 1� b0 b0
b1 1� b1

� �
; ð3Þ

where b0 – probability of reception mispresentation “0”, and b1 – probability of
reception mispresentation “1”.

Therefore, the result of the j-th polling will be gj that takes the values “0” or “1” in
accordance with the matrix W regardless of the values in other observations, assuming
that fj are fixed.

In the case when the number of sensors on all technological objects is the same, we
will select control objects for which the sensors will be polled, and further, on each of
these objects we will choose one polled sensor. Therefore, no more than one sensor can
participate in each polling at a single site. To create such a matrix, it is necessary to
select the scanned sensor at each site. That is, if an object participates in a polling -
akj ¼ 1, where k is the number of the polling, and j is the number of the object, then
among the sensors of the j - object, the scanned sensor is randomly selected.

To simplify the identification procedure, the decision on the activity of a specific
sensor is made on the basis of “factor analysis” [26] using the maximum likelihood
method, but it does not search for a sensor fixing the accident, but search is made for an
object with similar operating sensors. In this case, when identifying the active sensor of
the object, information will be requested from all the other sensors of the object, but
through another channel. Obviously, there is some redundancy here, but it only leads to
the establishment of a small number of additional polls, which will be disabled if the
object is identified incorrectly.

To decide whether an object is active or not, the following data is used: x00ðiÞ - the
number of observations on the j-object when no sensor was polled and the result of the
polling turned out to be g ¼ 0; x10ðiÞ - the number of observations when at least one
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sensor was not polled on the i-object, and the result of the polling g ¼ 0; x01ðiÞ - the
number of observations when no sensor was surveyed on the i-object, and the result of
the polling g ¼ 1 and x11ðiÞ - the number of observations when at least one sensor was
surveyed on the i-object and the result of the polling is g ¼ 1. Since the results of
observations are assumed to be independent, then x00ðiÞ, x10ðiÞ, x01ðiÞ and x11ðiÞ - form
sufficient statistics.

Thus, after conducting N pollings fir each of t sensors there are calculated values of
x00ðiÞ, x10ðiÞ, x01ðiÞ and x11ðiÞ and on their base the likelihood ratios are determined

L ið Þ ¼ a00x00ðiÞþ a10x10ðiÞþ a01x01ðiÞþ a11x11ðiÞ; ð4Þ

Then

a000 ¼ log
1� b0 � p0ð1� b0 � b1Þ
1� b0 � p0ð1� b0 � b1Þ

; ð5Þ

a001 ¼ log
p0ð1� b0 � b1Þþ b0
p0ð1� b0 � b1Þþ b0

; ð6Þ

a010 ¼ log
b1

1� b0 � p0ð1� b0 � b1Þ
; ð7Þ

a011 ¼ log
1� b0

b0 � p0ð1� b0 � b1Þ
; ð8Þ

where p0 ¼ 1� ð1� p0Þs0�1.
Based on the error value of the first kind, the threshold values L0 are calculated,

beyond which the logarithm of the likelihood ratio L ið Þ makes a decision that the sensor
detects the alarm signal. Further, the decision on the presence of an emergency at the
facility is made in the case when at least one sensor is recognized as active.

Thus, in geographically-distributed systems of monitoring the TC of technological
objects, the use of the group polling method is fully justified. For splitting a multitude
of sensors into objects of control, it is advisable to use a factorial method of processing
the results of observations or other methods that take into account the correlation of the
response of all sensors located on the corresponding technological object in emergency
situations.

5 Conclusion

A simulated monitoring system of TC of technological facilities, built on the basis of
the WNS, will allow timely detection of an emergency situation, as well as the efficient
use the allocated network resource by reducing the redundancy of MI, not only at the
sensor level, but also at the network level. To reduce the redundancy of MI on the
WNS, it is advisable to transmit only messages about the output of monitored
parameters beyond the established tolerances, and the dynamics of their deviations
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indicate a pre-emergency condition of the technological object. The specificity of the
construction and operation of the WNS allows you to consider them as QS, where the
role of serving elements is played by controllers that provide service for the application
for some time. The use of group polling systems in the WNS in various polling modes
with a fixed number of sensors registering an alarm can significantly increase the
efficiency of testing, taking into account possible errors in the transmission of MI.
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Abstract. Modern ground robotic systems can be operated in harsh conditions,
as well as in combat conditions, which can provoke numerous equipment fail-
ures, both natural and intentional, as a result of which the question of ensuring
the disaster tolerance of the control system of the robotic complex is raised. An
essential, but not resolved issue of creating control systems of robotic systems is
equipping with computer equipment that is developed on the basis of domestic
microprocessors and domestic software. This article proposes methods and
algorithms that are the basis for the creation of disaster-tolerant control systems
for ground robots based on domestic computers and software. The authors have
developed algorithms for increasing the reliability of onboard control systems to
catastrophic faults and numerical results of increased reliability of these systems
using the developed methods were obtained. The use of domestic computers and
certified software “Elbrus” allows us to talk about the prospects of solving
problems of import substitution in the field of robotics. The authors believe that
the following provisions and results are new in this work: the definition of the
onboard computer system disaster tolerance is introduced, algorithms are
developed to ensure the disaster-tolerance of the onboard computer system using
the computers and software series “Elbrus”.

Keywords: Onboard control systems � Disaster tolerance � Reconfiguration �
Robotics

1 Introduction

Modern ground robotic system (GRS) can be operated in harsh conditions, as well as in
combat conditions, which can provoke numerous failures, both natural and intentional,
as a result of which the question of ensuring the disaster tolerance of the control system
of the robotic complex is raised. We will assume that disaster tolerance is the ability to
continue the work of the robot in the event of sudden catastrophic failures in the
shortest period of time. An essential, but not resolved issue of creating control systems
of robotic systems is equipping with computers and software developed on the basis of
domestic microprocessors and domestic software [1].
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Since robotics is one of the promising areas of application of computer systems
(CS) and general software (GS) of the Elbrus [2–4], one of the purposes of this work
was to study the applicability of CS and GS “Elbrus” [5] to ensure the disaster tol-
erance of onboard computer systems.

The remainder of the paper is organized as follows. In Sect. 2, we introduce the
definition of disaster tolerance of an onboard computer system. Section 3 describes
reliability indicators. Section 4 describes robot modes. Section 5 describes the main
part of proposed method. Sections 6–8 describe additional algorithms to ensure suc-
cessful work of the proposed method.

2 The Concept of Disaster Tolerance

The difference between the concepts of “fault tolerance” and “disaster tolerance” is that
in the concept of “fault tolerance” the emphasis is on restoring performance after
single, random, unrelated component failures. The technology of processing such
failures assumes, as a rule, that the backup components of each subsystem are intro-
duced into the work, or the remaining components of the repeatedly duplicated sub-
system redistribute work among themselves regardless of what is happening at this time
in other subsystems.

In the concept of “disaster tolerance” applied to the onboard computer systems of
GRS, the main thing is the preservation of data and the continuation of work in
conditions of mass and, possibly, intentional failures of systems and related subsys-
tems. Intentional failures can be caused by deliberate damage, such as a projectile
hitting a communications subsystem, or by the failure of any components as a result of
a collision. As the main indicator in this case, the indicator of availability of the
computer system is used, which characterizes the degree of possibility of performing
the task in a reasonable time and with the required level of performance. In the context
of this article, the components of the availability of a computing system are depend-
ability measure of hardware and software of the computer system, as well as the
performance of the system, which varies depending on the backup scheme and the
number of failures.

3 Reliability Indicators

The onboard computer system is essentially a system with non-recoverable elements,
since the replacement of failed elements in an autonomously functioning robot is
impossible. The reliability of such systems is determined by the following indicators:

• reliability function P(t);
• failure probability Q(t);
• failure density f(t);
• failure rate k tð Þ;
• mean operating time to failure tm.

These indicators are defined as follows:
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P tð Þ ¼ 1� n tð Þ
N

¼ 1� Q tð Þ;

f tð Þ ¼ � dP tð Þ
dt

;

k tð Þ ¼ f tð Þ
P tð Þ ;

tm ¼ Z1

0

tf tð Þdt:

When solving the problem of disaster resistance, it is necessary to take into account
that in addition to the main (natural) flow of failures, which are the consequence of
errors, failures, etc., there is a flow of failures caused by targeted attempts to damage
the robot. Such failures can be, for example, the result of a shot at a robot or crash. We
will call this flow a flow of catastrophic failures. Will denote the flow rate of natural
failures as k1, and the flow rate of catastrophic failures as k2. Thus, the total flow of
failures for the onboard computer system will be determined by the expression:

k ¼ k1 þ k2

There are many related works devoted to ensuring the fault tolerance of onboard
computer systems, so the method proposed in this article focuses on the tolerance to
flow of catastrophic failures. Also note that when operating the robot in a combat
situation or otherwise threatening the robot, the failure rate of the catastrophic failure
flow will be significantly higher than failure rate of the natural failure flow, i.e.
k2 � k1. We can assume, that the components of the onboard computer system have
sufficiently high reliability to ensure the operation of the robot under normal conditions
in which there are only natural failures. Thus, the considered problem of ensuring
disaster tolerance is reduced to increasing the reliability function in case of a high
intensity and brief failure flow.

4 GRS Modes

Applicable to the military GRS (MGRS) after early failure period, we will assume that
MGRS can operate in one of three modes, characterized according to the prevailing
situation and the corresponding catastrophic failure flow:

• Preparation mode. The robot is moving to its goal, actively using its systems of
technical vision, making detailed maps of the terrain and so on. In this mode the
flow of catastrophic failures is at almost zero level, i.e. k2 ! 0, and the flow of
natural failures is at the usual level. The risk of physical damage or unauthorized
access to the control system is minimal. We will consider this case obvious, because
ensuring disaster tolerance is equivalent to ensuring fault tolerance.
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• Combat readiness mode. The robot is located near the combat zone and should be
ready to switch to combat mode. In this mode the level of catastrophic failures
increases, therefore, appropriate methods should be used to ensure timely switching
to combat mode with the increased threat of catastrophic failures. The risk of
physical damage or unauthorized access to the control system increases, compared
to preparation mode (k2 > k1).

• Combat mode. The robot is directly threatened by hostile elements, there is a high
risk of serious physical damage or unauthorized access to the control system. In this
mode, the flow rate of catastrophic failures k2 increases to its maximum value and
becomes much larger than the flow of natural failures (k2 � k1).

5 Disaster Tolerance of the Onboard Computer System

The use of a single computing module (CM) as an onboard computing system has an
obvious disadvantage. When the robot is operating in preparation mode, the level of the
failure flow is low, and reliable operation of the onboard control system MGRS will be
provided for a period approximately equal to the mean time between failures. However,
with a sudden increase of the flow of failures in case of a transition to combat readiness
mode and especially to the combat mode, ensuring the disaster tolerance of the onboard
computer system of the MGRS is just impossible. Any external influence can lead to a
complete fault of the onboard computer system and, consequently to the termination of
robot operation. This circumstances is the main reason for the need to use various kinds
of redundancy in the design of MGRS.

Redundancy is common method for ensuring additional reliability of an object. The
method is implemented through the use of additional tools and capabilities that are
redundant to the minimum required to perform the required functions. The most
common implementation of the redundancy method is to include additional objects in
parallel with the object of reservation that fully or partially duplicate its functions, and
are able to take over its tasks in case of failure.

The following types of redundancy are used for GRS:

• hardware (schematic, structural);
• time;
• information;
• functional;
• load.

The simultaneous use of two or more types of redundancy is preferable, as it
provides a greater effect in improving reliability. But the main contribution retains the
hardware redundancy, and it should be implemented first.

Hardware redundancy is used to back up all critical components of onboard
computer systems, starting with the CM and ending with the communication lines.

Information, functional and load redundancy are implemented using appropriate
algorithms that ensure the operation of the onboard computer system of the GRS in
case of failure of a part of the equipment. These algorithms are discussed below.
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With the implemented redundancy, the failure of the control system of the GRS as a
whole occurs only after the failure of the main CM and all backups. The main CM is
considered to be the module that is necessary to perform the required functions without
using the reserve.

In practice, there are the following methods of reservation:

• by object type

– full redundancy;
– partial redundancy;

• by redundancy rate (k – is the ratio of the number of backup elements to the number
of main elements)

– redundancy with integral rate;
– redundancy with fractional rate;

• by the method of backups inclusion
• continuous redundancy

– hot redundancy;
– warm redundancy;
– cold redundancy;

• substitution redundancy

For a preliminary assessment of the benefits of redundancy, it is assumed that when
operating in combat mode, the probability of failure of the CM is 30%. Then the
probability of failure of the system without redundancy will be 70%, and the system
with one backup CM – 91%. If you add a second backup computing module, then the
probability of failure of such a system is already 97.3%. From this we can see that the
presence of even one backup device decreases the probability of failure of the system
by more than 20%.

Figure 1 shows the graphs of the reliability function of the system with the sub-
stitution redundancy and with the continuous redundancy at different redundancy
rates n. The dependency graphs show that substitution redundancy is a more efficient
way to improve the reliability of the system, as compared to redundancy with a con-
stantly included reserve. Its effectiveness grows with k0t. However, the constantly
included reserve has big advantage if the entire computing module is reserved. While
the main element is not out of order, you can use more computing power to solve
onboard problems and improve the efficiency of the robot. As computational resource
is one of the main necessities of GRS the continuous redundancy remains the best way
to improve reliability.

Different backup methods must be used to back up different components of the
onboard computer network. For example, it does not make sense to use a partial
redundancy for a CM, as this will greatly complicate its design and construction, and
thus increase the probability of its failure, which will compensate for all the advantage
obtained during the redundancy.
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6 The Algorithm of Reconfiguration of the Onboard
Computer Network After Failure

In case of failure in a redundant computing system, it is necessary to perform the
appropriate reconfiguration, which will take into account the reduced performance of
the onboard network or the failure of communication channels. Developed appropriate
algorithm is explained below.

By onboard computer network, we mean a multi-machine computer complex
(MMC), which includes many machines of the same type (class), combined in network
to establish the configuration, exchange service messages of the real-time operating
system (RTOS) and messages of functional programs by standard LAN channels, as
well as optical channels. Multi-machine complexes, on the basis of which real-time
systems are implemented, are essentially specialized local networks, with a number of
stringent requirements for the composition of physical communication channels, the
speed of information transmission, reliability and speed of message delivery.

The concept of architecture implemented on the basis of homogeneous CM is
illustrated in Fig. 2, which shows an example of onboard computing network
(OCN) and the major connections that implement one of the redundancy schemes.

Each CM is connected to all the others via LAN. The channels of the local network
are primarily intended for the transmission of multi-machine complex control infor-
mation, diagnostic and debugging information about the operation of the real-time
system.

If failure in one of the primary CS occurs, the corresponding functional program
code restarts from the last agreed checkpoint on the backup one. At the same time, the

Fig. 1. Dependence of the reliability function on dimensionless time with substitution
redundancy (dash) and with continuous redundancy (solid) for different redundancy rate.
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RTOS takes the failed CM out of work, and the backup one, which assumes the main
functions, assigns the status of the main one.

For fast restart in case of failure it is supposed to use hardware and software which
control actions by the OS kernel on installation of the system watchdog timer.
A watchdog timer is a set of hardware and software that allows you to restart the OS
due to a software or hardware error.

In case of using as RTOS “Elbrus”, the process of working with the watchdog timer
is as follows. The user process-daemon notifies the watchdog driver at regular intervals
via a special device /dev/watchdog that it is still working. When such notification is
received, the driver programs the watchdog timer in a such way as to delay the restart
of the OS for a while. If for some reason the notification has not occurred, the watchdog
timer will restart the OS after the specified interval has elapsed.

The transfer of calculations from the primary CM to the backup one can be per-
formed both automatically (in case of failure of the main machine) and by the operator,
but the restoration of the same configuration after repair is carried out only by the
operator’s commands.

The possibility of forming the required topology of links is determined by the
capabilities of cascading modules of S-bus expansion.

The other types of machines can be connected to CM-based networks using
standard Ethernet networking tools, as well as through fast channels, the use of which
will allow to implement branched connections with various devices in specific OCN.

Fig. 2. MMC. Functional scheme.
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The way to ensure the configuration of the OCN is the use of software to solve the
problems of commutation of the components described above. Configuration is per-
formed by exchanging service messages over a standard LAN network. The initial
information required for configuration in the process of initialization of functional
programs is formed in the configuration file describing the MMC and the commutation
paths between them.

Initialization of MMC is generally performed according to the following scheme.
First, the standard system software runs a real-time program on the main CM, then
from this program the initialization and launch of real-time programs on other CMs
happens, by referring to the appropriate RTOS interface procedure. The initial data for
initialization must be contained in the configuration file.

In the initialization process, a structure is created on the host machine that describes
the network configuration, as well as the RTOS daemon process. The same structures
and processes are created on all MMC nodes connected via a standard network.

In addition to daemons the RTOS on each machine runs “real time program” to
work in real-time. Real time program on other machines also refers to this RTOS
interface procedure, which provides her access to already established structures for
cooperation in the OCN.

After the OCN is successfully initialized and programs are run in real time, the
CMs interact at the functional program level. Thus, there is a synchronization of the
computational process at the level of functional programs.

Organization of point-to-point interaction between CMs during real-time operation
is performed by using RTOS interface procedures for synchronous and asynchronous
I/O (writing, reading, I/O control and waiting) in accordance with the logic of inter-
action of various functional programs.

7 Distributed Data Storage

The use of a redundant computing system poses the problem of distributed data storage.
According to [6–8] at the moment there are no reliable, formally and mathematically
proven distributed databases with equivalent rights/functions. Only the “dedicated”
master database (master) and slave database are available. The exchange of information
in this architecture between the databases is called master-slave replication [6].

The main problem of using distributed databases is ensuring consistency of data
[9]. It requires a large number of service messages to achieve data consistency (for
example, to make sure that the data available to the robot is still relevant), that in the
case of a group of robots and, accordingly, slow and not always stable communication
channels, does not allow to achieve a high level of performance. Among the models
considered in [9], the output consistency model is ideally suited for the task of ensuring
the disaster tolerance of onboard computer systems. This model does not require as
many data transfers as the model of strict, sequential or weak consistency, but at the
same time minimizes the time during which a node possesses unique information
(which is important to ensure the stability of the system to the failures of individual
nodes), because at the time of exiting the critical section, changes made to the shared
memory must be propagated to the rest of the network.
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The most obvious solution to the problem of managing distributed data is to choose
one of the CSs as Server and perform all data operations through it (Fig. 3). For
example, when a consistency model requires a certain node (e.g. node 2) to update
some shared data, the node will obtain this data from a server node (node 1). And vice
versa, if the model requires the node (e.g. node 2) to propagate its updated data to all
other nodes, the node must delegate this task to the server node (node 1), sending it
both the task and the data. The server node will contact the other nodes and send them
the necessary data. An isolated server node in a distributed system is potentially
dangerous, as a dedicated node becomes a weak point of the system – failure of it can
lead to failure of the entire system. This can be prevented by reserving a server node
(Fig. 4).

One of the CMs is marked as “mirror” of the server node. And now, when the
server node (node 1) performing any data write operation, server node first informs its
mirror (node 1a), and only after receiving accept response from the mirror node con-
tinues its work. If the mirror node fails, the server node will notice it by the operation
timeout trigger and mark another node as mirror.

Fig. 3. Model with central server node.

Fig. 4. Fault tolerant model with central server node.
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Using full replication will allow multiple nodes to not only read but also write the
same data at the same time. To maintain consistency in this case, all write operations
must be ordered in some way. To do this, the server adds a number to each notification
that increases with each sending. Using this number, nodes can be sure that they
receive notifications in the correct order (and if they miss any of them, they can request
it again by specifying the appropriate number in the request).

As the data is distributed across all nodes, the failure of any of them is reversible
without additional algorithm improvements. The server can be restored just like any
other node, since all it needs to “know” other than the shared memory state is the last
number used by its predecessor.

Thus, the implementation of the above algorithms ensures the safety of data in case
of failure of any CMs in the GRS. If necessary, the algorithm can be scaled by
increasing the number of backup nodes.

8 Load Distribution in Case of Failure

In the event of the failure of a part of the robot’s redundant control system, the
computing resources may no longer suffice to ensure the fulfillment of its tasks. In this
case, you can either limit the robot’s tasks to the required minimum (for example, pave
the way to the repair station or remain in place as a data translator between robots in the
group), or use the free computing resources of other CMs and distribute the tasks to
them.

The generalized algorithm of decision-making on reconfiguration consists of the
following steps:

1. A boolean vector R is formed, reflecting changes in the state of the OCN. S is the
set of operable CMs. Index i-1 denotes the previous iteration of the algorithm, and i
– the current one. “1” means that there have been changes in the state of the OCN
compared to the previous iteration.

R ¼ 1; Si 6¼ Si�1

0; Si ¼ Si�1

� �

2. Depending on the state of the vector R, the decision is made on whether to change
the state of the OCN and to reconfigure according to the reconfiguration table or
some optimality criterion.

3. The algorithm of reconfiguration selected in step 2 is implemented. Vector R is
reset. In case of successful completion of the reconfiguration, go to step 1. In case of
failure go to step 4.

4. Reconfiguration is not possible due to insufficient hardware resources or failure of a
highly critical function. Issue of a fault signal of the robot. The end of the operation
of the robot.

Steps 1–3 are performed cyclically throughout the life of the system. The decision
to issue a fault signal can be made already at step 1 when analyzing the input data on
failures. For example, when all CMs fail on one robot, it makes no sense to attempt
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reconfiguration. To implement this, in addition to analyzing the vector R, it is necessary
to check the specified limits on the number of failures. In addition, you can add
additional options to the list of possible states of the OCN, in which the possibility of
performing functions with a high priority will be checked without their optimal dis-
tribution. This can be useful in complex systems with a large number of CMs, in which
there is a possibility of such distribution in order to maintain its performance in
multiple failures.

9 Conclusion

In this article the method of disaster tolerance of the OCN of GRS is considered. The
authors introduced the definition of the term of disaster tolerance of the OCN, con-
sidered the ways to ensure it using redundancy of different types. Appropriate algo-
rithms were proposed, taking into account the special features of “Elbrus” hardware
and software.

The use of domestic hardware and certified “Elbrus” software shows the potential
of solving the robotic tasks according to import substitution policy.
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Abstract. Stabilization of the time-delay linear systems by using the static
feedback is possible only for the limited value of the time delay in the control
channel. In case of the exceeding such limit the further stabilization is impos-
sible. However, the delay limit could be increased by using the number of
asymptotic observers of the special kind. The basic idea lies in the equivalence
of any realization of the system with certain transfer function which leads to the
possibility of distribution of the delay by the several observers. Each observer
has lesser delay value so overall limit is decreased. Theoretically, if there are
enough observers it is possible to stabilize the system with arbitrary big delay.
Moreover, such approach can improve dynamical characteristics in cases where
delay value is small enough for the system to be stabilizable. The paper
describes the structure and the synthesis method for such observers. The results
of the experiments with the computer model are given for the demonstration of
the derived regulator’s efficiency.

Keywords: Control theory � Feedback � Linear systems � Stabilization �
Delay � Asymptotic observer

1 Introduction

The presence of the delays is inevitable in almost every system of the real world.
Besides natural reasons there is one more source of the delays caused by the devel-
opment of the electronics and ubiquitous usage of the microcontrollers and computers.
It is so called computational delay and it arises from the fact that control algorithms and
also processing and transmission of the digital signals takes nonzero time.

In some cases delay can make improvements in dynamics of the automatic control
system, but more often the effect of the delay presence is negative, leading to decrease
in the control quality and to loosing stability. Therefore we need to consider delay in
design and realization of the automatic control systems.

There exist different methods to consider delays in feedback. One of the most
widely known approaches is delay compensation [1] based on usage of the future
plant’s state computed with the help of the mathematical model of the plant. This
method assuming usage of the regulator with own dynamics. Such method allow to
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keep the transfer matrix of the initial system without the delay and it can be base on the
usage of the dynamic regulator as initial feedback [2]. However compensation in this
case can be sensitive to inaccuracy in the mathematical model, i.e. there might be
possible problems with robust stability.

It might be simpler and more reliable to use classic static feedback based on current
plant state. Despite the simplicity in realization of the regulator the feedback synthesis
process can be quite complicated because the delay system, in fact, has infinite number
of eigenvalues. Besides that there is known problem that using the static feedback it is
impossible to stabilize the system with arbitrary delay value. However the problem
must be solved if we use the output of the asymptotic observer of the special kind [3] as
the feedback input. Basically, if we use enough number of observer, we can stabilize
the system with any arbitrary delay value, or we can improve the stability degree of the
system with the given delay. This paper describes the structure of such asymptotic
observers and also explores the effect of their usage for stabilization of the linear delay
equation.

2 Task Description

Let us consider linear equation

_xðtÞ ¼ axðtÞþ uðt � sÞ; a[ 0; s[ 0: ð1Þ

We need to achieve stability of the system (1) with the given delay value s, wherein
it is desired to provide given stability degree rr ¼ ReðkÞ where k is the Eq. (1)
rightmost eigenvalue;

Let us make the closed-loop system from (1) by applying the feedback

uðtÞ ¼ kxðtÞ; ð2Þ

Where k is the arbitrary rational number.
Stabilization of the system (1), (2) by choosing k is possible only if the following

condition [3] is true:

as\1: ð3Þ

In this case the maximal degree of stability, which we can achieve, is described by
the expression

r�
r ¼ a� 1

s
: ð4Þ

Condition (3) can be improved by the following idea. Let us assume that we are
measuring not the actual state xðtÞ, but some output
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yðtÞ ¼ cxðtÞ: ð5Þ

System (1), (5) may be described by the transfer function

YðsÞ
UðsÞ ¼

ce�ss

s� a
: ð6Þ

Let c ¼ 1. Let us notice that any system

_xðtÞ ¼ axðtÞþ uðt � s1Þ;
yðtÞ ¼ xðt � s2Þ;
s1 þ s2 ¼ s;

ð7Þ

is a realization of (6). Consider the asymptotic observer

_zðtÞ ¼ azðtÞþ uðt � s1Þþ hðzðt � s2Þ � yðtÞÞ: ð8Þ

Let us make closed-loop system from (7) by the feedback

uðtÞ ¼ kzðtÞ: ð9Þ

In this case maximal degree of stability would be

r�
r ¼ maxða� 1

s1
; a� 1

s2
Þ: ð10Þ

It is obvious that the optimal value r�
r ¼ a� 2

s is achieved if s1 ¼ s2 ¼ s
2 and

condition (3) is of the form

as\2: ð11Þ

Described approach can be generalized. If we take enough number of observers like
(8) and each one with its own delay distribution, then we can achieve arbitrary degree
of stability and arbitrary value in the right side of the inequality (11). For example let us
consider the system with two observers

_xðtÞ ¼ axðtÞþ kz1ðt � 1
3 sÞ;

yðtÞ ¼ xðt � 2
3 sÞ;

_z1ðtÞ ¼ az1ðtÞþ kz1ðt � 1
3 sÞþ hðz1ðt � 1

3 sÞ � z2ðtÞÞ;
_z2ðtÞ ¼ az2ðtÞþ kz1ðt � 2

3 sÞþ hðz2ðt � 1
3 sÞ � yðtÞÞ:

ð12Þ

For system (12) we get r�
r ¼ a� 3

s and condition (3) of the form as\3:
If we continue derivations analogous to (12), then we can apply feedback using the

system of three asymptotic observer of the form
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_xðtÞ ¼ axðtÞþ kz1ðt � 1
4 sÞ;

yðtÞ ¼ xðt � 3
4 sÞ;

_z1ðtÞ ¼ az1ðtÞþ kz1ðt � 1
4 sÞþ hðz1ðt � 1

4 sÞ � z2ðtÞÞ;
_z2ðtÞ ¼ az2ðtÞþ kz1ðt � 2

4 sÞþ hðz2ðt � 1
4 sÞ � z3ðtÞÞ;

_z3ðtÞ ¼ az3ðtÞþ kz1ðt � 3
4 sÞþ hðz3ðt � 1

4 sÞ � yðtÞÞ:

ð12aÞ

For system (12a) we get r�
r ¼ a� 4

s and condition (3) of the form as\4:
Finally let us generalize the structure of the observer to provide r�

r ¼ a� N þ 1
s and

condition (3) in form as\Nþ 1, where N is the number of asymptotic observer. Let us
introduce the notation

zðtÞ ¼

z1ðtÞ
z2ðtÞ
. . .

zNðtÞ

0
BBB@

1
CCCA; zsðtÞ ¼

z1ðt � 1
Nþ 1 sÞ

z1ðt � 2
Nþ 1 sÞ

. . .

z1ðt � N
Nþ 1 sÞ

0
BBBB@

1
CCCCA
; cðtÞ ¼

z2ðtÞ
z3ðtÞ
. . .

zNðtÞ
yðtÞ

0
BBBBBB@

1
CCCCCCA
;

ANxN ¼

a 0 . . . 0

0 a . . . 0

..

. ..
. . .

. ..
.

0 0 . . . a

0
BBBBBBB@

1
CCCCCCCA
; KNxN ¼

k 0 . . . 0

0 k . . . 0

..

. ..
. . .

. ..
.

0 0 . . . k

0
BBBBBBB@

1
CCCCCCCA
;

HNxN ¼

h 0 . . . 0

0 h . . . 0

..

. ..
. . .

. ..
.

0 0 . . . h

0
BBBBBBB@

1
CCCCCCCA
:

With this we can write the general form of the closed-loop system of the linear
equation with the feedback based on the system of asymptotic observer as the
following:
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_xðtÞ ¼ axðtÞþ kz1ðt � 1
N sÞ;

yðtÞ ¼ xðt � N�1
N sÞ;

_zðtÞ ¼ AzðtÞþKzsðtÞþHðzðt � 1
N sÞ � cðtÞÞ:

ð13Þ

We should notice that analogous derivations can be used for generalization of the
regulator (13) to the case of linear delay systems.

3 Computer Modelling

Consider the equation

_xðtÞ ¼ xðtÞþ uðt � sÞ: ð14Þ

Assume s ¼ 1 and the initial state x0ðtÞ ¼ 1; t 2 ½�s; 0�. Let us make closed-loop
system from (14) by the feedback (2). In this case we can achieve only r�

r ¼ 0 by
k ¼ �1, i.e. there just stability, but not the asymptotic stability.

Fig. 1. Function r�
r ðkÞ with N ¼ 1 and s ¼ 1.

Application of the Asymptotic Observers 227



Let us apply feedback (13) with N ¼ 1 and h ¼ k. The function r�
r ðkÞ is demon-

strated on the Fig. 1. As we can actually see, minimal value r�
r ¼ �1 is achieved with

k ¼ �1:22. Dynamics of the closed-loop system in show on Fig. 2. It can be seen that
there is actual asymptotic stability, the value of x converges to zero.

On the other hand, as we stated below, usage of one observer can increase the limit
of the delay value at which there is still possibility to provide asymptotic stability up to
the value s ¼ 2. Let s ¼ 1:9. Function r�

r ðkÞ for this case is shown on Fig. 3. The best

Fig. 2. Output dynamics with N ¼ 1 and s ¼ 1.

Fig. 3. Function r�
r ðkÞ with N ¼ 1 and s ¼ 1:9.
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value r�
r ðkÞ ¼ �0:05 is achieved with k ¼ �1:002. Transition process in this case is

demonstrate on Fig. 4 and it takes quite a long time. Nevertheless, without application
of the asymptotic observer in this the stabilization would be impossible at all.

Further increasing the number of observers, as we stated below, leads to
improvement of the degree of stability and also to increase of available delay value
limit. For demonstration let us compute function r�

r ðkÞ for values N ¼ 2 and s ¼ 1
(Fig. 5). Here we get the best value r�

r ¼ �2 with k ¼ �1:55.

Fig. 4. Output dynamics with N ¼ 1 and s ¼ 1:9.

Fig. 5. Function r�
r ðkÞ with N ¼ 2 and s ¼ 1.

Application of the Asymptotic Observers 229



4 Conclusion

In this work we presented the extension of the visual line following algorithm using
visual feedback and multipurpose regulator to the case of the underactuated system.
Multipurpose regulator is supplemented by integral part to provide constant linear
velocity of robot’s motion along the line. Influence of the tunable parameters on the
control motion dynamics is described. The efficiency of the proposed method is shown
by the experiments with the computer model. For the further directions of the research
we can mark out the problems of the automatic tuning of the tunable matrices
depending on the certain requirements to the controlled motion quality. The interesting
problems are also arising from the task of the periodic external disturbances com-
pensation and the influence of the feedback delay to the system’s dynamics.
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Multi-purpose Control of a Moving
Object Using Computer Vision

Algorithms

Margarita V. Sotnikova(B)
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Abstract. The article is devoted to the design of control systems for
moving objects using computer vision algorithms. The relevance of this
research area is associated with the increasing use of autonomous vehi-
cles for solving practically important tasks without human intervention.
However, many of these tasks are impossible or inefficient to solve with-
out using of visual information.

The problem of visual positioning of a moving object equipped with
an onboard video camera is considered. The purpose of the control is to
provide the desired position of some observed object in the image plane
of the camera. A mathematical model of the joint dynamics of a mov-
ing object and a set of observed points in the image plane is derived.
Such joint dynamics are taken into account in control design because the
camera, mounted on board, has restrictions on freedom of movement in
space and on the speed of these movements.

A multi-purpose approach to the synthesis of the control law is pro-
posed, allowing to ensure the fulfillment of a set of requirements for
the quality of processes in a closed-loop system in various regimes. The
choice of adjustable elements of a multi-purpose structure is discussed.
The application of the approach is illustrated by an example of con-
trol of a wheeled robot. The results of simulation performed in MAT-
LAB/Simulink environment are presented.

Keywords: Multi-purpose control · Computer vision · Visual
positioning · External disturbances · Moving object · Wheeled robot

1 Introduction

Nowadays the autonomous moving objects are extensively used in practice, in
particular in the areas where human operation is impossible or undesirable. The
autonomy of these objects is implemented by means of special sensors installed
on board and getting the information about the surrounding world. In many
applications the visual information obtained from cameras plays a crucial role
and can be effectively used in feedback control.
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The three basic approaches to visual feedback control or visual servo con-
trol are presented in papers [1–3]. The first method named IBVS (Image based
visual servo control) is based on the minimization of the difference between
actual and desirable position of the observed object on the image plane of the
camera. The second approach named PBVS (Position based visual servo con-
trol) utilizes visual information for the three-dimensional reconstruction of the
observed scene and then the obtained geometrical information is used in control
algorithms. In the framework of the third approach the elements of the first two
approaches are combined, so it represents the combination of the image-based
and position-based approaches. It can be noted that in the second approach the
poblems of computer vision and control are separated, while in the first and third
approaches, visual information is used directly in the feedback loop to form a
control signal.

In this paper the issues related to the first approach are investigated. The
problem of visual positioning of a moving object is considered. The control objec-
tive consists of providing the desired position of the observed object in the image
plane of the onboard camera. Unlike previously obtained results [4], here the
mathematical model of the joint dynamics of a moving object and the observed
points in the image plane is taken as a basis for control system design. The use
of such joint model is necessary, since the moving object imposes a constraints
on the freedom and on the velocity of camera motion in space.

It is proposed to use a multi-purpose structure for control system design,
which makes it possible to reduce the overall extremely complex problem of
analytical synthesis to a sequence of local optimization problems [5]. The most
important feature of the multi-purpose approach is that it allows us to pro-
vide the fullfilment of a set of requirements imposed on the performance of a
closed-loop system in a various regimes, including the motion under the influence
of external disturbances. The choice of adjustable elements of a multi-purpose
structure is discussed and the corresponding computational algorithm for their
search is formed.

The practical application of the proposed approach is illustrated by the exam-
ple of control of a wheeled robot. The results of the simulation performed in the
MATLAB/Simulink environment are presented.

2 Statement of Visual Positioning Problem

Let consider a mathematical model of the moving object dynamics

Mν̇ = −Dν + τ + τe(t), (1)

where M = MT is a positive definite inertia matrix, D is a positive definite
damping matrix, ν ∈ En is a vector of linear and angular velocities, τ ∈ En and
τe(t) ∈ En are control input and external disturbances respectively.

Let assume that the moving object is equipped with an onboard camera. This
camera is fixed and can move and rotate only together with the object, that is,
it does not have additional degrees of freedom. The object of observation is in
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the field of view of the camera at each time instant. This observed object has
certain geometric characteristics and position in space.

Let s be a vector representing the projection of the observed object on the
image plane. The components of such a vector, in particular, can be projec-
tions (xi, yi) , i = 1, N of interest points of the object on the image plane [6].
The change in vector s is related with the motion of a camera in space that is
described by the following system of differential equations:

ṡ = Ls (s,Zc) ν + dc(t). (2)

Here Zc is a vector containing the applicate Zi, i = 1, N of each of the
observed points in the camera coordinate system, dc(t) is an external distur-
bance, Ls (s,Zc) is an interconnection matrix whose components are given in
[1]. The expressions for the elements of this matrix are derived on the basis of
the laws of theoretical mechanics and the perspective projection model [7]. In
addition to system (2), let also consider the equations for vector Zc:

Żc = LZ (s,Zc) ν + dZ(t), (3)

where LZ (s,Zc) is a matrix whose components is described in [1], dZ(t) is an
external disturbance. As a result, Eqs. (1)–(3) constitute the full mathematical
model of the control object. It is important to note that these equations should
be considered together, since Eq. (1) actually makes an additional differential
connections with respect to model (2). In the following it is supposed that the
vectors ν, s and Zc can be mearused.

The purpose of the control is to achieve the desired vector sd, that is, the
desired projection of the observed object in the image plane. Formally, it can be
represented as follows:

lim
t→+∞ s(t) = sd. (4)

The essence of the problem of visual positioning is the synthesis of nonlinear
feedback of the form

ρ̇ = f (ρ, τ, s,Zc, sd) ,

τ = g (ρ, τ, s,Zc, sd) ,
(5)

where ρ ∈ Ek is a state vector of the regulator. The regulator (5) must provide
that the following requirements hold:

(1) control objective (4) is achieved;
(2) the asymptotic stability for the closed-loop system (1–3), (5);
(3) astatism with respect to controlled output vector s in the presence of con-

stant or slowly varying external disturbances;
(4) filtering the external disturbances in the control signal channel in the pres-

ence of oscillatory disturbances.

The classical solution of the considered problem is the synthesis of control
based on the IBVS method (image-based visual servo control) [1]. In the frame-
work of this approach the control signal is formed in such a way as to provide
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an exponential decrease in the error that determines the difference between the
desired and the actual position of the observed object in the image plane. It is
important to note that this method implies that the camera has six degrees of
freedom and can move freely in the configuration space, that is, there are no
additional differential constraints in the form of dynamics Eq. (2).

In paper [4] was proposed the approach to control system design, which is
based on the separation of two loops – the first loop to control the velocity of
the moving object, and the second loop to control the motion of an observed
points in the image plane. This approach is effective if the control object has
low inertia and powerful actuators.

Unlike to the mentioned approaches, this paper proposes a multi-purpose
approach to the synthesis of the control law on the basis of a complete joint
nonlinear mathematical model (1)–(3). The issues of the choice of adjustable
elements of multi-purpose structure are discussed. The purpose of this adjust-
ment is to provide a set of the requirements imposed on the performance of the
closed loop system.

3 Control System Design Using Multi-purpose Approach

Consider the mathematical model of the dynamics of the moving object and
the image points represented by the formulas (1)–(3). It can be noted that this
model is essentially nonlinear. Let constant vectors sd and Zd

c determines the
final desired poition of the observed object with respect to the camera frame.

Now let us introduce a simplified linear model on the basis of Eqs. (1) and
(3) in the following form:

Mν̇ = −Dν + τ + τe(t),
ė = Ls0ν + dc(t),

(6)

where Ls0 = Ls

(
sd,Zd

c

)
is a constant matrix computed for the final position of

the camera, e = s − sd is an error vector. Model (6) approximately represents
the dynamics of the control object, and it is the most accurate in the vicinity
of the equilibrium position ν0 = 0, s0 = sd. Let us assume this model as a basis
for control system design.

Consider the multi-purpose structure of the control law [8,9]. Within the
framework of stated problem and taking into account the Eq. (6), it is represented
by the following system of differential equations:

Mżν = −Dzν + τ + Hν (ν − zν) ,

że = Ls0zν + He (e − ze) ,

ṗ = αp + βν (ν − zν) + βe (e − ze) ,

ξ = γp + μν (ν − zν) + μe (e − ze) ,

τ = −Kνzν − Keze + ξ.

(7)
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Here zν ∈ En and ze are the state vectors of asymptotic observer, p ∈ Enp is
a state vector of the dynamical corrector. The first two equations in the multi-
purpose structure (7) are the equations of the asymptotic observer, the next
two equations represents the dynamical corrector, and the last equation forms
control signal. Adjustable elements of the multi-purpose structure (7) consists
of the following elements:

(1) matrices Kν and Ke of the basic control law;
(2) matrices Hν and He of the asymptotic observer;
(3) matrices α, βν , βe, γ, μν , μe of the dynamical corrector.

The search for these adjustable elements, based on the requirements for the
closed-loop system performance in the different regimes of motion, constitute
the essence of the problem of multi-purpose synthesis.

In futher discussion, the dynamical corrrector equations are also represented
in the following equivalent tf-form:

ξ = K1(s) (ν − zν) + K2(s) (e − ze) , (8)

where K1(s) = γ
(
Enp

s − α
)−1

βν +μν , K2(s) = γ
(
Enp

s − α
)−1

βe +μe are the
transfer matrices, s is a Laplace variable.

Let us consider sequentially the issues of choosing adjustable elements of a
multi-purpose structure (7). The most important feature of the multi-purpose
structure is that the search for its adjustable elements can be performed sequen-
tially, as shown in [10].

3.1 Synthesis of the Basic Control Law and the Asymptotic
Observer

Let us consider the basic regime of motion of a closed-loop system. This regime
is described by Eq. (6) in the absence of external disturbances, under non-zero
initial conditions ν0 �= 0, e �= 0 and with the basic regulator of the form

τ = −Kνν − Kee. (9)

Let introduce a positive definite quadratic form

V =
1
2
eTe +

1
2
νTMν.

Calculating its derivative on the motion of a closed-loop system, we obtain

V̇ |(6) = −νTDν + νT
(
LT

s0e + τ
)
.

From here it follows that we can choose the matrices of a basic regulator (9) in
the following way:

Ke = LT
s0, Kν � 0,

where Kν is the any positive definite matrix. In this case we have V̇ |(6) ≤ 0, hence
the equilibrium position of a closed-loop system (6), (9) is stable. It can be noted
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that the closed-loop system (6) and (9) in the absence of external disturbances
has a zero equilibrium position ν0 = 0, e = 0, and therefore s0 = sd, so the
control objective (4) is achieved. Since the model (6) is linear and stationary, the
asymptotic stability of the equilibrium position is guaranteed if the eigenvalues
of the matrix of the closed-loop system (6), (9) are located in the open left
half-plane of the complex plane.

Let now consider the issue of the choice of the matrices Hν and He of asymp-
totic observer. In accordance to (7) the equations of asymptotic observer are as
follows:

Mżν = −Dzν + τ + Hν (ν − zν) ,

że = Ls0zν + He (e − ze) .
(10)

Let introduce the vectors of observation errors: eν = ν − zν , es = e − ze.
Then, taking into account (6) and (10), we can form equations with respect to
observation errors:

Mėν = (−D − Hν) eν ,

ės = Ls0eν − Hees.
(11)

From (11) we can see that the convergence of observation errors eν and es to
zero is guaranteed for any choice of the positive definite matrices Hν and He.

3.2 Synthesis of the Dynamical Corrector

The main purpose of the dynamical corrector is to provide the desired dynamics
of a closed-loop system in the presence of external disturbances. In the frame-
work of this paper, the synthesis of a dynamical corrector is aimed at providing
two properties of a closed-loop system: astatism on the controlled vector s in
the presence of constant or slowly varying external disturbances, and filtration
of external disturbances in the control channel in the presence of oscillating
disturbances.

Consider firstly the case of constant external disturbances. Let assume that
τe = τe0 and dc = dc0 are constant vectors. Taking into account (7) and (8), the
expression for the control signal can be represented in the form

τ = −Kνzν − Keze + K1(s) (ν − zν) + K2(s) (e − ze) . (12)

Next, let us form the equations of the system closed by regulator (12). As a
result, using (6) and (10), and also the entered designations for vectors eν and
es, we obtain

Mėν = (−D − Hν) eν + τe0,

ės = Ls0eν − Hees + dc0,

Mżν = −Dzν + Hνeν − Kνzν − Keze + K1(s)eν + K2(s)es,

że = Ls0zν + Hees.

(13)

The equilibrium position of the closed-loop system (13) can be found by equating
its right-hand parts to zero. Doing so, from the first two equations we obtain

(−D − Hν) eν0 + τe0 = 0,

Ls0eν0 − Hees0 + dc0 = 0,
(14)
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where eν0 and es0 are equilibrium positions for vectors of errors. From (14) we
get that there is a bijection between the non-zero disturbance vectors τe0, dc0

and non-zero error vectors eν0, es0. In this connection, the vectors eν0, es0 can
be interpreted as a disturbances in the third and fourth equations of system (13).
Keeping this in mind, from forth equation we have

zν0 = − (
LT

s0Ls0

)−1
LT

s0Hees0 = Tes0, (15)

where T = − (
LT

s0Ls0

)−1
LT

s0He is an auxiliary designation. Substituting (15)
in the third equation of the system (13) and taking into account the equality
ze0 = e0 − es0, we find

Kee0 = (Ke − DT − KνT + K2(0)) es0 + (Hν + K1(0)) eν0.

Therefore, the astatic property is satisfied for any disturbances τe0, dc0, if the
following conditions are hold

K2(0) = −Ke + DT + KνT, K1(0) = −Hν . (16)

Thus, the matrices α, βν , βe, γ, μν , μe of the dynamical corrector must satisfy
the conditions (16), which provides the astatism of the controlled output s with
respect to the constant disturbances τe0, dc0.

Let now consider a case of oscillating disturbances. For simplicity, we assume
that the disturbances τe(t) and dc(t) are harmonic oscillations with frequency ω0.
In the subsequent discussion the additional conditions on the transfer matrices
K1(s) and K2(s) are derived. These conditions provides filtering of an external
disturbances with frequency ω0 in the control signal channel.

To this end, let us consider the equations of the asymptotic observer in the
system (7) and express the values of the vectors zν and ze. As a result, we obtain

zν = T11(s)eν + T12(s)es,

ze = T21(s)eν + T22(s)es,
(17)

where T11(s), T12(s), T21(s), T22(s) are the auxiliary transfer functions,
expressions for which are determined by (15). Substituting (17) to the equa-
tion for the control signal (12), we have

τ = (−KνT11(s) − KeT21(s) + K1(s)) eν+
+ (−KνT12(s) − KeT22(s) + K2(s)) es.

Then the condition of filtering the external disturbances τe(t) and dc(t) at a
given frequency ω0 takes the form

K1(jω0) = KνT11(jω0) + KeT21(jω0) = R1 + jI1,

K2(jω0) = KνT21(jω0) + KeT22(jω0) = R2 + jI2.
(18)

Here R1, R2 and I1, I2 are the matrices with real components representing real
and imaginary parts of complex numbers.
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As a result, the properties of astatism and filtering are provided by the multi-
purpose control law (7) if the transfer matrices K1(s) and K2(s) of the dynamical
corrector are satisfied to the conditions (16) and (18).

Let consider the issue of synthesis of the dynamical corrector in state-space
form that satisfies conditions (16) and (18). The essence of this problem is to
choose such matrices α, βν , βe, γ, μν , μe of the corrector that ensure fulfillment
of the mentioned conditions.

First of all, we can note that the stability of the equilibrium position of a
closed-loop system (6), (7) is guaranteed if matrix α is Hurwitz. Let us select
the dimension of the state vector of the corrector np = 3 and set an arbitrary
Hurwitz matrix α of size 3×3. Let also take the following matrices values: γ is a
matrix, which rows are equal to the vectors γi = (0, 0, 1), i = 1, n, and μν = 0,
μe = 0. Thus, only vectors βν , βe remain unknown.

Taking into account (16) and (8), we obtain

γα−1βν = Hν , γα−1βe = −Ke + DT + KνT. (19)

Similarly, on the basis of equality (18), we derive the conditions

γ
(
Enp

jω0 − α
)−1

βν = R1 + jI1,

γ
(
Enp

jω0 − α
)−1

βe = R2 + jI2.
(20)

Let introduce the following notations:

αR = Re
(
Enp

jω0 − α
)−1

, αI = Im
(
Enp

jω0 − α
)−1

.

Then the Eq. (20) can be represented as follows:

γαRβν = R1, γαIβν = I1,

γαRβe = R2, γαIβe = I2.
(21)

Considering together (19) and (21), we obtain two systems of linear equations
with the same square matrix of size 3 × 3 to search for unknown vectors βν and
βe. The matrix of these systems is equal to

A =

⎛

⎝
γα−1

γαR

γαI

⎞

⎠ . (22)

If the matrix (22) is non-singular, then both linear systems have a unique solution
defining the unknown vectors βν and βe.

As a result, the considered procedure allows to design a mathematical model
of dynamical corrector in the state space form in accordance with Eq. (7). The
matrices α, βν , βe, γ, μν , μe of this representation is chosen in accordance with the
conditions of astatism (16) and disturbance filtering (18). It can be mentioned
that the proposed procedure can be easily extended to the case of polyharmonic
external disturbances.
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4 Practical Example

Let us illustrate the proposed approach for control system design by an example
of wheel robot control. The mathematical model of its dynamics is represented
by equation [11]:

ν̇ = τ + τe(t). (23)

where ν = (u, v, r)T is a robot velocity, τe(t) is an external disturbance. The
dynamics of an observed points in the image plane of onboard video camera is
described by Eq. (2). The joint system of equations (23) and (2) represents a
full mathematical model, which is used as the basis for the construction of a
multi-purpose control law (7).

Let us assume that the camera observe four points in three-dimensional space
that are the vertices of a square. The initial and the final positions of this square
in the image plane are shown in Fig. 1. In accordance with the proposed app-
roach, we can design multi-purpose control law (7). The result of its application
is represented in Figs. 1 and 2. The trajectories of a points on the image plane
are shown in Fig. 1 and the corresponding robot motion can be seen in Fig. 2.
From the figures it can be noted that the desired position of the observed object
in the image plane is achieved. The developed multi-purpose control algorithm
possess also the properties of stability, astatism and filtering.

Fig. 1. Trajectories of a points in the image plane.
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Fig. 2. Robot trajectory.

5 Conclusion

In this paper the approach for control system design in visual positioning prob-
lem is proposed. The method is based on a joint mathematical model of the
dynamics of a moving object and the dynamics of points in the image plane
of the onboard camera, as well as a multi-purpose structure of the control law.
The design procedure takes into account the requirements of the closed-loop
system astatism for controlled output and filtering of external disturbances in
the control channel. The computational algorithm for searching the matrices of a
dynamical corrector is developed. This algorithm allows to ensure the fulfillment
of the imposed requirements. The application of the approach is demonstrated
by the example of wheeled robot control.
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Abstract. The article considers the problem of moving and stabilizing under-
actuated wheeled robot on the visual curve in the motion plane. The curve is
detected by the video camera mounted on the robot. The task is solved with the
help of the approach named visual servoing which uses the visual information in
the feedback. The aim of the visual serving is to minimize the difference
between desired and the actual position of the set of the points on the image. The
main feature of the proposed solution is considering a number of requirements to
the robot’s dynamic including the reaction on the presence of the external
disturbances. Thereby the regulators of special kind called multipurpose struc-
ture are used which makes possible to decompose the basic set of requirements
into smaller independent tasks. Additional complication is the underactuated
nature of the considered robot. Efficiency of the derived regulator is shown
through the experiments with computer model.

Keywords: Control theory � Feedback � Stabilization � Computer vision

1 Introduction

Development of the electronics and applied math methods leads to the growth of using
information from the video cameras in the tasks of the automatic motion control of the
different objects. As an example we can give autonomous cars, manipulators on the
automated factories and the competitions of the autonomous robots soccer. Besides
those situations in which the images are used only to get the information about the
current state of the plant one can highlight the separate class of the methods which use
the visual information directly for the feedback loop. Such methods are called Visual
Servoing in literature [1]. Shortly they can be described as the minimization of the
difference between desired and actual position of the set of the point on the image.
There are a lot of publications about the control of the fully actuated plants so far,
however the situations in which the amount of the control inputs less than the number
of the states of freedom of the controlled system are still being developed and need
further research.

On the other hand the requirements for the motion control quality and for the
reactions on different disturbances such as wind, nonsmooth surface or hull vibrations
are constantly growing, becoming stricter. Thereby we need to apply approaches that
can take into account the whole set of requirements and restrictions for the controlled
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motion dynamics. In this case we can use the feedback of the special type which is
called multipurpose regulators [2]. Besides the orientation to the multimode such
regulators are noticeable because they allow to split the initial complex task to the
simpler subtasks which can be solved in a certain sense independently.

This paper extends the method described in the work [3] to the case of the
underactuated robot moving along the visual curve line which lies in the robot’s motion
plane using the visual servoing approach paired with the multipurpose regulator.

2 Task Description

Let us the mobile robot controlled by setting the left and right wheels velocities (so
called unicycle model). It could be either the tracked robot or the three-wheeled robot
in which the third wheel (usually mounted in front or rear) spins independently.

Mathematical model of the robot is described by the equations [4]:

_t ¼ AtþBsþ dðtÞ;
_g ¼ RðgÞt; ð1Þ

where t ¼ ðv;xÞT – velocity vector, v – linear velocity, x – angular velocity; s ¼
ðsv; sxÞT – control vector: sv – the sum of the motors voltages, sx – the difference of the
voltages; g ¼ ðx; y;uÞT – position of the mass center and the robots heading angle; dðtÞ
– external disturbance vector; A – diagonal matrix of the friction coefficients; B –

diagonal matrix of the control coefficients. There is nonlinearity in the system (1) is
described by the matrix

RðgÞ ¼ Rð/Þ ¼
sinð/Þ 0
cosð/Þ 0

0 1

0@ 1A : ð2Þ

On the robots hull there is a video camera rigidly fixed downward on the height .
We will assume that in the field of the camera’s view there always is some continuous
visual curve line. Let us set a task of moving the robot along the given curve. Along
with this the robot must move at the constant velocity. Line following must be provided
considering possible presence of the constant external disturbances. Motion and
reaction on disturbance must meet some specified requirements.

3 Visual Servoing

To provide line following it is necessary for the line projection on the camera image to
go through point P� ¼ ð0; ymaxÞ where ymax – maximal y-axis value on the image plane.
It is also necessary for the robot’s direction to coincide with the direction of the tangent
line of the trajectory at the specified point which is described by the angle h. Let

Stabilization of the Underactuated Robot on the Visual Trajectory 243



�P ¼ ð�x;�yÞ be the actual position of the lowest point of the visual line in the image
plane. Then we can find the difference between desired and actual parameters

ex ¼ �x;

ey ¼ �y� ymax;

eh ¼ h:

ð3Þ

Next, in accordance with the perspective transformation formulas and also con-
sidering the camera position we can set up correspondence between the points in the
robot’s motion plane and their projections on the image plane:

x ¼ X
h
;

y ¼ � Y
h
;

ð4Þ

where ðx; yÞ – coordinates of the point in the image plane, ðX; YÞ – coordinates of the
point in the motion plane.

Taking into account formulas (1) and (4) we can describe the motion dynamics of
the arbitrary point on the image and the rotation dynamics of the arbitrary vector with
the formulas

_x ¼ v sinu
h

þxy;

_y ¼ � v cos u
h

� xx;

_u ¼ �x:

ð5Þ

From (3) and (5) it follows, that the dynamics of differences may be described by
the equations

_ex ¼ v sinu
h þxðey þ ymaxÞ;

_ey ¼ � v cosu
h � xex;

_eh ¼ �x:
ð6Þ

Introducing the notation

e ¼ ex ey ehð ÞT ; LðeÞ ¼
sin/
h � cos/

h 0
ey þ ymax �ex �1

� �T

ð7Þ
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We can rewrite Eqs. (6) in the matrix form

ex ¼ �x;

ey ¼ �y� ymax;

eh ¼ h:

ð8Þ

The idea of the Visual Servoing approach is in the constructing velocity vector t in
the form

t� ¼ �lLþ e; ð9Þ

where l[ 0 – arbitrary parameter, purpose of which will be described later, ðÞþ –

Moore-Penrose pseudo inversion operator.
Substituting (9) into (8), we get simple linear equation

_e ¼ �le: ð10Þ

It is obvious that for any value l[ 0 the system (10) is asymptotically stable. Thus
assigning velocity vector in form (9) provides asymptotic convergence of the differ-
ences to zero. However, besides that there is a task of providing robot’s motion at the
constant velocity td, therefore, in fact, we need to provide velocity vector as

t� ¼ �lLþ eþ td: ð11Þ

4 Multipurpose Regulator

Now let us consider the task of providing the desired velocity vector (11). Since line
following and the reaction on the constant external disturbances must follow the set of
requirements, let us introduce regulator of multipurpose structure in the form

_zt ¼ Azt þBsþRTðgÞK1ðg� zgÞ;
_zg ¼ RðgÞzt þK2ðg� zgÞ;
_c ¼ Ktðzv � t�Þ;
s ¼ �Kdðzv � t�Þ � KicþFðddtÞðg� zgÞ:

ð12Þ

First two equations of the system (12) represent asymptotic observer. Positive
definite diagonal matrix K1 and K2 are parameters which, on the one hand, determine
the rate of convergence of the system state estimation, but in fact these matrices are
responsible for reaction on the external step disturbances. The third equation is the
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integral part which is necessary for providing the motion with the constant speed along
the line, positive definite matrix Kt is of diagonal structure. Finally, the fourth equation
if the control signal. Last element in this equation is the dynamic corrector which, on
the one hand, provides astatism, but on the other hand it can provide certain reaction on
the periodic disturbances. In this work we use the corrector only to provide astatism.
We can represent the corrector in the state space, so the whole regulator takes form

_zt ¼ Azt þBsþRTðgÞK1ðg� zgÞ;
_zg ¼ RðgÞzt þK2ðg� zgÞ;
_c ¼ Ktðzv � t�Þ;
_p ¼ AppþBpðg� zgÞ;
n ¼ CppþDpðg� zgÞ;
s ¼ �Kdðzv � t�Þ � cþ n;

ð13Þ

where matrices Ap, Bp, Cp и Dp satisfy the condition

FðsÞ ¼ CpðEs� ApÞ�1Bp þDp; ð14Þ

and the matrix Ap must be Hurwitz.
To provide astatism the dynamic corrector must satisfy certain conditions itself.
Following derivations analogous to work [2] we get

Fð0Þ ¼ B�1ðA� BKdÞRTðu0ÞK2 � B�1RTðu0ÞK1: ð15Þ

5 Computer Modeling

We will assume that the visual line is just straight line. Matrices A and B of the system
(1) are unit matrices. The height of the camera is h ¼ 0:1 m. First let us consider the
situation in which the robot starts moving 0.5 m to the left of the line and directed
parallel to it. The desired speed is v ¼ 10 m/s. There are not external disturbances.
Tunable parameters of the regulator have the following values:

K1 ¼ K2 ¼ E; Kt ¼ 0:5; Ki ¼
2 0

0 0

� �
; Kd ¼

1 0

0 0:1

� �
; l ¼ 6;

Ap ¼ �Bp ¼ �E3x3; Cp ¼
0 1 0

0 0 1

� �
; Dp ¼

0 �4 0

0 0 �3:1

� �
:

Figures 1 and 2 represent the dynamics of the robot in the corresponding situation.
It can be seen that the robot actually achieves the line and moves along it. The desired
linear velocity is also achieved.
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Now let us consider the situation in which robot starts already on the line and there
are external disturbances dðtÞ ¼ 0:1 0:05ð ÞT influences on robot. Figures 3 and 4
demonstrate dynamics of the system without changes in parameters from the previous
situation. We can notice appearance of the significant overshoot while achieving the
trajectory, however with the help of the dynamic corrector providing astatism the robot
manages to achieve the line and desired velocity.

Fig. 1. Robot’s trajectory without disturbances.

Fig. 2. Robot’s dynamics without disturbances.
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We should notice that changing the l parameter or the coefficients from the control
signal equation doesn’t provide significant improvement on line following dynamics
and the velocities dynamics getting worse. We can achieve improvement by changing
asymptotic observer matrices. Let K1 ¼ 8E. As we can see from Figs. 5 and 6 there is
significant improvement in line following overshoot. Moreover, linear velocity
dynamics is almost unaffected and intensity in angular velocity decreases. Therefore we
can actually achieve the desired dynamics in reaction to the constant external distur-
bances through changing tunable parameters of the asymptotic observer.

Fig. 3. Robot’s trajectory in the presence of constant external disturbances.

Fig. 4. Robot’s dynamics in the presence of constant external disturbances.
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6 Conclusion

In this work we presented the extension of the visual line following algorithm using
visual feedback and multipurpose regulator to the case of underactuated system.
Multipurpose regulator is supplemented by integral part to provide constant linear
velocity of robot’s motion along the line. Influence of the tunable parameters on the
control motion dynamics is described. The efficiency of the proposed method is shown
by the experiments with the computer model. For the further directions of the research

Fig. 5. Robot’s trajectory in the presence of constant external disturbances with the matrix K1 of
the asymptotic observer changed.

Fig. 6. Robot’s dynamics in the presence of constant external disturbances with the matrix K1 of
the asymptotic observer changed.
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we can mark out the problems of the automatic tuning of the tunable matrices
depending on the certain requirements to the controlled motion quality. The interesting
problems are also the question of the periodic external disturbances compensation and
the influence of the feedback delay to the system’s dynamics.

Acknowledgments. The research work was funded by the Russian Foundation for Basic
Research, according to the research project No. 18-37-00463.
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Abstract. This paper is devoted to the rotor angular velocity estima-
tion of the permanent-magnet synchronous motor (PMSM). It is an
actual problem, for example, in sensorless control. We consider a classi-
cal, two-phase model in the stator frame of the unsaturated, non-salient
PMSM in the state-space representation. All parameters of the model
except the stator windings resistance and rotor inertia are assumed to
be known. On the first step, we find the relation between measured sig-
nals and angular velocity and excluding the unknown parameters of the
motor. This relation is simplified using properties of the measured signals
and represented as the first-order regression model, where the unknown
parameter is the angular velocity. On the next step, we propose the esti-
mation scheme, which is based on the gradient descent method. The
efficiency is illustrated through a set of numerical simulations.

Keywords: Sensorless control · Permanent magnet synchronous
motor · Parameter identification · Real-time

1 Introduction

The rotor angular velocity estimate can be used in the control loop instead
of the measured value, for sensor fault detection or as a reserve system. It is
actively studied as part of sensorless (self-sensing) algorithms, where mechanical
variables, such position and speed, estimate by currents and voltages measure-
ments [8].

Sensorless control has several benefits. Transducers mounting requires
additional space for sensing element and wiring. High-resolution sensors are
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usually expensive. Estimators and observers can be used to decrease the cost
of the drive system and increase the failure tolerance.

In this paper, the speed estimation for a permanent-magnet synchronous
motor (PMSM) is considered. The overview of the main approaches is presented
in [2]. We mention the following results. The observer-based position estimator is
described in [4,5]. The main problem of such methods is performance degradation
at low- and zero-speed. Methods presented in [9,10] use high-frequency signal
injection, which improves performance for the low speeds. However, it requires
additional hardware effort and cannot be used on the speeds near the maximum.

This work uses the relation between the rotor angular velocity and currents
and voltages, which is described in [1]. In the mentioned paper the third order
regression model was obtained, where parameters depend on the rotor angu-
lar velocity. In this paper, the order is decreased to one. All parameters of the
mathematical model are assumed to be known except the stator windings resis-
tance and rotor inertia. Although resistance can be measured, it depends on the
temperature and changes over operating time.

2 Problem Statement

Consider a classical, two-phase αβ model of the unsaturated, non-salient, PMSM
given by [6] and [8]

λ̇(t) = υ(t) − Ri(t), (1)
jω̇(t) = −fω(t) + τe(t) − τl(t), (2)

θ̇(t) = ω(t), (3)

where λ(t) = [λ1(t)λ2(t)]T ∈ R
2 is the stator flux, i(t) = [i1(t) i2(t)]T ∈ R

2

are the currents, υ(t) = [υ1(t) υ2(t)]T ∈ R
2 are the voltages, R is the stator

winding resistance, j > 0 is the rotor inertia, θ(t) ∈ S = [0, 2π) is the rotor
phase, ω(t) ∈ R is the mechanical angular velocity, f ≥ 0 is the viscous friction
coefficient, τl(t) ∈ R is the load torque, τe(t) ∈ R is the torque of electrical
origin.

The state-space representation of (1)–(3) has the following form [1]

L
di(t)
dt

= −Ri(t) − λmω(t)C ′(θ) + υ(t), (4)

jω̇(t) = −fω(t) + λmiT (t)C ′(θ) − τl(t), (5)

θ̇(t) = ω(t), (6)

where L ∈ R+ is the stator inductance, λm is the constant flux generated by
permanent magnets,

C ′(θ) =
[−np sin(npθ)

np cos(npθ)

]
= npJC(θ) = dC/dθ, (7)



Simplified Angular Velocity Estimation for PMSM 253

J ∈ R
2×2 is the rotation matrix

J =
[
0 −1
1 0

]
, C(θ) =

[
cos(npθ)
sin(npθ)

]
, (8)

np ∈ N is the number of pole pairs.
The objective is to find the estimate ω̂(t) of the constant angular velocity ω

that provides exponential convergence of the error ω̃(t) = ω − ω̂(t) to zero, i.e.
there exist positive constants C and a such that

‖ω̃(t)‖ ≤ Ce−at, (9)

‖·‖ is some norm of the vector, under the following assumptions.

Assumption 1. All model (1)–(2) parameters except the stator winding resis-
tance R and the rotor inertia j are known.

Assumption 2. The currents i(t) and voltages υ(t) are measured.

Assumption 3. The rotor angular velocity ω(t) is constant.

The Assumption 2 is satisfied in the usual operation mode. In some cases υ(t)
are not measured directly, but estimated with sufficiently high accuracy.

3 Main Result

Following [1] consider the equation based on (4)

Ri(t) + L
di(t)
dt

− υ(t) = −λmωC ′(θ). (10)

Applying the filter as proposed in [7]

(·)f =
1

Tp + 1
(·), (11)

where p = d/dt and T ∈ R+ is a design parameter, to (10) gives

R
1

Tp + 1
i(t) + L

p

Tp + 1
i(t) − 1

Tp + 1
υ(t) = −λmω

1
Tp + 1

C ′(θ). (12)

Substituting vectors components yields

Rζ1(t) + ξ1(t) = μ sin(npωt + α) + ε1(t), (13)
Rζ2(t) + ξ2(t) = −μ cos(npωt + α) + ε2(t), (14)
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where ε1(t) and ε2(t) are exponentially decaying terms, because filter (11) is
stable,

ζ1(t) =
1

Tp + 1
i1(t), (15)

ξ1(t) = L
p

Tp + 1
i1(t) − 1

Tp + 1
υ1(t), (16)

ζ2(t) =
1

Tp + 1
i2(t), (17)

ξ2(t) = L
p

Tp + 1
i2(t) − 1

Tp + 1
υ2(t), (18)

μ = λmnpω/
√

1 + n2
pω

2T 2, (19)

α = θ(0) − arctan(npωT ), (20)

where μ ∈ R, α ∈ R are transfer coefficient and phase shift respectively for (11)
and sinusoidal signal with frequency npω.

Let us rewrite ζ1(t), ζ2(t) ξ1(t), ξ2(t) explicitly

ζ1(t) =
ai√

T 2ω2n2
p + 1

cos (npωt + ϕi − α̃)

=
ai√

T 2ω2n2
p + 1

(
cos (npωt + ϕi)b̃ + sin (npωt + ϕi)ã

)

=
1√

T 2ω2n2
p + 1

(
i1(t)b̃ + i2(t)ã

)
, (21)

ζ2(t) =
1√

T 2ω2n2
p + 1

(
i2(t)b̃ − i1(t)ã

)
, (22)

ξ1(t) =
Laiωnp√

T 2ω2n2
p + 1

cos
(
npωt + ϕi +

π

2
− α̃

)

− av√
T 2ω2n2

p + 1
cos (npωt − α̃)

=
Lωnp√

T 2ω2n2
p + 1

(
i1ã − i2b̃

)
− 1√

T 2ω2n2
p + 1

(
υ1b̃ + υ2ã

)
, (23)

ξ2(t) =
Lωnp√

T 2ω2n2
p + 1

(
i2ã + i1b̃

)
− 1√

T 2ω2n2
p + 1

(
υ2b̃ − υ1ã

)
, (24)

where ã = sin (arctan(npωT )), b̃ = cos (arctan(npωT )), α̃ = arctan(npωT ).
Excluding R from (13)–(14) and neglecting the exponentially decaying terms

we obtain

ξ1(t)ζ2(t) − ξ2(t)ζ1(t) = μζ2(t) sin(npωt + α) + μζ1(t) cos(npωt + α), (25)
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where ξ1(t)ζ2(t) − ξ2(t)ζ1(t), ζ1(t), and ζ2(t) are measured signals, μ and npω
are unknown parameters.

Remark 1. The stator windings inductance can be excluded form (13)–(14)
instead of R.

3.1 Angular Velocity Estimation

This section aims to find a linear regression model with constant parameters
depending on the unknown angular velocity ω.

Substituting (21)–(24) into the left part of (25) yields

ξ1(t)ζ2(t) − ξ2(t)ζ1(t) =
Lωnp

T 2ω2n2
p + 1

(−i21 − i22
)

+
1

T 2ω2n2
p + 1

(υ2i1 − υ1i2)

= −
(

a2
i Lωnp + aiaυ sin φi

n2
pω

2T 2 + 1

)
, (26)

where φi is the phase current shift, ai and aυ are currents and voltages ampli-
tudes respectively

ai =
√

i21 + i22, (27)

aυ =
√

υ2
1 + υ2

2 , (28)

sin φi =
i2υ1 − i1υ2

aiaυ
. (29)

Substituting (21)–(24) into the right part of (25) gives

μζ2(t) sin(npωt + α) + μζ1(t) cos(npωt + α)

=
μ√

T 2ω2n2
p + 1

[(
i2b̃ − i1ã

)
sin (npωt − α̃)

+
(
i1b̃ + i2ã

)
cos (npωt − α̃)

]

=
μ√

T 2ω2n2
p + 1

[i1 cos (npωt) + i2 sin (npωt)]

= − λmnpωai

T 2ω2n2
p + 1

sin φi. (30)

Combining (26) and (30) we obtain

−a2
i Lωnp + aiaυ sin φi

n2
pω

2T 2 + 1
= − λmnpωai

T 2ω2n2
p + 1

sin φi, (31)

av sin φi = ωnp (λm sin φi − aiL) . (32)
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The Eq. (31) can be represented in the linear regression form

ψ(t) = θϕ(t), (33)

where ψ(t) = av sin φi is the regressand, θ = ω is the unknown parameter,
ϕ(t) = np (λm sin φi − aiL) is the regressor.

Various approaches can be used to estimate the unknown parameter θ. We
propose the estimation algorithm, which is based on the standard gradient
method [3]:

˙̂
θ(t) = kϕ(t)

(
ψ(t) − θ̂(t)ϕ(t)

)
, (34)

where θ̂(t) is the estimate of the parameter θ, k ∈ R+ is a constant gain.
The estimation converges to zero exponentially fast∥∥∥θ − θ̂(t)

∥∥∥ ≤ C1e
−ρ1t, (35)

where C1 and ρ1 are some positive constants, if the following conditions are
satisfied [3]:

1. The regressor ϕ(t) is bounded.
2. There exist the positive constant D, such that

∫ t

0

ϕ2(τ)dτ ≥ Dt. (36)

The regressor in (33) is constant and bounded. Inequality (36) holds for
ϕ(t) �≡ 0. The objective (9) is achieved.

4 Numerical Examples

In this section, we present simulation results that illustrate the efficiency of the
proposed estimation algorithm. All simulations have been performed in Math-
works MATLAB Simulink.

The model (4)–(6) parameters, which was used in the simulation, are shown
in the Table 1.

Open-loop controller was used in the all experiments

υ1(t) = A(t) cos(ξ(t)t), (37)
υ2(t) = A(t) sin(ξ(t)t), (38)

where

A(t) =
λ1λ2

(p + λ1)(p + λ2)
A0(t), (39)

ξ(t) =
λ1λ2

(p + λ1)(p + λ2)
ξ0(t), (40)
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Table 1. Parameters of the motor FAST1M6030 and external load.

Parameter (units) Value

Inductance L (mH) 3.4

Resistance R (Ω) 0.47

Rotor inertia j (kg m2) 1.6 ∗ 10−3

Pairs of poles np (–) 3

Magnetic flux λm (Wb) 0.4

Viscous friction coefficient f (N·m s/rad) 0.001

External load τl (N·m) 0.01

A(t) = 60, λ1 and λ2 are the tunable parameters; A0(t) and ξ0(t) are the desired
amplitude and frequency of the voltage signals in steady state.

The experimental results for piecewise constant angular velocity (in the
steady state), which have step change at time 200 s, are shown in Fig. 1. The
following form of ξ0(t) was used

ξ0(t) =

{
60, 0 ≤ t < 200s,

66, 200s ≤ t.
(41)

The estimation gain k was equal to 20. In this case, the estimation error ω̃(t)
converges to zero in steady state.

In the second case, estimation of the time-varying rotor speed is investigated.
The control signals were produced using

ξ0(t) = 60 + ζ0(t), (42)

ζ0(t) =

{
0, 0 ≤ t < 50s,

0.06 sin(0.2t), 50s ≤ t.
(43)

To increase performance of the estimator, the value of k was increased up to 50.
The behaviours of the angular velocity signal ω(t), estimate ω̂(t), and estimation
error ω(t) − ω̂(t) are depicted in Fig. 2. There is a small estimation error, which
depends on properties of the rotor speed and the estimator performance.

In Fig. 3 the behaviour of the estimate based on the corrupted by exponen-
tially correlated noise δ(t) current signal i(t) is illustrated. The noise signal δ(t)
was modelled by a shaping filter W (s) = 0.005/(0.00004s2 + 0.0006s + 1) with
frequency-bounded input white noise of power N = 0.1. Simulation parameters
were the following

ξ0(t) = 20, k = 5. (44)
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Fig. 1. The angular velocity, estimation, and estimation error
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Fig. 2. The angular velocity, estimation, and estimation error for the time-varying
rotor speed

In the case of noised measurements, the estimate ω̂(t) does not converge to ω(t)
and is also corrupted by noise. However, it is bounded.
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Fig. 3. The angular velocity, estimation, and estimation error for the case with additive
noise in the measured signal i(t)

5 Conclusion

The simplified estimator for the PMSM rotor angular velocity based on currents
and voltages measurements is described. All parameters of the drive are assumed
to be known except the stator windings resistance and the rotor inertia.

For the rotation with constant angular velocity is proved that the velocity
estimation error converges to zero exponentially fast. The estimator can handle
cases with time-varying rotation frequency and noises in the measured signals.
The estimation error in such cases is bounded, but don’t converge to zero.

For the known stator windings resistance and unknown inductance the esti-
mator can be accordingly modified. From Eqs. (13)–(14) one or another param-
eter can be excluded.

Future investigations will be devoted to the angular velocity estimation for
the case with unknown permanent magnets flux constant λm and the stator
windings inductance L. Also, time-varying rotation frequency will be considered.
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Abstract. This article discusses the analysis of software repositories using data
analysis methods. A review is made of methods for analyzing programs based
on information retrieved from the program code stored in code repositories.
A review is made of methods for analyzing programs based on information
retrieved from the program code stored in repositories. The article reviews the
works that apply methods of classification, clustering and depth learning in
software development. For example, for classifying and predicting errors,
changing the properties of code in the process of its evolution, detecting design
flaws and debts, assist for code refactoring. The main ultimate goal for all
models is, of course, an automation of programming. In practice, we are talking
about more simple tasks. This includes, for example, information retrieval
(program code), error prediction, clone detection, link analysis, evolution
analysis, etc. Firstly, we discuss recurrent neural networks and their deployment
for the analysis of software repositories. In the simplest case, recurrent networks
model a programming language as a sequence of characters. Also, the paper
covers clustering and topic modeling.

Keywords: Data science � Recurrent neural networks � Classification �
Clustering � Software metrics � Architectural technical debt � Software
repositories � Software engineering

1 Introduction

This article discusses software engineering tasks related to the analysis of data that can
be extracted from software repositories. The collections of program texts are the source
of data for various tasks related to the development of software. The idea is that metrics
that can be obtained from program texts or, for example, Java bytecode, can serve as a
source of useful conclusions about the programs themselves (collections of programs).

As metrics, there can be, for example, what is directly measured (calculated) from
the source code. For example, the metrics are the number of rows, the number of
modules, the number of objects with different access modifiers, etc. Another possibility
is in some way artificially defined measurements (so-called feature selection) [1]. For
example, some introduced metrics could be just aggregates for other metrics.

The models that are built here can be very diverse. The goal of this article is to
create a survey of models used in this field.

The main ultimate goal for all models (as, indeed, for most other tasks of software
engineering) is, of course, an automation of programming. At present, this is still far
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away. In practice, we are talking about more mundane tasks. This includes, for
example, information retrieval (program code), error prediction, clone detection, link
analysis, evolution analysis, and the like.

One of the advanced examples is presented, for example, in [2]. The developer of
video games Ubisoft introduced the program Commit Assistant, which actively blocks
encoding errors. This tool is designed to detect errors before developers even commit
them in the game code. The system was trained on the data accumulated over 10 years
about where previous errors were made in the code, and what modifications were
applied to correct these errors. This allows the Commit Assistant to predict when a
programmer may face the risk of introducing a similar error. The authors note the
possibility of the system to find 60% of errors and, accordingly, save up to 20% of the
time of developers.

Interest in the use of formal models in software engineering existed, naturally, for a
long time. Another example is the book [3] of 1986, which covers quite a few aspects,
such as, for example, verification and transformation of programs.

In other words, this article is our first attempt to review a new direction, which can
be characterized as the use of data analysis methods for software engineering tasks.

2 Recurrent Neural Networks

Recurrent Neural Network (RNN) is a class of neural networks where the links between
elements form a certain directed sequence. This makes it possible to process successive
chains of events.

Below is an example of RNN, which models the language as a sequence of
characters. The network is taught in large text and gets the probability distribution of
the next character in a sequence specified by the sequence of previous symbols. This
will allow us to generate new text one character per step.

The following illustration is taken from [4]. As a working example it is assumed
that we have only a lexicon of four possible letters “h e l o”, and we wanted to train
RNN on the training sequence “hello”. This training sequence is actually a source of 4
separate learning examples:

1. The probability of occurrence of “e” should be determined taking into account the
context “h”

2. “l” should be probable in the context of “he”
3. “l” should also be likely given the context of “hel”, and, finally,
4. “o” should probably be defined in the context of “hell”.

Next, we use a vector of four elements, where 1 in the corresponding position
corresponds to one of the symbols of our alphabet. The input (Fig. 1) is fed with
vectors, where only one symbol is represented. At the output, we see vectors with
calculated preferences for subsequent symbols.

In this example, it is very easy to understand how such a network is arranged.
Further, as indicated in [4], the network can be trained on program texts (since this is
also a language). In the original for training, C code was used from the Linux source
repository. For 477 Mb of source code, an RNN model with 10 million parameters was
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built. As a result, the model can generate “plausible” texts in C programs. But it is more
interesting, for example, to show possible errors, based on the fact that the actual
following of symbols in the program being tested does not match the calculated
preferences.

The paper [5] provides an overview of the use of deep training models for the
analysis of software repositories. The authors give an overview of N-gram models of
formal languages (programming languages) [6–14]. In this case, their significant
shortcomings are noted (for example, the need to take into account the context and
semantics). Accordingly, they are opposed to just a recurrent neural network. Con-
cretely, in [5] the Java programming language is considered. Areas of application that
are considered by the authors: code review and code suggestion.

3 Other Machine Learning Models

A large review of the various models of machine learning that are used in predicting the
presence of defects (errors) in the modules of software systems is given in [15]. It
presents the collection of works, which differ both in the metrics that are used to
describe the program modules, and on the classifiers used. Figure 2 is a summary table
on the use of classification methods:

Fig. 1. The size of the input and output is 4, one hidden level of 3 neurons [4]. W_xh and W_hy
are weights.
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As a data source, a collection of data sets, (datasets) related to software engineering
[16] can be used.

The use of machine learning to predict the presence of errors in software modules is
a popular approach [17–19]. The reasons are obvious - it is difficult to suggest any
analytical model here. On the other hand, training approaches are used everywhere and,
accordingly, success depends on the presence of marked examples. It can also be said
that it is difficult to identify common approaches to the choice of characteristics of the
code under investigation. Precisely, we can say that this approach deals, first of all,
with the static characteristics of the code. But, and this is noted in the works, the
reliability of the code can depend, for example, on the frequency and nature of the
updates. We can say that this direction - prediction of the presence of errors and
evaluation of the reliability of software modules requires a separate review. An
interesting question, in particular, whether such models can exist without binding to the
programming language?

Part of the analysis of possible metrics is interesting in [20], where a rather detailed
analysis of the influence of architecture on the evolution and quality of the software
system is given. The authors of the work proceed from the assumption that joint
changes affecting several modules that determine the architecture of the system are
more likely to introduce errors than changes occurring within such a module. The paper
reviews the metrics used to measure the connectivity of modules, as well as an over-
view of the architectural types used to visualize the properties of the architecture of the
system. The proposed metrics were used to predict architectural defects based on the
results of the correlation analysis of the history of module changes. As examples for
such analysis, a number of widely used open source software systems were used.

In [21], the problem of architectural technical debt is considered, when it is not an
optimal solution for the architecture of the system for a temporary, often justified,
acceleration of development. Subsequently, such a decision begins to increasingly
complicate the development and require corrections in the architecture of the system.

Fig. 2. Classification methods [15].
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To assess the growth of this debt, the metric is used - the average number of modified
components with each fixation of the code in the repository (ANMCC - average
number of modified components per commit). However, the history of code changes is
often not available for all code. Based on the analysis of 13 projects with open source
code, modularity measurement metrics have been found whose values correlate with
the values of the ANMCC metric. Thus, only one version of the software system is
needed to assess the technical debt.

In [22], signs of bad code (the so-called bad smell) are discussed. Many of them are
calculated on the basis of metrics and can be used in machine learning. Then in the
work, the comparative analysis of the tools allowing to carry out detection of a bad
code in program repositories is made.

Of course, as the characteristics of machine learning can be considered the rela-
tionship between the projects of ecosystems. An ecosystem here is a group of projects
that are jointly developed and developed in the same environment. The relationship
between projects developed in GitHub is discussed in detail in [23]. The capabilities of
this repository allow you to analyze not only technical dependencies (between project
components) but also social (between owners and project developers.) The work
analyzes the correlation between technical and social dependencies, as well as ways to
visualize such dependencies. project and their followers (Fig. 3).

Figure 4 shows a map of the dependencies of the ecosystem projects.

Fig. 3. Map of communication between project developers and their followers.

On Data Analysis of Software Repositories 267



In the work [24] surveyed 167 articles from the software engineering literature that
make use of topic models. A topic model is a method designed to automatically extract
topics from a corpus of text documents. Here, a topic is a collection of words that co-
occurred frequently in the documents of the corpus. Due to the nature of language
usage, the words that constitute a topic are often semantically related.

Topic models were originally developed as a means of automatically indexing,
searching, clustering, and structuring large corpora of unstructured and unlabeled
documents. Within the topic modeling framework, documents can be represented by
the topics within them, and thus the entire corpus can be indexed and organized in
terms of this discovered semantic structure.

In the article were identified and described the research trends in the area of mining
unstructured repositories using topic models. Set of attributes was defined that allow
characterizing each of the surveyed articles. Additionally six facets of related attributes
where defined. The facets described and evaluated related work that uses topic models
to mine software repositories and perform some software engineering tasks.

4 Clustering

We called this section one of the most frequently used approaches. Technically, this
may involve more methods. Here we should start with [25] and an accessible disser-
tation from one of its authors [26]. This is an IR-model (Information Retrieval) for a
large program code from the software repository. In particular, in these papers a

Fig. 4. Map of ecosystem projects.
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technique is proposed for eliminating duplication of data based on the analysis of the
history of changing large code.

The next model work in this series is an article [27]. Here the authors propose
probabilistic models for extracting information about topics and authors from program
texts. Areas of application: automatic annotation of program modules, developer
activity statistics, analysis of program similarities, comparison of programmers’ work,
etc. To conduct research, an infrastructure was developed that allows you to store in the
relational database the source code downloaded from the Internet repositories of more
than 10,000 projects in the Java language, containing millions of lines of code written
by 9,000 authors. In Fig. 5, for example, the clustering is shown authors for imple-
menting Eclipse 3.0.

Classical algorithms of clustering applied to problems of software quality analysis
are considered in [28]. The paper describes object-oriented static metrics used to
evaluate the quality of software. First, we identify the emissions of metric values and
then classify the classes using the K-means method. Classification trees are then
constructed to identify those metrics that determine the class’s membership of the
cluster.

Fig. 5. The authors of Eclipse 3.0 [27].
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And, finally, the most fundamental and complete overview of the application of
clustering in software engineering is presented in [29]. Also here is extensive infor-
mation on the algorithms of clustering.

The paper examines three main areas for using cluster analysis in software engi-
neering: reflection analysis, software evolution analysis, and information recovery. The
goal of the reflexive analysis is the restoration of the architecture of the software
module. Components must be associated with elements of a hypothetical architecture.

In the evolution of software components, clustering is used, for example, to reduce
the complexity of the code (regrouping modules), to determine the duplicate code, and
so on.

Information recovery (reverse engineering) is the restoration of components or the
extraction of systemic abstractions. For example, modules are defined in the system
based on the clustering of the dependencies found, and so on.

Areas of application of the methods are as follows:

• classification and prediction of errors
• determination of the characteristic of code change in time
• evaluation of code uniformity (definition of “different” fragments)
• automatic detection of design errors
• automatic issuance of recommendations for code refactoring

The work [30] presents a framework that assists software engineers in recovering a
software project’s architecture from its source code. The architectural recovery process
is an iterative one that combines clustering based on contextual and structural infor-
mation in the code base with incremental developer feedback.

In the article described a framework based on our novel CCHD algorithm, short for
Coordinated Clustering of Heterogeneous Datasets, which clusters a software project’s
source code in order to discover its inherent architecture. In addition to automatically
producing a coherent software architecture, the framework provides a mechanism to
maintain the quality of the extracted architecture by placing newly developed code into
appropriate architectural components.
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Abstract. The distribution of analytical information systems, the so-called BI
platforms (BI – business intelligence) in leading state and commercial compa-
nies, allows the top-managers and analysts to work in real time with large
information volumes (Big Data). However, the issue of choosing tools for secure
access to these new sources of corporate data becomes relevant. The trend of
recent years is the integration of business security software products, and the
transition from specialized analytical solutions to multipurpose BI platforms.
The article considers approaches to providing security in information systems of
banks and electronic commerce using multipurpose BI-platforms. The analysis
of key problems in arrangement of the Big Data was performed and the prob-
lems of implementation, operation and maintenance of BI systems were iden-
tified. The analysis of the advantages of the systems of the class Advanced
Analytics (Big Data, NoSQL-storages, processing of streaming data on-line)
over traditional BI-systems (ETL + SQL + reports) is made. The system fea-
tures of the BI-platform of security are considered: typical agents and formats of
data loading agents, possible types and model of data, the structure of the
computing cluster and the gateway. An algorithm for detecting security inci-
dents is given. It has been proven that in order to reduce the dependence level on
foreign technologies, the public sector should completely switch to work with
Russian software and hardware platform developers. In turn, the commercial
segment should also facilitate the transition to Russian developments and more
actively use them in their activities.

Keywords: Business intelligence � Security � BI-platform � Analytical
information systems � Dashboard � Big Data � Algorithm

1 Introduction

1.1 Possible State of Art

At present, security services of leading state companies and enterprises are increasingly
paying their attention to the new analytical information systems, the so-called business
intelligence platforms (BI- platforms). BI-systems allow to the top-managers and
analysts to work in real time with large information volumes (Big Data). At the same
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time, tools for secure access to business data sources that have advanced possibilities
for consolidating, analyzing and presenting information are especially relevant. The
security trend of recent years is the software integration and the transition from spe-
cialized analytical solutions to multi-purpose BI platforms. Consider what BI platforms
may be in-demand for the Russian security services.

1.2 BI-Security Platform Requirements

Currently, leading Russian state and military companies are mainstreaming the various
business intelligence systems from traditional ones of the Business Intelligence class
(ETL + SQL + reports) to more advanced systems of Advanced Analytics class (Big
Data, NoSQL-storage, thread-specific data processing online).

According to TATA Consultancy Services [1, 7], which summarized data for 1217
companies from 4 world regions (USA, Europe, Asia and Latin America), about half of
the companies experienced difficulties in obtaining and analyzing “big data”. The
investment volume in business analytics varies considerably among different compa-
nies: for half of them, it amounts to more than $ 10 million. In addition, companies that
receive revenue through the Internet, invest in the development of business intelligence
systems even more financial resources.

The research revealed the following key problems in arrangement the Big Data (in
descending order of priority):

• Low computing speed for Big Data and its high variability;
• Time consuming data sources identifying for analysis;
• Complexity of recruiting employees, able to analyze Big Data;
• High laboriousness of creating visual representations for the results of data

processing.

In the Information Week study conducted in 2013, 248 companies from various
fields, including the state financial sector, took part. The study results revealed the
following key problems:

• Low quality of source data (59%);
• Software complexity for data analysis by employees who do not have special

training (46%);
• Difficulties in deploying the solution to the entire organization (42%).

At the same time, BI-systems users expect the development of the system func-
tional in the following aspects:

• Visualizations (sparklines, heatmaps, treemaps);
• Analysis (forecasting, statistical analysis, etc.);
• Applying interactive dashboards.

According to the well-known analytical company Gartner [1], the basis for suc-
cessful BI-projects is a qualitative and understandable presentation of the results and
conclusions from BI-studies: 70–80% of projects that do not pay due attention, end in
failure.
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TDWI (The Data Warehousing Institute) estimated that poor quality and non-
transparency of the presented results and conclusions, based on the gathered infor-
mation, do not allow responsible executives to make high-quality decisions timely.
According to Gartner, the best tool that allows quickly and clearly conveying useful
information and conclusions from the BI-system to the making decisions person in the
company is dashboard: 94% of respondents said that dashboard has become an integral
part of their BI project success.

Finally, the study [1, 2, 5–7], which involved 752 companies from around the
world, shows that even large companies face difficulties in analyzing large data
amounts. More than 41% of companies said they do not derive maximum benefit from
continually collected data. At the same time, 67% of respondents noted that it is
important for them to process data in real time. However, attempts to increase the
processing data speed lead to a number of problems. Among the main difficulties the
respondents said the following:

• 41% - insufficient skills;
• 39% - delays related to cleaning up and data validation;
• 32% - lack of necessary technologies.

Thus, if we summarize the results of the above-mentioned and other relevant
studies, the main problems of implementing, operating and maintaining BI-systems are
as follows.

Existing BI-systems are not able to perform calculations on large data amounts
quickly enough. According to experts [1, 2, 5–7], the amount of data generated around
the world in 2013 was more than 7,000 petabytes, and the annual growth rate of this
parameter exceeded 40%. More than 80% of BI-experts believe that existing systems
do not have enough computing speed. According to the Gartner forecast [1], while
maintaining the growth rates of data generation, 33% of companies by 2017 will not be
able to analyze data because of the inability of existing BI-systems to quickly process
such volumes.

Calculations in BI-systems often produce incorrect results due to poor data quality.
The analysis is complicated by the fact that 60% of calculations must be made
according to poor quality, unreliable data [1, 2, 5–7], so IT-specialists put the data
quality problem in the second place among all the complexities when using analytics.
Almost 30% of respondents found the data of their companies unsuitable for analysis
with the help of existing BI-systems.

Developing procedures for converting and cleaning up the source data is time-
consuming and costly. In large companies, up to 70% of the study time is spent
preparing data for analysis. More than 90% of companies use ETL-solutions for
transforming data. ETL costs take more than 65% of the data management budget and
are up to $ 67,000 per TB per year.

Companies don’t have specialists skilled to develop mathematically correct algo-
rithms and data analysis methods. About 41% of large companies named the lack of
such specialists a key problem in the implementation of existing BI-systems, and by
2018 only in the US, a shortage of almost 200,000 specialists in this field is expected
[1, 2, 5–7].

Analysis takes a long time, and its results are received by business users too late.
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More than 40% of the surveyed companies do not have BI-systems capable of
making calculations quickly enough. Among executives, more than 70% believe that
faster data analysis would help them to improve the company’s efficiency, while 26%
of companies believe that speeding up payments is the key driver success of working
with Big Data [1, 2, 5–7].

The analysis results are often incomprehensible and impractical. Almost 42% of
users are dissatisfied with the conclusions they can see on their dashboards, while 28%
of respondents admitted that the analysis results do not allow them to obtain maximum
information from the collected data.

Existing BI systems do not provide users with the necessary visualization tools.
Currently, almost 50% of existing BI-systems display information in the form of
reports, rather than dashboards, while 43% of users are dissatisfied with the visual-
ization tools used. Another 44% users lack the predictive dashboard function, and 61%
are sure that dashboards do not provide enough information to make decisions [1, 2].

The analysis results and conclusions are presented in an uncomfortable form and
therefore often remain unrequited. About 46% of the interviewed companies stated that
the interface complexity is the main problem in using BI-systems. Studies note three
key disadvantages of existing interfaces:

• no complex visualization views;
• interactive functions are not developed;
• access from mobile devices is restricted.

To solve the identified problems of implementation, operation and maintenance of
modern BI-systems, the following technical solutions and corresponding technological
trends for the development of advanced AA class BI-systems are offered [1, 2, 5–7].

First, most CIOs of large companies began to abandon ETL-technology, arguing
that 70–80% of the costs associated with BI are spent on permanent rewriting and
adaptation of ETL-systems. The possible way to reduce costs is associated with the
following new approach: data is directly uploaded to a distributed cluster of analytics
and storage, where aggregation, sorting, transformation and primary data analysis are
implemented. Time delays can thus be reduced by a factor of 5–10, since the data at the
conversion and download stage do not leave the analytic cluster; also, no additional
costs are required for ETL-systems software and hardware.

Secondly, the single storage database was replaced with a distributed NoSQL
storage. Today, the typical infrastructure of a large company contains between 300 and
500 internal systems, therefore it is rather difficult to store data in a single database. As
a solution, 53% of companies made attempts to implement NoSQL-storage and 43% of
them expect to receive ROI more than 25%.

Third, analytics should be performed in a distributed cluster. Due to the high cost of
processing in BI-systems, companies use on average not more than 12% of their data
for analytics. Nevertheless, 12% of companies are already applying a new approach,
when harmonization and data enrichment, as well as most of the analytics is performed
not in a separate BI-system, but in a distributed analytical cluster that stores, processes
and provides data to users.

Fourthly, a massive escape from static graphs to interactive online dashboards on a
variety of output devices began. Static reports and graphs do not allow us to use
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up-to-date information, so 75% of companies preferred to use dashboards continually.
But dashboards by themselves are not a panacea, interactive solutions are needed to
investigate the causes that led to result-based parameters. In addition, 70% of users
prefer to see analytics on mobile devices.

2 BI-Security Platform Startup

Using the example of the Liberty Grant BI-platform, we summarize the requirements
and specification of a possible multi-purpose BI-security platform. Doing so, we will
take into account that this platform should allow performing high-speed calculations
for solving the problems of Russian security services based on a functional library of
algorithms and analytical applications (such library has a wide range of the expressive
capabilities), for example:

• Analysis of the information technology protection effectiveness;
• Analysis of the computer systems’ performance;
• Monitoring of IS threats;
• Analysis of information security tools and CIPF;
• IS analysis, etc.

Typically, BI-platforms are based on the following technologies [5–8, 12, 13]:

• Mixed processing of streaming and packet data;
• Creation of complex analytical procedures from the completed algorithmic blocks;
• Multi-level parallelization of calculations with the provision of high data locality;
• Distributed data storage, parameters and calculation results, parameters and

metadata;
• Disclosure of deviations and non-standard behavior of the analyzed parameters;
• Disclosure of formats, structure and correlations in the source data, etc.

The typical BI-platform content can consist of data loading and visualization agents
(Fig. 1), which go to the high-speed distributed storage directly from external systems;
in this storage, processing is carried out using computing cluster procedures. In this
case, during the periods of the peak load absence in the repository, there is a data
harmonization process, as well as other procedures of the computing BAM (Bidirec-
tional associative memory) core. Analytical shell tools request data prepared for more
advanced analytics, the results of which are passed to the display agents. Dashboard, as
one of the most convenient types of up-to-date information visualization, allows the
user to interactively monitor parameter changes and to investigate the causes of them.

BAM can integrate applications that are designed to perform applied information
security tasks for both state companies and enterprises in various fields of activity.

As components (load agents) (Fig. 2 and Table 1), you can use software adapters to
connect to different data sources, for example:

• Connectors for various databases, such as MySql, MsSql, Oracle, MongoDB,
MsAccess, PostgreSQL;

• Some CRMs (such as SAP, Oracle, etc.) and SIEM (such as HP, IBM, EMC, etc.);
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• Files and data streams (such as UDP, TCP, xls, txt, csv, dif);
• Popular web-interfaces (such as SOAP, XML-RPC, REST, WSDL, UDDI, etc.).

Fig. 1. A sample common context-dependent on domain area of knowledge representation in a
single ontology.

Fig. 2. Typical data loading agents.

Table 1. Open data sets of the FSTEC of Russia.

Databases CRM and
SIEM

Files Data streams and
data buses

Web-services
protocols

MySql SAP csv TCP SOAP
MsSql Oracle xls UDP XML-RPC
Oracle HP txt Oracle REST
PostgreSQL IBM XML Tibco WSDL
MsAccess EMC dif UDDI
MongoDB etc.
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Depending on the source, the connector device (Fig. 3) can be very different and
include:

• Connection driver;
• Source structure description;
• Data format description;
• Query pool;
• Multiplexer (makes it possible to group some requests into one, and then to parse

the overall response into several).

A specialized database developed for high-speed computations over multidimen-
sional data can be used in BI-platform. For example, as a data model and storage
format, HDF5 can be used (Fig. 4), which:

• Allows processing a wide range of multidimensional data, storing a rich metadata
history;

• Has a wide selection of predefined data formats, as well as the feasibility to create
custom formats;

• Supports parallelization at all work stages without exception: from uploading to
data transfer.

In this case, the system allows storing various information types (Fig. 5):

• Raw harmonized data;
• Aggregates;
• Time-series;
• User data;
• Metadata;
• Safety information.

Various structures are used for storage:

• B-trees;
• hash-tables;

Fig. 3. Functional connector diagram.
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• heaps;
• arrays;
• graphs.

The computing cluster’s structure of a typical BI-platform is shown in Fig. 6.
In this case, the coordinating function in the system is performed by a gateway

(Fig. 7):

• Evenly distributes user computing tasks to the nodes of the computing cluster;
• Performs the functions of routing data between the local storage databases of

processing nodes.

Fig. 4. A feasible data model of the BI security platform.

Fig. 5. Feasible data types of the BI security platform.
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In this case, the computing cluster itself can consist of a number of nodes. Here,
each computing node is controlled by a micro-hub component, which is responsible for
starting the server and managing its operation. Each micro-hub can launch several
analytical procedures - the pipelines, consisting of several separate computing tasks. In
addition, each noted task is a standard analytical block (clustering, classification,
identifying of main components and outliers, data normalization, etc.), and the output
of one block is input for the next.

The system can perform automatic asynchronous parallelization of the pipelines to
servers (Figs. 7, 8 and 9), as well as the same parallelization of separate blocks of a
single pipeline between processors and cores within the server. Micro-hubs create
buffer stores for greater parallelization efficiency between blocks of pipelines.

In addition to parallelizing the pipelines, the system can achieve acceleration in data
processing due to the special organization of the on-line server space. So, each of the
computing nodes has a local database (cache) containing data with whom the pipeline
blocks will operate. The distribution gateway uses the semantic analysis to determine in
advance and transmit to the cache the data required for calculations.

Note that the main visualization tool is a dashboard - a flexibly customizable
operational panel for monitoring the situation in real-time mode. Access to the dash-
board is via the web-interface or with native applications. For different types of users,
the system allows creating several dashboard configurations, consisting of a filtering
panel and a set of widgets, whose layout is described in the layout JSON file, which
determines the location of graphic elements on the dashboard.

Fig. 6. The computing cluster’s structure of the BI-security platform.
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Fig. 7. The structure of the BI-security platform gateway.

Fig. 8. A computing algorithm’s example.

Fig. 9. Data processing.
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3 Expected Results

The filtering panel allows narrowing the data set on which the parameters are calculated
to specific attribute values.

Here, the widget is a GUI element that allows displaying information useful to the
user and system-defined information in a given format. The widget contains a set of
parameter values, a chart, and allows changing the section for values’ output.

A large set of standard and specialized diagrams can be integrated into the system,
such as:

• Histogram;
• Bar chart;
• Bar chart with quartiles;
• Bullet chart;
• Compound duration of the process stages;
• Diagram of the process routes;
• Gantt chart;
• Process graph, etc.

The dashboard view is fully described using the layout. Layout is a universal tool
for customizing the dashboard view and allows users to flexibly personalize the
informative space for their needs.

Dashboards can have their own hierarchy. For example, from a top-level dashboard
with a set of aggregated parameters, you can go to the lowest level and see what the
parameter values are.

To connect to an external system, you need to install a module of the corresponding
connector on the system side, configure the data transmission channel and set the
update rate (or configure triggers).

When the system receives an incoming request to receive data, Gateway checks the
addressant data correctness and opens the data download session to the distributed
storage. Distributed storage provides scalability, reliability and fault tolerance of the
system.

Different data from the storage can be processed by different system blocks with
different intensity, therefore the system contains mechanisms that allow reducing the
time of request and data transfer:

• Requests to the repository are saved in order to avoid repeated unloading of the
same data;

• User request parameters and the results of their processing are saved;
• Multi-level caching is used, which allows you to make a compromise between the

speed and the data volume.

The system can contain a wide variety of customizable triggers for various events to
launch processing. So, after the data was saved in the repository, the insertion trigger
can launch a number of procedures from the computing core, for example, advanced
algorithms of the analytic shell.
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Here the computing core (built-in handlers) can consist of procedures (Figs. 10, 11
and 12), which help to put the data in a more convenient form for further study
(Fig. 13).

1. Quality estimation of data incoming from heterogeneous sources through multiple
connectors, puts in correspondence to the data received a set of permissible ana-
lytical operations on them, depending on the availability of the necessary fields and
attributes.

2. Compiling metadata, that is, information about the data itself. Here is an automatic
recognition of types and data formats (structural metadata). Metadata is also col-
lected about individual records for subsequent cataloging and quick access.

3. Harmonization is the data transformation to a unified view while storing the
semantic significance by reducing the dimension and put to the final set of types and
formats detected automatically. The harmonization procedure can reduce the
number of problems associated with heterogeneity of sources, but unlike ETL, it
does not set the goal of put all the data to previously known formats.

4. Forming the time-series - sequences of data values at equal discrete time intervals.
A such time-series creation allows further application of a set of analytical proce-
dures, including regression analysis, prediction of future values on a retrospective
basis, disclosure of seasonality, autocorrelation analysis, autoregressive prediction
(f. e., ARIMA algorithm).

5. Searching and cleaning up from the outlayers, which can significantly distort the real
parameter value (for example, the average). On the other hand, the search for outliers
often reveals best practices or potential problem areas and failures [3, 4, 9–14].

The system uses data that have passed by the harmonization in an easily scalable
analytical shell. Thus, the system allows going beyond the standard “what happened?”
and get answers to the questions “why did it happen?”, “what happens if the trend

Fig. 10. Analytical core’s composition of the BI security platform.

284 S. Petrenko and K. Makoveichuk



continues?”, “what will happen in the future?” and “what is the best output?”. For this
purpose, the following software packages are integrated into the system:

• Mathematical modeling;
• Analysis and optimization;
• Calculating the number and developing strategies;
• Predicting development trends;
• Searching for “hidden” patterns, data mining;
• Machine learning;
• Detecting non-standard behavior;
• Detecting security incidents, etc.

Here the main system interface is a dashboard with diagrams for the most important
business parameters. Dashboard is an interactive tool that allows the user to choose a
data section, filter, and decompose the parameter. The user can also look at problematic
areas using regulations, benchmarking or incident reporting.

Choosing a section (Fig. 13) allows user to see the same parameter from the
different point of view: the he selects “by RDD” in the combo box of the dashboard
section selection for monitoring threats, the widget displays all the important infor-
mation for each of the RDDs.

For a more detailed exposure in a particular parameter, in order to study it from
different points of view and in dynamics, the dashboard performs decomposition,
allowing to “fall” in the parameter to an each employee, process, a specific document

Fig. 11. Adapting data models.

Fig. 12. Representation of calculation results.
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and each operation. With this detail, you can see all the problems on the dashboard,
identify the reasons for their occurrence, and understand how to fix them.

It is possible to create specialized applications (based on the system) to solve
specific security services tasks, first of all, to assess the effectiveness of monitoring IS
threats [3, 4, 9–14].

Details of the composition, structure, and functionality of the discussed BI security
platform can be found in the works.

4 Conclusion

The largest implementations of BI-systems fall on state companies and enterprises. As
a rule, customers use several analytical systems simultaneously. For example, in Wells
Fargo introduced the system Tableau, SAS BI, Teradata, in Royal Bank of Canada -
SAS, Teradata, Esperant. Barclays introduced the systems Tableau, SAS BI and
Microsoft Technologies.

Fig. 13. Algorithm for detecting security incidents.
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The Russian market volume in 2012 amounted to about $ 1.3 billion dollars and
continues to grow at 15% per year. In 2012, more than 250 projects were implemented,
the total number of projects was more than 1400. In 2013, only in the field of public
administration, more than 450 projects were implemented, which is 35% of all projects
implemented in Russia. The growth rate of investments in BI is more than 100% per
year.

Sberbank is actively implementing business intelligence systems (67 projects),
VTB24 (39), Uralsib (24), and public control authorities: the Russian Ministry of
Finance (13 projects), the Russian Ministry of Health (4), the Federal Property Man-
agement Agency (4). More than 20 companies-users of BI-systems own 100 or more
licenses.

In general, the dynamics of the BI-systems market is positive: from $ 14 billion in
2013 to $ 20 billion in 2018. At the same time, the growth BI market rate of Advanced
Analytics (AA) class significantly exceeds the growth market rates for traditional BI
systems and IT in general and account for more than 33% annually. In particular,
significant growth is observed in the segments Big Data, NoSQL, Real-time analysis. It
is projected that by 2020 the volume of the BigData-systems market will amount to $
20 billion against 4 billion in 2013. The growth rate (27%) is 4 times higher than the
growth BI market rate. In 2013, the share of companies that planned investments in
BigData increased from 58% to 64%. Also, the NoSQL storage market is growing: by
2017, it will amount to $ 1.2 billion, compared with $ 0.3 billion in 2013, which
corresponds to an increase of 40% per year.

Today, customers increasingly prefer cloud solutions: 63% of companies see sig-
nificant advantages in cloud analysis computing technologies. As a result, by 2017, the
volume of the cloud analytics market is expected to amount 3.65 billion dollars against
1.2 billion in 2013, which corresponds to a 30% growth annually. Moreover, by 2017,
50% of analytics will account for streaming data. 67% of the companies surveyed
consider it important to process and analyze data in real time. As a result, many
companies that work in Advanced Analytics show very high business growth rates, for
example, QlikTech (23%), Pitney Bowes (38%), Tibco (50%), Tableau (76%).

With regard to Russian security services that provide adequate security for banking
transactions and electronic commerce, it is also necessary to consider the following.
According to the approved “Fundamentals of the Russian Federation state policy in the
field of international information security for the period until 2020”, much attention is
now given to the information technology security and import substitution in techno-
logical platforms.

It implicitly, that critical and sensitive information should be processed by software
and hardware complexes exclusively from Russian manufacturers and suppliers.

To reduce the dependence level on foreign technologies, the public sector should
completely switch to work with Russian software and hardware platform developers. In
turn, the commercial segment should also facilitate the transition to Russian devel-
opments and more actively use them in their activities. Thus, the most popular in the
short term will be Russian BI-systems for Big Data work, independent of foreign
hardware and software [3, 4, 9–12, 14].

For the first time such systems began to appear on the BI-systems market. For
example, the hardware and software complex “INNA” for Big Data work under the
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control of the “Elbrus” OS based on the Linux 2.6.33 kernel and the Russian processor
“Elbrus 2C+” by MCST. The mentioned BI-system undergoes certification tests on
safety requirements of Russian FSTEC on the 2nd level of undocumented features
control and the 2nd class of unauthorized access security.
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Abstract. The paper discusses the methods and technologies used for chat bots,
taking into account the specifics of Internet communications, for conscious
dialogue with a given goal. The methods of formalizing the creation of pages of
virtual personalities are discussed in detail. Information presentations of speech
behavior meta-metrics for the implementation of a chat bot efficiency model
based on the analysis of short messages are considered.
As sources of attributive sense formation, not values in the generally accepted

understanding, but individually-specific categorical scales, serve as an instru-
ment for identifying, classifying and evaluating the subject’s significant char-
acteristics of objects and phenomena of virtual reality. The goal of creation of
models by the subject (agent) is formalized, which consists in obtaining a
forecast, that is, a new information object (message or algorithm of actions).
The phenomenological correspondence with the results of the research of SP

was established by S.P. Rastorguev in the part of the model for transforming the
virtual world. A technological solution is proposed on the basis of the search
model of the associative context in the semantic kernel.

Keywords: Chat bot � Active search � Virtual personalities � Contextual
analysis � Text messages � Dialogue � Chat systems � Chat � Metadata

1 Introduction

The main volume of Internet communications currently accounts for social networks.
The core of a social network is a graph consisting of virtual personalities: users and
agents of influence.

A virtual person is a chat bot knowledge base and at the same time a page on social
networks that contains personal information.

The task of enumerating the detection of virtual entities of a social network is
extremely time-consuming and often limited by the computing capabilities of the
hardware platform [1].

It is impossible to create an account in a social network without specifying a first
and last name, respectively, these attributes will always be in the “user page” entity.
According to them, virtual entities are distinguished from other types of entities when
listing all identifiers in a social network.
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When using virtual personalities interacting through messages or comments, there
is a need for analyzing texts for subsequent reviewing, as well as forming content on a
social network page.

For the user of a social network, it is necessary that the virtual personality has some
confidence. As a rule, it is possible to build a trust model based on the static and
dynamic characteristics of the user’s page [2].

2 Stages of the Formation of a Virtual Personality Through
the Analysis of Speech Behavior

Often, the same software agent can communicate on behalf of several virtual person-
alities on the network [3]. As a rule, he pursues the goal to ask a few questions based on
the level of user confidence in the dialogue. There are virtual personalities that allow
you to conduct a dialogue with a living person without an operator [4].

The main stages are:

1. Automated text analysis of chat messages.
2. Conducting a dialogue in natural language on behalf of a person on a given problem

with special programs.
3. Automatic calculation of the text metrics of the interlocutor (user).
4. Automatic generation of messages.

Such virtual personalities are simple chat bots, for technical and information sup-
port of IRC chats, chat bots of social networks (for example, bots of Vkontakte
“vbots”, performing certain commands, mainly for entertainment or receiving news), as
well as more complex conversational programs that can really simulate dialogue and
answer arbitrary questions [5]. The most famous conversational bot is the CleverBot
application, developed as a web application by the British scientist Rollo Carpenter
(date, link). Since its inception, the bot has “conducted” more than 65 million con-
versations. Working with the knowledge base, he constantly updates it through com-
munication with users.

The bot learns to communicate with people, but its capabilities are still limited: it is
a stationary application installed on its web platform and not able to act independently.
Therefore, the so-called “avatar” appears in the concept of a virtual entity, which
compensates for the above deficiency [6].

3 Development of Speech Behavior Analysis MetaMetrics

Let us give a list of the main text metrics for the formation of a virtual personality based
on information from the text of the interlocutor [7].

The developed metametrics will allow to build on their values logical laws dividing
the space of virtual personalities into fuzzy classes: “defiantly trusting” and “not
causing trustworthy” (Table 1).
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The automated system for generating responses of Virtual Personalities
(VPs) consists of the following main components [8]:

• connector to chat subsystem;
• text analysis subsystem;
• chat bot subsystem.

When an application for creating a Virtual Personality (VP) arrives in the system,
the system connects to the chat API, searches for the user template pages using key
information, retrieves the user’s dialogue text, retrieves the vector of meta metrics and
makes a decision on the formation of the Virtual Personality (VP) or rejecting the
application [9].

The result of the work of the VP formation subsystem is the recommendations for
forming responses in the chat. The general format of interaction with API - social
network interfaces [10]:

Table 1. The main text metrics.

Marker MetaMetrics Algorithm for calculating the coefficient

M1 Estimation of income based on
social network profile
information

Correlation integral characteristic of the
descriptive part of photographs

M2 Completeness of the page The sum of the points of completeness of
filling in all the analyzed fields of the social
network page

M3 Completeness of personal
information for the page

The total points of completeness of filling in
all the analyzed fields of personal information
of a social network page

M4 Characteristic sociability of the
user

The average number of messages published by
a social network user on his page for specified
periods

M5 Quantitative evaluation of
individuals with similar interests

The number of social network users who
added the analyzed user page “as a friend”

M6 User social significance The number of social network users who
marked the analyzed page as interesting

M7 Average user sociability The frequency of publications on the user
page

M8 Used platforms Code of the platform, most often used to view
and edit your social network page

M9 Evaluation of the user’s
communication style

Average values of the number of tonal words
and punctuation marks in published user
messages.

M10 Evaluation of personal qualities
of the user

Codes published by the user of information
about themselves, like: political views,
worldview, attitudes towards smoking and
alcohol
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• type of request - POST/GET;
• protocol - HTTPS;
• request format - XML.

Before you start working in social networks, you must log in. Authorization in a
social network occurs through interaction with the API [11]. To work with it, many
social networks require preliminary registration of the application, and provide it with a
unique identifier [12].

General algorithm:

1. Accessing the API with the provision of the application identifier;
2. Getting a session ID from the API;
3. Sending an authorization request for overhead lines. Opening of the authorization

web page;
4. In case of successful authorization - getting the identifier of the user session;
5. In case of unsuccessful authorization - go to step 3.

4 Using Third-Party Page Metadata to Increase Trust
in Dialogue

When conducting a dialogue, it is useful to use the metadata of the user’s page for
understanding the interests, activity, sociability, mode, and other supporting charac-
teristics that will increase the credibility of the dialogue.

The chat bot administrator sets the location (city), age, gender, user’s list of
interests (science, robots, electronics, etc.), the system searches for chats, and after that
it provides the result of their work - evaluating the interlocutor’s text for appropri-
ateness conducting a dialogue on a given topic [13, 14]. Having the additional infor-
mation obtained in this way, the Administrator makes a decision on the expediency of
conducting a dialogue with the found chat user.

To determine the level of interest, it is necessary to analyze the messages published
by the users of the social network VKontakte on the pages of the social network user
profiles belonging to the training sample (Figs. 1 and 2).

The end result of the algorithm development is a dialogue between the VP and the
user, during which phrases on the subject concerned with the target characteristics were
selected and defined [15].

Target characteristics can be a set of words in a user’s message from the target
dictionary or new knowledge about the user’s opinion.

In a multidimensional space, Lambda Wilks statistics [16] is used as a criterion for
checking the differences between real and virtual personality messages. The Lambda
Wilks criterion can be used in the chat bot quality assessment model. We use it in
conjunction with the correlation analysis of parts of speech chat bot and the real user
dialogue (Fig. 3).

The obtained correlation diagram allows you to clearly demonstrate the proximity
of the chatbot dialogue and the real user. The higher the correlation coefficient, the
more likely part of the speech is used in the dialogue.
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Fig. 2. The result of the formation of messages with the translation of theses and phrases, taking
into account the theme of space in the conversational sequence.

Fig. 1. An example of information about interests in social networks.
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5 Conclusion

The metrics of constructing pages of virtual personalities on the Internet are given.
Metrics allow you to create a virtual identity page, thereby increasing the chat bot’s
ability to achieve the goal to find out the necessary information from the user. The
paper does not consider the model of the formation of the dialogue and features of
building answers, such studies will be presented in the following works. Additionally,
the possibility of using metadata analysis from a user’s page in a social network to form
topics of dialogue interesting to the user was investigated. Practical issues can be used
in dialogue systems with dynamically formed criteria for goal setting. In contrast to
“vbots” and CleverBot, a chat bot with analysis of metadata in social networks will
allow users to be identified who will be interested in conducting a dialogue on a given
topic, and accordingly the probability of obtaining the necessary information will
increase.
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Abstract. The article discusses the possibilities of using Master Data Man-
agement (MDM) technology to solve the problem of developing a corporate
(institutional) state system segment to detect, prevent and eliminate the cyber -
attack consequences (hereinafter - SOPKA). Typical objectives of semantic
cyber security MDM is identified in article. The semantic cyber security MDM
means a data management system that operates rules of the object behavior and
interaction in cyberspace to solve the SOPKA problems in order to prevent the
protected critical infrastructure transition to catastrophic states. Cyber security
ontology (meta-ontology) as the knowledge presentation way about qualitative
characteristics and quantitative patterns of information confrontation is proposed.
Shown, that by combining cyber security data from various external and internal
information sources and corresponding rules to detect, prevent, and eliminate the
cyber-attacks consequences into a single semantic domain model, it is possible to
build the required intellectual (and, in the future, cognitive) information space,
then to develop the appropriate artificial cognitive agents and the corresponding
intelligent “semantic cyber security MDM” software and hardware complex to
support SOPKA operations as a whole. The basic development principles of the
“semantic cyber security MDM” software and hardware complex are formulated.
The possible architecture of the “Warning-2016” software and hardware complex
that is intended for early cyber-attack warning on corporate and institutional
information resources of the Russian Federation is shown. It is based on
SAP HANA, and the required semantic MDM is implemented on the basis of
SAP NetWeaver Master Data Management (SAP NW MDM).
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analysis of big cybersecurity data � Cybersecurity knowledge management �
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1 Introduction

1.1 Possible State of Art

In this section, Master Data Management (MDM) SOPKA is an information system
that accumulates input data from various external and internal data sources
(Internet/Intranet and IoT/IoT), ensures centralized data storage and provision in
standardized form to make reliable decisions and support the operational SOPKA
activities.

The MDM in IT is traditionally used for a data management about products
(PIM) and clients (Customer Data Management, CDI). At the same time, MDM is a
part of the process-oriented information technology group, and it plays an important
role in solving analysis and data processing problems. In practice, the MDM imple-
mentation risks are estimated as small, and implementation time as acceptable (Fig. 1).
It is believed that MDM technology is relevant, primarily for large organizations with a
number of large-scale distributed applications more than three. According to Gartner
(Fig. 2), a modern MDM solution should:

• Provide opportunities to manage the information quality;
• Provide loading, integration and synchronization of large arrays and data streams;
• Support workflow management processes and related services;
• Have high performance, availability and security;
• Support automated modes of data collection, processing, storage and analysis;
• Meet technological standards and best practices.

Fig. 1. The MDM place and role in IT.
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The main MDM development trends and prospects are:

• MDM applications shift from the business intelligence and decision support to
operational activities that directly affect business results;

• Transition from narrow subject-matter solutions (mainly clients or products) to
multi-domain solutions (several data types at once: products, customers, finance,
security, etc.);

• “Social”MDM uses a modern opportunity of teamwork, social networks and instant
messengers to automate master data processing;

• Data governance (unified corporate data management) is an extension of the master
data management principles for a wide range of corporate data;

• MDM integration into the corporate business process management system and
corporate cybersecurity systems;

• Including constant information (Reference data) along with conditionally-constant
information (customers, products, etc.) in the MDM sphere;

• MDM adaptation to work with big data and streaming data processing;
• MDM implementation in the form of appropriate cloud services: SaaS, PaaS or

IaaS;
• Evolution from syntactic to semantic technologies analysis and data processing.

Fig. 2. The “magic” MDM Gartner quadrant.

298 S. Petrenko et al.



At the same time, the semantic MDM prospects can be estimated from the Gartner
“interest curve” (Fig. 3).

Let us consider that MDM technology shifted from a “lively interest” area to the
“mature” technologies field, and the “semantic analysis and data processing” tech-
nology is only gaining popularity or is at the meridian of the increased specialists
attention in the IT and cybersecurity domains. The semantic cybersecurity MDM
means a data management system that operates rules of the object behavior and
interaction in cyberspace to solve the SOPKA problems in order to prevent the pro-
tected critical infrastructure transition to catastrophic states [19].

Typical objectives of semantic cybersecurity MDM include:

• Construction and support of the cybersecurity ontologies that are information
confrontation object models, required to solve SOPKA problems;

• Storage model unification of the cybersecurity data coming from external and
internal providing systems, for example SIEM, IDS/IPS, information security tools
from unauthorized access, cryptographic information security systems, etc.;

• Standardization of internal cybersecurity data exchange protocols;
• Regulating the processes of maintaining cybersecurity databases and knowledge

bases;
• Decision-making support in SOPKA based on the information confrontation

semantics, presented in the corresponding cyber security ontology, etc.

Fig. 3. The Gartner “hype cycle” for information technologies.
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1.2 Cybersecurity Ontology

As a rule, the knowledge presentation way about qualitative characteristics and
quantitative patterns of information confrontation is not clearly indicated in SOPKA. In
our opinion, it is reasonable to use cyber security ontology (meta-ontology) for this.
According to Thomas Grubber, the cyber ontology is a certain conceptualization
specification of the information confrontation domain. This specification can be given
analytically, for example, based on the algorithms theory and mathematical logic, as
well as graphically, using some schemes that reflect traditional linguistic methods and
textual information process methods [2, 6, 10–12, 14, 16–18]. The key here is an
ontology specification language selection, which allows processing the domain
machine-interpreted semantics.

Currently, there are three main ontology description language classes:

• Traditional languages based on the specification (Ontolingua, CycL), descriptive
logic (LOOM), frames (OKBC, OCML, Flogic);

• More Web-based languages (XOL, SHOE, UPML);
• Special languages (RDF, RDF SPARQL, SWRL, DAML, OIL, OWL). For example

SPARQL can be used to execute logical queries, Semantics-SDK and Owlim can be
used to implement rule-based logic output, and Pellet, FaCT++ and Hermi to
implement semantic tableau based logic output. At the same time, the OWL API
framework integration is possible to introduce the ontology in memory, to modify
the ontology at the object level, etc.

Two approaches to ontology are also distinguished in accordance with the IDEF5
standard of ontological analysis (IICE, 1994) and on the recommendations basis of The
World Wide Web Consortium (2009).

In the literature, the following ontology construction methods are presented
(Table 1):

• Uscold and King method (Uschold et al. 1998) [21];
• Grüninger and Fox approach (Gruninger et al. 1995) [22];
• CycL method (Lenat et al. 1989) [23];
• Kactus method (Schreibe et al. 1995) [24];
• Sensus method (Swartout et al. 1997) [25];
• On-To-Knowledge approach (Staab et al. 2001) [26];
• Methontology method (Ferndndez et al. 2006), etc. [27]

In the works of Russian authors, ontologies are presented on the basis of:

• Finite automata (Kryvyi 2008, Beniaminov 2003) [28];
• Lexical syntactic patterns (Anisimov 2002, Rabchevsky 2009) [29];
• Product systems (Nayhanova 2008) [30];
• Linguistic methods (Mozzherina 2011) [31];
• Information granularity (Tarasov 2012), etc. [32]
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For example, in the work of Tarasov, [20] the research results in the field of the
cognitive agents and mobile robots theory are presented, which, in contrast to reactive
agents functioning according to the “stimulus-reaction” scheme, are given a well-
developed, dynamic external environment model. Here the cognitive function provides
a robot with the learning processes of the outside world, other agents, as well as its self-
knowledge. Cognitive processes cover an agent environment perception, generalized
internal representation formation, interaction and behavior principles understanding,
and training. In fact, the “data-information-knowledge” transitions (Gergey 2004),
which are necessary for the efficient agent operation, are implemented in these pro-
cesses. V.B. Tarasov cognitive robots are able to receive and process heterogeneous
information from a human operator in a limited natural language in the form of target
designations and instructions, from sensor system actuators and from their own
knowledge base.

For the interactive cognitive robot management, it is proposed to develop common
ontologies that ensure effective communication between a person and a robot when the
latter performs complex tasks in an inaccurate and incompletely defined environment.
The main attention is paid to the meta-ontologies formation by granular information
representations (in the form of intervals, fuzzy sets, linguistic variables, fuzzy algebraic
systems, as well as the space ontology development in the robotics field based on the
G. Leibniz and S. Lesnevsky ideas.

Let us note that the granulation meta-ontology and space ontology developed by V.
B. Tarasov and his students can be applied to cognitive hardware-software SOPKA
agents. The possible architecture of such an artificial cognitive agent is shown in
Figs. 4 and 5. In addition to such known artificial agent features as intentionality,
activity, reactivity, autonomy and communication skills, an important ability to gran-
ulate incoming information will be added.

Table 1. Known ontology construction ways.

Method name Completion
degree

Implementation
complexity

Method
flexibility

Software
dependence

Life cycle
support

Scientific
support

Detailed
elaboration

Method
compatibility

TOVE Demonstration
prototype

Average Yes Does not
depend

No Yes Yes No

Enterprise model
approach

Average Yes Depends No Yes No

METHONTOLOGY Average Yes Depends Yes No No

KBSI IDEF5 Average Yes Depends No Yes No

Ontolingua High Yes Depends No Yes Yes

Common KADS and
KAKTUS

Average Yes Depends No No No

PLINIUS Average No Depends No Yes No

ONIONS Average No Depends No No Yes

Mikrokosmos Average No Depends No Yes No

MENELAS Average No Depends No No No

SENSUS High Yes Does not
depend

No Yes Yes

Cye methodology Average Yes Depends No Yes No

UPON Average Yes Depends Yes Yes No

101 method Average Yes Depends No Yes No

On-To-Knowledge Average No Depends Yes Yes No
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The analysis shows that by combining cybersecurity data from various external and
internal information sources and corresponding rules to detect, prevent and eliminate
the cyber - attacks consequences into a single semantic domain model, it is possible to
build the required intellectual (and, in the future, cognitive) information space, then to
develop the appropriate artificial cognitive agents and the corresponding intelligent
“Semantic cybersecurity MDM” software and hardware complex to support SOPKA
operations as a whole.

Fig. 4. The information interaction scheme of the cognitive agent with the environment.

Fig. 5. Artificial cognitive a, b agents architecture.
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2 Cybersecurity MDM Principles

We formulate the basic development principles of the “Semantic cybersecurity MDM”
software and hardware complex [1, 3–5, 7–9, 13, 15], designed to manage the main
(master) SOPKA data:

1. Cybersecurity data consolidation from external information sources in the con-
nected Internet and IIoT networks and internal providing information security tools
from unauthorized access, cryptographic information security, SIEM class systems
and the SOPKA itself into a single information environment;

2. Presentation of the consolidated cybersecurity data from the mentioned external and
internal systems and means in the form of a single object-oriented cybersecurity
data model;

3. Ontological representation of information confrontation objects, that is a semantic
models and submodels of various domains use to store the mentioned information
objects;

4. Vision contextuality of the information confrontation objects, that is the objects
representation solely in connection with the goals and objectives of the state and
corporate SOPKA;

5. Knowledge orientation, that is a knowledge transfer (object behavior and inter-
connection rules) from the logic of providing application-based cyber-security
applications to a single object database.

We will comment on a number of the above-mentioned principles to establish the
“Semantic Cybersecurity MDM” software and hardware complex. A consolidated
cyber security data repository for each SOPKA segment or center should be the only
place where data will be added, modified or deleted. In other words, the “Semantic
Cybersecurity MDM” software and hardware complex should be an independent class
of technical systems that is not subordinate to any cybersecurity application system, for
example, IDS/IPS or SIEM. The decision rule transfer to the cybersecurity data models
level will make them available for all SOPKA systems and tools. Orientation towards
the semantic model construction of information confrontation will allow providing the
maximum automation level, as the particular solutions, once included in the semantic
cybersecurity database, will be properly formalized and reused in various SOPKA
applications.

Thus, the “Semantic Cybersecurity MDM” software and hardware complex allows
forming and maintaining a consolidated space of aggregated cybersecurity data to
support the operational activities of each corporate or institutional segment or SOPKA
center. Cybersecurity data for each of the above segments are collected from various
external and internal provision systems and accumulated in a single permanent storage
location. It is inadvisable to transfer a part of the data beyond the mentioned consol-
idated space, as this will lead to a connection disruption between the cyberspace objects
and automatically to the integrity violation of the information confrontation knowledge
system that will limit the developing software and hardware complex capabilities.

The domain model presented in the “Semantic Cybersecurity MDM” software and
hardware complex should be capable of adaptation and self-organization, timely dis-
play the appearance of new objects and relationships, changes in the object behavior
rules in cyberspace and their relationships among themselves. In other words, the
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semantic MDM should be an intellectual decision-making support environment in
SOPKA, regardless of the information confrontation nature and specific content in
cyberspace. Contextual representation of the internal the information domain objects
structure of the information confrontation must dynamically change depending on the
decision to detect, prevent and eliminate the cyber-attacks consequences.

A key characteristic of the “Semantic Cybersecurity MDM” software and hardware
complex is the ontological information confrontation objects representation in cyber-
space. Without the mentioned ontological model construction, it is impossible to for-
malize the objects interrelationships with other entities since the compatibility rules for
the two objects are determined by the combined compatibility of their constituent parts.
At the same time each object meaning is shown in its semantic links with other
information confrontation objects. Obviously, when constructing a semantic informa-
tion confrontation model within the local MDM system of a single segment or the
SOPKA center, it will be necessary to operate with terms and definitions from various
knowledge fields, and then to combine the mentioned local MDM systems together, for
example, using Semantic Web technology.

In a long term, the semantic cybersecurity MDM should be considered as:

• Common language for communication between various applied systems to ensure
cybersecurity;

• Method set to maintain specialized databases and cybersecurity directories;
• Technological solution set that provides the creation of a single information space

to support the SOPKA operations.

2.1 MDM Cybersecurity System Example

Let us consider the prospective system draft of the “Warning-2016” software and
hardware complex that is intended for early cyber - attack warning on corporate and
institutional information resources of the Russian Federation.

The possible architecture of the “Warning-2016” software and hardware complex is
shown in Fig. 6.

It is based on SAP HANA, and the required semantic MDM is implemented on the
basis of SAP NetWeaver Master Data Management (SAP NW MDM). The typical
components of the software and hardware complex system architecture are briefly
described.

The “Big Data Collection” component is developed based on SAP HANA EIM and
NetWeaver Process Orchestration.

Here, SAP HANA EIM “Data Services” (solution of the class Extract/
Transform/Leverage, ETL) collects data from various sources. In this case, both
standard adapters like Oracle, MS SQL, DB2, Hive, as well as specialized adapters can
be used. If necessary, the new adapter development is possible. SAP HANA EIM can
perform batch downloading of large data amounts on a schedule up to the online mode
(for different data types, different loading time intervals can be configured). When
implementing new systems, it will be preferable to organize direct access to databases
via the ODBC interface.
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SAP NetWeaver Process Orchestration is used to integrate with systems that
support queuing and messaging engines. Exchange can occur either in synchronous or
asynchronous modes. Process Orchestration (PO) provides mechanisms for guaranteed
message delivery, including from/to systems in networks with irregular communica-
tions. The messages that cannot be immediately processed are saved in the queue for
further sending when the connection is resumed. In this case, ordered message delivery
is supported (EO - Exactly_Once, EOIO - Exactly_Once_In_Order). The PO ready-
made adapters: File/FTP (S), JDBC, JMS, SOAP, WS (WS Reliable Messaging),
HTTP (S), Mail (Mail Servers via SMTP, IMAP4, POP3), SFTP, OData, REST and
etc. are used for this integration. If necessary, it is possible to modify their functionality
or create a new adapter. The structured data is then loaded into the SAP HANA data
storage, and the unstructured data is loaded into SAP Extended ECM by OpenText.
When connecting new systems to upload data via messaging, the use of web services
technology (for example, SOAP, WS) and XML format will be a more preferable
option.

Fig. 6. The cognitive warning system architecture.
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The Data Storage component is developed on the SAP HANA basis, which can
function in RAM. Due to this, SAP HANA overcomes the main drawback of traditional
DBMSs that is performance degradation when accessing the disk subsystem.
Another SAP HANA feature is the use of the so-called “columned: data storage, which
allows speeding up the analytical query execution to the database many times.

Within the project framework, a single data model is used in SAP HANA to store
consolidated data from various information sources. To do this, we analyze the input
data, design the logical repository structure, and create the physical structure of tables
and DBMS views. Here the data is stored in specialized formats (on columns, with
compression, etc.), but is represented in the form of a classical relational structure from
the user/developer point of view.

Thus, the developing storage based on SAP HANA provides the maximum speed
of processing and accessing data arrays, as well as data compression. At the same time,
due to the relational presentation form, data access will be carried out in the logical
structure optimal for the analytics development.

For this, appropriate analytical tools like the SQL query language, which is de facto
the industry standard, can be used. To simplify the modeling process, a so-called data
“generalized model can be used (Fig. 7), whereas SAP HANA Studio is quite suitable
to develop a physical data model. Note that with the Graph Engine help, there is a
possibility to store data in a graphical form. In this case, data graph access is performed
by XS Engine interfaces.

It will be necessary to implement a maintenance system of common directories and
classifiers (NSI system) to load consistent data from various sources in SAP HANA.
For this purpose, the following data entities are provided in the data model: a directory
list, a characteristic list of the objects contained in directories, acceptable characteristic
value lists, etc. It is also necessary to have recoding tables between similar directories
from different systems. Here the “Semantic Cybersecurity MDM” software and hard-
ware complex is exactly designed to manage the basic (master) cybersecurity data to
support the SOPKA operation as a whole.

Note that SAP HANA supports the developed fault tolerance mechanisms. When
one of the working servers is failed, the backup server connects to the malfunctioning
server data and begins to perform its functions. Thus, the system is fault-tolerant
(Fig. 8).

Fig. 7. The “generalized data model” scheme.
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In addition, it is possible to implement a disaster tolerant solution by deploying
identical SAP HANA installations in two remote data centers with the organization of
continuous data replication from the first data center to the second one. When one of
the data centers fails, the system continues to function.

Note that, depending on the bandwidth of the existing communication channels,
synchronous or asynchronous replication mode can be used.

Switching from one data center to another is also possible by using a so-called
virtual IP address or IP spoofing through DNS (Fig. 9).

To store and manage unstructured information (text documents, audio and video
files), it is reasonable to use SAP Extended ECM by Open Text. To scale Open Text, its
components (both back-end and front-end) are installed on different servers in such a
way that separate servers are responsible for processing user requests and forming
interfaces for the latter, while others are in charge of managing the documents storage,
building indexes, searching documents, etc. To provide fault tolerance in the 24/7
mode, the Open Text back-end components can be deployed in the HA cluster
architecture in Active-Passive mode. For front-end components, constant maintenance
is achieved by using backup installations that can be put into balancing at any time
when one of the major installations components fails. Switching clients between Open
Text installations (if you disconnect one of the installations) are implemented similarly
to the case with SAP HANA systems (using a virtual IP address, an IP spoofing).

Fig. 8. Fault tolerance scheme.

Fig. 9. Possible switching schemes.
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The “Forecast Analytics” component is developed on the SAP Business Objects BI
Platform basis. The named platform supports such functions as generating reports of
random complexity, uploading reports in various formats, automatic reports distribu-
tion to information consumers, and etc. BI Platform complements the SAP HANA XS
Engine functionality in terms of data analysis and reporting.

SAP HANA has an accessible library of predictive algorithms (PAL) available for
use. If it is necessary to use specific mathematical methods, they can be implemented in
SAP HANA in the form of so-called function libraries (AFL).

Users will be able to access the stored information through software or interactive
user interfaces implemented using SAP HANA XS Engine, integrated in the
SAP HANA application server. To implement interactive user interfaces, it is suggested
to use SAP UI 5 interface element libraries. Using UI5, interfaces can be developed
with the automatic adaptation function to the size of the device used to output infor-
mation (wall panel, desktop monitor, tablet screen, etc.). At the same time, information
access will be regulated in accordance with user access rights. When accessing data
through software interfaces to ensure guaranteed content delivery to consumers, access
can be provided using the SAP NetWeaver Process Orchestration component.

Outbound integration is also implemented by SAP NetWeaver Process Orches-
tration means.

3 Conclusion

The scientific and technical novelty of the “Semantic Cybersecurity MDM” software
and hardware complex is to apply the process approach in constructing ontological
information confrontation models. The proposed solution essence can be briefly
expressed as “semantic cybersecurity management” or, more fully, “the repeated
application methodology of knowledge about information confrontation quantitative
patterns and qualitative characteristics”. The transition to the semantic technologies
application in the SOPKA design is a critically important innovation that determines
the main development vector in this sphere in the midterm and is a technological
advantages source of the systems to detect, prevent and eliminate the cyber - attack
consequences on corporate and institutional information resources of the Russian
Federation. At the same time, the appropriate scientific support is, primarily, methods
for representing information confrontation knowledge using ontologies, relevant
ontological engineering and semantic search methods.
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Abstract. In this paper, we propose and discuss a new approach to data sharing
among mobile subscribers. Our idea is to use the neighbor discovery phase in
wireless networks. It simulates a peer-to-peer network that will work without
any telecommunication infrastructure. A single mobile phone (smartphone) will
be sufficient both for creating a node of such telecommunication network and for
publishing (distributing) information. What is important here, the usage of the
standard neighbor discovery mechanism does not assume the preloading some
mobile applications. Our idea is to share user-defined information during the
basic neighbor discovery phase. In this case, the parties involved in the process
should be able to read the shared data directly from the process of discovering
for neighboring nodes. Our proposal is the further development of ideas related
to context-aware systems based on network proximity principles.

Keywords: WiFi � Bluetooth � Network proximity � BLE � Services

1 Introduction

Neighbor discovery is the determination of all nodes in the network a given node may
directly communicate with [1]. Usually, the knowledge of neighbors in the networks is
important for routing and medium-access control protocols. Obviously, the nodes
should discover their neighbors as fast as possible in order to save energy. The fast
discovery lets other protocols (e.g., routing protocols) quickly start their execution.

For that, nodes should use (transmit) some identification during the discovery
process. Our idea is to use this identity information (or some add-ons for this infor-
mation) for transferring user-defined data.

To explain the essence of our approach, let us start with some review of neighbor
discovery algorithms. This topic is a subject of several papers [2–4]. Neighbor dis-
covery works at a protocol level. The typical example shows Fig. 1. Some node A
name is inserted in the neighbor list of some node B based solely upon successful
reception of a packet sent by node A. For example, the Internet Engineering Task Force
(IETF) proposes to perform Neighbor Discovery at IP Layer [5]. It means that the
corresponding protocol assumes a broadcast capability and Media Access Control,
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which handles contention. For wireless networks (it is our primary goal) neighbor
discovery may not be contention based due to energy constraints. In case of broadcasts,
the largest energy cost is for collisions support (to support retransmission in the case of
a collision). Therefore, wireless networks may use a transmission scheme, which
avoids collisions at modulation level. It could be based on a simultaneous transmission
of signatures, for example.

Neighbor discovery can be supervised or unsupervised. In supervised mode, there
is a central node (e.g., an access point) which processes the signals received from all
other nodes. Actually, this central node determines the network configuration and
maintains neighbor lists. In an unsupervised mode, there is no central controller and
each node discovers its own neighbors. The more, a neighbor discovery could be
synchronous or asynchronous, could be one-directional as well, because each node
discovers those nodes it can receive from.

The rest of the article is structured as follows. In Sect. 2, we describe similar works.
Section 3 is devoted to neighbor discovery and data sharing for Bluetooth and Blue-
tooth Low Energy. In Sect. 4, we discuss the neighbor discovery (and its usage for data
sharing) in Wi-Fi.

2 On Related Works

2.1 On Facebook Patents

In this connection, we could mention several interesting approaches, papers, and
projects. Firstly, it is Mobile Networking in Proximity (MNP), which denotes the
exchange of data between devices without available Internet connections. There is a
large group of papers [7–10], including a line of patents from Facebook, described
systems that allow individuals and advertisers to connect directly to physically close

Fig. 1. Neighbor discovery in IPv6 [6].
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users (devices) that have, for example, similar interests or are open to receiving certain
advertisements (Fig. 2). Wireless devices 310, 315, and 320 are located within a single
network hop of the wireless device 305, as also indicated by the circle 360. Similarly,
wireless devices 325, 330, 335, and 340 are located within a two-hop radius of device
305, since they are separated from the wireless device 305 by two hops, as also
indicated by the circle 370. Other devices, such as 345, 350, 355 and 357, are outside
the two-hop radius.

Within the proposed system, the wireless device will establish a connection with
other wireless devices nearby, and it will be a direct connection between the devices.
Each device can be connected to one or more other devices, depending on the density
of users in a certain area, and each of the devices will be open for sending, receiving
and transmitting messages as part of the network.

2.2 Wi-Fi and Bluetooth Proximity Mean

In general, mesh networks such as Mobile Ad hoc NETwork (MANET), Vehicular Ad
hoc NETwork (VANET) as the above-mentioned Social Mesh Networks (SMN) in-
cluding neighbor discovery elements being based on peer-to-peer data transfers.

A big group of services belongs to network proximity associated with Wi-Fi,
Bluetooth, and Bluetooth Low Energy. For example, in the case of Core Bluetooth, we
can switch a Bluetooth device in so-called discoverable mode (Fig. 3).

In this mode, other devices can see device name and address (it is neighbor dis-
covery), as well as obtain RSSI (the signal strength). Note that network proximity in
general (and Bluetooth proximity too) has nothing to do with the connectivity [12]. It is
just about getting information (obtaining identity) about nearby devices.

For Wi-Fi proximity, we can also detect addresses (MAC-address) and signal
strength (RSSI) for access points (wireless nodes). Note, that it could be an existing
wireless node and/or access point especially created for proximity measurements.

Fig. 2. Wireless social networking [12].
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Comparing with Bluetooth proximity, Wi-Fi based network proximity could be used on
the bigger distance (Wi-Fi distance versus Bluetooth distance).

The biggest disadvantage for Wi-Fi proximity is the lack of possibility to create Wi-
Fi access point programmatically. In other words, the special node for proximity
measurement could not be created dynamically in case of Wi-Fi. There is no API for
creating Wi-Fi access point (mobile hotspot) on Android OS automatically. Alterna-
tively, Bluetooth proximity works on the smaller distance (Bluetooth distance) but it is
possible to create Bluetooth objects (tags) programmatically [14].

2.3 Apple iBeacons

From the point of view of applied services, this topic refers to the context-aware
(context-dependent) programming [15] and ambient mobile intelligence systems [16].
These articles are typical works in which the idea of network proximity is promoted.
Based on network proximity, the location information (geo-location) is replaced by the
availability (“visibility”) of a wireless network.

Of course, iBeacon from Apple could be mentioned among these technologies. The
basic element here is a tag based on Bluetooth Low Energy (BLE) technology [17].
Each such tag distributes some unique identifier (UUID) and two integer values. It is
not directly about neighbor discovery, but this process lets for neighbors to discovery a
tag. Thus, translated data become available to mobile devices in the vicinity of the tag
and can be used as keys to search for information. Translated integer values (so-called
minor and major) are the perfect example of customized identity information circulated
during neighbor’s data exchange.

Fig. 3. Bluetooth discoverable mode [13].
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2.4 Google’s BLE Tag

Google’s BLE tag (named EddyStone) directly distributes some URL [18] as a cus-
tomized identity. In general, Google proposes an own protocol for BLE and defines a
message format for proximity beacon messages. In general, the pattern is similar to the
classical iBeacons. Eddystone broadcast some ID, and an application uses obtained ID
for getting data from the cloud or performing some actions. The URL here is just a
special case of ID. Also, Google provides Proximity Beacon API for setting attachment
(data associated with) for BLE tags. This API lets developers register tags, associate
data with tags (add attachments in Google’s terms), retrieve data from tags (retrieve
attachments), and monitor beacons. The attachment (data) is a string up to 1024 bytes
long. It could be a plain string, JSON data or even encoded binary data. All attachments
are stored in Google’s scalable cloud (in other words, outside of the tag). Google
Physical Web project is an example of the integration of Web technologies and the
physical world. As per Google’s vision, the Physical Web is an example of discovery
service. In the Physical Web model, a smart Physical Object broadcasts relevant URLs
that any nearby device can receive. It is very important also that user’s phone can
obtain advertised URL without connecting to the tag [18]. It is illustrated in Fig. 4.

2.5 Beacon Stuffing

Next idea in this context is so-called beacon stuffing approach [19]. This is a low-
bandwidth communication protocol for IEEE 802.11 networks that allows mobile
customers to communicate with Wi-Fi access points without establishing Wi-Fi con-
nections. Beacon stuffing allows customers to receive information from the nearest
access points, to receive even if they are disconnected or when they connect to another
access points. The authors proposed a scheme that supplements the 802.11 standard
and works by overloading the control frames of the 802.11 protocol without violating
the standard. The idea is that according to the Wi-Fi specifications, the mobile device
and the access point exchange service packets (the so-called Probe Request).

Fig. 4. The physical web: how it works in four steps.
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Technically, it could be also described as customized identity in neighbor’s data
exchange. This approach is used in a fairly large number of projects. For example, in
[20], the authors offer an Open Source solution for beacon stuffing.

2.6 SSID Use

In the paper [21], the authors use data coding in the access point identifier (SSID) to
transmit information about moving objects. In the paper [27], the authors encode
location information within SSID (Fig. 5).

Override SSID (most often - in manual mode) is a widely used approach for sharing
any information to mobile device owners in the immediate environment of the access
point. In the paper [22], numerous examples of the use of political slogans (expressions
of support for a certain candidate) in US political companies are given. In the note [23],
this approach is illustrated by advertising and marketing. Other examples are provided
in web resources [24, 25]. In the paper [26], the authors propose to use SSID as a key
for forming an URL with contact information. SSID acts as the digital business card of
the owner of the access point.

3 On a New Approach to Neighbor Discovery in Bluetooth

Before explaining our approach, we have to give some details on Bluetooth technology.
Depending on a required functionality, any BLE device may operate in one of three
different modes for the neighbor discovery: advertising, scanning, and initiating:

• BLE device in advertising mode (advertiser) periodically transmits advertising
information in three advertising channels and listens afterward expecting for
responses from other devices.

Fig. 5. Encoding location info [27].
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• A device in scanning mode (so-called scanner) periodically scans the advertising
channels and listens to advertising information from others devices.

• As per initiators, they are quite similar, but they can respond to specific types of
advertising packets only [28] (Fig. 6).

Note the already existing Payload field. As per specification, the advertising header
defines several segments. One of the segments is Length field (6 bits). It defines the size
of the payload for the different PDU types. In Bluetooth low energy there are two
reasons to advertise/broadcast:

– to establish a bi-direction connection between devices
– to broadcast information without ever connecting to another device

Our approach is based on the second use case. It corresponds to PDU types
ADV_NONCONN_IND and ADV_SCAN_IND.

For BLE advertising, we can use 31 byte. For the practical programming on
Android platform, we have used the following packages:

• android.bluetooth.le.AdvertiseCallback,
• android.bluetooth.le.AdvertiseData,
• android.bluetooth.le.AdvertiseSettings,
• android.bluetooth.le.BluetoothLeAdvertiser.

Pre-requisites include Android SDK 27 [30].
The mobile user is authorizing in the application using the Facebook authorization

service. In other words, the user is authorized in the application by entering own
identification on the Facebook website.

If this was successful, then Facebook returns the so-called Facebook ID - user UID
in the system. There are no rights to the application for accessing the user’s data on
Facebook. Facebook is used just for identity confirmation. Of course, technically any
other social network (e.g., Linkedin) could be used here. This UID is 8 bytes.

The application creates a package for advertising as a string with the standard prefix
and UID obtained on the previous step. This is the subject of advertising.

Another application, having received such an advertising package (filtered by the
standard prefix), will be able to extract a UID from it and use it to form a link (URL) to

Fig. 6. Bluetooth advertising package [29].
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a profile in the social network of the user who sent this advertisement. For example, in
the case of Facebook this URL for any given UID looks as follows:

https://facebook.com/profile.php?id=UID

It is possible to get also some public information about this user (profile). E.g., the
following URL could be used for getting a public photo from any given profile:

http://graph.facebook.com/UID/picture?type=square

It means that application will be able to create a list of links to social network
profiles of mobile users who decided to provide themselves to other mobile users in the
field. This is a kind of a mark of presence. At the same time, there is no connection
between mobile devices and there is no transfer of data from social networks to the 3-rd
party applications. For direct interaction, users use links to the profiles of other users
and communicate further already entirely according to the rules (and limitations) of
social networks.

Essentially, the main idea is to translate such user identification, which is sufficient
to use it later for peer-to-peer interaction within any existing applications. In other
words, the service itself does not provide interaction. It only allows potential partici-
pants of interaction to exchange addresses. The absence of direct interaction makes it
possible to exclude the connection of devices via Bluetooth, which ensures safety.

For the transmission of long texts, we can divide them into smaller-length packages
(strings), the final symbol of which indicates the need for concatenation of the next
packet upon receipt. In this way, the recipient can assemble individual parts into the full
text.

Applied model is obvious here. It’s just about a broadcast publication of some kind
of text information. We should note several important points:

• In such services, there is no need to organize the coordinated work of the transmitter
and receivers of information. It’s enough just to repeat the whole text several times.
Then any receiver involved in the process in the middle of the transmission (which
appeared near the receiver after the broadcast starts) will receive and display only a
portion of the information for the first time, and then receive and display the entire
text. This will be a complete imitation of the information tape on the scoreboard.

• Next, there may be several transmitters. Receivers will distinguish them by the
addresses that are present in the advertising packages.

• It is obvious as well that we can support the presentation in the text of some
structured information. For example, when displaying the received text, it auto-
matically selects phone numbers, email addresses, and so on. This will allow us to
display the data most convenient for later use (make it possible to directly call the
number, etc.)

Other service possibilities are related to relaying messages. It is just a retranslation.
The advertising message received from the broadcaster can be distributed by the
recipient already on its own behalf. Accordingly, the broadcaster will have the
opportunity to reach other mobile devices that were not originally in the zone of its
availability. Technically, everything also consists in marking the received packet as
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intended for retransmission. Accordingly, such packages can be filtered also by the
recipient and used to form their own advertising package.

3.1 On Implementation

Time delays for advertising in three channels (37, 38, 39) are illustrated in Fig. 7.
According to the Bluetooth standard, the advInterval should be an integer multiple

of 0.625 ms in the range of 20 ms to 10.24 s, the advDelay should be within the range
of 0 ms to 10 ms, and the scanInterval and scanWindow shall be less than or equal to
10.24 s [31].

Initially (according to the standard), these figures determined the performance of
the process of finding neighbors (potential delay in disclosing information). In the case
of our artificial network, the figures determine the speed of information transfer.

Bluetooth, version 5, introduces two sets of advertising channels - primary and
secondary. Bluetooth 5.0 adds new extended Advertising PDUs, e.g., AUX_SYNC_IND
used for periodic Advertising where unidirectional data is sent at fixed intervals.

The link layer packet format is almost identical to packet from Bluetooth 4.0,
except the size of the preamble. Thus, the above described our models for applied
services are completely valid, and advertised data could be bigger.

4 On a New Approach to Neighbor Discovery in Wi-Fi

We offer some new fitches for neighbor discovery in WI-FI. Classically, Wi-Fi net-
works operate in a centralized mode. Therefore, we have a special node (access point)
that is responsible for media access coordination. Messages are transmitted from

Fig. 7. Advertising process (the upper part) and scanning/initiating process (below) [31].
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devices to access point or vice versa. So neighbor discovery here is a process where
some node discovers an access point and starts the connectivity process.

The customization process here is just a customization of access point announce-
ment. This is described in sufficient details above, including in our own works.

4.1 Probe Request

Next moment should be discussed here is so-called probe request. Wi-Fi probe request
is a special packet (frame) sent by a client station and requesting information from an
access point. It could be either a specific access point (with the given SSID), or all
reachable access points, specified with the broadcast SSID. The requested information
includes the supported data rates. So, in Wi-Fi networks we could have passive
(waiting for the beacon frame from access points) or active (request information from
access points) clients.

Note that such packets can be listened to by other computers on the network (not
just by the access point). And SSID presence in probe request opens the way for
sending some custom information. It is similar to the above-mentioned examples of
SSID customization.

4.2 Beacon Stuffing

A much deeper level of Wi-Fi probe requests customization provided by so-called
beacon stuffing [19, 20]. It is about embedding additional information inside 802.11
beacons and probe responses. Beacon stuffing raises two important questions. Firstly, it
is the compatibility of this approach with various network devices. The second is the
struggle of manufacturers of mobile operating systems with tracking mobile users.
Accordingly, mobile operating systems can have their own policy with respect to such
requests (often - just do not send them), or randomly change the address of the sender.
The latter makes it impossible to track all packets from one sender.

4.3 Wi-Fi Direct

It is a direct device-to-device communication in Wi-Fi. It is a Wi-Fi standard enabling
devices to connect easily with each other without requiring a wireless access point. Wi-
Fi direct supports service discovery. Service description here is just a map (a set of
<key, value> pairs). In practice, this allows for arbitrary user information. As above,
only the process of obtaining information about the service is interesting here, without
establishing a connection between devices (for which, in fact, this service is intended).
It is, probably, the best suited for custom neighbor advertising solution. Any mobile
application can dynamically create service advertising with various keys and pass this
information to the listening devices. As we mentioned above with Bluetooth, these
capabilities are useful for communication between applications, even when no local
network or hotspot is available.
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4.4 Wi-Fi Aware

The last technology in this line is Wi-Fi Aware (Wi-Fi Neighbor Awareness Net-
working or NAN). According to the Wi-Fi Alliance, Wi-Fi Aware and Wi-Fi Direct are
complementary technologies. Wi-Fi Direct is a way for devices to connect with
peripherals like printers or cameras, while Wi-Fi Aware is primarily about device-to-
device communications. As per the global model, once a Wi-Fi Aware connection has
been established, a user could use Wi-Fi Direct to print or share large amounts of
information. Thus, neighbor’s discovery principles here are similar to Wi-Fi direct.

4.5 On Implementation

For example, Android API has a mechanism for finding other nearby devices. The
process starts when one device publishes one or more discoverable services. In the full
model, when a device subscribes to one or more services and enters the publisher’s Wi-
Fi range, the subscriber receives a notification that a matching publisher has been
discovered. After the subscriber discovers a publisher, the subscriber can either send a
short message or establish a network connection with the discovered device [32]. In our
model, everything stops at the discovering stage. A service “discovery” is equals for
getting a message from the publisher. For example, in Android API any published
service has been defined by own PublishConfig object [32]. Our application can
redefine toString() method with own data. This will be exactly the information that we
want to transfer to the “subscriber”. The subscription process itself will be stopped.
Upon the fact of finding the service, the “subscriber” will receive all the necessary
information.

From what we know at the time of this writing, this is the first such use of Wi-Fi
services, confirmed by practical experiments. Because there is no connectivity, it is
much more secure than the standard full cycle defined for Wi-Fi Aware. Because there
is actually no service (just a service description) this can be designed easier and faster.
The important point is also that programmatically (dynamically) we cannot create a Wi-
Fi node (access point), and software creation of a service is quite possible. Accord-
ingly, we can also dynamically change the service description and using Wi-Fi NAN,
devices can be both publishers and subscribers.

5 Conclusion

In this article, we described a new class of mobile services (a new model for creating
mobile services), based on using the process of searching for neighboring nodes
(services) to transfer custom user information. In the work, our diverse efforts on
models of services based on network proximity are generalized, expanded and pre-
sented on a unified basis. The result is a new model of systems for distributing local (in
terms of location) information. The proposed systems can operate without a telecom-
munications infrastructure. In general, this approach can be described as the software
creation of network nodes or services (Bluetooth, Wi-Fi) identification and descriptions
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of which are available while searching for neighbor nodes (services) in wireless net-
works. This identification (description) is used to transmit custom user information.
The possible use cases include personal communications, business to consumers
(B2C), and business to business (B2B) applications.
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Abstract. Recently there are works devoted to the possibility of using mobile
applications for monitoring the environment and helping citizens in certain sit-
uations related to the environmental condition. The use of these applications by
urban residents will allow them to be involved in environmental processes and,
consequently, increase the environmental and social responsibility of citizens.
The aim of the work is to study the increase of citizens’ involvement in envi-
ronmental processes using a mobile environmental application that displays
information on air pollution in the city districts. To assess the current behavior
of respondents in environmental situations, as well as behavioral changes when
using mobile applications, a questionnaire consisting of 5 sections has been
developed. An experiment was conducted with the participation of a group of
respondents. The results of the analysis have showed the influence of factors and
indicators on the results of answering questions. 5 clusters are distinguished in
which the behavior of respondents differ. Accordingly, for each cluster a level of
social responsibility of respondents can be assessed. It is shown that all
respondents can be divided into 3 groups: the group of respondents No. 1 for
whom using of the mobile application is not able to involve them in environ-
mental processes, the group of respondents No. 2 for whom using of the mobile
application can strongly involve them in environmental processes, the group of
respondents No. 3, for which the use of mobile applications can involve them in
environmental processes, but not to a great extent.

Keywords: Mobile environmental application � Environmental responsibility �
Behavior in environmental situations

1 Introduction

At present, the actual task is to control the quality of urban air in industrial cities or
cities with a population of more than 1 million people. At the same time, such control is
carried out by municipal services. The results of monitoring can be published on the
municipal of city services for example, [1], and be used by various Internet-
technologies for conservation applications [2], including developing and perspective
technologies [3].
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Recently there are works devoted to the possibility of using mobile applications for
monitoring the environment and helping citizens in certain situations related to the
environmental condition. So the work [4] describes the experience in the development
of information systems for the processing and analysis of spatial data using a mobile
application for environmental monitoring. The work [5] is devoted to the development a
Mobile GIS-based tool containing maps of monitoring asthma attacks based on envi-
ronmental and local factors that will be generated using predictive algorithms. Changing
the behavior and decision-making by the participants of the experiment using the mobile
application in evacuating due to the tsunami has been evaluated in the work [6].

There are works aimed at assessing the use of mobile technologies for environ-
mental education [7].

It can be noted that a questionnaire is often a tool for studying the environmental
behavior of citizens, their attitude towards environmental problems and other aspects.
To implement the questioning, survey are created that can be of various types. For
example, in [8], online- survey were created to identify citizens’ preferences and study
environmental decision-making. This service is designed to provide the necessary
information to understand the context of the decision so that participants can learn
about the tasks set, improve reflexive thinking, so that participants can create their
preferences and motivating the experience to overcome the difficulty and repeatability
of the task [8].

In [9], Jones et al. discusses a tool for interactive web-visualization of social survey
data related to environmental problems. The possibility of taking into account human
motives and actions in environmental situations is described. The tool was used for a
survey of water-related questions administered to 6000 adults [9].

In [10], Marcon et al. carried out developing questions for the questionnaire to
assess the perception of environmental health hazards in environmental research. This
score can be used to rate risk perception and assess its effects empirically [10].

In [11], Jennings et al. conducted a research that used a survey of environmental
service workers’ knowledge and opinions regarding environmental cleaning. The
findings from this survey suggest the need for further education of environmental
service workers regarding the different types of pathogens that are spread by con-
taminated environmental surfaces and which of these are killed with bleach [11].

In [12], Orenstein et al. derived and tested a new construct that measures the way
individuals perceive the environment, which authors call “environmental tastes”. An
attempt has been made to apply this construct for evaluation the factors that influence
environmentally significant behavior and opinions [12].

Presently in the literature, increasingly questions are raised regarding an
enhancement of the social responsibility of elements of society: citizens and organi-
zations without which it is impossible to develop Russia generally, the processes in the
country and the potential of each person [13]. The social responsibility of organizations
and companies is impossible without taking care of the environment, solving envi-
ronmental problems and reducing a harmful effect on the environment. Those, one of
the areas of social responsibility is environmental social responsibility [14].
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Often in Russia, public authorities do not listen to the opinion of public organi-
zations and solve environmental issues without public participation. It is considered
that to increase social and environmental responsibility, it is necessary to raise public
awareness of citizens, actively involving the population in environmental processes; to
promote the ideas of environmental social responsibility in the business community.

Thus, the task of increasing the social responsibility of citizens due to their
inclusion in environmental processes is relevant.

Article [15] describes the mobile environmental application that takes environ-
mental information about air pollution in the vicinity of a user and other areas of the
city from a server and displays it on a smartphone screen. The use of this application by
urban residents will allow them to be involved in environmental processes and, con-
sequently, increase the environmental and social responsibility of citizens. However,
studies of the effectiveness of this process are not described in the literature.

The aim of the work is to study the increase of citizens’ involvement in environ-
mental processes using a mobile environmental application that displays information
on air pollution in the city districts.

2 Research Tool

The study was carried out by questioning a group of respondents with the presentation
of a mobile environmental application.

2.1 Mobile Environmental Application

The developed mobile environmental application [10] is shown in Fig. 1. The appli-
cation is based on connecting to a server that contains environmental information about
air pollution in the city districts, reading the necessary information and displaying point
scale and graphical estimates of the air pollution level on the smartphone screen in the
area of the user’s location and in other areas of the city. Accordingly, the user can
obtain information about the level of air pollution in districts of the city on the scale:
“Clean” - “Slightly polluted” - “Medium polluted” - “Heavily soiled” - “Very heavily
polluted”.
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2.2 Questionnaire

To assess the current behavior of respondents in environmental situations, as well as
behavioral changes when using mobile applications, a questionnaire consisting of 5
sections has been developed.

1. Information about the respondent, in which the respondent indicates gender, age, a
place of residence, a form of activity.

2. Respondent’s attitude to the environment and environmental information, the
assessment of his health, in which the respondent indicates interest in environmental
information, the impact of factors on human health, visits to Internet resources
which provide information on air pollution, as well as self-assessment of one’s
health.

3. Current behavior of the respondent in environmental situations, in which the
respondent indicates the existence of ecological situations and behavior in life, the
consumption of organic products and water, the value of the budget for organic
products, the attitude to the potential acquisition of an apartment in one or another
district of the city, the choice of a city for residence and work.

4. Attitude to the mobile environmental application and its functions, in which the
respondent indicated interest in such an application, the willingness to install free of

Fig. 1. Developed mobile environmental application.
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charge or to buy, the potential goals of installing the application, the desired
functions.

5. Behavior of the respondent in environmental situations when using the mobile
application and providing him with environmental information, in which the
respondent indicated his behaviors when signaling the application about the dete-
rioration of air quality in his area of residence.

The total number of questions in the questionnaire was 30.

3 Research Procedure

To research the increase of citizens’ involvement in environmental processes using the
mobile environmental application, an experiment has been conducted with the partic-
ipation of a group of respondents.

1. Method of conducting

• Participants. The participants of the experiment were 70 students of 2–4
undergraduate courses of the National Research University “Higher School of
Economics”, living in Moscow and the Moscow Region. The number of males –
46, female – 24. The average age of participants was 20.3 ± 0.7 year.

• Materials. To conduct the experiment, we have used the developed question-
naire and the mobile environmental application.

• Exploratory procedure. Test subjects have filled out the first 3 sections of the
questionnaire, answering questions about themselves, their attitude to ecology
and environmental information, self-assessment of health, current behavior in
environmental situations. Then the mobile application and its description have
been presented to them. After that, respondents have filled out the remaining 2
points of the questionnaire, answering questions about the attitude to the sub-
mitted mobile environmental application and its functions, behavior in envi-
ronmental situations when using the mobile application and providing it with
environmental information.

2. Results

55.7% of respondents do not read environmental literature, articles on environ-
mental issues, the environmental impact on health. At the same time, 64.3% of all
respondents are interested in the environmental impact on human health. 15.7% of
them know about the existence of websites and sources of information, from which
daily it is possible to learn the average amount of air pollution in the city districts, while
those who at least periodically visit such sources are significantly less.

According to subjective feelings, 17.1% of respondents rate the air in their area of
residence as “Clean”, 41.4% - “Slightly polluted”, 32.9% - “Medium polluted”, 8.6% -
“Heavily polluted”. 11.4% of respondents believe that the influence of air quality on
human health is weak, 35.7% - that the influence is average, 41.4% - that the influence
is strong, 11.5% - that the influence is very strong. 4.3% of respondents believe that the
influence of urban air quality is not on their health, 37.1% - that the influence is weak,
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38.6% - that the influence is average, 10.0% - that the influence is strong, 10.0% - that
the influence is very strong. At the same time, 5.7% of respondents rate their health as
poor, 41.4% average, 48.6% good, 4.3% very good.

Only 22.9% of the respondents have indicated that they had situations in which
they had changed their behavior concerning the planned behavior, due to urban air
pollution.

77.1% of respondents would have established themselves the described mobile
environmental application, if it had been free. The rest of them have considered this
application not necessary or not ready to pay for it. 47.1% of respondents would pay
for the application.

An analysis of answers to questions about how soon the actions would be taken, if
the application constantly shows the level of air pollution in the area of residence as
“Heavily polluted “, showed that 25% of respondents would do nothing within 2
weeks, and 44% will take any action within 1 week. If the application constantly shows
the level of air pollution in the area of residence as “very heavily polluted,” only 9% of
respondents will not do anything within 2 weeks, and 75% will take any action within 1
week.

One of the questions of the questionnaire is as follows. “Suppose, the application
began to show that the air in your region is “very heavily polluted”. And it have been
lasting for several days. A neighbor came to you, who also had a mobile application
installed, and he suggested to collect a group of neighbors and go to the environmental
service together. Do you think this idea is reasonable? And will you agree to help
him?” This question is intended to assess the potential involvement of a respondent in
environmental and social processes. 12.9% of respondents answered that they would
not waste time and help their neighbor, since this is unlikely to help, 18.6% is that
although it is correct, they will not help their neighbors, because he will manage
without themselves, 68.5% is what will help the neighbor.

44.3% of respondents are not afraid of running in a park in which air is medium
polluted, 21.4% - in which air is heavily polluted, 4.3% - in which air is very heavily
polluted.

4 Processing of Results

At the first stage of data processing, the presence of an interrelation and the
dependence/independence of selected indicators were determined. In this case, for
different groups of variables, the correlation, variance analysis and Fisher’s exact test
were used. We noted the basic facts of the existence of interrelations and the depen-
dence of the variables.

There is an interrelation between reading environmental literature by respondents
and changing their behavior in environmental situations (p < 0.05). Such respondents
are also more likely to help a neighbor to apply to the environmental service for air
pollution (p < 0.05). The quality of air in a park for running (p < 0.01), in a place of
residence (p < 0.05) is important for respondents who would help their neighbor
address the environmental service in case of air pollution, they can take this fact into
account when buying or renting housing (p < 0.05).
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Respondents who are not interested in the environmental impact of human health
assessed the air in the area of residence mainly as slightly polluted or medium polluted.
Respondents who are interested in this issue rated the air in the area of residence as
clean, slightly polluted or medium polluted. The significance level of differences in this
case between groups of respondents p < 0.05.

It can also be noted that the respondents’ interest in environmental issues deter-
mines their choice of a place of residence (p < 0.05), a park for running (p < 0.05),
installation of this mobile environmental application (p < 0.01). Such an influence was
also revealed for such an indicator as the prejudice about the influence of air quality on
human health.

In addition, respondents’ answers showed that there is a connection between the
choice of park for running by the criterion of air purity with the budget, which they are
willing to spend on organic products and clean water (p < 0.05).

We perform a cluster analysis for the respondents’ answers. The analysis result in
the form of dendrogram is shown in Fig. 2. As a result of the analysis, all respondents
are divided into 5 clusters, which combine close answers of respondents.

We describe each cluster.
47.1% of respondents got to the first cluster. These respondents are not charac-

terized by a tendency to the prevalence of reading environmental literature, but a large
majority of them are interested in the influence of environmental factors on human
health. Most of these respondents evaluate the air in their area of residence as clean and
a small proportion of respondents evaluate it as slightly polluted. They consider that the
effect of air quality on human health is moderate or strong. They evaluate their health
as average or good. They consider that the urban air has little or moderate influence on
their state of health. If the mobile application shows deterioration in the quality of
urban air in the area of residence, then the vast majority of them will either wait several

Fig. 2. Cluster dendrogram of respondents.

Research of Urban Residents Involvement in Environmental Processes 335



days for the situation to change, or will call or write a letter to the environmental
service. Moreover, if a neighbor comes to them with a request to go to the environ-
mental service together, most of them will agree to help him.

12.9% of respondents got to the second cluster. Most of the respondents do not read
the ecological literature, among them there is no prevalence in the interest in the
influence of environmental factors on human health. Most of these respondents eval-
uate the air in the area of residence as moderately polluted, and some respondents
evaluate as highly polluted. They consider that the effect of air quality on human health
is moderate or strong. They evaluate their health as average or good. A large majority
consider that the impact of urban air on their health state is average. If the mobile
application shows deterioration in the quality of urban air in the area of residence, all
respondents of this cluster will take action, including going to the environmental
service. If a neighbor comes to them with a request to go to the environmental service
together, they will all agree to help him.

14.3% of respondents got to the third cluster. Most of these respondents are
interested in the problems of the influence of environmental factors on human health,
but among them there is no prevalence in reading environmental literature. They
evaluate the air in the area of residence from clean to heavily polluted without any
predominance of any assessment. They consider that the effect of air quality on human
health is strong or very strong. Most of them evaluate their state of health as good.
A large majority consider that impact of urban air on their state of health is strong or
very strong. If the mobile application shows a deterioration in the quality of urban air in
the area of residence, the majority of respondents in this cluster will take action,
including going to the environmental service. If a neighbor comes to them with a
request to go to the environmental service together, they will all agree to help him.

In the fourth cluster got 15.7% of respondents. Most of the respondents do not read
environmental literature, although about half of them are interested in the problems of
the influence of environmental factors on human health. A large majority of them
evaluate the air in their area of residence as slightly polluted. A large majority consider
that the effect of air quality on human health is weak. Most of them evaluate their
health as average. They consider that impact of urban air on their health state is missing
or weak. If the mobile application shows a deterioration in the quality of urban air in
the area of residence, the majority of respondents in this cluster will limited to a letter
or a call to the environmental service. If a neighbor comes to them with a request to go
to the environmental service together, most of them will not agree to help him.

The fifth cluster got 10.0% of respondents. The respondents not read the envi-
ronmental literature and is not interested in the problems of the influence of environ-
mental factors on human health. Such respondents evaluate the air in the area of
residence as slightly polluted or moderately polluted. A large majority consider that the
impact of air quality on human health is average. They evaluate their health as average
or good. They consider that the impact of urban air on their health state is average. If
the mobile application shows a deterioration in the quality of urban air in the area of
residence, then such respondents will prefer to wait a few days and not take any action.
If a neighbor comes to them with a request to go to the environmental service together,
they will not agree to help him.
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Thus, 5 clusters are distinguished in which the behavior of respondents differ.
Accordingly, for each cluster a level of social responsibility of respondents can be
assessed. The respondents of the first cluster, which is the most numerous, are not ready
to go to the environmental service if the situation worsens, but if such a proposal comes
from a neighbor, then together they don’t mind to do it together. The respondents of the
second and third clusters are ready to go to the environmental service themselves, and
go there with a neighbor, if such a proposal follows. The respondents of these clusters
have the highest level of social responsibility. At the same time, respondents of these
clusters differ in that they differently assess the degree of influence of urban air on
human health in general and on their health in particular. So respondents of the third
cluster more strongly assess the degree of such influence. The respondents of the fourth
cluster, in the event of deterioration of the ecological situation, will limited to a letter or
a call to the environmental service; they will not go to the environmental service with a
neighbor, if such an offer follows from them. The respondents of the fifth cluster, which
is the smallest, will not take any actions themselves and will not help their neighbor.
The respondents of this cluster have the lowest level of social responsibility.

Based on the selected clusters, all respondents can be divided into 3 groups
depending on how much the use of the mobile application will affect the change in their
behavior. The first group (No. 1) will be the fifth cluster respondents whose behavior
will not change. The second group (No. 1) will include respondents whose behavior
may change a lot. This group consists of the second and third cluster respondents. The
third group (No. 1) will be the respondents of the first and fourth cluster, whose
behavior change will be either slight or will depend on others.

Such a division into clusters and groups allows not only to describe the respon-
dents, but also to create strategies for working with each cluster. This will allow to
understand the reasons for the behavior of city citizens and develop an optimal strategy
to increase the motivation and level of social responsibility of the population.

5 Conclusion

The work evaluates the use of the mobile environmental application to involve urban
residents in environmental processes. The results of the analysis have showed the
influence of factors and indicators on the results of answering questions. It is shown
that all respondents can be divided into 3 groups: the group of respondents No. 1 for
whom using of the mobile application is not able to involve them in environmental
processes, the group of respondents No. 2 for whom using of the mobile application
can strongly involve them in environmental processes, the group of respondents No. 3,
for which the use of mobile applications can involve them in environmental processes,
but not to a great extent. Using the logistic model, we can assess the influence of
reading the environmental literature of the respondent, the respondent’s interest in the
environmental health problems, the air purity in the area of residence, the agreement
with the theory of the effect of air quality on human health on the degree of citizen
involvement in environmental processes.

Thus, using the mobile environmental application, it is possible to involve citizens
in environmental processes and thereby we can increase their social responsibility.
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Abstract. The problem of marking the area of the preferred route by means of
mobile technology of augmented reality for public transport routes is consid-
ered. The analysis of modern theoretical and applied solutions of using the
technology of augmented reality in mobile applications is carried out. The task is
to reduce the time interval for the search for the route of public transport and the
decision to choose a vehicle for an ignorant urban resident, in the conditions of a
limited time resource. A theoretical method for marking the routes of public
transport on the basis of the transport utility function is proposed. An algorithm
is developed for marking the routes of public transport. The software imple-
mentation of the algorithm in mobile execution is performed in the Unity and
Vuforia environment, using the Yandex API. The problem of finding informa-
tion on the routes of passenger transport and the problem of improving the
perception of transport information through its visual display on a mobile device
are solved. A comparison is made between the speed of the developed tech-
nology and the existing solutions by the time criterion. Recommendations on the
further use of the developed approaches are discussed.
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1 Introduction

The development of information technologies and the digitalization of the urban
transport environment opens new opportunities for improving the quality of transport
services for the urban population [1, 2]. And, if the problems of finding preferred routes
were solvable within the boundaries of the existing information tools that were in the
arsenal of transport science [3, 4], then the tasks of marking the preferred travel area
and chains of transport activity [5] remained up to the present time not solvable.

With the advent of new information solutions, the scientific direction “Travel
behavior” becomes the leader in the number of scientific and technological imple-
mentations that can change the urban environment.

One such technology is the “Augmented Reality”. Augmented and virtual reality
have become global trends that have an impact comparable to the influence of the
Internet and smartphones. The technology of augmented reality enriches the natural
environment of a person, makes it more valuable.

At the moment, there are already many applications that simplify the transport
behavior of the urban population.

For example, in work [6], scientists proposed pedestrian navigation system Navar,
which uses the technology of augmented reality markers to mark the path. In addition
to marker markup, Navar displays text explanations consisting of a list of stops. In
work [7] the automobile system AR-HUD is presented. This system imposes virtual
objects on the windshield of the driver, complements information on vehicles, road
signs, road markings and various situations, and, thereby, improves driving safety. In
work [8], New York scientists developed a prototype of a mobile application with
Augmented Reality technology that presents information about the campus, marking
objects inside it. In [9], a navigation tourist mobile application based on augmented
reality is presented. This application contains video, including 3D animation, with
routes throughout the city containing all the historic buildings. Each image has a QR
code, which gives access to text and multimedia information through the website
created for this project. In work [10], Japanese scientists developed an application that
allows you to hide a person from the screen of your mobile phone, at the time you point
the camera at him, by superimposing a special background on it to the color of the
environment. In [11] a mobile guide-guide on the island of Corfu with augmented
reality is presented.

The analysis shows that the technology of augmented reality is intensively devel-
oping in all areas of social activity.

However, to the present day, highly specialized technological solutions of the
“Augmented Reality” have not been demonstrated in the tasks of marking the preferred
area for users moving using public transport. Such decisions would improve the quality
of transport services for the population. The present article is devoted to solving this
class of problems.
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2 Problems and Methods

Within the framework of the theory of “Travel behavior” [12, 13] the task is to reduce
the time spent on finding a route for public transport and making a decision on
choosing a vehicle for an ignorant urban resident, in the conditions of a limited time
resource.

Let us describe the following situation. Every tourist who has arrived in an unfa-
miliar city is familiar with the situation when it is required to choose a suitable route
and the type of public transport to get to the destination. Approaching the bus stop, and
seeing how an unfamiliar bus approaches, the tourist has to choose to enter it and
already inside the bus to ask the passengers whether he is going to the desired desti-
nation or to skip this bus, finding out from nearby passengers or in the Internet
environment about the route of this transport facilities.

In the basis of the technological solution, we put the method of marking the
preferred travel area, previously considered in [3].

The preferred travel area (Fig. 1) is a spatially limited area of the object’s move-
ment, in which the characteristics of its objects satisfy the personal preferences of the
user.

Fig. 1. A preferred travel area (Identifying object properties).
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Marking the preferred travel area maximizes the user’s transport utility function.
The transport utility function of the user Uhid takes the preferred value of BPr ef

t

when the characteristics of the path Ch (qs ; qd) and the properties of the objects E (qs ;
qd) entering it satisfy the personal preferences of the user on the way from the departure
point qs to the arrival point qd, according to (1):

Fhid ¼ lim Bhid
t qshid ; q

d
hid
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d
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where hid - is the user with the id number qshid ; q
d
hid

� �
- the initial and final part of the

path, respectively ChPr efhid - preferred characteristics of the user’s path Fhid - the func-
tional of the markup system and the user’s area of travel.

The task of marking the preferred travel area is resolved programmatically in Unity
and Vuforia, using the Yandex API. With reference to the problem under consideration,
under the marking of the preferred travel area, we will understand the addition of the
public mode image, the digital annotation of its route when the cell phone camera is
pointed at its number. Consider a general algorithm for solving this problem.

3 Algorithm

The algorithm for marking the route of urban public transport using the technology of
augmented reality is shown in Fig. 2.

The algorithm is executed in the following sequence.

1. Determine the geo-location of the user’s mobile device. Implemented using
libraries: android.location.Location; android.location.LocationListener; android.
location.LocationManager.

2. Turn on the camera of the mobile device (Android/iOS). It is implemented using the
following methods: System.Collections.Generic; System. Runtime. InteropServices;
System.Text.RegularExpressions; UnityEngine.

3. Introduction of the camera to the number of public transport.
4. Display the number on the screen number of the vehicle. It is implemented using the

following methods: UnityEngine; Trackable-Behavior.
5. The user checks the correctness of the recognized vehicle number. It is implemented

using the following method: UnityEngine.
6. Display the mobile device route of the vehicle, if the number is correct. It is

implemented using the UnityEngine method.
7. If the vehicle number is not recognized correctly, return to step 5.
8. Display of the mobile device route of the vehicle. Implemented using the

com.google.android method. maps.MapActivity.
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Fig. 2. Augmented reality algorithm.
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Defining the geography with the help of Yandex maps, we choose only the public
transport numbers passing nearby, which speeds up the work and accuracy of the
definition of public transport.

4 Software Example

The parts of the program code, for example, to find the desired number and transfer the
number by pressing are shown in Figs. 3 and 4.

Fig. 3. The script responsible for finding the desired number.
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When the smartphone camera is pointing to a number or QR-code belonging to a
bus, trolleybus or tram, it is highlighted, and if this number is recognized correctly, the
user accepts the received API and gets the ready route of the bus (trolleybus or tram)
(Figs. 5 and 6).

Fig. 4. The script for transferring the number by pressing.

Using Augmented Reality Technology 345



5 Results and Comparisons

Comparison of the developed technology with existing solutions. Analysis of the
effectiveness and efficiency of the application was made in St. Petersburg (Kolpino
settlement) at the Vokzalnaya Ploshchad stop on October 18, 2017 under conditions of
average visibility (cloudy sky) at 10:00 am.

Considered 4 options for determining the route:

1. Determination of the route by QR-code;
2. Scan the number and launch the application;
3. Search for a number on the Internet using the Yandex search engine;
4. An interview standing next to passengers.

Fig. 5. Pointing the camera at the bus number.

Fig. 6. Display of the bus route.
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The first two options are implemented in the application described above, the third
and fourth corresponds to how the problem of route determination is being solved now.
The analysis of the results is presented in Table 1.

Thus, the developed application allows you to quickly and visually build a public
transport route: 9 s against 15 and 20 s. Using QR code is preferable in conditions of
poor visibility, since the QR code can be located behind the glass, next to the vehicle
number. This arrangement protects it from dirt and dying, and thereby minimizes the
probability of a number identification error.

6 Conclusion

We demonstrated the effectiveness of the application of the technology of augmented
reality in improving the quality of servicing public urban transport passengers.

Using the augmented reality for routing, using the Yandex maps API, Unity and
Vuforia, the determination of the geo position and the output of the routes of the
required public transport takes place in seconds. This technology can be used to solve a
wide class of urban transport problems.
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Abstract. The article discusses software tasks that should be resolved to
implement the Digital Economy of the Russian Federation Program. The DE
program identifies nine major digital technologies crucially depending on highly
developed software. The article notes that information infrastructure is a crucial
element of the Digital Economy. But is such an infrastructure created in Russia?
The important point here is the advanced development of telecommunication
networks of the new generation, providing any user anywhere universal
broadband access to an unlimited range of services. Without the advanced
development of these networks, the ubiquity of IT and the global Internet is
impossible, since the Internet is the sum of technologies working on top of a
telecommunication network.
The article proceeds to the question of choosing the architecture of infor-

mation systems. This term refers to the architecture of an enterprise, a sector of a
national economy, a ministry, or even an entire country. Software in all cases
can be the same (similar), and in order to save we should choose a single
architecture. The article discusses the Zachman model, DoDAF architecture,
Lifecycle Modeling Language and criticizing of these models. The main prob-
lem is the complexity of the proposed solutions. Further in work questions of
programming of systems of the Internet of Things are considered. Here we are
talking about the development and adoption of a standard architecture that will
allow us to re-use the developed software.

Keywords: Digital Economy � Software

1 Introduction

The article discusses software tasks that should be resolved to implement the Digital
Economy of the Russian Federation Program (hereinafter the DE Program) [1]. The DE
program identifies nine major digital technologies that are crucially dependent on
highly developed software (SW):
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• big data;
• neurotechnology and artificial intelligence;
• distributed registry systems;
• quantum technologies;
• new production technologies;
• industrial internet;
• components of robotics and sensorics;
• wireless technology;
• virtual and augmented reality technology.

We are interested above all in the success of domestic production of software and
hardware. Here is an example of a table with planned results for the main goal of the
DE Program - to develop our own production called “Ensured unity, sustainability and
security of the information and telecommunications infrastructure of the Russian
Federation at all information space levels. It should be noted that, in accordance with
the DE Program, the main task of the information and telecommunication infrastructure
is access to the Internet.

Table 1 allows you to make preliminary judgments about the essence of the CE
Program, and they look discouraging: in our opinion, the Program has not paid due
attention to the development of the domestic communications industry, and without
proper procedures it is impossible to create an information infrastructure that is a
crucial element of the digital economy. Consequently, the indicators on the share of
domestic products planned for 2024 are unlikely to be met.

Further, in Sect. 2, critical comments were made to the DE Program in the “in-
frastructure of the digital economy” direction. Sections 3, 4, 5 and 6 discuss the
architecture of information systems. Section 7 focuses on programming the Internet of
Things (IoT). Section 8 deals with open interfaces, and Sect. 9 deals with training
issues for the digital economy.

Table 1. Planned results of the DE Program (fragment).

2018 2020 2022 2024

The share of the internal network traffic of the Russian
segment of the Internet network routed through foreign
servers,%

50 35 25 10

Cost share purchased by federal executive authorities,
executive authorities of subjects, state corporations,
companies with state participation of computer, server and
telecommunication equipment of foreign production,%

94 90 75 50

Cost share of purchased and (or) leased by federal
executive authorities, executive authorities of subjects,
state corporations, companies with state participation of
foreign software,%

50 30 20 10
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2 Criticism of the DE Program in the “Digital Economy
Infrastructure” Direction

Let us focus on one of the five directions of the DE Program - information infras-
tructure. According to the International Academy of Telecommunications expert Boris
Lastovich [2], the new social formation, which, in fact, is the information society, as
well as its component - the digital economy - can be developed only on the basis of
modern information and communication infrastructure. Has such an infrastructure been
created in Russia?

Our regulator, the Ministry of Digital Development, Communications and Mass
Communications of the Russian Federation (MinComSvyaz) has avoided the term
“ICT” in recent years, without taking into account that the basis of the information and
communication infrastructure, information space of any country is high-speed
telecommunication networks of the new generation NGN, providing the user any-
where universal broadband access to an unlimited range of services and other benefits
of telecommunications and ICT. Without the advanced development of these networks,
the ubiquity of IT and the global Internet is impossible, since the Internet is the sum of
technologies working on top of a telecommunication network.

Unlike traditional networks, NGN networks, as well as services provided on their
basis, are convergent and can form a single digital space of a country regardless of the
type of network, operator, user connection method (fixed, Wi-Fi or mobile) and the
services provided. They also serve as a transport environment for long-distance/
international telephone connections and any other types of communications.

In our country, the construction of new generation networks is initially conducted
by private capital in order to gain profit from the provision of access to the Internet and
related services. It is conducted without taking into account the tasks of creating the
basis of the country’s digital infrastructure - the single telecommunication network of
the Russian Federation, as required by the current law “On Communications” and the
interests of the state and society.

Vivid evidence of the spontaneity development is provided by fiber-optic tam-
pering posts on the roofs of buildings in Russian cities, the fuzzy architecture, location
and connectivity of traffic exchange nodes of the composite network, and the impos-
sibility of managing it even in emergency situations.

Certainly modern communication networks in Russia owe their unprecedented
rapid spread to the competitive market and the lack of administrative barriers. In just 15
years, more than 50% of households received fixed access to the digital environment—
many times more than telephones were installed in 120 years. Together with mobile
access, the development of cellular networks of 3G and 4G generations and the mass
distribution of smartphones, the total broadband access has exceeded 80%, and the
number of users - individuals reached 100 million.

But this impressive statistics is provided by a set of commercial networks. This
conglomerate of private fragments of the global Internet cannot be used as an infras-
tructure for special networks, systems and processes that require high reliability and
security of information exchange, which fully applies to the tasks of the digital
economy development program.
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Let’s go pick out two specific tasks that are set by the Program, but they are
meaningless without a single telecommunication network of the Russian Federation.

1. “To provide satellite coverage of the entire territory of Russia” - it is a necessary
thing, but not the main thing, since this link cannot work without terrestrial
broadband networks.

2. “To introduce the 5G mobile radio technology”. 5G is a technology of mass
broadband mobile access and it works on gigabit fiber-optic networks. It is not clear
who and how will “introduce” it in market conditions.

In addition, the analysis of the current state of regulatory documents of the Ministry of
Communications follows the insistent demand for the development of a new version of
the Law “On Communications”, taking into account new realities, including the reg-
ulation of packet switching technologies, which underlies the DE Program.

3 Information Systems Architecture: Zachman Model

Creating the information infrastructure of the digital economy, which we have dis-
cussed, is the first task of the DE Program. Next - to choose the architecture of
information systems. This term refers to the architecture of an enterprise, a sector of a
national economy, a ministry, or even an entire country. Software in all cases can be
very similar, and in order to save we should choose a single architecture.

In 1987, an article by Zakhman “The structure of the architecture of information
systems” appeared and foe the firdt time the concept of “enterprise architecture” was
introduced [3]. Zachman has been involved in the implementation of IBM information
systems for many years and rethought their architecture. He proposed an idea that for
the IT industry is comparable to the Periodic Table of Mendeleev. He invented a new
description of such complex systems as a transnational corporation. Thus, he became
the “father” of enterprise architecture (Enterprise Architecture, EA). Since the publi-
cation of the “Zachman model” has undergone significant changes, various modifica-
tions have appeared (in the works of 1992–96). For example, formalized graphics tools
have been added.

The Zachman model was used by major corporations such as General Motors, Bank
of America, and others. The Zachman model served as the basis for NIST to create the
Federal Enterprise Architecture Framework (FEAF), the Open Group Architecture
Framework (TOGAF) and, most importantly, the methodology for describing the
architecture of the US Department of Defense (DoDAF - Department of Defense
Architecture Framework).

J. Zachman defined the enterprise architecture as “a set of descriptive representations
(models) that are applicable to describe the Enterprise in accordance with the require-
ments of management personnel (quality) and can develop over a certain period (dy-
namism).” The term “architecture” is not accidental, it emphasizes the existing analogy
between the internal structure of an abstract object — an enterprise and a complex
artificial object, such as a building or an orbital international space station (ISS).
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The main idea of the model is to ensure the possibility of a consistent description of
each individual aspect of the system in coordination with all others [4]. For any fairly
complex system, the total number of links, conditions, and rules usually exceeds the
possibilities for simultaneous consideration. At the same time, a separate from others
consideration of each aspect of the system most often leads to non-optimal solutions,
both in terms of performance and cost of implementation.

4 About the Development of DoDAF

The development of the DODAF architecture has been going on for over 25 years, with
thousands of developers participating in it. In the course of development, the Ministry
of Defense was repeatedly criticized for “wasting” money. The newest review of the
state (as of July 2017) of works in the field of enterprise architecture [5] has the curious
name “Enterprise Architecture Structures: A New Age Fad”. The review presents a
paradoxical judgment: a historical analysis shows that using the DoDAF in the US
Department of Defense provides “the most exciting example of continuously increasing
time and money investment in [enterprise architecture], but still obtaining the same
unsatisfactory results.”

Difficulty with programming DoDAF is not at all difficult to explain. Description
DoDAF contains 57 volumes. It is only natural that it won’t be easy to make pro-
grammers to strictly take into account such cumbersome instructions. They also do not
tend to follow the complex programming language SysML for the same reasons.

Fig. 1. The evolution of the architectural structures of defense departments. Here: DODAF - US
Department of Defense Architecture Framework, MODAF - British Ministry of Defence
Architecture Framework, NAF - NATO architecture (deployed in Afghanistan), DNDAF -
Canada architecture.
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One of the most ardent critics is Stephen Dem. He himself is a multi-year developer
of C4ISR and DoDAF architectures. He has been developing information systems for
the defense industry for over 40 years. We give a picture (Fig. 1) from his presentation
entitled “Does the DODAF architecture need more?” [6]. Unlike many critics of the
information systems of complex enterprises, including the defense ministries, the
criticism of Stephen Dema is positive: it offers a new language for describing complex
systems LML (Lifecycle Modeling Language).

5 LML

Availability of a single language for describing information systems is extremely
important for the success of the DE Program, therefore we will give a detailed
description of it. And software developers will have to evaluate its feasibility for the
needs of the DE Program.

Lifecycle Modeling Language (LML) is an open standard modeling language
designed for system engineers. It supports the full life cycle of the system: from
concept development to its replacement with a new product. The specification was
published on October 17, 2013 [7]. User Guide published in 2014 [8].

The goal of the language is to replace the predecessor languages, such as UML and
SysML, which, according to the LML developers, unnecessarily complicate the system
development process. LML integrates logical constructs with an ontology to collect
information.

SysML is mostly constructs and it has a limited ontology, while DoDAF Meta-
Model 2.0 (DM2) has nothing but an ontology. Instead, LML simplifies both constructs
and ontologies to make them more complete, but also more convenient to use. There
are only 12 primary entity classes. One of the shortcomings of SysML is eliminated -
using an object-oriented approach. SysML was developed according to the method-
ology of system thinking of programmers, but no other discipline for the entire life
cycle of the system uses an object-oriented approach.

LML is a new approach to analyzing, planning, defining, designing, building and
maintaining modern systems. LML focuses on six goals (Fig. 2):

1. To make it easy to understand
2. Easy to expand
3. To provide support for both a functional and object-oriented approach in a single

project.
4. Be a language that can be understood by most system stakeholders, not just system

engineers.
5. Maintain the system throughout the life cycle
6. To support both evolutionary and revolutionary changes in system plans and pro-

jects throughout the entire service life of the system.

Ontology. Ontologies provide a set of defined terms and relationships between terms
for collecting information describing the physical, functional, operational, and software
aspects of a system. The usual ways of describing such ontologies are three concepts:
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“Entity”, “Relationship” and “Attribute” (ERA). The ERA complex is often used to
define database schemas. LML extends the ERA scheme by adding the notion of
“Attributes on Relationship”, thereby reducing the number of required “entities” in
ERA. In accordance with the basic idea of LML, these four concepts: “Entity”,
“Relationship”, “Attribute” and “Attribute on Relationship” are equivalent elements of
the English language: noun, verb, adjective and adverb (noun, verb, adjective and
adverb).

Entity (Noun). An entity is defined as something uniquely identifiable and it can exist
by itself. There are a total of 12 parent entities in LML:

Several child entities are defined to provide accounting of the information needed
by users. Child entities, in turn, have their own attributes and attitudes toward parents,
plus additional attributes and relationships that make them unique.

Attribute (Adjective). Attributes are used like adjectives in ordinary language. Entities
(nouns) may have names, numbers, and description attributes. The intrinsic charac-
teristic or quality of an entity is an attribute. Each attribute has a name that uniquely
identifies it within the entity. Attribute names are unique within an entity, but can be
used in other entities. The name gives an overview of the attribute information. The
attribute data type indicates the data associated with this attribute.

Fig. 2. LML model.

About the Digital Economy Software 357



Relationship (Verb): Relationship works the same way as a verb – it connects nouns
or, in other words, entities. Relationships provide an easy way to see how entities
connect. Relationship names are unique across the LML schema.

Attributes on Relationships (Adverb). The classic ERA model does not have the
concept of “relationship attributes”. This is a significant addition to language tools. In
the same way that attributes relate to entities, the “attribute of a relationship” has a
name unique to its relationship, but should not be unique to other relationships.

The LML language can be found in the document [9]. The developers assure that
LML can be translated into UML, SysML, DoDAF (DM2) and other languages. The
first development tools in LML - Innoslate [10] are already openly available. Innoslate
is the first tool to implement the new Lifecycle Modeling Language (LML). Innoslate
integrates systems engineering software with requirements management requirements,
requirements analysis and collaboration tools. All this is contained in a single solution.
Innoslate provides a future standard for modeling complex systems on the Model-
Based Systems Engineering (MBSE) approach. Innoslate is a cloud-based web appli-
cation developed by the new company SPEC Innovations.

6 Criticism of the Zachman Model

One of the critics of the Zahman model is Svyatoslav Kotushev (a graduate of MTUCI,
now working in Australia). We give his analysis of the state of affairs in the field of
information systems architecture [11].

The discipline of enterprise architecture (EA, enterprise architecture) is closely
associated with numerous tools that help architects plan the work of an organization
and create their information systems. However, for a very long time, according to
Kotushev, we see a rather curious situation, which can be described as absurd, para-
doxical or even schizophrenic. Namely, one set of tools is declared as fundamental to
the discipline of EA, consistently promoted as a global standard of EA and widely
taught in different EA courses, but in fact this set of tools is largely, if not completely,
useless for practical purposes.

At the same time, another set of tools is an actual combination of existing best EA
practices that work successfully in many organizations, but these tools are barely
discussed and do not have reasonable descriptions for novice architects and students
that they could learn from. In addition, these two EA toolkits do not overlap with each
other. We are talking about the Zakhman model as a prominent representative of fake
tools, on the one hand, and the Business Model Capability Model (VSM) as a real, in
practice approved tool, on the other.

Currently, the Zachman model has about 4,000 links to Google Scholar and is
outlined in many books of up to 750 pages. At the same time, even its origins are not
known about the BCM model. For example, BCM is not mentioned in any existing EA
structures. Only in the articles of 2009 was it possible to find his description as an
already well-known industry phenomenon and not as something new.

Like the Zachman model, other well-known and aggressively promoted EA tools,
including, among others, TOGAF, FEAF and ArchiMate, are, according to Kotushev,
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counterfeit tools (albeit with some reservations). They are also characterized by a set of
attributes as the Zachman model, marketing hype, deliberate uncertainty, empty pro-
mises and the lack of real practical examples. These tools are mostly useless and
practically have no practical value, but only create information noise and distort dis-
course in the discipline of EA.

Another thing is the BCM model. This is a real tool. Unlike the completely
“metaphysical” Zachman model with inexplicable practical significance, the use of the
advantages of the BCM model can be explained in clear, simple words - even for “mere
mortals”. On one page, you can show the hierarchy of all business opportunities of an
organization along the BCM model, which provides a simple, comprehensive view of
business processes and contributes to the strategic dialogue between business and IT
(Fig. 3).

Given the importance of choosing information systems architecture for the DE
Program, we’ll give S. Kotushev the main advice that domestic experts should critically
discuss: instead of trying to harmonize their practice with unrealistic suggestions (such
as the Zachman model), EA architects should trust their own opinion, focus on the
developments that have been tested in their organizations, and then share these best
practices with the broader community of experts to share experiences and avoid
duplication of development.

Fig. 3. Comparison of the fake and real architecture of the DE Program [11].
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7 About Internet of Things Programming

The most important section of the DE Program is the Internet of Things (IoT). It should
be noted the following. This is a section in which international standardization efforts
have advanced far enough. And this is the section that is perhaps the most suitable for
implementing what is called a digital platform. The Internet of Things acts, for
example, as a basic platform (one can say - measuring level, data level) for the Smart
City [12]. Accordingly, without the adoption of a single architecture at the national
level, no reuse of software is possible [13].

It should also be noted that this is a moment that is well understood in the world
and there are already quite a lot of solutions in this direction [14]. As a matter of fact,
standardization in IoT is precisely the development of a reference architecture [15].
Unfortunately, this is precisely the moment that is completely absent from domestic
programs on the digital economy (at least in their current state). For unknown reasons,
it all comes down to the development of examples (usually referred to as cases),
compatibility issues are not addressed in any way, architectural issues are not con-
sidered on principle [16].

To the extent of what is included in educational programs on IoT, it is possible to
mention the work [17, 18]. The sections of the educational program correspond to the
IoT functional analysis map (Fig. 4).

Technically, for the selected reference model (architecture) IoT programming is the
programming of mash-ups [20]. As an example of programming for IoT, the work of
the W3C consortium [21] can be noted. A more blanket term is Web of Things, a term
used to describe approaches, architectural styles of software, and programming patterns
that allow real-world objects to be part of the WWW world. Web of Things provides an
application layer, i.e. the goal is to simplify the creation of IoT applications.

Fig. 4. Functional analysis of IoT [19].
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Instead of reinventing completely new standards, Web of Things aims to reuse
existing tools and well-known Web standards (eg, REST, HTTP, JSON), semantic
Web (eg, JSON-LD, Microdata), real-time Web (eg, Websockets) and social Web tools
(Fig. 5).

8 About Open Interfaces

The success of the DE Program depends on the activity of programmers, on their
involvement in the development of new applications, and this requires open interfaces
to information systems. The issue of open interfaces is critically discussed in the article
“Digital economy: goals and means” [23].

Big Data (Big Data) is the first of the list of innovative priorities included in the
concept of the digital economy according to the Government. What can the state do? -
asks E. Loginov.

Fig. 5. Architecture of the levels of Web of Things as presented by the W3C consortium [22].
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Objectives for Big Data are social networks, large banks, telecom operators, and
federal retail chains. They use quite successfully big data for their commercial pur-
poses. The state also has a huge resource of the most various big data, ranging from
state archives, continuing with statistics on transactions in public registries and ending
with data on goods and services at the level of tax inspection. And why not plan on six
years (and this is a huge period of time in the innovation sphere) 5–6 specific projects
to provide free access to this data based on open interfaces (APIs), giving the private
sector freedom in the ideas on their interpretation and application? What prevents from
painting the implementation of such projects in the form of plans in the Program?

We are confident that it would be right to single out a specific series of big data
initiatives in the fields of education, meteorology, demography, health care, and tax
collection. And if the potential of such projects does not remain at the level of domestic
use by the state, but would be embodied in widespread public tools, this would be the
most powerful driver for the development of the digital economy. At the same time, a
natural buildup of national infrastructure would be an unobtrusive statistical conse-
quence at the level of a state strategy, and not a task for planning.

9 Manpower for the Digital Economy

And finally, let us will deal with the central issue of the DE Program - the improvement
of the education system, which should provide the digital economy with competent
personnel.

Here are the main events from the Federal project “Personnel for the Digital
Economy” for the period 10/01/2018–12/31/2024 [24]:

• To provide assistance to citizens, including older ones, in mastering the core
competencies of the digital economy;

• To formulate and introduce into the education system the requirements for key
competencies of the digital economy for each level of education, ensuring their
continuation;

• The system of higher and secondary vocational education works in the interests of
preparing and adapting citizens to the conditions of the digital economy and training
competent specialists for the digital economy.

We have previously reviewed training programs for the training of staff for the digital
economy in articles [25].

10 Conclusions

• The major work in the field of the digital economy, which, in our opinion, applies to
all its areas, is the development of unified software: a unified information model, a
unified architecture, a unified description language. The presence of a single model
will allow coordinating the efforts of developers in different areas and will ensure
the development of uniform software tools.
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• The DE program name nine major end-to-end digital technologies (big data; neu-
rotechnology and artificial intelligence; distributed registry systems and others). It
should be noted that in the Program itself it is difficult to notice the manifestation of
these end-to-end technologies, and in the light of the critical comments made on the
Program, they are a random set of modern world technologies and, perhaps, not the
most important from the point of view of the national economy.

• Preliminary thoughts on the essence of the DE Program look discouraging: the
Program does not provide the revival of the communications industry at all. Con-
sequently, the indicators on the share of domestic products planned for 2024 are
unlikely to be met.

• On the grounds of the analysis of the current state of regulatory documents of the
Ministry of Communications, we can conclude that there is an insistent demand for
the development of a new version of the Zocon “On Communications” taking into
account the new realities, including the regulation of packet switching technologies,
which is the basis for the DE Program.
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Abstract. Planning and forecasting transportation using econometric and
mathematical tools based on the spatial input-output tables and knowledge of
transportation effects is an important task for improving transport and regional
economics. The spatial input-output tables of Russia further called the transport
and economic balance of the Russian Federation aggregate the actual and
forecast volumes of freight traffic between the regions of the country by rail,
road, inland water and maritime transport by types of commodities. The actual
information on freight traffic covering the period from 2007 to 2017 bases on
statistics for industrial production, domestic and external trade, construction,
agriculture, energy, as well as transport statistics and takes into account the
relationship between production and consumption, import and export of goods.
The features of the Russian statistical accounting specify the order of Big-data
processing while calculating the balance.
The transport and economic balance of the Russian Federation provides the

forecast of interregional trade flows, transportation infrastructure loading,
changes in transport network capacity, transportation costs and time. The
forecast of cargo load and interregional freight flows covers the period up to
2030. The forecast model uses Russian economy growth scenarios of the
Ministry of Economic Development of Russia, as well as regional economic
development scenarios including changes in the technological and transport
connectivity of main cargo generating industries.
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1 Introduction

Sustainable and efficient functioning of the transport system is an important focus of
the economic policy of any country. It is the target of national strategies, plans and
transport development programs, as other documents setting the main priorities of the
state transport policy. These plans are based on forecasts of demand for transport
services, production, consumption and shipping of main goods, prospects for devel-
opment of international trade, investment, etc.

In the Russian Federation, and earlier in the Soviet Union, issues of transport develop-
ment based on economic and mathematical models of planning and forecasting, as well as
transport intersectoral balance accounting, were developed by the Institute of Complex
Transport Problems of the USSR State Planning Committee (IKTP) [2], and Central Eco-
nomics and Mathematics Institute of the Academy of Sciences of the USSR (CEMI) [6, 7].

The balance approach was implemented for transport and economic links planning
not only in the USSR, but also in the member states of former Council for Mutual
Economic Assistance (CMEA).

During the 20 years after USSR dismissed on the way to the transition to market
economy, methods based on spatial input-output tables were no longer used in the
transport work forecasting. The economic growth of the 21th century and the even more
rapid growth of oil and gas, coal, steel, mineral fertilizers exports volume, caused the
greater transport network loading and occurring of “bottlenecks”. All of these required
a revision of the approaches to transport policy and transport planning methods.

The transport strategy of the Russian Federation for the period up to 2030,
approved by the decree of the Government of the Russian Federation of November 22,
2008 No. 1734-p, as amended by the Government of the Russian Federation of June
11, 2014 No. 1032-p, designated a balanced, advanced infrastructure development as
the most important strategic target for the transport system development. Realization of
this goal means coordinated integrated development of all elements of the transport
infrastructure based on spatial (interregional) input-output tables.

That means to develop a statistical accounting system, mathematical methods of
forecasting and modeling describing needs of economic and population sectors for
transport services and the dynamics of the freight base [8].

Transport and economic balance (TEB) is a form of spatial input-output tables for
planning and forecasting of transport connectivity and economic relations, expressing
the ratio between the size of production and consumption of goods and the need for the
volume of transport work for their import or export.

2 Research Objectives

The research target is the creation of methodological approach, mathematical tools and
TEB’s design procedures based on the data of the official statistical observation of
economics and transport sector in the Russian Federation. The incompleteness and
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inaccuracies of the source statistical data for building a model of demand for freight
transport, as well as mismatch between groups of production output and cargos items
on modes of transport were the challenges on the beginning phase of the research.

The practical objective was to build a balance, describing the transportation of
goods between all Russian regions over the past 10 years, as well as to forecast
transport flows for the medium and long term.

The TEB should provide:

– a strong correlation between the forecasts of the transportation volume and expected
indicators of socio-economic development and trade;

– correlation with international strategies and forecasts for the development of
regional and world trade, energy and commodity markets;

– the usability of econometrics tools for forecasting the volumes of transportation and
their directions in relation to indicators of socio-economic development;

– the applicability of integrated approach for solution of development problems
related to different modes of transport, allocation of freight flows over the network
and the rational modal split.

2.1 Main Sources of Research

The development of various models of transport and economic balance has been carried
out for a long time worldwide (USA, Europe) during the past 25 years. For example,
the Bureau of Transportation Statistics USA (BTS) provided the Commodity Flow
Survey (CFS) on a regular basis since 1993 [13]. CFS is based on sample surveys of
enterprises and contains information on interstate transportation in the U.S. by type of
commodities. The main purpose of CFS is to give the government and business owners
an overview of the commodity flows in the United States. On the CFS basis, the U.S.
freight turnover is calculated, forecasted and monitored on regular basis under Freight
Analysis Framework (FAF).

Similar activity implemented in Europe is provided by the European Commission, for
example, in framework of the ETIS - BASE project (European Transport Policy Infor-
mation System) [14]. The ETIS objectives are the development of metrology of consol-
idation and verification of national transport statistics data of the EU member-states and
analytical support for decision-making process in transport planning in the EU.

Another appropriate study was conducted in the framework of the SUST-RUS
Project with the participation of experts from the Russian economic school [26]. The
study aims to identification of transport and economic links between the Russian
federal districts. It establishes a convenient notation system which was implemented in
the TEB framework for describing the basic equations of the interregional transport and
economic balance of the Russian Federation. The development of balance methods for
modeling transport demand across the country is provided also in the studies of Dutch
researchers [11, 12], where an efficient mathematical apparatus for transport and
economic balance was developed. These scientific works have had a significant impact
on the setting and pursuing objectives of the TEB study.
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3 The Structure of the Transport and Economic Balance
of the Russian Federation

The TEB describes the actual and forecast origin-destination freight flows between
various regions of the Russian Federation by rail, road, inland waterway and maritime
transport by types of commodities.

The TEB structure is set by a multidimensional OD-matrix of interregional freight
flows, where the rows and columns correspond to the regions of origin and destination,
and at the intersection of the rows and columns there are the volumes of freight flows
by modes of transport and types of commodities (Fig. 1). Another dimension of the
matrix is time that shows the historical volumes and the origin-destination information
of cargo traffic from 2007 to 2017. A similar TEB matrix is being built for the forecast
period 2019–2030 (Figs. 2, 3, 4, 5, 6 and 7).

The TEB matrices should satisfy the balance equations connecting the transport
operations between regions and with the rest of the world across the border of the
Russian Federation. The balance equations substantively reflect the balance of exports,
imports, production, consumption, trade, import/export of goods between all regions,
as well as the transport inside the regions.

The basic balance equations of TEB include the following relations:

X0i;r ¼ TRi;r þEXi;r ; ð1Þ

EXi;r ¼
X
rr

X
k

EXi;k;r;rr ; ð2Þ

Fig. 1. Multidimensional matrixes of volumes and correspondence of freight traffic between
regions by type of cargo and by modes of transport - a actual data and forecast for the period up
to 2030.
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Fig. 3. Oil cargoes traffic by rail, 2016.

Fig. 2. Freight traffic between regions by rail. All shipments, 2016.

Big Data Processing of Commodity Flows in the Transport and Economic Balance 371



Fig. 4. Coal traffic by rail, 2016.

Fig. 5. Grain cargoes and their density, 2016.
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Fig. 6. Dry cargoes by inland water transport, 2016.

Fig. 7. Total cargoes by inland water transport, 2016.
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IM�
i;r ¼

X
rr

X
k

IMi;k;r;rr ; ð3Þ

TRi;r ¼
X
rr

X
k

TRi;k;r;rr ; ð4Þ

TEBi;r;rr ¼
X
k

TRi;k;r;rr þ
X
k

EXi;k;r;rr þEXMAR
i;r;rr þEXIWW

i;r;rr

þ IMMAR
i;r;rr þMIWW

i;r;rr þ TRRAIL
i;r;rr ;

ð5Þ

EXMAR
i;r;rr ¼ EXRAIL!MAR

i;r;rr þEXTRUCK!MAR
i;r;rr þEXIWW!MAR

i;r;rr ; ð6Þ

EXIWW
i;r;rr ¼ EXRAIL!IWW

i;r;rr þEXTRUCK!IWW
i;r;rr ; ð7Þ

IMMAR
i;r;rr ¼ IMMAR!RAIL

i;r;rr þ IMMAR!TRUCK
i;r;rr þ IMMAR!IWW

i;r;rr ; ð8Þ

IMIWW
i;r;rr ¼ IMIWW!RAIL

i;r;rr þ IMIWW!TRUCK
i;r;rr : ð9Þ

where:
X0i;r – shipment of goods (cargo) i in region r;
TRi;r – domestic transportation of goods (cargo) i from region r;
EXi;r – export of goods (cargo) i from region r;
EXi;k;r;rr – matrix of export transportation of goods (cargo) i from region r through

the border of Russia, passing in the region rr, by mode of transport k;
TRi;k;r;rr – the matrix of domestic transport of goods by modes of transport,

including intraregional transportation;
IM�

i;r – the matrix of import shipments of goods (cargo) i by modes of transport to
the region r across the border, passing in the rr region;

EXMAR
i;r;rr –multimodal transportation of goods (cargo) i from region r with trans-

shipment to maritime transport in the region rr by road, inland waterway and rail
transport;

EXIWW
i;r;rr – multimodal transportation of goods (cargo) i from the region with

transshipment to inland water transport in the region by road and rail transport;
EXRAIL!MAR

i;r;rr – transshipment of export goods (cargo) i, delivered from the region r
to the seaport located in the region rr by rail;

EXIWW!MAR
i;r;rr – transshipment of export goods (cargo) i, delivered from the region r

to the seaport located in the region rr by inland water transport;
EXTRUCK!MAR

i;r;rr – transshipment of export goods (cargo) i, delivered from the region
r to the seaport located in the rr region, by road;

IMMAR
i;r;rr – multimodal transportation of goods (cargo) i, arrived across the border of

Russia to the region by maritime transport, for transshipment to other modes of
transport and further transportation to regions of destination rr;

IMIWW
i;r;rr – multimodal transportation of goods (cargo) i, arrived via the Russian

border in the region by inland water transport for transshipment to other modes of
transport and further transportation to the regions of destination rr;
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IMMAR!RAIL
i;r;rr – multimodal transportation of goods (cargo) i, arrived across the

border of Russia to the region by maritime transport for transshipment to rail transport
and further transportation to the regions of destination rr;

IMMAR!TRUCK
i;r;rr – multimodal transportation of goods (cargo) i, arrived across the

border of Russia to the region by maritime transport for transshipment into road
transport and further transportation to the regions of destination rr;

IMMAR!IWW
i;r;rr – multimodal transportation of goods (cargo) i, arrived across the

border of Russia to the region by maritime transport for transshipment to inland
waterway and further transportation to the regions of destination rr;

IMIWW!RAIL
i;r;rr – multimodal transportation of goods (cargo) i, arrived via the Russian

border in the region by inland water transport for transshipment to rail transport and
further transportation to the regions of destination rr;

IMIWW!TRUCK
i;r;rr – multimodal transportation of goods (cargo) i, arrived via the

Russian border to the region by inland water transport for transshipment to road
transport and further transportation to the regions of destination rr;

TRRAIL
i;r;rr – transshipment of goods (cargo) i, within the region r from road to rail and

from rail to road.
Equation (1) describes the statement that all produced goods must be transported

within the region, or to other regions, or for export. Equations (2), (3) and (4) fix the
geographical splitting of exports, imports and domestic goods flows, respectively.
Equation (5) is the basic transport balance equation related to the multimodal transport.
Equations (6) and (7) determine the procedure for estimating combined export traffic
on the maritime and inland water transport, respectively. Equations (8) and (9) deter-
mine the procedure for estimating multimodal import traffic involving maritime and
inland water transport, respectively.

4 Construction of the Transport and Economic Balance

The source data for TEB construction is the statistical data of Rosstat on the volumes of
shipped products of mining and manufacturing industries, trade, construction industry,
agriculture, export and import statistics including data from the Federal Customs
Service of Russia (FCS of Russia), economic statistics of the fuel and energy complex,
as well as transport statistics, including data from Russian Railways, statistics on
maritime and inland water transport, road transport.

Industry-specific sources of information are used to construct the TEB matrix of
products shipment and origin-destination transportation matrix for the regions of the
country. The Rosstat forms are used to compile shipping data, the Russian Railways
corporate data warehouse (shipment archive), the maritime transport data of the M-3 and
MP-2 forms, the inlandwater transport - data forms 11-WT and 15-WT. To determine the
foreign trade transportation by road, the data of the Federal Customs Service of Russia is
used; internal transportation by road is estimated on the basis of the data from the forms
1-export, П-1, 21-CX and the above-mentioned statistics by the modes of transport.

All the initial information is structured and converted to a harmonized cargo
nomenclature of the TEB ensuring the comparability and compatibility of all elements
of the source data with each other.
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The TEB harmonized cargo nomenclature includes the following 44 types of cargo:

• 1  construction materials
• 11 sand, gravel and stone
• 12 cement
• 13 construction Materials (bricks, blocks, glass and other except wood mate-

rials)
• 14 firelcays and heat resistant materials
• 2  coal, coke, peat and shale
• 21 coal
• 22 coke
• 23   peat and shale
• 3  oil cargo
• 31 crude oil
• 32 light petroleum products (gasoline, diesel fuel, kerosene, etc.)
• 33 heavy petroleum products (mazut, etc.)
• 34 compressed or liquefied gas
• 4  ore
• 41 ferrous metal ore
• 42 non-ferrous metal ore and other ore
• 5  ferrous material
• 51 rolled stock of ferrous metals
• 52 steel pipes
• 53 other ferrous metals
• 6  fertilizers
• 61 mineral and chemical fertilizers
• 62 raw mineral and chemical fertilizers (ore)
• 63 organic fertilizers
• 7  timber cargo
• 71 roundwood (round logs)
• 72 wood process products
• 8  grain and grind products
• 81 grain
• 82 grinding products
• 9  other cargo
• 91 chemicals and soda
• 92 non-ferrous metals and products from them
• 93 fluxes
• 94 hardware and metal construction materials
• 95 cellulose
• 96 cardboard, paper, printing products
• 97 agricultural products
• 98 compound feedstuff
• 99 food and drink products (except for mixed fodder)
• 9А sugar
• 9B scrap metal, other recyclables, waste
• 9B1 ferrous scrap
• 9B2 non-ferrous scrap
• 9B3 recyclables, waste, garbage
• 9C textiles, garment production
• 9D leather, leather goods and shoes
• 9E rubber products
• 9F other non-metal products not included in other groups
• 9G hardware, machinery and equipment
• 9H vehicles
• 9I electrical equipment, electronic and optical equipment
• 9J other goods not included in other groups
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Exports and imports of goods (products) for regions of Russia are estimated on the
basis of harmonized industrial statistics and foreign economic statistics. The volume of
cargo load in the regions is estimated on the basis of production data. Interregional
origin-destination transportation matrix for the regions and intraregional volumes of
transportation are generated on the basis of transport statistics.

The balance is constructed for all regions of Russia. The calculations are based on
the existing practice of statistical accounting in Russia without expensive additional
surveys. The sequence of TEB formation is determined by the peculiarities of statistical
accounting, the completeness and accuracy of the available source data on production,
product shipment, trade and transportation of goods.

It should be mentioned that in Russia there is a well-established statistical
accounting of production and interregional trade, as well as transport by modes of
transport, but the quality of individual indicators is quite different. At the same time, in
each industry and on each mode of transport, statistical recording implies its histori-
cally established range of goods (cargo) and its own level of spatial detail of statistical
data.

Undoubtedly, the statistics of rail transportation is the best in Russia, it is known for
the detailed cargo nomenclature and accounting origin-destination information detailed
to the level of stations. These statistics are reliable and easily aggregated at the regional
level into TEB harmonized cargo nomenclature. It is important that railway transport
provides the vast majority of all cargo turnover in Russia (excluding pipeline
transportation).

According to Rosstat, in 2016 the freight turnover of railway transport was 10 times
higher than that of road transport, 36 times the domestic water transport and 54 times
the cargo turnover performed by Russian enterprises of maritime transport (excluding
foreign). The only drawback of the railway statistics is the lack of information on the
transshipment of goods from the railway to the road and back. This deficiency is
compensated partially by the fact that it is known which enterprises have direct access
to the public and nonpublic railways.

The statistics of interport maritime transportation is a little bit less convenient, but
still reliable. It is carried out on the basis of consignment notes and therefore is
reasonably accurate, easily regionalized, but due to the narrow range of goods, it can be
reflected without loss only to the abbreviated TEB harmonized cargo nomenclature.
When described in the expanded nomenclature, there are losses in the quality of
information, fortunately it has been empirically revealed that they are small. The
advantage is the fact that the statistical accounting of cargo handling from the maritime
to other modes of transport and back is adjusted.

Reliable is the statistics of production and shipment of large and medium-sized
enterprises. The quality of statistics on small enterprises is not so good, but the con-
tribution of small enterprises to the overall cargo shipment of Russia is small, and the
methodology for its assessment is stable enough to consider this information condi-
tionally reliable. Regardless of the number of enterprises covered by Rosstat surveys,
the statistics of production and shipment of enterprises are easily regionalized and
aggregated into the TEB nomenclature without loss.
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The statistics of interregional trade in industrial and food products, raw materials
and main types of agricultural products is convenient for the purposes of TEB. These
statistics are also well regionalized and aggregated into the TEB without loss.
Unfortunately, it covers only large and medium-sized enterprises and is not always
accurate from a transport point of view. The reason is that the records are kept at the
location of the buyer and seller of products, which, under Russian conditions, does not
always reflect the actual location of the sender and receiver of the goods. A positive
point is that the statistics of trade in the most important for Russia fuel and energy
resources and fuel, maintained by Rosstat, is reliably and significantly more closely
duplicated by the subordinate organizations of the Ministry of Energy of Russia.

The statistics of inland water transport is much less convenient for the purpose of
forming the TEB. The advantage of this statistics is that it represents the OD-matrix of
interregional transport by inland water transport. But this statistic has a number of
significant drawbacks. First, it relies solely on the declarations of transportation by
professional market participants, that is, organizations that declare inland water
transport as the main activity. Meanwhile, significant volumes of transportation of
timber and petroleum products are carried out by branches of organizations that have a
main type of activity that differs from inland water transport. This gives them the
opportunity not to be covered by statistical observation. The second drawback is the
extremely narrow range of goods, which is recorded. Until 2017, statistics on inter-
regional inland water transport was carried out for only 4 types of cargo. Since 2017, it
is conducted on 10 types of cargo. This gives some inaccuracies in converting to TEB
cargo nomenclature. Nevertheless, the advantage is that there is a statistics of trans-
shipment of goods to other modes of transport and back for inland water transport.

The statistics of road transport is the worst in all senses. Until 2017, it did not
include division by type of cargo. There is no assessment by Rosstat of the volumes of
interregional transportation by road. There is only an estimate of the total volume of
transportation by industry in the regions, but it also causes some confidence only in
large and medium-sized enterprises. The situation is complicated by the fact that
transportation by motor vehicles performed by small and micro enterprises, as well as
individual entrepreneurs in the Russian context cannot be neglected, since their share in
the road transport market is greater than that of large and medium-sized enterprises.

Thus, the statistical accounting of production, shipment, trade and transportation in
Russia determines the specific sequence of TEB calculation.

First of all, when processing initial information, it is necessary to take into account
that all sections of statistics may contain errors and inaccuracies. In addition, from year
to year, the statistical accounting system in Russia is changing, new accounting rules,
codes and indicators are introduced, which require special processing before per-
forming the TEB calculations.

When converting input forms of statistical accounting to a form suitable for
machine processing, the TEB operator eliminates obvious errors associated, for
example, with the dimension of quantities, units of measurement, incorrect represen-
tation of numerical values, etc. Next, an analysis of changes in the regulatory and
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reference information of statistical accounting is carried out, if the statistical monitoring
bodies enacted the changes last year. In order to take these changes into account, a
special mechanism is provided to ensure the unification of the original statistical data
and bring them to a universal internal form for presenting information on the pro-
duction and transportation of cargo-intensive products. This mechanism is imple-
mented using the tables of keys for conversion information from the source form to
universal harmonized cargo nomenclature used in TEB. Conversion keys provide
mapping of the initial information on cargo loading volume and cargo transportation to
the internal TEB tables using a harmonized cargo nomenclature. When changing the
original forms of statistical accounting, the operator configures the tables of conversion
keys, which provide the ability to automatically download and process the initial
statistical information for performing the TEB calculations.

Logical control of the initial statistical information is performed while preparing for
the calculations. For example, the sums of various quantities in the regions are com-
pared with similar values for Russia as a whole, as well as each other of identical data
from different statistical forms are compared also. In case of discrepancy of these data,
the operator clarifies the values of the original statistical information with the orga-
nization, which is the source of information. The calculation of TEB is performed as
follows. First, on the basis of economic statistics, the cargo loading volume of industry,
agriculture, trade, and also the recycling industry is calculated. Then, according to
transport statistics, using the balance equations of the TEB (1) - (9), an estimate of the
interregional transportation by rail, maritime and inland water transport is compiled.

The total volume of interregional transportation by road, including intraregional
transportation (for itself), is estimated initially as the difference in the cargo loading
volume (production output) and transportation by other modes of transport. Then the
estimation of interregional transportation by road transport for each interregional
correspondence for each type of cargo is derived from the difference in the known
volumes of interregional trade and volumes of interregional transportation by rail,
inland water and maritime transport. Other road transportation is considered as
intraregional transportation (for itself). Multimodal transportation by rail, inland
waterway and road transport is estimated using the statistical proportions of export of
products produced by one or another type of transport, as well as balance equations of
the TEB.

From the standpoint of the freight turnover of motor vehicles, the OD-matrix of
interregional motor transportation obtained in this way can be considered a conser-
vative estimate. This OD-matrix is refined using actual data on the intensity of the
movement of vehicles on highways. The refining is performed by solving the opti-
mization problem of minimizing the discrepancy of the estimated intensity of traffic and
actual data on the intensity of movement of vehicles. The estimation of interregional
origin-destination flows by road transport is specified to an upper value by reassigning
a part of transportation previously assigned to intraregional carriages to interregional
transportation.

The resultant TEB is represented by spatial input-output tables. It aggregates the
actual and forecast origin-destination flows of freight traffic (OD-matrix) between the
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regions of the Russian Federation by all modes of transport by types of commodities
described in terms of harmonized cargo nomenclature. This matrix accurately reflects
the structure of interregional transportation by rail, inland water and maritime transport
and successfully reflects the structure of interregional transportation by road. At least,
the traffic estimation of road transport is consistent with the volume of shipments in
Russia, transportation by other modes of transport and data from the traffic metering
points on the roads. This means that the TEB is fairly accurate in general.

At the final stage of TEB calculation the results are checked and verified. The
discrepancies of the balance are identified taking into account the balance equations of
TEB (1) - (9). The obtained estimates of cargo transportation by types of commodities
are compared with similar data from previous years. When large discrepancies and
deviations are detected the input data is checked against the original data, the infor-
mation processing errors are detected and the data is refined with provider. After the
elimination of errors the transition to recalculation of the refined TEB is done.

The consolidated balance describes the departure and arrival of goods in the regions
of Russia. The shipment balance reflects the shipment from some region to other
regions of Russia and for export, and the arrival balance describes the arrival of goods
in the region from other regions of Russia and by import. A consolidated spatial input-
output table of domestic transportation of goods for the region by modes of transport,
as well as a table of transportations from the region in export and import by modes of
transport is built.

The results are implemented in the Information and Analytical System for Trans-
port Regulation of the Ministry of Transport of the Russian Federation. The constructed
transport and economic balance describes the actual and forecast volumes and origin-
destination information of 97% of freight traffic between all the regions of the Russian
Federation. The discrepancies in the initial data caused by the incompleteness and
inaccuracy of the original statistics were corrected when constructing the balance. The
criterion for eliminating discrepancies is the convergence of balance equations between
regions, as well as for export and import.

The interregional discrepancy averages 3-5%, that is, the balance has an accuracy
of 95%. Discrepancies are caused by inaccuracy and incompleteness of official sta-
tistical information and differences in accounting technology for various statistical
forms, as well as small errors in converting data to unified cargo (product) accounting
units used in TEB.

The forecast of cargo load and interregional freight flows of TEB covers the period
up to 2030. The forecast model uses economic parameters and scenario conditions of
the Ministry of Economic Development of Russia, as well as regional economic
development scenarios (Fig. 8).

The software forecast model takes into account changes in technological and
transport connectivity of main cargo generating industries, reflecting the technological
links of these industries with resource suppliers and consumers of their products. At the
same time, the forecast model uses the direct cost matrix of the symmetrical input-
output table (inter-sectoral balance) for Russia as a whole.
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5 The Application of the Transport and Economic Balance

Actual and forecast TEB describing spatial input-output tables of transportation
demand between territories of the country as well as export and import by types of
commodities and means of transport provides a large amount of important information
for transport planning.

TEB forecast together with current transport infrastructure data provides an
assessment of imbalances in the use of various types of cargo transport, identification
of cargo-intensive transport directions, determination of measures for switching traffic
flows to the most profitable for society types of transport and development of the
transport infrastructure capacity. For example, in planning of international transport
corridors development (ITCs) for these purposes, along with TEB, an electronic
passport ITC (EP ITC) can be used [2].

The TEB provides the basis for calculation and justification of the predicted loads
on the infrastructure taking into account various options for its reconstruction and
development. It will help to optimize distribution of the predicted flows through the
network taking into account future characteristics of throughput, speeds and stability
(predictability) of cargo delivery time, loading of network elements and bottlenecks.
The most effective projects will be ranked and prioritized on this basis. Freight flows
optimization criterion include price, time, reliability and safety of transportation,
impact on the environment, taking into account capacity constraints. At the same time,
the variation of tariffs makes it possible to evaluate various options for the redistri-
bution of flows along the transport network.

Fig. 8. Forecasting model in the transport and economic balance.
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Transport planning for certain territories and routes could use the following steps:
analysis of the cargo load and traffic flows, search for imbalances, formation of project
activities for specific territories and routes, calculation of key performance indicators
for each solution, calculation costs and effects, including multiplicative effects in the
economy, the selection of the most effective solutions via “cost-benefit analysis”.
Calculations can take into account various economy scenarios, different transport
demand scenarios and types of commodities.
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1 Introduction

Approaches to the organization and management of urban transportation systems are
undergoing significant changes caused by the growing population of megacities, social
processes complication, rapid development of mobile and Internet technologies.
Conventional urban and regional transport management requires time critical transition
to intelligent and cognitive transportation systems [1] efficient enough to transform the
urban environment and population social activity. Such systems should possess com-
prehensive information on a wide range of activities and enable its “smart” collection,
receive-transmit, processing, analysis, storage and use.

Such technological solutions include user applications based on preferential routing
methods [2], traffic management methods based on users’ targets and transportation
system [3], methods for analyzing the classifier structure of the transport flow and
individual user characteristics [4, 5], methods for intelligent routing of urban services
vehicles [6], methods for prevention of road accidents causes [7], technologies of
augmented reality [8], methods for traffic flows modeling [9, 10] based on origin–
destination matrix restoration [11] considering transport coverage indices [12] and
urban population social activity chains [13, 14], and many others.

Mass development of wireless Internet access points [15] and mobile communi-
cation as an everyday active means of electronic communication of city residents
enable to consider it as a reliable source of latest statistical information for the city
needs.

The information from smart-mobility knowledge bases can later be used to design
the preferential routes systems [2], i.e. to lay routes not only the shortest in distance or
in time but also take into account a lot of personal criteria. These include: “Non-
infectious routes” - routes that are not used by people with infectious diseases; “Routes
for acquaintances” - routes on which unmarried people move; “Safe routes” - routes on
which no events of criminal nature were recorded; and many others.

Information on the structure of the traffic flow by gender and work (profession,
education) characteristics will expand the toolkit of transport and industry modeling
and enable to optimize transport flows according to professional criteria. Moreover
urban services are able to monitor the quality of public urban services in a timely
manner having users’ information on the quality of transport infrastructure.

2 Problems

Thus the following is required for the rapid analysis of population social activity:

1. real-time information on the population transport movements in the form of GPS
tracks;

2. classification of the population social structure, destinations, and the reasons for the
residents transport activity;

3. information about the used transport mode;
4. information on social activities and name of the resident’s location in real time;
5. rapid assessment of the quality of transport services and resident’s locations.
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The information received will enable to reconstruct the matrices of transport cor-
respondence and daily chains of population social activity.

3 Methods

We begin by introducing a formal definition for social activity and building a formal
model for the monitoring system of the urban population social activity (hereinafter
referred to as the system). By formal social activity of the user we mean a set of socio-
economic, consumer, transportation, behavioral, information-network and other user
activities that existing mobile information systems are able to register.

The formal model of the system FM is given by the following set of functional
according to (1):

FM ¼ F̂D; F̂N ; F̂C; F̂T ; F̂R
� �

T ; ð1Þ

where F̂D : HC �
f@
OS ¼ HD is the functional of directivization which assigns to each

resident from a multitude of city HC a directive element of the system OS or a mobile
cellular communication device and transfers it into a multitude of users HD; F̂N :
HD ! N is the functional of identification of the elementary multitude HC which
assigns to each object from HD an identifier or a set of identifiers from multitude N;
F̂C : HD � N ! CH is the characteristic parameterization functional of users HD which
assigns to each user from HD with a unique number from N sets of characteristics CH
inherent to the given user such that CH ¼ chhdp ; p ¼ 1; . . .;Np

� �
is a multitude of

characteristics of users CH, and chhdp is given by a tuple chhdp ¼ name; valuef gh i where
name is the name of the p characteristic, {value} is the value of the p characteristic

from multitude of characteristics P; F̂T : HD ! sdefT _ sT; sTþ 1ð Þ
h i

is a time operator

that assigns to each object from HD a certain moment or time interval from a multitude
of moments or time intervals T on which a relation of strict order is given, i.e.
s1\s2; . . .sT\sTþ 1; sdefT 2 T is a certain point in time; F̂S : HD � CH � N ! DATE
is a transaction operator that transfers information about the user HD with the identifier
from N and characteristics CH into data DATE.

Thus the objective function of the subjective transport utility UM of users HD

determined by their transport-logistic behavior BD will tend to the maximum as the
information DATE increases from F̂S according to (2):

UM ¼ BD �FS
DATE ! UM

max; ð2Þ

The chains of users social activity [17] are given by a multitude of dynamic agent
graphs expressed through transport-logistic behavior of users BD.
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Then each user hi 2 HD can be associated with his transport-logistic behavior
(social activity) Bhi

t 2 BD according to (3):

Bhi
t 2 Chi

t
CGPS
t V ;Eð Þ [CL

t V ;Eð Þ [CN
t V ;Eð Þ [CT

t V ;Eð Þ [
[CE

t V ;Eð Þ [CQ
t V ;Eð Þ [CF

t V ;Eð Þ [CC
t V ;Eð Þ

� �
; T

� �
; ð3Þ

where Chi
t ðÞ; Tð Þ is the graph of the social activity of the user hi; CGPS

t V ;Eð Þ - the graph
of the spatial activity of the user hi; CL

t V ;Eð Þ - the graph of the infrastructure activity of
the user hi; CN

t V ;Eð Þ - the graph of consumer activity of the user hi, CE
t V ;Eð Þ - meals

schedule of the user hi, CT
t V ;Eð Þ- the graph of transport activity of the user hi;

CQ
t V ;Eð Þ - the graph of the quality assessment of urban facilities of the user hi;

CF
t V ;Eð Þ - the graph of the media-event activity of the user hi; CC

t V ;Eð Þ - the graph of
the recommendation-news activity of the user hi.

Thus by allocating compound graphs in the graph of the user social activity it
becomes possible to analyze the user social activity through infrastructure, consumer,
transport, spatial and other components (3) taking into account the rank evaluation of
the quality of each.

4 Software Example and Results

A mobile application to register the users’ social activity is developed in Xcode 9
environment in Swift 3 language, and the data analysis system in Python 3.X. The
mobile application was called City Navigator. The software-algorithmic development
of the application was carried out in several stages.

A conceptual scheme of the application was developed and its main components
were defined at the first stage in accordance with the tasks set, namely:

• Firebase - a database in. json format;
• imagesArray [] - image database (photos);
• commentsArray [] - users comments database;
• ratingArray [] - evaluation of the event quality by the user;
• allUsersData [] - all user data;
• time - the time of the event registration in the format Date.Month.Year, Hours.

Minutes;
• coordinate - coordinates of longitude and latitude in GPS-format.

The conceptual scheme of City Navigator mobile application is presented in Fig. 1.
At the second stage, a mobile application interface was created. The mobile

application interface consists of 6 “screen-tabs”. The layout of 3 out of 6 of the “screen-
tabs” is shown in Fig. 2.

Each tab contains response templates and fill-in fields that reflect a specific set of
characteristics inherent to a particular activity or user condition. The user independently
fills in the necessary information about themselves.

The user also has the opportunity to leave a comment and make a photo-recording
of the event which refers to the information reflected in this tab.
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At the second stage the application software is developed according to the formal
model (1): keys are programmed, logic is specified and event handlers are written.

Fig. 1. Layout of City Navigator mobile application.

Fig. 2. Interface of City Navigator mobile application.
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GPS tracks in the City Navigator application are built in reference to the classifiers
All-Russian classifier of workers professions employees posts and tariff categories
(ARCWPEPTC), All-Russian Classifier of Information on Population (Sex, Marital
status), All-Russian Classifier of Professions by Education (ARCPE) from Unified
System of Classification and Codification of Technical and Economic and Social
Information and ICD-101 (Figure 3).

Thus City Navigator surpasses the existing pedestrian navigators in terms of
informational content. Integration of classifiers from the Unified System of Classifi-
cation and Codification of Technical and Economic and Social Information and ICD-10
enables using it as a part of the mobile component of the system of state regional
operational transport statistics.

5 Conclusion

In the course of this study a model of a mobile monitoring system for the urban
population social activity was developed and the possibility of its integration with
transport and economic modeling systems was demonstrated. It is proposed to form the
social activity of users within the scope of the developed model through infrastructural,
transport, consumer, location [16], rating, media-event (photo-registration) and
recommendation-news (comments) components of activity. For the first time classifiers
from the Unified System of Classification and Codification of Technical and Economic
and Social Information and ICD-10 are used as user identifiers. For the first time the
use of state classifiers in urban social activity monitoring systems enables to proceed to

Fig. 3. User social activity (GPS tracks).

1 ICD-10 – 10th revision of the International Statistical Classification of Diseases and Related Health
Problems.
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the analysis of operational state statistical accounting within the scope of the Unified
System of Classification and Codification of Technical and Economic and Social
Information at the regional level.
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Abstract. The paper is devoted to telecommunication services for digital
railways. We discuss a transition from GSM-R to LTE-R and 5G technologies.
As a practical use case, we target urban railways development in Moscow,
Russia. According to the European Commission, digital railways development
should create so-called connected railways by providing reliable connectivity for
safe, efficient and attractive railways, enhancing customer experience. It should
provide added value for customers, increased capacity by enhanced reliability,
efficiency, and performance of railways. In this connection, we discuss the
critical elements of 5G deployment and the practical steps to move from the
current telecommunication services to 5G. As historical examples, we are
considering the largest projects of the transformation of the telecommunications
infrastructure. As basic examples for GSM-R transition and switch to digital
railways, we discuss Moscow Central Ring and Moscow Central Diameters. The
paper highlights several tasks for telecom providers in Russia. In particularly, it
is the development of the GSM-R network architecture taking into account
existing networks, including interaction with an intelligent network, as well as
the need to upgrade existing networks.

Keywords: 5G � Digital railways � GSM-R

1 Introduction

The landscape for railway telecommunications in Europe has changed drastically since
the turn of the century. From 35 separate analogue systems in 2000, a single, inter-
operable railway communications system now exists across much of the European
railway network: GSM-R. In 2016, 60 countries on five continents were using GSM-R,
with more than 100,000 km of lines covered in Europe [1]. Work is underway now to
lay the framework for a new standardized railway telecommunications network to
replace GSM-R: the railway sector is ready to replace its existing 2G networks.

The paper presents our attempt to understand the transition from the GSM-R net-
work to the LTE-R and 5G-R - whether it takes place at all? [2]. Communication
specialists around the world are facing the same problem: shifting from circuit
switching to packet switching.

© Springer Nature Switzerland AG 2020
V. Sukhomlin and E. Zubareva (Eds.): Convergent 2018, CCIS 1140, pp. 392–402, 2020.
https://doi.org/10.1007/978-3-030-37436-5_34

http://orcid.org/0000-0002-0672-8321
http://orcid.org/0000-0002-4463-1678
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-37436-5_34&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-37436-5_34&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-37436-5_34&amp;domain=pdf
https://doi.org/10.1007/978-3-030-37436-5_34


As a prototype, we are considering the evolution of Pentagon telecommunications
[3] (in Sect. 2). GSM-R basics and discussion on future of railway radio are discussed
in Sects. 3 and 4. Section 5 is devoted to Moscow transport plans.

2 Looking for Parallels: Pentagon Case

2.1 Joint Vision 2010

The Defense Information Systems Network (DISN) has been developing since the early
1990s. This is a global network. Its purpose is to provide services for the transfer of
various types of information (speech, data, video, multimedia) for the effective and
secure control of troops, communications, reconnaissance, and EW.

When they began to implement the Joint Vision 2010 plan, they analyzed the state
of DISN, and many shortcomings had revealed. First of all, this is the low level of
integration of many hundreds of networks included in DISN, which significantly limits
interaction within a single network and hampers effective unified management of all its
resources. In particular, the interaction between stationary and field (mobile) compo-
nents of the core network was noted due to the difference in: the standards used, the
types of communication channels (analog and digital), the services provided, the
capacity (for a mobile component, it is significantly lower than for a fixed).

In 1996, “Joint Vision 2010” - a strategic development plan for US military
departments for a 15-year period has been approved. Under conditions of technological
uncertainty, DISA has made a principled decision to build US military communications
networks using the “open architecture” and commercial-off-the-shelf (COTS) products.
As a result, the choice fell on the “old” developments of Bell Labs, namely, on the
telephone signaling protocol SS7 and on the Advanced Intelligent Network (AIN).
Note that by the time the Bell Labs Institute had a long ago liquidated (as well as the
Bell System - in 1983).

Signaling System No. 7 is, figuratively speaking, the nervous system of the com-
munication network. SS7 is a set of signaling telephone protocols used to establish
telephone connections around the world. The main feature of SS7 is that the trans-
mission of messages for establishing telephone connections use a separate signal
channel. SS7 protocols had been developed at Bell Labs since 1975 and in 1981 were
defined as ITU standards.

Users of AIN can be both subscribers of the circuit switched network and packet
switched. Note that the intelligent network also has a transportable part (shown at the
bottom left). For example, in the war in Afghanistan, a telephone stations with
SSP/Adjunct functions, Intelligent Peripheral and Database equipment were delivered
by air to service Deployed Forces. On the DISN network the connections are estab-
lished using SS7 signaling, i.e., the SS7 network is full in the core of the network, and
devices of any type are used on the periphery. Despite the fact that all new terminal
equipment appears on the global military network, it is largely an IP means, SS7
network nevertheless retains its central place.
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From this, we make an important conclusion: the presence of the SS7 network does
not prevent the transition to IP protocols, but rather the opposite - it facilitates the
transition to packet switching, makes it in step-by-step mode.

2.2 Joint Vision 2020: Transition to IP Protocol

Only four years have passed since the “Joint Vision 2010” plan was launched in 1996,
as lobbyists of Internet technologies persuaded the Pentagon leadership in updating the
weapons program, and a document “Joint Vision 2020” appeared. In 2007, Pentagon
published a fundamental program [4], in which we find the key main point: single
Global Information Grid (GIG) must be built on the basis of IP protocol as the only
means of communication between the transport layer and applications.

The transition from the circuit switched network, where the SS7 protocol prevails,
to packet switching and AS-SIP protocol requires the installation of SoftSwitch gate-
ways. The Department of Defense has developed detailed methodological materials on
the implementation of AS-SIP (much more sophisticated than SIP one). It is still
difficult to predict the time during which the DISN network will finally switch to the
AS-SIP protocol.

Let us explain how the multifunctional softswitch MFSS will manage calls (Fig. 1):

• The IWF (ISUP-SIP interworking function) function is used towards the external
PSTN or ISDN network.

• The MFSS controller provides “old” PSTN/ISDN signaling, including ISUP,
CCS7/SS7, and CAS (Channel Associated Signaling).

• MFSS acts as a media gateway (MG) between TDM channels and IP channels. The
media gateway is under control of MGC via H.248 protocol.

• The Signaling Gateway (SG) provides communication between CCS7 and SIP.

Fig. 1. Multifunctional softswitch MFSS [5].
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In the MFSS environment, there are also EI (End Instrument) in the circuit-
switched network and two types of devices in the IP network: AEI (Assured Services
End Instrument) operating using AS-SIP protocol, as well as non-standard PIE
Instrument. It is worth mentioning two difficulties faced by supporters of the IP tran-
sition: DRSN and cybersecurity.

2.3 The Failure of the DISN Cybersecurity Management Project

In June 2012, Lockheed Martin won the largest tender for managing the GIG network
(Global Services Management-Operations, GSM-O). The essence of the GSM-O
contract is the modernization of the GIG network management system for cybersecurity
requirements. The cost of work is a huge amount - 4.6 billion dollars for 7 years. In
2013, the GSM-O team began to study the status of the four GIG network management
centers that are responsible for the maintenance and uninterrupted operation of all
Pentagon computer networks - 8,100 computer systems in more than 460 locations in
the world, which in turn are connected by 46,000 cables. The first deal was to upgrade
the GIG management system, namely, to consolidate the operating centers - from four
to two.

Cybersecurity targets are the Pentagon’s top priority, but the lack of necessary
standards hampers the implementation of the entire GSM-O program. In 2015, the
world of telecommunications was shocked by the news: Lockheed Martin is not coping
with the upgrade of the DISN network management, that is, with the implementation of
a multi-billion dollar GSM-O contract, and sells its division “LM Information and
Global Solutions” to the competing firm Leidos. The failure of the work was most
likely due to the inability to recruit developers capable of combining the “old” circuit
switching equipment with the latest packet switching systems as well as taking into
account the new requirements of cybersecurity.

2.4 Resume

Let us recall that the shifting from circuit switching to packet switching is one highly
expensive and risky deal. Three above named technologies – GSM, SS7 and IN - are
part of the gold fund of the inventiveness of human beings but very old. System GSM
had invented in the late 1980s by ETSI and until now is the most popular technology.
The SS7 protocols had developed at Bell Labs since 1975 and in 1981 defined as ITU
standards. The same age – 35+ years passed before Bell Labs developed and in 1982
launched the electronic telephone exchange 5ESS in which the principles of an intel-
ligent network were implemented.

3 GSM-R Basics

3.1 ERTMS System Overview

The definition of European Rail Traffic Management System (ERTMS) was the result
of the European efforts to promote interoperability. ERTMS includes three levels [6].
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Among them, ERTMS levels 2 and 3 employ GSM-R as the basis that supports
communications. In Europe, a 4 MHz bandwidth is reserved for such communications.
The main elements of ERTMS are:

• ETCS: it allows for automating train control. It consists of a Radio Block Center
and a Lineside Electronic Unit. ETCS can be divided into three levels:

• ETCS level 1: the location of the train is determined by traditional means (i.e., no
beacons are used for locating the train), whereas communications between fixed
safety infrastructure and trains are performed by means of beacons (transponders
placed between the rails of a railway track). GSM-R is only used for voice
communications.

• ETCS level 2: the communications between trains and the railway infrastructure are
continuous and supported by GSM-R technology. The location of the train is
estimated by means of fixed beacons.

• ETCS level 3: the integrity of the train elements is checked at the train, thus no
devices are required in the track. Fixed beacons are used to locate the train.

• EURORADIO GSM-R: radio infrastructure.
• EUROBALISE: beacons allowing for locating the trains accurately.
• EUROCAB: on-board management system that includes European Vital Computer,

Driver-Machine Interface, and measurement devices such as odometers.

The interface between the fixed parts of ETCS is the RBC (Radio Block Centre)
and for GSM-R the MSC (Mobile Switching Centre). This interface is using the
protocol ISDN 30B+D that consists of 30 64 kb/s B-connections plus a 16 kb/s D-
channel for signaling purposes. Together this makes up a 2 Mb/s connection. Between
the MSC and the more outspread part of the GSM-R system, the BSC (Base Station
Controller), two 2 Mb/s systems is used for redundancy sake. The same applies for the
connection between the BSC and the BTS (Base Transceiver System), but for security
reasons the BTS is connected in a loop, always having two possible connections. The
transmission media can be optofibre cable, coaxial cables or radio links, the latter often
used in rural conditions (Fig. 2).

Fig. 2. European Train Control System ETCS [6].
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3.2 Radio Channels and Available Frequencies

Dedicated frequencies are reserved for the use of GSM-R for operational communi-
cations by railway companies. For uplink communication, 4 MHz is reserved in the
876–880 MHz band, and for downlink 4 MHz in the 921–925 MHz band. As these
frequencies are agreed on a European basis, they allow border crossing and interna-
tional traffic. The 4 MHz for GSM-R makes 19 frequency channels of 200 kHz each
available. One of the frequency channels is used as a guard band.

Each 200 kHz frequency channel has 8 timeslots available to be used as data or
voice channels, whereof one is used as the common control channel for the radio
system (this concept is called Common Channel Signalling and is used for the internal
control of the radio transmission system), and the remaining 7 are used for voice or data
communication. One control channel can be used for two frequency channels, making
7 + 8 = 15 timeslots/channels available for communication (Table 1).

Using circuit switching, there are 19 frequencies available. Each frequency contains
7 timeslots for communication, making a total 19 � 7 = 133 channels for communi-
cation. If using the concept of one control channel for two frequencies, this makes a
total of 142 available. These channels shall be used for both voice and ETCS data
communication.

4 Discussion: The Future of Railway Radio

Work is underway now to lay the framework for a new standardized railway
telecommunications network to replace GSM-R beginning in 2021 or 2022. But a great
deal of uncertainty persists over the technology that this new network will use and
whether the railway sector is ready to replace its existing 2G networks [1]. There is a
problem. GSM-R is a second-generation telecommunications system, which means it is

Table 1. GSM-R Services [6].

Service group Type of service Cab Shunting

Voice-call Point-to-point
Public emergency Broadcast
Group
Multi-party

MI
M
M
MI
MI

M
M
M
M
M

Data Text message
General data applications

MI
M

M
O

Specific features Functional addressing (FA)
Location dependent addressing (LDA)
Shunting mode
Multiple driver communications within some train
Railway emergency calls

MI
MI
MI
MI
MI

M
O
M
NA
M

Note: Mandatory for Interoperability (MI), Mandatory for the System (M), Optional
(O).
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a long way behind today’s 4G technology, let alone 5G, which is expected to emerge
around 2020 (Fig. 3). And while providers have committed to maintaining GSM-R up
to 2030, beyond this it will become increasingly difficult, and expensive, for infras-
tructure managers to retain the same quality of service. In response, work is now
underway to prepare the industry for the transition to a new radio system and associated
technologies. 5G stable products below and above 6 GHz may be available by the time
of migration from GSM-R to the next standard radio system.

4.1 The Biggest Challenge

Nevertheless, it is spectrum allocation rather than radio technology, which is described
as the biggest challenge facing the deployment of this new technology and the future of
railway communications. GSM-R is currently located within the 4 MHz of the R-GSM
band.

However, there is evidence that coexistence of GSM-R and a future system within
this band is not possible without a substantial degradation of the level of service.
A 2016 study by LS Telecom considered whether LTE/LTE Advanced, as the only
practical candidate currently available, could be used effectively in the same band as
GSM-R. It found that it is not possible to introduce LTE in the GSM-R band without a
number of technical mitigating measures while there is insufficient capacity to allow
coexistence without some degradation. The study also concluded that LTE would
provide extra data capacity but potentially reduce the capacity of GSM-R. In addition,
in areas of high traffic density or border areas, the capacity for both services would be
severely reduced.

To counter these problems, railways may be forced to explore the use of a different
frequency for the new system, with the frequencies both below and above 1 GHz
available as possible alternatives. However, this could drastically increase costs due to
the requirements to install new infrastructure compatible with an alternative frequency.

For GSM-R, Kapsch, Huawei, and Nokia have supplied the industry, while Eric-
sson is currently addressing the market with its LTE solution. Mr, Thomas Chatelet,

Fig. 3. Roadmap of 5G deployments [7].
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project officer in the ERTMS Unit at the Agency (the European Agency for Railways),
says that for the next generation, it is expected that these vendors will continue to lead
the way, but with opportunities for others, including current signalling suppliers, to
come up with their own solutions [1].

4.2 Research

Huawei is continuing to push 4G LTE and 4.5G LTE as the preferred solution and is
engaged in various research and development activities. Huawei will take a critical step
forward with the rollout of 4G LTE on a China Railway main line in 2017. Companies
already offer LTE network equipment compatible with GSM-R. The Huawei Tech-
nologies strategy consists of three steps: Step 1 - Only GSM-R network, Step 2 -
Parallel operation of GSM-R and LTE networks: GSM-R provides reliable (encrypted)
communications for the control of trains, LTE transmits unprotected data, Step 3 - A
single platform “LTE for railway” is being created.

5 The Great Moscow Agglomeration Case

5.1 Moscow Metro and Wi-Fi and LTE

People can use free Wi-Fi by accessing the Moscow Transport (MT_FREE) network
[8]. Several million people use the network daily. All Moscow Metro line trains,
Moscow Central Circle (MCC) trains, and Aeroexpress trains now feature the Moscow
Transport (MT_FREE) Wi-Fi network. Passengers can stay online during an entire trip.

Fig. 4. Nine Moscow railway stations and the projected diametrical connections [9].
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People using the network only need to register once, when entering a metro or
MCC train, bus, tram or trolleybus. After that, they can use the MT_FREE Wi-Fi
network on various transit routes, without text-message identification.

5.2 Moscow Central Circle and GSM-R Network

The Moscow Central Circle line is operated by 61 Siemens ES2G Lastochka trains and
controlled by GSM-R. The line opened on 10 September 2016. 130 trains per day will
circulate around the circle line, with a frequency of 5–6 min during the rush hours, and
10–15 min at other times. Within MRR project ROTEK Company has supplied more
than 700 GSM-R portable stations and 1,200 specifically designed SIM-cards for use in
portable and locomotive radio stations, which had installed in high-speed trains
“Lastochka” of MRR.

5.3 Moscow Central Diameters

In 2017, Moscow announced plans [9] to create links between the existing radial rail
routes into the city (Fig. 4). Modeling the movement of trains taking into account the
development of diametrical connections of the railway lines of the Moscow node and
GSM-R QoS requirements is extremely important.

Four nodes for throughput modeling, as well as two critical nodes, are shown
(Fig. 4) to fulfill QoS Requirements (Table 2). By word, Banedanmark [10] has made a
memo about ETCS level 2 solutions for large stations and junction areas. They state
that the practical limit is approximately 25 trains per square kilometer, which could be
raised to 28, when extensive network planning is done, using sectored and umbrella
cells.

At least five such routes are to be developed, with existing lines upgraded and large
diameter tunnels bored where required [11]. End-to-end journey times would be about
1 h on both routes, with services running every 6 min, compared with less frequent and
less regular services on the current lines [12].

Table 2. Main GSM-R QoS requirements.

Requirements Value

Connection establishment delay of mobile originated calls
Connection establishment error ratio
Connection loss rate
Maximum end-to-end transfer delay (of 30 byte data block)
Transmission interference period
Error-free period
Network registration delay
Call-setup time
Emergency call-setup time
Duration of transmission failures

<8.5 s (95%), � 10 s (100%)
<10−2 (100%)
<10−2/h (100%)
� 0.5 s (99%)
<0.8 s (95%), <1 s (99%)
>20 s (95%), >7 s (99%)
� 30 s (95%), � 40 s (100%)
� 10 s (100%)
� 2 s (100%)
<1 s (99%)
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6 Further Work

Is it reasonable to talk about 5G? [13] Russia’s MTS (Mobile Telephone System) has
given a scathing assessment of the emerging 5G mobile standard during an investor
presentation in London, decrying the lack of technology progress and the absence of
any clear 5G business case: “There is no finalized technology, no network equipment
available, no frequency allocation in any of our countries, and it is not in our plans for
2017 or 2018,” he said. “There are no terminals – and they don’t seem to be coming –

and there is no business case behind it.”

6.1 Wireless Sensor Network

Infrastructure is usually monitored by using WSNs, which are able to assess the
condition of tracks, track beds, bridges and the equipment placed on the tracks.
Moreover, WSNs can be used to monitor tunnels or to detect intrusions and abandoned
items in stations. It is worth mentioning Structural Health Monitoring (SHM), which is
currently an essential field for the railway industry. Traditionally, SHM systems made
use of sensors wired to data acquisition systems, but, thanks to the evolution and the
lower cost of wireless devices, in recent years researchers have proposed solutions
based on WSNs. A relevant requirement is a need for a precise time synchronization
with a resolution of microseconds. This requirement is due to the fact that certain
measurements, like vibration monitoring, demand accurate timing and synchronized
sensing at high sampling rates [14, 15].

6.2 Industrial Internet of Things

IIoT Market is set for tremendous growth in 2015 as more and more businesses are
realizing its potential uses and impact it can have on the global economy. Digital
railway is one attractive area for IIoT [16].

In conclusion, the nearest tasks of Russian telecommunications:

1. Comprehensive tests of GSM-R technology, especially reliability issues due to
interference effects between networks, especially due to Moscow Central
Diameters.

2. Development of the GSM-R network architecture taking into account existing
networks, including interaction with an intelligent network, as well as the need to
upgrade existing networks.

3. Consider the issues of import substitution of GSM-R equipment by own Russian
products, taking into account the Russian market volume.
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Abstract. We consider the material of the elective course for the young
students, and briefly describe both so-called hard problems and some
methods necessary to develop programs for their implementation on the
computer. For this, we are considering several real problems of discrete
optimization. For each of them we consider both “greedy” algorithms
and more complex approaches. The latter are, first of all, are considered
in the description of concepts, understandable to “advanced” young stu-
dents and necessary for the subsequent program implementation of the
branches and bounds method and some associated heuristic algorithms.
According to the authors, all this “within reasonable limits” is available
for “advanced” young students of 14–15 years.

Thus, we present our view on the consideration of difficult problems
and possible approaches to their algorithmization – at a level “somewhat
higher than the popular science”, but “somewhat less than scientific”.
And for this, the paper formulates the starting concepts which allows
one of such “complications” to be carried out within the next half-year.

Keywords: Elective course · Hard computing problems · “Greedy”
algorithms · The first step in the science

1 Introduction and Motivation

This paper can be considered as a popular scientific presentation of algorithms
necessary for advanced programmers to solve complex search problems. We con-
sider the material of the elective course for the schoolchildren (young students),
and briefly describe both so-called hard problems and some methods necessary to
develop programs for their implementation on the computer. Just note, that the
continuation of this course can be several completely different elective courses –
in the following areas:

– the substantially more detailed presentation of any of the problems considered
in this article (and also in the elective course described in it);
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– the presentation of mathematical principles for evaluating the complexity of
algorithms – and the application of these principles to solve the problems of
discrete optimization considered here;

– the presentation of the principles of statistical evaluation of the effectiveness
of the created software – and, similarly, the application of these principles to
solve the problems of discrete optimization considered here;

– the consideration of software aspects of constructing solvers of discrete opti-
mization problems;

– and so on.

According to the authors, all this “within reasonable limits” is available for
“advanced” young students of 14–15 years. And for this, the paper (and, accord-
ingly, the material described in it) formulates the starting concepts which allows
one of such “complications” to be carried out within the next half-year.

Thus, we present our view on the consideration of difficult problems and pos-
sible approaches to their algorithmization – at a level “somewhat higher than the
popular science”, but “somewhat less than scientific”. Apparently, in Russian,
after the closure of the magazine “Computerra” [1] at the end of 2009, there is
no full-fledged “paper” popular science magazine; however, this is not a “catas-
trophe”: many such topics are now constantly discussed at forums, at relevant
sites, remember at least “Habr” (“Habrahabr”, [2]). However, they are difficult
to find a popular presentation of the relevant material (creating algorithms for
solving complex problems) for schoolchildren – which we expect to do in this
paper and, we hope, in subsequent ones.

At the beginning of training of schoolchildren 14–15 years after mastering the
basic elements of the programming language, we often consider the approach to
constructing simple recursive algorithms (we recall that we are talking about
classes with “advanced” young students). Among these algorithms, we consider
various algorithms for generating permutations that are close to those described
in [3], but not only these algorithms. (We shall not write about other “recur-
sive” programming problems here: we think that this is much simpler than the
material presented in this article.) Further, after considering the algorithms for
generating permutations, there are necessarily questions about possible applica-
tions of these algorithms. Here the most “natural” option is the widely known
problem of the traveling salesman, [4] etc.; in this case, as the practice of work-
ing with schoolchildren shows, the “advanced” students easily write appropriate
programs (using already known and already implemented algorithms for gener-
ating permutations to solve the traveling salesman problem) for about one lesson
(after only 2–3 months of programming classes before this).

Then there is another “natural” question, i.e. the question about the dimen-
sion of the problem, which can be solved with the help of similar brute-force
algorithms. At the same time, of course, it is surprising for young students,
that the increase in the clock frequency of the “average” computer processor by
approximately 100 times (to say, from 30 MHz to 3 GHz) over the last 25 years
has led to an increase in the dimension of the problem that can be solved in real
time in such an exhaustive manner, only 2 (in practice, the dimension increased
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from 13 to 15 only). All this leads to the idea of the need to consider other
approaches to the solution of this problem, as well as many similar ones, than
we actually do in the framework of the described elective course (and within the
framework of this paper).

So, we (together with young students!) come to the conclusion that algo-
rithms with exponential time complexity cannot be considered as practically
applicable, and algorithms with polynomial time complexity (i.e., O(nc) for small
values c) can. Therefore, it is no exaggeration to say that the most important
goal of theoretical informatics (and perhaps the most intellectual kind of human
activity! ) is the development of practical algorithms for solving difficult problems
and their good software implementation.1

2 Some Simple Examples and Some Terms

In Introduction, there were very few examples: from specific problems we men-
tioned only the problem of the traveling salesman. However, we can assume that
some more examples were us discussed earlier in [5]. Continuing the subject
and examples of that paper, we shall continue our consideration of the so-called
puzzles and repeat the idea that to them, as well as to intellectual games, can-
not be taken lightly: almost any good textbook on artificial intelligence begins
with their consideration and description of possible methods for their solution.
And, apparently, the most common example is the well-known problem of the
Hanoi towers; however, of course, it does not apply to hard problems.2 Also very
interesting are puzzles created on the basis of famous computer games: various
solitaires, sapper, tetris, as well as sudoku and nonograms, see [6–8].3 It is impor-
tant to note that, despite the simplicity of their wording, all these problems can
be viewed from our point of view as the hard ones; and the possible methods for
solving them practically coincide with the methods for solving “more serious”
problems. In this case, it is sudoku that is primarily considered such a “serious
problem”, describing NP-completeness, see, for example, [8]. Above we already
mentioned intellectual games (it is desirable not to be confused them with puz-
zles, despite the fact that one of the most famous puzzles is more often called
“Sam Loyd’s Game of Fifteen”): the choice of the next move in the intellectual
game can also be considered as an example of a hard problem.

We now turn to the description of the formulations of the three problems,
which we called the more serious. In doing so, we introduce some terms related

1 “Ah, gentlemen, you know why we are here. We’ve not much time, and quite a
problem here” (Andrew Lloyd Webber and Tim Rice).

2 Although the latter statement can also be disputed, if we consider it not as a problem
of implementing the algorithm of its solution found beforehand by a person (namely,
this problem is usually considered in literature not connected with artificial intelli-
gence), but as a task of finding such a solution.

3 Let us also note, that in the final of the student team championship in programming
in the world (according to the ACM version) back in 1992, there was a task about
the mentioned nonograms.
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to the problems of discrete optimization in general. We note that the order of the
problems cited by us, including those already mentioned, roughly corresponds to
an increase in the degree of their difficulty. All these problems, similarly to the
ones mentioned above, can be solved in real time in the case of small dimensions,
but in the transition to large dimensions these real-time problems can not be
exactly solved even with the help of simple heuristics.4 Let us repeat that in
our formulations, all the problems we are considering are fully accessible to the
“advanced” young students of 14–15 years of age.

2.1 The First Example: State-Minimization of NFA

Let us first formulate our interpretation of the problem of state minimization
for nondeterministic finite automata (NFA, [10,11]). A rectangular matrix filled
with elements 0 or 1 is given. Additionally, such limitations may be required:

– there is no identical strings in it;
– no string consists of only 0’s;
– both these limitations are also true for the columns.

A certain pair of subsets of rows and columns is called a grid, if:

– all their intersections are 1’s;
– this set cannot be filled either with a row or with a column, without violating

the previous property.

In this example, a so-called acceptable solution5 is the set of blocks covering
all the elements 1 of the given matrix. It is required to choose a feasible solu-
tion containing the minimum possible number of blocks, i.e., so-called optimal
solution.

In Fig. 1 below, we give a simple example to this problem. The table has the
following 5 grids:

α = {A,B,C,D} × {U} ; β = {A,C,D} × {Z,U} ;
γ = {B,C,D} × {X,U} ; δ = {C,D} × {X,Z,U} ;

and ω = {D} × {X,Y,Z, U}

(we selected the elements of the block in a gray background). To cover all the
1’s of the given matrix, it is sufficient to use 3 of these 5 blocks, namely β, γ
and ω.

4 The concept of “heuristics” will be briefly discussed below. According to the authors,
the easiest example of a heuristic algorithm accessible for young students can be
QuickSort, [9] etc.

5 This is a very important concept, but we shall not strictly define it. The meaning
will always be clear from the context.
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Fig. 1. The table corresponding to the given automaton.

2.2 The Second Example: Minimization of DNF

Now, let us give the formulation of the problem of minimizing disjunctive normal
forms (DNF). An n-dimensional cube is specified, and each vertex is marked
with 0 or 1 elements. An admissible solution is the set of k-dimensional planes
of this cube (where the values of k are, generally speaking, different for each
plane, not exceeding n), containing only 1’s and covering all elements 1 of the
given n-dimensional cube. It is required to choose a feasible solution containing
the minimum number of planes. In this case, as in the previous problem, we will
additionally require that none of the planes considered be contained in any plane
of greater dimension.

Fig. 2. The example of the problem of DNF-minimization.

A simple example is shown on Fig. 2. Here n = 3 (that is, we are considering
the “ordinary” cube), and there are 3 planes, each of which has a size of 1 (that
is, a segment):

α = [(1, 0, 0), (1, 0, 1)], β = [(0, 0, 1), (1, 0, 1)], and γ = [(0, 0, 1), (0, 1, 1)].

For the coverage, it is sufficient to choose 2 of these 3 planes: α and γ.
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2.3 The Third Example: Traveling Salesman Problem

Third, let us consider the traveling salesman problem (TSP). It defines a matrix
in which the cost of travel from the i-th city to the j-th one is recorded in the cell
located at the intersection of the i-th string and the j-th column. It is required to
make a route (tour) of the traveling salesman, passing through all cities, starting
and ending in the same city; each of the tours and is an acceptable solution. It
is required to choose a feasible solution with the lowest possible cost.

Fig. 3. The example of traveling salesman problem.

A simple example is shown in Fig. 3, it shows two ways of specifying the same
particular case of TSP. For small dimensions, the input data is often represented
as a graph. If the cost of travel “there” and “back” for all pairs of cities coincide,
then such a graph is conveniently considered not to be oriented; we will consider
only such examples. In this case, the matrices are symmetric with respect to
the main diagonal, therefore in our example the elements lying below the main
diagonal can not be specified.

3 The State Space

The whole set of admissible solutions in other words is called the state space.
Practically for each problem, there is the possibility of an effective auxiliary
algorithm designed to obtain some new feasible solution based on the already
available one; so the entire state space can be considered a graph. Usually, such
graph is undirected. Figure 4 shows possible graphs describing the state spaces
for the examples that we already considered : the figure on the left is for the prob-
lem of DNF-minimizing, and the figure on the right is for the problem of NFA-
minimizing. We believe that in both examples, a new solution can be obtained
on the basis of the previous one by deleting or adding exactly one element (the
plane or the grid), but we note that other relevant auxiliary algorithms are often
used. In both figures, the optimal solutions are highlighted.
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Fig. 4. The examples of the state space.

In the given examples, the state spaces are small. However, in real conditions,
their size often exponentially (and more) depends on the size of the input data.
Therefore, the search for an acceptable admissible solution in such a graph is
the most important point in the algorithmization of hard problems. This search
corresponds to the construction (explicit or implicit) of a subgraph that is a
so-called root tree. And the natural procedure for constructing (sorting out the
vertices) of this tree is called backtracking, simple examples of which can be
found in most books on artificial intelligence, [12,13] etc.

The word “heuristic” has already been mentioned above. There are many
different definitions of this concept – and sometimes they even contradict each
other, and in some (worse) books, they are unsuccessful. For the word “heuris-
tics”, there is often (“almost correct”) interpretation of “decision-making under
uncertainty”. Heuristic algorithms usually do not guarantee an optimal solution;
but with an acceptable high probability, they give a solution that is close to opti-
mal. At the same time, their variants are often needed, the so-called anytime-
algorithms, i.e., real-time algorithms that have the best (at the moment) solu-
tion at each particular moment of the work; the user in real time can view these
pseudo-optimal solutions. The sequence of such solutions in the limit usually
gives the optimal solution.

4 Greedy Algorithms and Their Drawbacks

The simplest example of heuristic (but not anytime) algorithms is, apparently,
greedy algorithms. A little simplifying the situation, we can say that they con-
sistently build a solution in several steps, at each step, including the “part of
the permissible solution”, which at the moment seems to be the most profitable.
For example, in problems of minimizing finite automata and disjunctive normal
forms, this is a grid (a plane) adding to the current solution the maximum num-
ber of new cells in which 1 is written. And in TSP, it is an element of the matrix
(from those that can be added to the construction round), which has a minimum
cost.
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It seems at first glance, that greedy heuristics are very good. However, for
each of the problems we are considering, it is easy to come up with examples
when this is not so. We have already considered just such examples, for problems
of minimizing disjunctive normal forms and nondeterministic finite automata.
Moreover, it can be shown that a greedy algorithm can give solutions whose
values are arbitrarily greater than optimal ones.

Fig. 5. The table corresponding to the given automaton.

Let us consider two simple examples. Suppose that for the NFA-minimization
problem, the table is given as follows (Fig. 5). At the same time, the greedy
heuristics will choose one of two maximum grids, for example, the grid corre-
sponding to the rows A, B and C and the columns X, Y and Z. However, both
maximal blocks are not included in the optimal answer: one of such possible
optimal answers is 6 “grids-strings”, in which for each letter from A to F, we
simply “include all possible 1’s”.

Figure 6 for the problem of minimizing DNF is sometimes called “hedgehog”.
The plane corresponding to the maximum possible k is not included in the
optimal answer: in our case, n = 4, k = 2, and such a plane is the only square
marked with bold lines. The optimal answer is four “fat” segments, not belonging
to this square (“the needles”).

Of course, both these examples are specially chosen so that the so-called
“greedy” algorithms work badly here. However, even in the examples we have
examined, there are shortcomings of greedy algorithms on small dimensions of
the optimization problems we are considering. In real conditions, all the examples
are much more complicated than those given here, but from the “small” examples
we have chosen very interesting ones. And it is obvious that in the case of large
dimensions, these shortcomings should further “spoil life”, that is, give non-
optimal solutions with much greater probabilities, or give solutions that are
farther from optimal ones, etc. The way out of this situation is the use of more
complicated heuristics.
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Fig. 6. The example of the problem of DNF-minimization.

5 More Complicated Heuristics

Thus, in real situations, all the examples are much more complicated than those
given above. But from the “small” examples we have chosen very interesting;
on their basis, many other examples can be considered in real elective courses.
It is also important to note that we have considered all the problems – in the
described statement – we almost never can not guarantee an optimal solutions
it is a result of the so-called combinatorial explosion (simplifying the situation,
it means a huge increase in the amount of computation with a small increase
in dimension of the problem). Therefore “we have to settle for” the creation of
anytime-algorithms; as we already said, they are gradually approaching pseudo-
optimal algorithms of real-time, giving each user the desired point in time the
decision which is best for the moment; of course, the sequence of such pseudo-
optimal solutions should converge to the optimal, but the time of such conver-
gence in reality can be extremely large.

In view of the volume limitation for this paper, we shall very briefly con-
sider only the approach to creating a very complex heuristic (“metaheuristics”,
the so-called method of branches and bounds, BBM). The first variants of the
description of this algorithm appeared more than 50 years ago. It is based on
the backtracking already mentioned before, i.e., it can be considered as a spe-
cial technology for a complete search in the space of all admissible solutions.
As we have already noted, the main problem is that the power of the entire set
of admissible solutions for inputs of the large dimension is usually very large
and leads to a combinatorial explosion. What should we do in cases where the
simplest algorithm “stops before time” and, similarly to the examples we have
discussed, gives a solution that is very far from the optimal one? One possible
solution to this problem is the following: it is necessary to divide the problem
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under consideration into two subproblems. For example, for the traveling sales-
man problem, we select a certain matrix cell (the so-called separating element);
in one subtask we believe that a trip between the two cities corresponding to
this cell necessarily takes place, and in the other one, that it does not necessarily
occur. Simplifying the situation, we can say that the iterative process of this
division of some considered problem into two sub-problems is also a method of
branches and bounds.

The most difficult in specific problems is the choice of the variant for the
division of the problem described above. This requires expert opinions (“a priori
estimates”), for example, about when the decision will end in one and the other
case: when will this happen before? And in view of the impossibility of “applying
live experts”, for each problem special auxiliary experts-subprograms are being
written that answer this question.

6 Conclusion

In the continuation paper, we propose to give a much more detailed descrip-
tion of BBM, and consider other examples: i.e., the examples of the problems of
discrete optimization considered here, as well as some others. Also, in the follow-
ing publications, we want to briefly consider a number of additional heuristics
to BBM, which improve (by different parameters) its work. Let us note once
again that the software implementation of such heuristics is quite accessible to
“advanced” young students.

Here are some of the questions that we want to consider further. There are
several subroutines for selecting a separating element – how to choose the only
one from their answers? For this choice, we apply the so-called “game” heuristics
and risk functions. And simultaneously with the last ones for averaging we apply
algorithms from one more area of artificial intelligence, i.e., so called genetic
self-learning algorithms. Where, as in them, there should be “the desire of the
program for self-improvement”? But this is a big separate topic, which we also
want to present later.

(As the latest scientific publications of authors on this subject, we mention
[14–16].)
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