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Preface

The 2019 edition of the conference on Applications in Electronics Pervading
Industry, Environment and Society was held in Pisa, Italy, on September 11-13,
2019, at the School of Engineering (Aula Magna U. Dini and Aula Magna A.
Pacinotti).

During the three days, 110 registered participants, from 35 different entities
(25 universities and 10 industries), discussed electronic applications in several
domains, demonstrating how electronics has become pervasive and ever more
embedded in everyday objects and processes.

The conference had the technical and/or financial support of University of Pisa,
University of Genoa, SIE (Italian Association for Electronics), Giakova, and the
H2020 European Processor Initiative.

After a strict blind-review selection process, 21 interactive posters and 43 lec-
tures have been accepted (with co-authors from 14 different nations) in 11 sessions
focused on circuits and electronic systems and their relevant applications in the
following fields: wireless and IoT, health care, vehicles and robots (electrified and
autonomous), power electronics and energy storage, cybersecurity, Al and data
engineering.

More in details the interactive poster (IP) sessions involved contributions on IP1
Vehicular, Robotic and Energy Electronic Systems, 1P2 IoT and Integrated
Circuits, IP3 Digital Circuits and Systems, while the oral sessions involved con-
tributions on O1 Rad-Hard Electronics, O2 Internet of Things, O3 Processors and
Memories, O4 VLSI and Signal Processing, O5 Digital Circuits and Al Data
Processing, O6 Sensors and Sensing Electronic Systems, O7 Power and High
Voltage Electronics, O8 Signal and Data Processing.

There were also two special events:

— A round table on EuroHPC and the European Processor Initiative with contri-
butions from E4, CINECA, STMicroelectronics, University of Bologna,
University of Pisa



vi Preface

— A demo session of high-performance instrumentation and prototypes for battery
management system, aerospace onboard data communication, high-speed dri-
vers for optical modulators.

The proposed papers, collected in this book, and the talks and roundtables of the
special events, prove that the computing, storage and networking capabilities of
today electronic systems are such that their applications can fulfill the needs of
humankind in terms of mobility, health care, connectivity, energy management,
smart production, ambient intelligence, smart living, safety and security, education,
entertainment, tourism, and cultural heritage.

To exploit such capabilities, multidisciplinary knowledge and expertise are
needed to support a virtuous iterative cycle from user needs to the design, proto-
typing and testing of new products and services. The latter are more and more
characterized by a digital core.

The design and testing cycles go through the whole system engineering process,
which includes analysis of users’ needs, specification definition, verification plan
definition, software and hardware co-design, laboratory and user testing and veri-
fication, maintenance management, and lifecycle management of electronics
applications. The design of electronics-enabled systems should provide key features
such as innovation, high performance, real-time operations, implementations with
low-cost and reduced budgets in terms of size, weight and power consumption. To
succeed in this, one of the most important factors is the adoption of a suited design
flow and relevant electronic design automation (EDA) tools. Platform-based design
and meet in the middle between top-down and bottom-up design flows are needed
to fulfill the time and cost-related challenges of nowadays’ market scenarios.

All these challenging aspects call for the importance of the role of academia as a
place where new generations of designers can learn and practice with cutting-
the-edge technological tools and are stimulated to devise solutions for challenges
coming from a variety of application domains.

The APPLEPIES 2019 conference aims at becoming a reference point in the
field of electronics systems design and applications, trying to fill at scientific and
technological R&D level a gap that the most farsighted industries have already
indicated and are striving to cover.

Pisa, Italy Sergio Saponara
General Chair

Genoa, Italy Alessandro De Gloria
Honorary Chair
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Chapter 1 ®)
Advanced Radiation Sensors VLSI e
Design in CMOS Technology for High

Energy Physics Applications

Tommaso Croci, Arianna Morozzi, Pisana Placidi and Daniele Passeri

Abstract In this paper we discuss some issues related to the design, implementa-
tion and test of a CMOS Active Pixel Sensor. Two different pixel layout have been
proposed based on a standard architecture to investigate the suitability of a 110nm
standard technology for the realization of small pixels, high granularity detectors to
be used in High-Energy Physics, medical and space applications, such as particle
tracking or beam monitoring.

Keywords Active Pixel Sensor -+ CMOS - Radiation sensor - High energy physics
applications

1.1 Introduction

The adoption of standard CMOS technology has been suggested as a viable option
for the fabrication of particle detectors, integrating sensitive element and related
read-out circuitry on the same substrate. The inherently lower detection efficiency of
standard CMOS substrates can be compensated by the simultaneous integration of
small capacitance detection nodes and signal conditioning and elaboration of circuitry
[1]. This foster the realization of integrated detectors without the need of hybrid
solutions, e.g. the very expensive bump-bonding between sensing nodes (pixels)
and read-out circuitry or the adoption of dedicated, ad-hoc technology flavours and
options (e.g. high-resistivity substrates, with thick epi-layers or multiple wells) [2,
3]. In this paper we discuss some design, implementation and test issues with respect
to the development of conventional Active Pixel Sensor (APS) matrices in 110 nm
LFoundry technology [4] conceived for CMOS Image Sensor (CIS) fabrication. The
aim of this study is to investigate the suitability of such a technology for the realization

T. Croci (X)) - A. Morozzi - P. Placidi - D. Passeri
INFN-Section of Perugia, Perugia, Italy
e-mail: tommaso.croci@pg.infn.it

P. Placidi - D. Passeri
Department of Engineering, University of Perugia, Perugia, Italy

© Springer Nature Switzerland AG 2020 3
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Industry, Environment and Society, Lecture Notes in Electrical Engineering 627,
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of small pixels, high granularity detectors to be used in High-Energy Physics, medical
and space applications, such as particle tracking or beam monitoring [5, 6].

1.2 System Architecture and Active Pixel Sensor

To evaluate the performance of the chosen technology for high energy physics ap-
plications, test structures based on single active pixels and on pixel arrays of limited
dimensions have been designed. The structures are characterized by the use of the
typical three-transistor pixel architecture (Fig. 1.1), with different geometries of the
sensitive area. The designed chip houses also the interface circuits required for read-
ing, addressing and interfacing the sensitive component.

The particle detection principle is based on a photodiode, a reverse biased pn
junction used to detect the impinging radiation by converting in electrical charge the
energy released into the material. In high energy physics the sensor requirements are
typically very harsh, such as high efficiency and good spatial localization. A good
tolerance to radiation damage is offered by modern submicrometric VLSI processes,
guaranteeing the correct functionality of the sensor and a longer operating life.

To collect the maximum amount of charge inside the pixel, the chip substrate or the
epitaxial layer, if available, tends to be used as the p-type region of the photodiode,
whereas the n-type region is usually made by an n-well or an n+ implantation. In this
work we explore the possibility of using a standard CMOS technology, provided that
the layout of the sensitive element has been designed according to the technology
itself for the specific particle to be detected.

The APS involves the use of a basic electronic signal processing inside the pixel,
directly connected to the sensitive element. In this way it is possible to increase
the reading speed and to reduce the noise due to the lower impact of the parasitic
elements. The price to be paid, however, is the reduction of the fill factor (FF) due to
the “blind” area dedicated to electronic circuits. Therefore, during the pixel design,

(a) = i (b) Voltage drop due to
1 2 V,, of M1
reset = Vv Voltage drop due to
O_I M1 : % o gate capacitance of M1
s A
_I S
Vph | o }/
Vout
. |
p-sub SELECT |
t»

Fig. 1.1 a APS 3T circuit; b output voltage of the pixel
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an effort has been made to limit the area occupancy of the front-end electronics
and, at the same time, increasing the segmentation (pixel pitch) for better spatial
resolution. The reading is the most critical operation because the photodiode has to
be properly biased by connecting the cathode to the power supply through a NMOS
(M1 in Fig. 1.1a) fixing its voltage to (Vpp — V;;,). In Fig. 1.1b an additional voltage
drop has been highlighted due to the capacitive coupling between gate and source of
M1, when the transistor is turned off. The useful signal is represented by the voltage
variation measured at the cathode of the photodiode with respect to this voltage and
therefore this configuration limits the useful excursion of the signal. In addition,
it should be avoid that the source follower (M2 in Fig. 1.1a) leaves the saturation
region, otherwise it would further reduce the voltage swing.

The scaling of CMOS technology introduces significant advantages (for exam-
ple in the reduction of area occupancy) but from the point of view of the sensitive
element requires a greater attention in the design, creating new challenges. In fact
the relationship between pixel dimensions and minimum channel length is not s-
traightforward due to the different scaling. Consequently, beyond a certain level of
technological integration, pixel scaling is no longer convenient, as the improvement
in resolution is no longer sufficient to compensate for a bunch of new disadvantages.
Indeed, while the decrease in the supply voltage tends to be proportional to the scal-
ing, the threshold voltages do not decrease following the same trend, reducing the
useful signal swing.

1.3 Simulation Results

The chip uses two different layout of 3T pixels, called Small Pixel and Large Pixel
(Fig. 1.2). They differ in the sensitive area dimensions, respectively 0.25 and 56 um?,
while sharing the same square overall occupation, featuring 10 pwm pixel pitch. There-
fore, on a total pixel area of 100 pwm?, the FF of the Small Pixel is around 0.25%
while the FF of the Large Pixel is 56%.

The sensing node (photodiode) is made by a n+ doped implantation, hosted in a
deep p-well which is in turn realized on a standard, p-type substrate (Fig. 1.3). The
metal interconnections have been shaped aiming at minimizing the antenna effects,
at the same time aiming at multiple n+ contacts integration. Within the design flow,
several parametric simulations have been carried out, aiming at exploring the different
combinations of both reset and source follower transistors and photodiode node
geometries and their impact on the pixel performance as a function of an external
stimulus compatible with a MIP generation. As a general outcome, the Small Pixel
exhibits better performance for low radiation intensity, as illustrated in the following.

In particular, in Table 1.1 the post-layout voltage drops (AV) on pixel output
are reported, as a function of the sensitive node dimensions. A larger sensitive area
would in principle collects more charge, with an upper limit corresponding to the
Full Well Capacity (FWC). However, a larger area corresponds to a larger (parasitic)
capacitance, thus reducing the charge to voltage conversion factor. Following these
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Fig. 1.2 a Small pixel and b Large pixel layouts

Guard Collector
ring node

Fig. 1.3 Simplified cross section of the pixel

indications, we selected the Small Pixel with active area of 0.5 x 0.5 pum?, while for
the Large Pixel we selected the option with the maximum area coverage (Fig. 1.2).
Considering the Small Pixel, Tables 1.2 and 1.3 show that the voltage drop in post-
layout simulations tends to decrease at increasing transistor width (W) and length
(L). This is due to the contribution of the reset and source follower transistors to the
sensing node capacitance. According to this finding, the dimensions and aspect ratio
of all the transistors within the pixel has been kept at the minimum value according
to the design rules (150/110). Therefore, along the same line, the transistors within
the Large Pixel have been kept at the minimum value according to the design rules as
well, since the increase of their dimensions does not significantly affect the sensing
node capacitance, being dominated by the large diode diffusion capacitance.
Eventually, in Table 1.4 are reported the post-layout voltage drops as a function
of the radiative stimulus parameters, namely amplitude and duration of the resulting
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Table 1.1 Voltage drops as a function of the photodiode sensitive area

Dimensions (pm?) AV (mV)
0.39 x 0.39 188.58
0.5x 0.5 190.63
1x1 173.68
2x2 98.66

4 x4 34.68
6x6 16.5
MAX 10.7

Table 1.2 Voltage drops versus width (W) and length (L) of M1 for the Small Pixel

W (nm) AV (mV)
150 190.63
300 134.17
450 98.35
L (nm) AV (mV)
110 190.63
220 153.75
330 149.35

Table 1.3 Voltage drops versus width (W) and length (L) of M2 for the Small Pixel

W (nm) AV (mV)
150 190.63
300 187.18
450 179.73
L (nm) AV (mV)
110 190.63
220 170.82
330 163.82

current pulse (used as input for circuit level simulation purposes). Data coming from
device simulations were exploited to characterize a compact model of the sensing
element: a junction diode was supplemented by a current generator describing a
radiation-induced current pulse as predicted by device simulations. The quantitative
effects of the increase of both pulse amplitude and width are reported in Fig. 1.4.
With reference to noise it should be underlined that the pixel-reset noise (N, ¢ ) is
determined by the thermal noise of the photodiode and is proportional to the inverse
of the capacitance seen at the photodiode node. Charge-integration noise (N;pseq) i8
instead due to dark current and is approximately proportional to the inverse of the



8 T. Croci et al.

Table 1.4 Voltage drops as a function of the amplitude and duration of the radiative stimulus for
the Large Pixel

Amplitude (A) AV (mV)
600n 10.7
m 14.89
1.8 19.11
241 23.35
Duration (ns) AV (mV)
2 23.35
4 37.36
6 51.21
1 - ? 5 o h
-7 OEE @B || mas .= i
. st "t
10 i 1 1o ] :::ua
Eamck | :  oumanon in |
o [ s o |2
™ fout s ™ i fomt o
fout 1au Jout &
. fount 24p
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Fig. 1.4 Voltage drops as a function of the radiative stimulus parameters for the Large Pixel
(amplitude on the left, duration on the right)

square of the capacitance [2]. Total pixel noise (obtained from the root mean square
of reset and charge-integration noises) is expected to be in the order of a few mV.

1.4 Test Setup

A suitable test environment has been set up, due to the different features that have
to be validated, ranging from stand-alone photodiode response to the test of small
matrices. This results in a dedicated sequence of test signals to be generated and
delivered to the chip which have been devised using a standard Arduino Due board
based on a 32-bit ARM core microcontroller. A critical issue concerns the radiation
source to be used for testing purposes. To allow for optical test, coverage of sensitive
areas with metal layers has been avoided in the chip design. A dedicated PCB has
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also been designed, accounting for size constraints coming from the optical setup.
From the functional point of view, maximum flexibility has again been pursued,
accounting for both manual and automatic test procedures. All the control and I/O
signals can be generated either through on-board hardware circuitry, by means of
routines driving the test board from a PC. Test-board assembly has currently been
completed, and actual test is planned to be carried out in the next months.

1.5 Conclusion

This work aimed at the validation of basic performance of sensitive elements inte-
grated in standard 110 nm LFoundry technology conceived for CMOS Image Sensor
fabrication for particle detection application. The suitability of such an approach, in
particular the adoption of a standard CMOS substrate with optimized pixel layout, has
been verified. Results were very encouraging: a significant SNR, expressed in terms
of output voltage drop, has been obtained in post-layout simulation. A dedicated
PCB has also been designed and fabricated and test on actual chip are on-going.

Acknowledgements This work was supported by the Department of Engineering (“Ricerca di
Base” 2017 and 2018) and by the INFN (SEED and ARCADIA projects).
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Chapter 2 )
Design, Operation and BER Test e
of Multi-Gb/s Radiation-Hard Drivers

in 65 nm Technology for Silicon

Photonics Optical Modulators

G. Ciarpi, S. Cammarata, S. Faralli, P. Velha, G. Magazzu, F. Palla
and Sergio Saponara

Abstract The paper presents the design and the performance characterization,
through system-level bit error rate (BER) tests, of a driver for silicon photonics
Mach-Zehnder modulator (MZM) devices. Fabricated in TSMC 65nm technolo-
gy, the driver exploits a differential topology and a multi-stage current-mode logic
architecture. It is designed to withstand radiation levels in compliance with the re-
quirements for the on-detector systems in future particle physics experiments. The
driver has been tested up to 800 Mrad showing about 30% degradation in voltage
ratings. The BER test made on the stand-alone driver shows a capability of handling
5Gb/s bit-rates with a quasi-error free BER of 10~!!. Electro-optical system-level
BER tests carried out with an MZM wire-bonded to the designed driver showed an
unexpected degradation in speed performances, which has been mainly attributed
to packaging issues. Optimization and re-design activities, still working with 65nm
technology, are currently on-going to meet a data rate of 10 Gb/s for the same radia-
tion hardness.

Keywords Silicon photonics - Mach-Zehnder modulator driver - Current-mode
logic + Radiation hardness - High energy physics - BER characterization

2.1 Introduction

Silicon Photonics (SiPh) has become a viable technology for reducing the size, weight
and energy consumption of optical devices for short-reach optical interconnects. All-

G. Ciarpi - S. Cammarata (<) - G. Magazzu - S. Saponara
Dipartimento di Ingegneria dell’ Informazione, Universita di Pisa, Via G. Caruso 16, Pisa, Italy
e-mail: cammarata.simone @yahoo.it

G. Ciarpi - S. Cammarata - S. Faralli - G. Magazzu - F. Palla
Istituto Nazionale di Fisica Nucleare — Sezione di Pisa, L. Pontecorvo 3, Pisa, Italy

S. Cammarata - S. Faralli - P. Velha
Scuola Superiore Sant’ Anna — Istituto TeCIP, Via G. Moruzzi 1, Pisa, Italy

© Springer Nature Switzerland AG 2020 11
S. Saponara and A. De Gloria (eds.), Applications in Electronics Pervading

Industry, Environment and Society, Lecture Notes in Electrical Engineering 627,
https://doi.org/10.1007/978-3-030-37277-4_2


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-37277-4_2&domain=pdf
mailto:cammarata.simone@yahoo.it
https://doi.org/10.1007/978-3-030-37277-4_2

12 G. Ciarpi et al.

silicon modulators are essential components for such communication links and are
currently being evaluated at the Europen Organization for Nuclear Physics (CERN)
in order to asses their suitability for use in high energy physics (HEP) experiments.
Optical and electronic devices installed in the particle detection region have to ensure
high reliability to radiation exposure. Custom-made SiPh Mach-Zehnder modulators
(MZMs) have already been proved to tolerate radiation levels in line with those
expected for future particle physics experiments [1]. In the context of CERN’s large
hadron collider (LHC) upgrade foreseen for 2026, the beam luminosity boosting
will determine a significant increase in data traffic, on the order of dozens of tera-bits
per second (Tb/s). The installation of optical transceivers with few Gb/s read-out
capabilities will then be required [2]. It represents a data transfer speed roughly one
order of magnitude higher than the throughputs currently achievable with state-of-
the-art HEP front-end circuits, like those belonging the RD53 project [3].

Photonic devices easily reach operational bandwidths above 10 GHz, but the ex-
ploitation of these technologies in compact modules would be possible only after a
careful design of the conditioning electronics which allows to encode a data stream
onto an optical carrier. The aim of this work is to design a full-custom electronic in-
tegrated circuit (EIC) to operate with the MZM presented in [4], withstanding, at the
same time, total ionizing doses (TID) up to 1 Grad and 1 MeV equivalent neutron flu-
ences on the order of a few 10'6 cm~? regarding radiation damage from non-ionizing
energy losses (NIEL).

Section 2.2 introduces the MZM driver (MZMD) core structure and the main cir-
cuital solutions which have been implemented to properly drive a traveling-wave
MZM. A purely electrical characterization of the driver performances in terms of
bandwidth, output voltage amplitude and bit error rate (BER) is detailedly reported
in Sect.2.3. The following section presents the overall system-level results and de-
scribes the electro-optical setup implemented to perform BER measurements of an
hybrid transmitting unit made of an MZM driven by the developed MZMD. Con-
clusions are drawn in Sect.2.5, mentioning the further activities that are currently
ongoing towards the realization of a working prototype suitable for HEP environ-
ments.

2.2 Mach-Zehnder Modulator Driver Design

The full-custom MZM driver was designed in the commercial-grade TSMC 65nm
technology because of its recognized radiation hardness, mainly determined by it-
s very thin gate oxide. Ionizing energy losses induce a build-up of positive trapped
charges in oxide layers, causing threshold voltage shifts and current leakage in MOS-
FET devices. The thinner the oxide the less charges could be trapped and, in turn,
the less detrimental will be the radiation effect on the electronic circuit. However,
p-MOSFET devices are more sensitive to TID than their n-type counterpart, e.g. a
minimum-sized diode-connected p-MOSFET loses the 100% of its on-current after
being exposed to a TID of 1Grad [5]. For this reason, the driver needed to be de-
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veloped avoiding p-type MOSFETsS [6]. A current-mode logic (CML) architecture,
which exploits only n-MOSFETS and passive devices, has thus been adopted.

In order to meet speed and wide output swing constraints, the circuit was structured
as sketched in Fig.2.1. Five CML pre-driving stages, supplied at Vppp = 1.2V and
with gradually increasing sizes, forego an output stage with Vppy = 2.4 V. The
current drained from the Vppp power supply (comprising the whole set of pre-
driving stages) is around 35 mA while the output stage sinks approximately 60 mA,
keeping the MZMD power consumption below 200mW. Because of the radiation
requirements only thin-oxide MOSFETSs have been used, therefore the last stage
exploits a cascode topology to share the wide voltage drop on two devices. Moreover,
a bandwidth increment is obtained using inductive peaking techniques in the last two
stages [7, 8].

2.3 Circuit-Level Electrical and Radiation Tolerance
Testing

The electrical characterization of the driver was performed in terms of scattering pa-
rameters measurements, eye diagram plots and BER tests. S-parameters were carried
out gluing the chip on a carrier board and contacting the chip pads with RF and DC
probes, as shown in Fig.2.2.

Figure 2.3 shows the S,; and S}, parameters of the driver. The 3-dB S, bandwidth
point is measured around 2.5 GHz, highlighting a potential application of the driver
to bit-rates up to 5 Gb/s. The blue line shows that the input matching network of the
driver works properly up to 4 GHz, whereupon the S;; parameter exceeds -10dB.

Regarding eye diagrams and BER tests, the EIC was bonded on a custom-made
printed circuit board (PCB). Standard SMA coaxial cables were used to connect
the board to the instruments, while impedance-matched coplanar transmission lines
convey the signals on the PCB. A 12.5Gb/s pulse pattern generator (PPG) has been
used to generate a pseudo random binary sequence (PRBS) following a PRBS-31
pattern, with voltage characteristics in compliance with standard CML levels. The
eye diagrams obtained feeding the driver with this signal and measuring the output
waveforms with a 23 GHz-bandwidth oscilloscope are shown in Fig.2.2. The two
eye diagrams present nearly the same amplitude, while higher noise and jitter appear
at 5Gb/s.

A BER tester (BERT) was then exploited to understand the impact of jitter-related
penalties from a system-level viewpoint. Figure 2.3 reports the BER values for dif-
ferent bit-rates. A plateau at 10~!! is shown for data-rates up to 5Gb/s, indicating
that no error have been registered out of 1Tb of transmitted data. This confirms a
quasi error-free operation till a bit-rate of 5Gb/s.

The circuit radiation resistance was investigated exposing the whole EIC to x-
rays with a dose rate of 4.3Mrad/h at the INFN-Padova facility. The normalized
voltage amplitude degradation of the output signals with increasing dose level is
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Fig. 2.2 Left: eye diagrams of driver output voltage at different bit-rates. Right: picture of the
on-chip characterization setup
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Fig. 2.3 MZMD circuit-level electrical characterization. Input-output S-parameters are reported
on the left, while in the middle BER performances are shown. On the right, radiation-induced
peak-to-peak voltage (V) degradation is documented

reported in Fig.2.3. At 800 Mrad, which was the highest dose level reached during
the test because of limited testing time, the signal amplitude was reduced by 30%
with respect to the pre-irradiation value.

2.4 System-Level Electo-Optical BER Testing

The fidelity of a data transmission system is ultimately quantified by the BER. An
MZM fabricated in the Imec’s isipp25g technology and the custom driver realized
within this work have been hybridly integrated on a PCB. The only difference with
respect to the testing scenario described in Sect. 2.3 is that the driver output pads are
now wire-bonded with the MZM electrodes. The MZM under test is 1.5 mm-long
and has no termination impedance. Measurements made on the same MZM with
RF probes guarantee that its electro-optical modulation bandwidth remains above
5 GHz also with this load impedance mismatch, thus validating that the bandwidth-
bottleneck remains in the electronic domain.

In the framework of fiber optic links, two types of characterization could be per-
formed to carry out BER performances: optical noise loading and receiver sensitivity
measurements. The former is an important metric for links which needs to be op-
tically amplified while the latter is more suitable for non-amplified interconnects,
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Fig. 2.4 Electro-optical setup for system-level characterization of an OOK link. Acronyms: TBPF
(tunable band-pass filter), PC (polarization controller)

like those used within HEP experiments which cover 200m at most. Hence, BER
performances have been evaluated in function of bit-rate and received power on the
photo-detector (PD).

As shown in Fig.2.4, a standard on-off keying (OOK) transmitting system has
been set up. The same PRBS-31 signal is applied at the driver input as before. A
tunable laser source (TLS) was used to provide light in the C band near 1550 nm.
The wavelength tuning allowed to set the MZM at the quadrature point. Light is
coupled to the PIC using pigtailed fiber arrays and on-chip grating couplers. The
modulated optical signal is attenuated with a variable optical attenuator (VOA) and
then captured with a commercial PD, which is directly connected to the BER tester
(BERT). Because of some issues encountered in the packaging procedure, which
was performed manually, the fiber arrays resulted to be a little misaligned, causing
an increase in optical insertion losses compared to similar devices realized in the
same technology. Therefore, an erbium-doped fiber amplifier (EDFA) was required
to perform BER tests. Even delivering the maximum rated optical power from the
TLS the optical intensity at the MZM output was too low that an EDFA placed
downstream the DUT failed to amplify the signal for photo-detection. The EDFA
was then positioned before the MZM in the optical path, resulting in an injected
power in the PIC of about 20dBm, and an OSNR of 26 dB. Nevertheless, non-linear
optical effects have not been captured throughout the measurement routines.

Optical eye diagrams and measured BERs as a function of input power P, on
the photo-detector are shown for different data rates respectively in Figs.2.5 and
2.6. The whole system is correctly working up to a bit-rate of 1.5Gb/s while BER
floors start to appear around 1.7 Gb/s, suggesting a systematic failure of the system.
The eye diagrams at the PD output indeed report a sharp increase in jitter and inter-
symbol interference (ISI) as the bit-rate reaches the 1.7 Gb/s level. Even if such poor
speed achievements are in contrast with the previously presented BER performances
of the stand-alone driver, these unexpected results could also be attributed to the
non-optimum arrangement of wire bondings, as can be seen from Fig.2.6.
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(a) 1.5 Gb/s (b) 1.7 Gh/s () 1.75 Gh/s

Fig. 2.5 Eye diagrams at the PD output for different datarates: a 1.5Gb/s, b 1.7Gb/s, ¢ 1.75Gb/s.
All the plots have the same vertical scale of 20 mV/div
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Fig. 2.6 BER performance of the data transmitting unit composed of the designed driver and a
MZM bonded together. Acronyms: TL (transmission line)

2.5 Conclusions and Further Work

The design and the experimental characterization of a radiation-hard driver for a
traveling-wave MZM have been reported at circuit-level as well as on a communica-
tion-link basis. Electrical measurements confirmed that the electronic driver is capa-
ble of withstanding data-rates up to 5 Gb/s as required by optical links specification
in the HEP framework. A deviation from the expected speed capabilities has shown
up during the system-level electro-optical BER test suggesting a leak in the pack-
aging procedure. For this reason, further activities have already started to mitigate
package-related parasitic effects and arrive to a working multi-Gb/s transmitter to
be deployed in particle physics detectors. Also advanced solutions, such as flip-chip
bump-bonding, are under investigation to avoid the usage of wire bondings between
EICs and PICs when dealing with radio-frequency large signals as in this case study.
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Chapter 3 ®)
A Rad-Hard Bandgap Voltage Reference | <
for High Energy Physics Experiments

G. Traversi, L. Gaioni, M. Manghisoni, M. Pezzoli, L. Ratti, V. Re, E. Riceputi
and M. Sonzogni

Abstract This work is concerned with the characterization of a bandgap reference
circuit, fabricated in a commercial 65 nm CMOS technology, designed for applica-
tions to HL-LHC experiments. Measurement results show a temperature coefficient
of about 16 ppm/°C over a temperature range of 140°C (from —40 to 100°C) and
a variation of 1.6% for Vpp from 1.08 to 1.32V. The mean value of the bandgap
output is about 400 mV, with a 5% maximum shift when exposed to a Total Ioniz-
ing Dose (TID) around 1 Grad (SiO,). The power consumption is 165 W at room
temperature, with a core area of 0.02835 mm?.

Keywords Bandgap voltage reference - Deep submicron - CMOS - Radiation
effects + Total ionizing dose (TID)

3.1 Introduction

Voltage references, which provide precise, stable and temperature-insensitive DC
voltages, are fundamental building blocks in mixed-mode circuits. The bandgap ref-
erence (BGR) is one of the most popular voltage reference that successfully achieves
these requirements. It generates a voltage which is obtained from the sum of the
voltage across a forward biased pn junction (inversely dependent on the absolute
temperature) and a term directly proportional to the absolute temperature (PTAT).
Unfortunately, this architecture is not suited for advanced CMOS technology where
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the supply voltage is 1.2V or even lower. For this reason, in the last ten years, use
of nonstandard devices in place of BJT or diodes has been proposed [1], but at the
cost of a poor portability of the design and with the risks associated to the lack of
accurate models for nonstandard devices. The resistive subdivision technique has
been proposed to implement sub-1V BGR circuits [2], although this technique is
not suitable for high-precision references working in a large temperature range. This
paper discusses a BGR architecture based on a commercial 65 nm CMOS technology
and capable of operating with 1.2V supply. The proposed IP block has been designed
for operation in the harsh radiation environment of the High Luminosity LHC. The
65 nm CMOS technology chosen for this prototype has been tested up to 1 Grad with
promising results for CMOS transistors [3]. Nonetheless, other components of the
BGR, namely bipolar devices, are affected by bulk damage effects. For this reason, in
order to understand their behavior after irradiation, three different BGR versions (the
first one based on parasitic PNP bipolar transistors, the second based on pn diodes
and the third one based on enclosed-layout MOSFETSs biased in weak inversion re-
gion) have been designed and submitted for fabrication in a prototype chip. These
circuits have been fabricated and characterized before and after irradiation up to
225 Mrad(SiO;) and the third design (the one based on MOSFETSs) demonstrated
the best performance in terms of radiation hardness [4]. Based on this work, a voltage
reference circuit, designed in a commercial 65 nm CMOS technology and capable
of operating in harsh radiation environments up to 1 Grad has been developed and
its characterization is shown in this paper.

3.2 Operating Principle and Characterization Results

The bandgap circuit described in this paper and shown in Fig. 3.1, is based on a current
mode approach [1]. Two currents, one (I,,) proportional to absolute temperature
(PTAT) and one (I,) complementary to absolute temperature (CTAT) are generated
and summed in order to obtain a voltage insensitive to temperature. As already
mentioned in the Introduction, with the purpose of increasing the radiation hardness
of the circuit, only MOSFETSs devices have been included in the circuit. In order to
obtain a behavior similar to a bipolar transistor, they have been biased in the weak
inversion region, where the I-V characteristic of the device is:

w Vs — Vin Vbs
Ip=—1I,- MCEEST I DS 3.1
PET exp( nVr ) [ exp( VT)} G-b

where the V pg dependence of the drain current can be neglected when Vpg > 4Vr.
Being M1, M2 and M3 equally sized, the BGR output value is given by:

Veer = 22 [ Vgt + B ay, (32)
REF — R] GS1 R2 GS |- .
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Fig. 3.1 Schematic of the bandgap reference together with the startup circuit

Since bandgap circuit has two stable operating points, it requires a start-up circuit
to prevent operation in the undesired one. Figure 3.1 shows the startup circuit imple-
mented [5]. It is based on a pull down capacitor. During the power on, a current starts
to charge the capacitor Cy, the current is mirrored by M; and M, and it charges the
gate of M3 thus turning the transistor on. M3 pulls down the gate of the bandgap
current mirror injecting current into the bandgap. The power consumption of the
startup circuit after power on is zero because, after startup, M4 is turned on and M3
is cutoff. Moreover, M, discharges C; when power supply is switched off.

The proposed bandgap reference was fabricated in a commercial 65 nm CMOS
technology. The chip microphotograph is presented in Fig. 3.2 (left). Extensive ex-
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Fig.3.2 (Left) Die microphotograph (2 mm x 1 mm); (right) measured temperature dependence of
the bandgap reference voltage as a function of the temperature for different configuration bits of R
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perimental measurements were performed in order to characterize the actual behavior
of the proposed architecture. For example, the temperature behavior has been mea-
sured between —40 and 100°C while the circuit will operate at —30 °C during the
experiment and between about 20 and 40°C during the operation without cooling.
The measurements were performed using Keysight 34461 A Digital Multimeter and
GENVIRO-030LC Temperature Chamber. In order to be able to compensate for pos-
sible process and mismatch effects, the programmability of resistor R, (5 bits) has
been included. Figure3.2 (right) shows the measured output voltage as a function
of the configuration word, while Table 3.1 summarizes the main characteristics of
the bandgap circuits. The comparison shows that the proposed circuit provides the
minimum variation of the reference voltage after irradiation. In addition, if needed,
the line regulation of this work can be improved by adding a regulated cascode at the

Table 3.1 Performance summary of the proposed BGR circuit

This work | [8] [6] [9]
Supply voltage (V) 1.2 1.2 1.2 1.2
Operating voltage range (V) 1.08-1.32 | 0.85-1.4 1.08-1.32  |0.85-1.5
Nominal reference voltage (mV) 400 405 330 600
Line regulation (1.08-1.32 V) (%/V) 4 2.72 0.25 -
Temperature coefficient (ppm/°C) 16 30.5 130 15
Temperature range (°C) —40 to 100 | 0-80 —40t0 80 |—40to 125
Power consumption @ 25°C (WW) 165 - 240 60
Radiation induced AVggr 5% @ 0.8% @ 10% @ +3% (5
1 Grad 45 Mrad 800 Mrad | samples) @
450 Mrad
Layout Area (mm?) 0.028 0.064 0.018 0.056
Technology CMOS CMOS CMOS CMOS
65 nm 130 nm 65 nm 130 nm
404.0 T T T 440.0 T T T T
430.0 B
40351 -
»
» 4200 ‘ \. 4
403.0F - o A /A
.\ » / _ 4100 ‘/ e
= 3 -0 ————o————"
EE 028p \‘°\ PR 7 ] éﬁ 40008\ after 7 days of E
> > \ annealing at room
w20k ] 390.0f PRE-RAD temperature 4
380.0 4
40151 1 370.0F J
401.0.7 g ;0 160 3600 1‘ 1‘0 150 10‘00 10*
Temperature [°C] Dose [Mrad]

Fig. 3.3 Measured output voltage as a function of the temperature (left); measured output voltage
of the bandgap as a function of the absorbed dose of 10 keV X-rays and after annealing (right)
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output branch of the circuit, as implemented in [6]. The measured best temperature
coefficient (TC) of the bandgap reference is 16 ppm/°C in a range of —40 to 100°C,
as shown in Fig. 3.3 (left).

Irradiation tests were carried out taking into account the unprecedented radiation
tolerance requirements of demanding applications such as the HL-LHC [7]. To get
an estimate of the performance of the bandgap circuit, we irradiated one device
up to about 1 Grad(SiO;) total dose of 10-keV X-rays. The irradiation was done at
Laboratori Nazionali di Legnaro (Italy) with an X-ray machine at a dose rate of about
1 krad(SiO,)/s. During irradiation, the bandgaps were biased as in the real application.
Figure 3.3 (right) shows the variation of the output voltage as a function of the TID
for the BGR with N-MOSFET. Annealing after one week at room temperature shows
minor changes on the reference voltage with respect to the pre-irradiation value.

3.3 Conclusion

In this paper, a new radiation hard bandgap voltage reference circuit has been pre-
sented. The circuit has been characterized in a climatic chamber between —40 and
+100°C and irradiated up to 1 Grad(SiO,), yielding up to 5% voltage change at
the total ionizing dose. The BGR here proposed is able to face very high radiation
doses, keeping a reasonable output accuracy, a relatively small area, and a simple
architecture.

Acknowledgements The authors wish to thank Serena Mattiazzo and Devis Pantano (University
of Padova) for providing the source for X-ray irradiation and for their constant support during the
irradiation campaign, and Dr. Francesco De Canio for his contribution to the design and character-
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Chapter 4 )
Analysis and Comparison of Ring oo
and LC-Tank Oscillators for 65 nm

Integration of Rad-Hard VCO

for SpaceFibre Applications

D. Monda, G. Ciarpi, G. Mangraviti, L. Berti and Sergio Saponara

Abstract The paper presents the comparison between two VCO (Voltage Controlled
Oscillator) architectures designed in 65 nm CMOS for aerospace applications. In par-
ticular, the two VCOs have been designed targeting the 6.25 GHz frequency required
in the SpaceFibre standard. The ring oscillator has been designed using three current
mode logic stages connected in a loop. Although its performance in terms of low area
occupation are attractive, the process variations simulations have demonstrated its
inability to generate the target frequency in harsh operating conditions. Instead, the
LC-Tank based oscillator, fixing the central frequency with the resonance of the L-C
tank, has highlighted a lower influence through Process-Voltage-Temperature simu-
lations on the oscillation frequency. Thanks to varactor-based voltage tuning control,
it is able to cover the range from 5.18 to 6.41 GHz. Both architectures are biased with
a supply voltage of 1.2 V. The complete layout of the last solution has been designed
and its parasitic has been extracted for post-layout simulations. Achieved results are
attractive to address the requirements of the new SpaceFibre aerospace standard.

Keywords Ring oscillator - LC-tank oscillator + SpaceFibre - Rad-hard circuit

4.1 Introduction

Current trends in satellites show a rapid increase in data traffic and digital processing.
The throughput of next generation digital telecom satellites will exceed terabits per
second of data, which have to be processed on board. For instance, the high-resolution
cameras and synthetic aperture radars need high-speed communications between
the instruments and storage [1]. The optical technology, thanks its high bandwidth-
length product, the lightweight cabling and electromagnetic hardness, can potentially
be the solution for data-rate increment in satellite. In this direction, the European
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Space Agency (ESA) has recently released the new SpaceFibre standard for on-board
satellite communication up to 6.25 Gbps [2, 3]. The communication performance is
strongly related to the ability to synchronize the receiver and the transmitter and a
key block for the synchronization is the Phase Locked Loop (PLL). The core system
inside the PLL able to generate the suitable frequency is the Voltage Controlled
Oscillator (VCO). It should be able to generate a tone at 6.25 GHz and be tolerant
to SEE (Single Event Effects) and TID (Total Ionization Dose) up to 300 krad [4]
as the whole PLL system. In literature, there are not examples of rad-hard VCOs
able to work at 6.25 GHz. In [5] a comparison between Ring Oscillator (RO) and
LC-Tank (LC) VCO for PLL were made for Large Hadron Collider’s (LHC) for High
Energy Physics (HEP) applications. Both were designed for a working frequency of
2.56 GHz and, after being exposed to irradiation, the LC oscillator showed a lower
frequency shift than that of the RO solution and a jitter value one order of magnitude
lower.

The goal of this work is to compare the performances of the widely used RO
and LC circuits in radiation environments and to contribute with new approaches for
exploiting the characteristics that have made these systems the most implemented. For
abetter comparison, both the VCOs were designed using the same 65 nm commercial-
grade technology, which thanks its thin gate oxide is considered a radiation hard
technology [6, 7]. The design of the VCO based on the ring oscillator and that based on
the LC-Tank approach is presented in Sects. 2 and 3, respectively. Section 4 provides
preliminary layout design and post-layout circuit performance results. Conclusions
are drawn in Sect. 5.

4.2 Cascaded CML-Inverter Ring Oscillator in 65 nm
Technology

A RO-VCO consists on a cascade of inverting amplifier in which the output of the
last stage is connected to the first stage, as shown in the model of Fig. 4.1, where g,
and R are the transconductance and the equivalent output resistance, respectively of
each stage, and C is the equivalent input capacitance of the following stages.

According with the Fig. 4.1 the open-loop gain of the system composed of N
generic stages is expressed in Eq. 4.1.

Fig. 4.1 Ring oscillator
modalized using inverting
stage amplifiers

o 'tg/““cHR QVCHR
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: gmR N

For the Barkhausen oscillation criterion [8], the module of the transfer function
has to be higher than one for the start-up condition and then equal to one to sustain
the oscillation, while the transfer function phase has to be an integer multiple of 2.
Appling this criterion at the model in Fig. 4.1, we obtain the oscillation condition in
term of design parameters, expressed in Eq. 4.2.

gmR =

42
cos 6 (4.2)

where 0 is the phase shift introduced by each RC load, which for the Barkhausen
criterion has to be an integer multiple of /N.

In order to limiting the frequency variation due to process technology and to
reduce area and power consumption, a number of three stages was chosen for the
RO-VCO design. With this choice, in according with Eq. 4.2, the following condition
(Eq. 4.3) is extracted as the main design guideline.

gmR =12 (4.3)

The designed RO-VCO is composed by three CML (Current Mode Logic) stages,
which thanks to their lower voltage swing and lower output impedance allow to
reach higher frequency performance than the use of the standard CMOS approach
[9]. Moreover, the use of a differential structure allows to obtain higher common
mode disturb immunity than the use of a single ended structure, as CMOS circuits.

The single CML stage, shown in Fig. 4.2, is made by a differential pair amplifier
with a resistive load.

The oscillation frequency of the RO-VCO is expressed by the relation fy =
1/(2m RC). Where R is the parallel between the pull-up CML resistive load and the
output MOSFET resistance, while C is the gate capacitance of the following stage.
In order to make a control of the oscillation frequency a couple of varactors were
added at the output of each stage. Accumulation n-MOSFETs devices were used to
design varactors and increasing or decreasing their gate voltage, their capacitances
change shifting the oscillation frequency.

The small length size n-MOSFETs allows to achieve high frequency performance,
but on the other hand, this choice increase the deviation of the device’s parameters
from the typical condition. Although the use of varactors for frequency tuning, the
frequency shift during the process corner simulations was so high that cannot be
compensated using the control voltage.

Table 4.1 lists the oscillation frequency and the tuning range values of the RO-
VCO for the three corners process. The frequency values reported are extracted by
schematic simulations performed with the minimum and the maximum values of
the varactor tuning voltages. The oscillation frequency in the slow-slow corner case
does not reach the 6.25 GHz frequency value required by the SpaceFibre standard,
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Fig. 4.2 Schematic of the single stage of the ring oscillator and the couple of varactors connected
at the outputs

Table 4.1 Frequency range

of the RO-VCO, expressed as Technology corner | Frequency (GHz) | Tuning range (GHz)

function of the minimum and Fast-fast 7.61-9.11 1.50

maximum control voltage Typical 5.65-6.70 1.05
1

vaue Slow-slow 433-5.10 0.77

even using the maximum value of the control voltage. In the fast-fast corner case, the
frequency is higher than the targeted frequency even with the minimum value of the
control voltage. RO-VCO is strongly dependent on the device parameters making it
not usable for this application.

4.3 LC-Tank Rad-Hard Oscillator in 65 nm Technology

In order to overcome the effects of the device parameters deviation on the oscillation
frequency, a LC-Tank VCO architecture was designed to be compliance with the
SpaceFibre protocol. This architecture bases its oscillation frequency on the filtering
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effect of a L-C tank, leaving to active components only the role of setting the feedback
gain [10] and compensate the loss of the inductor. Figure 4.3 shows the schematic
of the LC-VCO designed to generate the target 6.25 GHz frequency.

A poly-silicon resistor is used to shift the output common mode level at VDD/2,
preventing the damaging or lifetime reduction of the low-voltage MOSFETS used for
the cross-coupled pair. This resistor is connected to the center tap of a symmetrical
inductor chosen for its lower layout area than that of two separate inductors. In order
to achieve the best frequency performance of this technology, the cross-coupled pair is
sized using minimum length mosfets and a mosfet width of 3.6 jum to guarantee a cell
gain of at least 6 dB for start-up condition. The design guideline to respect Barkhausen
oscillation criterion should be g,, > 1/R,, where g, is the transconductance of the
n-MOSFETs inside the cross-coupled cell and R), is the parasitic resistance of the

inductor [11]. The oscillation frequency of the LC-VCO s setby fo = 1/ (27t ~LC )

making possible to tune the central frequency with the use of two varactors connected
at the LC output and using a control voltage in the range 0 V-V pp.

In Fig. 4.4 is shown the frequency response of the VCO for the two extreme values
of the control voltage, highlighting a tuning range of 1.23 GHz. Moreover, Fig. 4.4

Voutp V.
i — L 'outN

Ml:l I_:MZ

Voutp voutN

Il

%7 Yook
VSS

Fig. 4.3 Schematic of the LC-tank oscillator
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Fig. 4.4 Frequency response of the LC-VCO for control voltage equal to 0 V (red line) and for
1.2 V (yellow line); dot lines represent the phase for minimum and maximum value of the control
voltage, respectively

shows a minimum cell gain of about 10 dB, for the minimum value of the control
voltage, allowing to achieve a robust start-up condition for the oscillator.
Corner simulations were performed by changing the production process, temper-
ature and supply voltage. The SpaceFibre standard requires to the system to properly
work under harsh condition. In particular, the system was tested for temperature vari-

ations in the range —55 to 125 °C, fast-slow-typical process corners and for £10%
supply voltage and polarization current deviations.

4.4 LC-Tank Oscillator Layout

The layout for the VCO is shown in Fig. 4.5 where about the 85% of the total area is
occupied by the inductor. For the design of this layout, all choices were made in order
to reduce the parasitic resistance and to guarantee a good matching of simple current
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Fig. 4.5 Layout of the LC-VCO. From left to right there are the poly resistance, the inductor, the
differential pair, varactors and the current tail mirror, respectively

mirror and cross coupled cell. A high parasitic resistance leads to a gain degradation
and a weak start-up condition. For the simple current mirror, the two mosfets used to
implement the diode MOSFETSs were placed in the center of the other ten MOSFETS.

The space between the devices is the minimum allowed by technology and the
Design Rule Check (DRC), helping to minimize the devices mismatch.

Postlayout simulations show a tuning range of the LC-VCO from 5.18 t0 6.41 GHz
in the worst condition, highlighting the capability of this VCO to be used in the
SpaceFibre communication protocol.

4.5 Conclusions and Future Work

In this work the comparison between two VCOs designed in 65 nm technology is
made, targeting the SpaceFibre protocol applications. Although the RO-VCO is an
appetible VCO configuration in terms of are occupancy, power consumption and
tuning range than the other configuration, it is strongly dependent on the device
parameters making it not usable for 6.25 GHz applications, as SpaceFibre protocol.

On the other side, the LC-VCO, despite its large area, mainly occupied by the
inductor, presents promising performance in terms of frequency range, covering the
5.18-6.41 GHz range with a control voltage swing of 1.2 V.

The LC system has been integrated in a chip containing a 65 nm SERDES
(Serializer-Deserializer) to test system level performance. The whole chip will be
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electrically tested in standard condition and will be exposed to X-rays to achieve the
300 krad TID. and to heavy ions for SEE characterization.
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Chapter 5 )
A Compact Gated Integrator e
for Conditioning Pulsed Analog Signals

Sara Pettinato, Andrea Orsini, Maria Cristina Rossi, Diego Tagnani,
Marco Girolami and Stefano Salvatori

Abstract An extremely compact gated integrator prototype has been realized and
preliminarily characterized. Front-end section of the circuit is based on the high
precision integrator IVC102, whereas the analog to digital conversion and data-
acquisition, as well as the timing control, are performed by an LCP845 microcon-
troller. The system synchronizes signal detection with an external trigger generated
in coincidence with the source pulse, i.e. the gated integrator amplifies the signal
only when a pulse is generated, increasing significantly the signal-to-noise ratio.
As a consequence, the proposed circuitry would represent an affordable, sensitive,
and cost-effective alternative to the continuous-time regime measurement-technique
largely adopted, for example, in radiation dosimetry.

5.1 Introduction

The development of increasingly sophisticated techniques for radiotherapy led in
recent years to the requirement of dosimeters characterized by high sensitivity, accu-
racy, reliability and high spatial resolution to follow the dose gradient delivered to the
patient [ 1]. However, especially when small fields are concerned (e.g. in IMRT, Inten-
sity Modulated Radiation Therapy), small (<1 mm?®) diamond detectors [2, 3] can
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be used as valid solid-state alternatives to ionization chambers, due to their peculiar
chemical-physical characteristics, such as tissue equivalence and radiation hardness.
Diamond has also been shown to be an excellent material for the detection of UV [4],
soft X-rays [5, 6], charged particles [7, 8] and neutrons [9]. Regardless of the type
of detector, appropriate techniques are required to measure the photocurrent (which
extends from a few pA to a few nA) or the charge collected by the dosimeter [10]. The
typical measurement method is based on the use of an electrometer able to measure
either currents or charges in a continuous-time regime in wide ranges with very high
resolution [11, 12]. However, when fast and repetitive signals are concerned [13], con-
tinuous integration may imply significantly long periods of time in which noise is the
only input of the front-end electronics, resulting in a non-optimized signal-to-noise
ratio (SNR). Conversely, gated integrating technique represents a suitable approach
to pulsed signal conditioning [13]. It is based on the synchronization between the
signal detection and the pulse emission from the source, ensured by an external trig-
ger generated in coincidence with the source. This implies that signal conditioning
occurs only in a time interval around which a pulse is generated, thus leading both to
a higher signal-to-noise ratio (SNR) and a better sensitivity in comparison to conven-
tional continuous integration. In particular, SNR increases by a factor of /N for a
periodic signal, where N represents the number of averaged measurements [14, 15].
It appears clear that synchronous detection method would be particularly effective
in case of X-ray pulses generated in a linear accelerator (LINAC) apparatus used
in radiotherapy [16] and detected by a diamond dosimeter. Synchronous detection,
therefore, would assure superior performances in terms of sensitivity, accuracy and
system dynamics, in order to satisfy the necessary Quality Assurance (QA) require-
ments of modern RT treatment protocols. In this work, we introduce the prototype
of a high precision gated integrator, specifically designed for detectors employed in
dosimetric applications where weak charge pulses are concerned. Points of novelty
of the prototype are its cost-effectiveness and compactness if compared to commer-
cial devices. Indeed, the proposed solution is based on the low-cost high-precision
switched integrator IVC102 [17] which represents an effective and commercially
available solution for accurate charge/current measurements [10, 18]. An LPC845
microcontroller unit is used for signal acquisition and processing, as well as to gen-
erate all the internal control signals. Preliminary characterizations in the 0.1-10 pC
range have been performed to verify the effectiveness of the realized circuit. The
prototype showed excellent performance in terms of linearity and sensitivity, with
values comparable to those reported for state-of-the art electrometers used for routine
dosimetry [11].

5.2 Circuit Description and Preliminary Characterization

Figure 5.1 shows the schematic of the proposed gated-integrator circuitry. The
front-end section is based on the commercially available switched integrator tran-
simpedance amplifier [IVC102 (by Texas Instruments) and an inverting amplifier stage
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useful to establish, at reset (Vo = 0 V), an ADC input voltage around 0.7 V. The
read-out section is based on the microcontroller LPC845 (by NXP) equipped with
an ARM-Cortex MO+ processor. IVC102 chip integrates high quality metal/oxide
capacitors characterized by low leakage, excellent dielectric characteristics (typi-
cal non-linearity of +0.005%) and temperature stability (£25 ppm/°C) [15]. The
IVC102 output voltage, which is proportional to the integrated input charge pro-
vided by the detector, is digitally converted by the 12-bit successive approximation
A/D converter embedded in the LPC845 microcontroller.

The measurement cycle starts by resetting the integrator output at 0 V (closing
the internal switch S2) and integration begins when S2 is open and the charge is
transferred to the integration capacitor closing the S1 switch. A dual power supply
voltage of Ve = £15 V was used for the IVC102, whereas microcontroller unit,
hence its internal ADC also, is supplied at Vpp = 3.3 V. The timing control circuitry
of the system uses the State Configurable Timer (SCT) integrated in the LPC845
microcontroller, which is used to generate the timing signals for IVC102 S1 and S2
MOS switches synchronized to the external sync signal. Figure 5.2 shows an example
of S1 and S2 control signals generated by the realized prototype, as well as the voltage
at the ADC input obtained by leaving float IVC102 input. The example reported in
Fig. 5.2 highlights the case in which an integration period T';yr (S2 open, S1 closed)
is located across the rising edge of the synchronism signal. It is worth to observe that,
to null any error induced by charge transferred at the integrator input during switches
commutations, signal acquisition is performed in two phases, before (pre-hold) and
after (hold) the T vy period. As shown in Fig. 5.2, two opposite voltage step AV
are found both at the start and at the end of the integration period. Therefore, the net
contribution of offset charge injection becomes insignificant if the integration result
is measured as the voltage difference Vg — V4.

The SCT is a tool that can perform advanced timing and control operations with
little or no CPU intervention. It allows comparing the timer-counter value with a
match register content, as well as storing the current timer value in capture registers
when certain conditions/events occur. Moreover, it supports distinct user-defined

LPC845

ADC1

Fig. 5.1 Schematic of the proposed circuitry based on IVC102 integrator and LPC845 microcon-
troller
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events based on a combination of parameters, including a match on one of the match
registers. In our case the SCT was used as a 32-bit up-counter timer, with a clock
frequency of 30 MHz, to manage five events, with one input (sync signal) and two
outputs (S1 and S2 digital controls).

The time diagram reported in Fig. 5.3 refers to an input-pulse (red) generated in
correspondence of the sync signal rising edge. In such a case the pre-hold periods have
to occur before the sync signal arrival: by measuring the time period between two
sync rising edges, the system will generate the pre-hold before the next pulse (pre-
hold end time is calculated taking into account the possible jitter of pulse repetition
rate). Hence, on the sync rising edge, event EV0 is generated: the timer counter value
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Fig. 5.4 ADC output as a function of injected charge packets (see formula) achieved by a pulsed
voltage source (Agilent 33220A) coupled to the RC network reported in the inset. On the right, the
error over the full scale for the investigated input-charge range

is captured and timer restarts. After restart condition, when the timer counter reaches
the Match[1] (Match[2]) value, event EV1 (EV2) is generated. Match[1...4] values
are user defined (in our case 100 and 150 s, see Fig. 5.2). Events EV1 and EV2
are used for S1 and S2 control signals transitions and determine the hold-phase start
and end times, respectively. During this period, the ADC acquires the Vg voltage
amplitude.

Representing a measure of the time period 7 between two pulses, the cap-
tured timer value on EVO event allows to calculate the match values Match[3] and
Match[4]: the former, T—150 s, represents the pre-hold start time; the latter, 7—
100 s, the pre-hold end time (see Fig. 5.2). Obviously, such a pre-hold period will
be used for V4 acquisition in correspondence of the next input pulse to calculate
proper Vp — V4 amplitude (here Vg represents the quantity acquired after the next
EVO0 event).

A preliminary characterization was performed in the lowest measurement range
using the 10 pF internal capacitor of IVC102 in order to evaluate the circuit capability
to acquire typical charge packets generated by a detector irradiated by a pulsed source.
Data of Fig. 5.4 refer to mean values of N = 512 pulse acquisitions. Pulsed signals
were emulated with an Agilent 33220A function generator, providing voltage pulses
with amplitude in the 100 mV — 10 V range, 50 s duration, and 500 Hz repetition
rate. The function generator output was coupled to an RC network (see the inset of
Fig. 5.4) to emulate charge packets in the 0.1 — 10 pC range generated by a detector
having an equivalent 10 pF capacitance.

As can be seen from the best fit of experimental data shown in Fig. 5.4, the system
shows excellent performance in terms of linearity in the investigated range of charge
packets. The relative error, calculated with respect the nominal expected values, is
lower than £0.2%, and less than 0.04% for an input charge around 1 pC. Worth to
mention a sensitivity of about 40 fC, estimated by the peak-to-peak output noise
measured amplitude lower than 4 mV at IVC102 output.
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5.3 Conclusions

The feasibility of a compact gated-integrator, implementing the precision switch-
integrator transimpedance amplifier IVC102, has been demonstrated. Timing cir-
cuitry, based on the versatile State Configurable Timer embedded into the micro-
controller used for signal acquisition and processing, synchronizes the integration
period to the sync signal provided by the source. Moreover, the adopted two-phase
differential measurements allow to null errors induced by charge transfer during
integrator MOS-switch commutations. Experimental results demonstrate excellent
linearity (with a relative error lower than £0.2%), and a sensitivity of 40 fC, which
is a value comparable to those reported for state-of-the-art devices, all ranging from
10 to 30 fC [11]. More detailed analyses will be performed to evaluate measurement
stability as well as its temperature dependence. Also, on-field measurements (clini-
cal dosimetry) are planned for the next future. Finally, to null any offset induced by
unavoidable asymmetric charge transfer during MOS switch commutation induced
by the particular value of detector capacitance, a system upgrade will be implemented
with the SCT, performing a two-phase real-time measurement of “zero-signal” in the
midpoint time between two consecutive pulses.
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fruitful discussions and technical support.
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Chapter 6 )
Multivariate Microaggregation with oo
Fixed Group Size Based on the Travelling
Salesman Problem

Armando Maya Lépez and Agusti Solanas

Abstract Due to the growing use of IoT and 5G technologies, data are collected at
an unprecedented pace. These data are used to improve decision-making processes.
However, they could endanger individuals privacy, which is protected by interna-
tional regulations. In this article, we propose a privacy-preserving microaggregation
technique, inspired by the Travelling Salesman Problem, to protect individuals priva-
cy through k-anonymity. We recall the basics on microaggregation and the TSP and,
we describe the algorithm behind our approach. Also, we report experiments with
real benchmark data sets showing that our approach outperforms current methods
for low cardinality values.

Keywords Microaggregation - Travelling Salesman Problem - Privacy

6.1 Introduction

The massive use of information technologies, pervasive electronic devices, and
telecommunications, in all areas of our society, has opened the door to the gathering
of huge amounts of data. With the aim to obtain information and knowledge from
these data [7], new disciplines focused on data analysis have been created, namely
Data Science, Data and Process Mining [1], Big Data Analytics, Deep Learning, and
so on. Although the collected data might include only small portions of personal and
private data, they have to be protected. Otherwise, due to the capabilities of big-data-
based technologies, sensible information, trends, patterns and behaviours could be
revealed, thus, endangering people’s privacy.
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Recognizing the aforementioned risk, governments have reformed existing reg-
ulations to legally guarantee people’s privacy. Consider for example, the General
Data Protection Regulation (GDPR), which regulates the processing of personal
data relating to individuals in the EU. Hence, once data are collected, they have to
be anonymised prior to the application of any big data analysis technique. To do
so, there exist well-known methods developed in the field of Statistical Disclosure
Control (SDC) that aim to confer privacy properties to the data (e.g., k-anonymity,
[-diversity, or t-closeness) to protect individuals privacy.

Amongst these data privacy-preserving techniques, microaggregation is one of the
most consolidated and used ones, since it guarantees the k-anonymity property, this
is, any record in the data set will be indistinguishable from other k — 1 records. As a
result, unambiguously identifying a single respondent/individual is impossible [6].
Microaggregation was proposed at Eurostat in the early nineties, and has since then
been used by the British Office for National Statistics and other national agencies.
Optimally solving the microaggregation problem is known to be NP-Hard, hence,
heuristics and approximations are used.

In this article, we propose a new heuristic inspired in the well-known Travelling
Salesman Problem (TSP) to solve the microaggregation problem. We show that our
approach improves the results of other well-known approaches for small values of
k. Also, we set the ground for further research in this field. The rest of the article
is organised as follows: In Sect.6.2 the basics of microaggregation and the TSP
are recalled. Next, in Sect.6.3 we describe our TSP-inspired method to solve the
microaggregation problem, and we show some experimental results in Sect. 6.4. We
conclude in Sect. 6.5 with some final remarks and future research directions.

6.2 Background

6.2.1 Basics of Microaggregation

Microdata refers to data belonging to individuals and they consist of several attributes
with a diversity of features. Microaggregation is a family of perturbation-based sta-
tistical disclosure control (SDC) methods originally designed to protect continuous
numerical microdata. Formally, microaggregation can be defined as follows:

Consider a microdata set D with p continuous numerical attributes and » records
(i.e., the result of observing p attributes on n individuals). Groups (also called
subsets) of D are formed with n; records in the ith group (n; > kandn = Z;":l n;),
where g is the number of resulting groups, and k a cardinality constraint. Optimal
microaggregation is defined as the one yielding a k-partition maximizing the within-
groups homogeneity. The sum of squares criterion is commonly used for measuring
the homogeneity in each group. In terms of sums of squares, maximising within-
groups homogeneity is equivalent to finding a k-partition minimizing the within-
groups sum of squares (SSE) [8] defined as:
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g n
SSE = ZZ()CZ‘J —)Ei)(xi,j —)&)', (61)

i=1 j=1

where x; ; is the jth record in group i, and X; is the average record of group i. The
total sum of squares (SST), an upper bound on the partitioning information loss, is
computed as if only a single group exists, as follows:

SST = Z(x,- — D =%, 6.2)

i=1

where x; is the ith record in D and X; is the average record of D. Note that all the
above equations use vector notation, so x; is a vector belonging to R”.

The microaggregation problem consists in finding a k-partition with minimum
SSE, this is, the set of disjoint subsets of D so that D = Ufn:l Sm», wWhere s, is the
mth subset and g is the number of subsets, with minimum SSE (it is ease to see
that the cardinality of the groups in the optimal k-partition must lie between k and
2k — 1). A normalised measure L = (gg—f) of information loss is typically used (i.e.,
0 < L <1). Optimal microaggregation is an NP-hard problem [2] for multivariate

data and it requires heuristic approaches, which can be divided in two big families:

— Fixed-size microaggregation: These heuristics yield k-partitions where
all subsets/groups have size k, except perhaps one group which has size between
k and 2k — 1, when the total number of records is not divisible by k.

— Variable-size microaggregation: These heuristics yield k-partitions where all
groups have sizes in (k, 2k — 1). The challenge is how to enforce cardinality
constraints on groups without substantially increasing SSE.

6.2.2 The Travelling Salesman Problem: Foundations

In this section, we briefly recall the TSP by summarizing two of its most important
formulations [3, 5]. First, we describe the TSP as a permutation problem and, next,
we formulate it as a graph theoretic problem.

— Combinatorial optimization formulation: Given a set of cities, the goal is to find
the shortest tour that visits each city exactly once and then returns to the starting
city. Formally, the TSP can be stated as follows: The distances between 7 cities
are stored in a distance matrix D with elements d; ; where i, j = 1, ..., n and the
diagonal elements d; ; are zero. A tfour can be represented by a cyclic permutation
m of {1,2,...,n} where (i) represents the city that follows city i on the tour.
Therefore, the TSP is reduced to finding a permutation 7 that minimizes the length
of the tour L =Y, d; »;). Following a brute-force approach, the tour length of
(n — 1)! permutation vectors have to be compared, and it is known to be an NP-
complete problem [5].
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— Graph theory formulation: In this case the problem is modelled by a graph G =

(V, E), where cities are the nodes set V = {1,2,...,n} and each edge ¢;; € E
has an associated weight w;; representing the distance between nodes i and j. The
goal is to find a Hamiltonian cycle, i.e, a cycle which visits each node in the graph
exactly once, with the least total weight. This formulation leads to procedures
involving minimum spanning trees for tour construction or edge exchanges to
improve existing tours.
An alternative approach to the Hamiltonian cycle to solve the TSP is finding the
Shortest Hamiltonian path. The problem of finding the shortest Hamiltonian path
through a graph (i.e., a path which visits each node in the graph exactly once) can
be transformed into the TSP with cities an distances representing graphs vertices
and edge weights, respectively. Finding the shortest Hamiltonian path disregarding
the endpoints can be achieved by inserting a “dummy city” with zero distance to
all other cities.

Finding the exact solution to the TSP with n cities requires to check (n — 1)!
possible tours [5]. The problem is known to be NP-Hard. However, solving it is an
important step in many areas including vehicle routing, computing wiring, machine
sequencing and scheduling, frequency assignment in communication networks and,
thus, many heuristic approaches have been suggested [4].

6.3 Our TSP-Inspired Microaggregation Approach

The microaggregation method proposed in this article is based on the well-known
TSP [5]. As stated in Sect. 6.2, the TSP consists in finding the shortest possible tour
for a given list of cities that visits each city, exactly once, and ends back to the starting
city. The TSP can be used to obtain a clustering object [3]. The idea is that objects
in clusters are visited in consecutive order. The innovation of our method lies in the
representation as a graph theoretic problem to find clusters of records, in the data set.
In other words, we suggest to use efficient heuristics that find good approximations
of the Hamiltonian Cycle Problem and, from the obtained Hamiltonian Cycle, we
create the clusters (subsets) of a k-partition that solves the microaggregation problem.
In fact, we do not guarantee finding the optimal k-partition. However, our intuition
is that this approach could lead to good results and this is what we explore in this
article.

For our initial investigation presented in this article, we consider a fixed-size
microaggregation heuristic, in which all groups have k records (except the last formed
grouped, that might have up to 2k — 1 records). In our approach, a multivariate data
set consisting of n records and p numerical attributes can be represented as n points
X1, ..., X, in R?. Inspired by the TSP, we consider that each record is represented
by a city (located in a p-dimensional space) and, hence, it is a node in a connected
graph. Our approach proceeds as follows:
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1. For each starting city s, find a Hamiltonian path H,,(s) traversing all n points
in the dataset D with the minimum possible length, starting in city s. Let 7y ,,,, s)
be the permutation of {1, ..., n} expressing the order in which the points are
traversed by H g (s).

— At the end of this iteration, we have a set of n Hamiltonian paths, each start-
ing from each city (record) in the data set. This is, we have n permutations
ﬂH/,t‘,h(i), Vi e [1, n]

2. From the set 7y, i), Vi € [1, n] build a “neighbourhood matrix” (R) so that R
is a squared matrix n x n, whose elements r;; represent the number of times node
i and j have been found (in all permutations) at k — 1 or less edges away from
each other.

— To build R we iterate a sliding window of k elements over each permutation
position and for all permutations. Note that high values of r;; indicate higher
chances for i and j to be clustered together.

3. Given the aforementioned matrix R, generate clusters/groups of cities/records
of size k: The group generation starts by finding the maximum value r;; € R,
and assigning elements i and j to the first group. Next, the maximum value
max(rip,1q,;) € R,¥p,q € [1,n]l(p # j,q # i) is found and element p or g,
as appropriate, is added to the group. This procedure is repeated (k — 2) times to
create each group. Groups are created following the same procedure until there
remain no unassigned elements in D. As a result, a k-partition of D is obtained.

4. Finally, to obtain a microaggregated data set D’ from D, compute the centroid
(i.e., the average vector) of each group in the k-partition and replace each record
x; in D by the centroid %, of the group g to which it belongs.

6.4 Experimental Results

With the aim to validate our intuition that TSP heuristics could be used to find good
microaggregation solutions, we have compared our approach with two well-known
and good-performing microaggregation algorithms (i.e., Maximum Distance to Av-
erage Vector (MDAV) and, Variable-MDAV [8]) over two real microdata sets that
are frequently used in the literature as benchmarks (i.e., Census and Tarragona [2]).
Census contains 1080 records with 13 numerical attributes and Tarragona has 834
records with 13 numerical attributes.

Our method is a fixed-size microaggregation heuristic. Therefore, to study the
information loss for several group sizes, we have varied k in the range [3, 4, 5, 10]
— which are the typical values used for statistical agencies — , and we compared the
results with those obtained by MDAV and V-MDAYV, for the same values of k. The
results are shown in Table 6.1.
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Table 6.1 Information loss obtained by MDAV,V-MDAV and our method (MF-TSP)

Dataset Method k=3 k=4 k=5 k=10

Census MDAV 5.66 7.51 9.01 14.07
V-MDAV 5.69 7.52 8.98 14.07
MF-TSP 5.30 8.47 10.01 17.01

Tarragona MDAV 16.96 19.70 22.88 33.26
V-MDAV 16.96 19.70 22.88 33.26
MEF-TSP 15.45 18.86 24.90 37.19

It can be observed that our approach performs better than MDAV and V-MDAV
for k = 3 in Census and Tarragona and, for k = 4 for Tarragona. In a nutshell, we
have an initial indication that our method could lead to better solutions for small
values of k while it yields to worse results for larger cardinalities.

6.5 Conclusion

The deployment of IoT and 5G technologies opens the door to the collection of large
amounts of data used to obtain information and make better decisions on business,
healthcare [9], transportation, etc. Despite its utility, analysing huge amounts of data
could jeopardise individuals privacy and current regulations mandate companies to
put in place the right measures to guarantee individuals privacy. With this aim, we
have proposed a new fixed-size multivariate microaggregation method inspired in
the heuristic solutions of the Travelling Salesman Problem, that helps to guarantee
individuals privacy through k-anonimity.

After introducing the basics on Microaggregation and the TSP, we have described
our algorithm and we have empirically shown that it performs better than off-the-
shelf, well-known microaggregation methods for low cardinalities over benchmark
data sets frequently used in the literature. Our proposal represents the first step
towards the creation of a more solid TSP-based microaggregation algorithm that
would outperform current methods, not only for small cardinalities but for any k
as well, and it opens the door to a fruitful research line in the field of SDC. As
further work, we plan to improve our clustering algorithm over Hamiltonian paths
permutations and test alternative TSP heuristics.
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Chapter 7 ®)
Modular Design of Electronic Appliances |
for Reliability Enhancement

in a Circular Economy Perspective

Simone Orcioni, Cristiano Scavongelli and Massimo Conti

Abstract The design of electronic systems must consider the possibility of their
repair, reuse and recycle, in order to reduce the waste. In this paper, we present a
design methodology for modularization of electronic appliances which optimize its
end of life cost. The optimization algorithm is based on the partitioning of electronic
components by mean of simulated annealing optimization, and it has been applied
to the design of a real industrial test case.

Keywords Reliability - Reuse * Recycle - WEEE - End-of-life

7.1 Introduction

Electronic devices keep spreading every day. The fundamental problem is that all
these new electronic devices are usually not designed to last. When a phone breaks,
probably the consumer is going to buy a new one, rather than repair the old one,
and in that case the old phone simply becomes electronic waste, which has to be
disposed. Therefore, more electronic products don’t just mean more opportunities,
but also more waste and this waste poses a serious environmental and economic issue
[1].

The economic problem comes from the fact that the end-of-life (EoL) treatment of
these devices is an expensive process; moreover, these electronic devices also contain
precious materials. These problems are becoming so important that many countries
introduced or are introducing specific directives and specifications about the WEEE
recycling or disposal. The European Community first tackled the problem with the
WEEE directive 2002/96/CE, in 2002, and today the WEEE disposal is ruled by the
2012/19/EU directive. Furthermore, the European Commission has launched an EU
action plan for the Circular Economy which aims to support the transition towards an
economy in which valuable materials, products and resources are maintained as long
as possible, while reducing the generation of waste. Basically, the EoL industries
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have three possibilities: they can try to repair a broken device; they can dismantle it,
in order to try to reuse part of it; they can recycle it, if the device is beyond repair,
or cannot be dismantled, or it is simply too expensive to repair o dismantle it. These
approaches go under the name of “3Rs”: repair, reuse, recycle. The 3Rs approach is a
possible solution to the reduction of the waste of electronic appliances, in opposition
with the fact that some classes of products end their life even if they are working,
mainly due to fashion choices.

In recent years, many researchers faced the aspect of the reuse of electronic com-
ponents. Many authors tried to estimate the remaining useful life (RUL) using sta-
tistical models based on a real-world data fitting (see for example [2]). In all these
works, the authors point out the importance of obtaining high-quality data related to
the operating life of a device in order to get good RUL estimates. A few attempts to
collect and manage lifecycle data for electronic equipment have also been done [3].
Other cloud-based approaches are discussed in [4—6].

If the RUL estimate suggests that can be economically convenient to reuse some
parts of a device, an EoL industry can proceed to the disassembling phase. The
disassembling of an equipment can either be economically feasible or not; it usually
depends on the particular device assembly and layout, on the component’s size, on
the practical difficulty of accessing a particular component or device part. A strategy
to optimize the disassembly sequence can be found in [7].

In order to make the disassembly process easier for the EoL industries, the dis-
assembly problem has been tackled starting from the device’s design phase. This
approach leads to the so-called “design for disassembly”. The authors of [8] propose
a selective parallel planning method, which groups parts into modules and try to
remove simultaneously grouped part from products.

The idea of grouping components with similar features into modules in order to
speed up the disassembly process can be pushed further by dividing the appliance
into modules. The idea of modularity has widely been used to improve the product
reliability, scalability, feasibility of component change and maintenance, but not
so much to improve disposal, ease of reuse, reduction of waste and recycling. If a
modular device breaks, we can decide to change and waste only the module which
broke, or we can decide to use the modules which keep working in new products.

In summary, there are just a handful of projects which try to find an optimal modu-
lar structure in the context of the 3Rs. In this paper, we present a design methodology
which tries to find an optimal modularization for an appliance. The goal is to reduce
the cost of the device considering the cost of the repair of the device in case of fault.
The cost function considers the cost of a module, the cost of the interconnections
between two modules, and a fault probability for each module. The optimum is found
using the simulated annealing optimization algorithm. In Sect. 7.2 we present the
design methodology. In Sect. 7.3 we briefly describe the optimization algorithm and
the parameters required for the optimization. In Sect. 7.4 we’ll present the results of
the algorithm application to a real-world case.
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7.2 Modular Design for Reliability

Many are the parameters used to define the probability that a system is correctly
functioning. The failure probability density f(¢) is the probability that a failure
occurs in the time interval [z, ¢ + d¢]. The cumulative probability of failure F(¢) is
the integral of the probability density

t
F@) = f f(r)dr (7.1)
0
with the normalization condition
F(o0) = / f(rydr =1 (7.2)
0

The cumulative probability of failure F'(¢) of a system is the probability that a
system is not correctly functioning at time t.

Failure rate A(¢) is defined as the number of failures per unit time normalized to
the number of systems that are still correctly functioning. The following relationship
holds among failure rate and reliability (the complement of probability of failure)

[9]

J (@)
AMt) = ——— 7.3
=150 (7.3)
The following relationships also holds [9]

—frk(r)dr
Fi)=1—¢e o (7.4)

7./['A(r)dr
f@) =Ar)e o (7.5)

The failure rate of the equipment composed of N components with independent
failure rate is [10]

N
hp(t) =) (1) (7.6)

i=1

Therefore, the joint failure of the components becomes
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t N t
— [ X hi(o)de — [ Mi()dr
Fp(t)=1—¢ 0i= =1-J]e

N
=1-J[a-Fw) a7

i=1 i=1

Usually the companies are interested in a reduced failure rate for the first 5—
15 years and they are not interested on the behavior in a longer term. Therefore, the
parameter we consider in this work is the probability of failure of the device Fp(¢)
in a fixed time t (for example 8 years).

The idea behind a modular design is to divide the whole equipment, consisting
in N components, into M distinct, interconnected modules, the generic j-th module
consists in N; components. The following relationship holds

M
N = Z N; (7.8)

j=1

If a module breaks, it can be simply unplugged and replaced or repaired. Every
module has a given economical cost, which can be essentially the sum of the costs of
its internal components. If we are planning to repair or replace a broken module, we
have to consider its fault probability, because the module cost has to be paid every
time it breaks. Therefore, the overall cost of a module is given by the initial cost,
plus the cost paid again every time the module fails. Hence

Cost; = Cpj + Cp; Fj(t) = CB_/'(1 + F; (t)) (7.9)

where Cp; is the cost of the j-th module and Fp; its fault probability that can be
expressed as

=

J

N;
Csj=>» Cyj Fgty=1-T](1-Fy®) (7.10)

i=1 i=1

In (7.10) C;; and F;; are the costs and the fault probabilities of the i-th component
of the j-th module, respectlvely. The total cost of the equipment is therefore

M

M M
Cror =Y [Cai(1+ Fg;0)] + D Ceonjik (7.11)

j=1 j=1 k=1

where Co,;j x is the additional cost term, which considers the cost of the intercon-
nections between module j and module k C¢,,;  takes into account the cost of the
connectors and cabling among the modules. If the components that are electrically
connected are in the same module, they do not contribute to the connection cost.
The number of modules M and the way the components are placed in the different
modules are design parameter, that depends mainly on the modularization feasibil-
ity: the more the modules, the more complex the connections among them, the more
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difficult to actually implement the design. In addition, the connection cost takes into
account the disassembling and reassembling costs.

In this work, the optimization goal is to decide which component goes into which
module, in order to minimize this cost function Cr 7. For example, we might expect
that coupling a high cost component with a low fault probability component is going
to reduce the overall cost, but the increase in the interconnections cost might frustrate
this reduction. So, we have an enormous number of combinations which have to be
searched to find the optimum components placement, and the simulated annealing
is the algorithm we chose to perform this search.

7.3 Optimization Algorithm

Simulated annealing (SA) belongs to the class of random perturbation algorithms,
and it has been widely used in many optimization problems. At the heart of SA there
is the simple random perturbation algorithm: for any given cost function, we generate
an initial random solution and then we start changing the parameters the cost function
depends on. For every new value for the parameters, we evaluate the cost function.
If the cost function decreases, we keep the new solution and we go on trying another
solution. The SA overcomes the problem of local minima by sometime accepting a
solution which increases the cost function. This approach is called “hill climbing”.

Accepting a solution which increases the cost function allows to better explore the
solutions space, but this cannot be done at the same rate both at the beginning and at
the end of the search. The SA defines an additional parameter, called “temperature”
for a physical analogy with the real annealing process in the context of material
science. This parameter is set to a high value at the beginning of the search, and it
gets decreased while the algorithm goes on, reaching a low value near the end of the
search. The hill-climbing solutions are accepted with greater probability when this
temperature is high, and with lower probability when this temperature is low. After
a few iterations, we decrease the temperature and we keep iterating. The algorithm
stops when the system has “frozen”, i.e. the temperature has reached a very low value
and the cost function has stopped decreasing over the last few iterations.

To minimize the cost functionin (7.11), the algorithm needs as input: the maximum
number of modules we are willing to generate the list of components, their intercon-
nections, their cost and the fault probability for the specified time. The information
on the components is given by the netlist file with the format shown in Table 7.1.
In this example, we have 7 components. It follows a list of component/nodes asso-
ciation items. Each item starts with a component ID, the component type, and the
component name. For example, the first component is a serial_inputs_comp that we
have called serial_inputs. The first number after the names specifies the number of
nodes the component is connected to, followed by the ID names of those nodes. For
example, serial_inputs is connected to 33 nodes.

The last two numbers represent the economic cost of the component and its cumu-
lative probability of failure in 8 years F (¢ = 8 years), respectively. For example,
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Table 7.1 Example of netlist

n Type Name Node ID .. Cost € | Failure
# nodel prob

1 serial_inputs_comp | serial_inputs 33 6.351 0.00559
2 power_supply_comp | power_supply 2 1.202 0.00303
3 | MCU_comp MCU 28 4.842 | 0.00195
4 | input2_comp input2 24 0.113 0.00056
5 inputl_comp inputl 20 0.111 0.00019
6 connector_comp connector 35 0.725 0.00059
7 amplifier_comp amplifier 15 1.775 0.00406

serial_inputs costs 6.351 euro, and its fault probability is 0.00559. Starting from this
netlist, the software derives a connectivity matrix. An example is shown in Table 7.2.
This matrix contains a row and a column for each component. Each cell in the matrix
contains a number which specifies the number of connections between each couple
of components. For example, the MCU and the serial_inputs share 14 connections,
while the amplifier and the power_supply share two connections. This matrix is used
to evaluate the interconnection cost between the modules C,,; « in the cost function
in (7.11). The interconnections cost is evaluated by multiplying the cost of a single
connector by the number of nodes shared between two components in two different
modules.

In general, the SA algorithm must perform a huge number of iterations before
reaching the “frozen” state, but its speed usually depends mainly on the dimensions of
the solutions space. In common electronic equipment, there could be a few hundreds
of components, and the SA should move around all these components. Nevertheless,
the designer can force some components to be together in the same module. This
allows us to reason in term of “macroblocks” rather than “components”, to speed up
the optimization algorithm.

Table 7.2 Example of connectivity matrix

serial_inputs | power_supply | MCU | input2 | inputl | connector | amplifier

serial_inputs 1 14 7 10 5 3
power_supply | 1 1 1 1 1 2

MCU 14 1 3 7 9

input2 7 1 3 1 14

inputl 10 1 1 9

connector 5 1 14 9 7
amplifier 3 2 7
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7.4 Results

After developing a C++ implementation for the optimization algorithm, we applied
the program to a real application of a board of the Vega s.r.I company. The appliance
we used is an electronic board, called SVN400 and reported in Fig. 7.1, used to
control an elevator. The board can be divided into the 7 macroblocks, shown in the
schematic of Fig. 7.2. The macroblocks are described in the following:

e MCU: block relative to the microprocessor, consisting of 33 components: one
16 bit PIC microcontroller, resistors, capacitors, inductors, diodes, connectors;

(AANQARARIFHPIHA N A QI ORI ) O

Fig. 7.1 Board SNV400 without partitioning
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e power_supply: the power supply section which supplies the required voltage to all
the components (5 and 3.3 V), consisting of 28 components;

e amplifier: audio amplification section that includes the operational, the digital
rheostat that establishes the gain and the final amplifier that sends the signal to the
speakers, consisting of 59 components;

e connectors: includes all the connectors that allow the board to interface with the
display, speaker etc., consisting of 16 components;

e serial_input: part of serial communication including RS485, can_bus and
VEGA _serial, consisting of 27 components;

e inputl and input2: opto-isolated inputs that carry signals from the connectors to
the micro through transceivers, consisting of 60 and 64 components, respectively.

The total number of single components are 287. The costs and the fault proba-
bilities for these macroblocks are given in Table 7.1, while their connection matrix
is shown in Table 7.2. Costs and fault probabilities during the first 8 years of life
have been obtained analyzing the fault history of similar electronic boards. We used
a mixture model for the cumulative probability of failure of the i-th component of
the j-th macroblocks

Fi;(t) = arFr;;(t) +a, F; j(t) + acFgi (1) (7.12)

with the normalization condition 1 = ar + a; + ag. We used the gamma function
Fr to the infant mortality, the lambda function F; for constant failure rate and the
gaussian function Fg for ageing.

Table 7.3 reports the partition, the cost and the total failure probability. The algo-
rithm groups all the macroblocks into one module, which means that no modular-
ization is performed or suggested. The cost function tells us that this choice is the
searched optimum, because there are no further improvements we can make on the
cost.

The reason for this result is that the failure probabilities for the macroblocks
are so low that no good comes from separating the macroblocks into modules and
allowing the extra interconnections cost. We can demonstrate this claim by running
the algorithm without interconnections cost. The results are reported in Table 7.4.
Now the algorithm is able to find a solution with 4 partitions that has a total cost
lightly reduced with respect to the case of no partition.

To better understand the effect of the modularization in the cost function we
considered a simplified example with 8 blocks. Each couple of blocks share only
one connection; hence, the connectivity matrix will contain “0” in the diagonal and
“1” for all the other terms. We added to the optimization algorithm the constraint
that each module must have the same number of blocks. Therefore, we found the
best solution with 1 module with 8 blocks, 2 modules with 4 blocks each, 4 modules

Table 7.3 Partition results Cost € Failure prob

Partition 1 All macroblocks 15.3604 0.0160
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Table 7.4 Partition results :
. . . Cost Failure prob

without interconnection cost
Partition 1 | input2, amplifier 1.888 | 0.0046
Partition 2 | MCU 4.842 | 0.0020
Partition 3 | power supply, inputl, 2.038 | 0.0038

connector

Partition 4 | serial inputs 6.351 | 0.0056
TOT 15.119 | 0.0160

with 2 blocks, and 8 modules with 1 block. With the above defined constraints, the
number of blocks per module in (7.10-7.11)is N; = p,j =1.Mand M = N/p.
Therefore (7.11) becomes:

N/p[ p P
Cror = Z[Z Ci_,} (2 -T10- E-.,-)) + CeonN(N — p) (7.13)

j=tLi=1 i=1

We considered 4 tests cases with different costs and failure probabilities.

In test 1 the failure probability is the same for all the blocks (chosen equal to 1/8
= 0.133), blocks 1—4 have higher normalized cost (0.24) with respect to blocks 5-8
(0.01). The normalized connection cost is 0.008. With a constant failure probability
F;; = F, (7.13) can be further simplified

N
Cror =ZCi[Z—(l—F)"]+CconN(N—p) (7.14)
i=1

In test 2 the normalized cost is the same for all the blocks (chosen equal to 1/8 =
0.133), blocks 1-4 have higher failure probability (F = 0.2) with respect to blocks
5-8 (F = 0.05). The normalized connection cost is 0.008. In tests 3 and 4 the 8 blocks
have different normalized cost and failure probability. The normalized connection
cost is 0.012 and 0.008, respectively for test 3 and 4.

The configuration of the best solutions and the total cost defined in (7.13) are
reported in Table 7.5. Table 7.6 reports, for the different tests, the normalized total
cost including connection cost of the best solution as a function of the number of
modules M = N/p =1, 2, 4, 8 for each module A-H identified in Table 7.5.

For the selected value of connection cost, the best solution of test 1 and 2 is
obtained using 8 modules. For the test 2 case, the best solution groups together the
blocks with the highest fault probability. For example, in the case of two modules,
all the high fault probability blocks are placed in the same module.

In test 3, with high connection cost, the best solution is obtained grouping all the
blocks in a single module. In test 4, with medium connection cost, the best solution
is obtained grouping the blocks in 4 modules, 2 blocks for each module. High fault
probability and high cost blocks are placed together to low fault probability and
low-cost blocks to reduce the total cost.
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In general, the best solution is found grouping as much as possible the blocks,
when the connection cost is high. Each block is placed in a separated module, when
the connection cost is zero, as can be seen in (13).

The optimum block partitioning of the real application of a board of the Vega
s.r.l. company is one single module, that could be seen as an obvious solution. The
simplified test cases have been useful to draw some considerations. In general, we
can see how the optimizer produces modules with high cost and low fault probability,
and modules with low cost and high fault probability.

7.5 Conclusions

The idea of grouping components in modules has been used to speed up disassembly
in the recycle or reuse phase of EoL. The idea of modularity has considered in this
work to improve the product reliability. In this paper, we present a design method-
ology to find an optimal modularization for an appliance, with the goal of reducing
the cost of the device considering the cost of the repair of the device in case of fault.
The methodology and software developed have been applied in a real test case of an
electronic board for elevator control. The results show that the partition of the device
into modules should keep high cost block separated to high fault probability blocks.
The cost of the partitioning is taken into account in the cost function by the cost of
the connectors.
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Chapter 8 )
Pest Detection for Precision Agriculture oo
Based on IoT Machine Learning

Andrea Albanese, Donato d’Acunto and Davide Brunelli

Abstract Apple orchards are widely expanding in many countries of the world, and
one of the major threats of these fruit crops is the attack of dangerous parasites such as
the Codling Moth. IoT devices capable of executing machine learning applications in-
situ offer nowadays the possibility of featuring immediate data analysis and anomaly
detection in the orchard. In this paper, we present an embedded electronic system
that automatically detects the Codling Moths from pictures taken by a camera on top
of the insects-trap. Image pre-processing, cropping, and classification are done on a
low-power platform that can be easily powered by a solar panel energy harvester.

Keywords Internet of Things - Machine learning + Precision agriculture

8.1 Introduction

Electronics and ICT technologies are gaining momentum in agriculture services.
Precision farming is developing new solutions for pest detection [1], water manage-
ment, treatments optimization nowadays; since the goal of precision agriculture is
to get the most healthy product sustainably. Most of these applications use smart
sensors which are managed from low cost and low power embedded systems [2, 3].
Usually, after sensing the surrounding environment, the system does not take any
decision about the acquired data, and it is transmitted to remote servers for supports.
The main drawback of this approach is a large amount of data to be transmitted that
hampers scalability of such a distributed paradigm. The key idea is to shift processing
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near the sensors and finally transmit a report of a few bytes, thanks to compression
methods [4]. Moreover, machine learning can improve the performance of a preci-
sion agriculture application because this type of algorithms can quickly detect and
classify parasites, diseases, and weeds.

This paper focuses on a smart application that detects automatically dangerous
parasites for apple orchards, the Codling Moth. This insect looks like a butterfly,
and it is a major problem for apple orchards. Thanks to an insect glue trap it is
possible to take a picture and classify if there are any Codling Moth and finally send
a notification to the farmer. The classification is done near sensor thanks to a specific
low cost and low power hardware, and an energy-efficient solution is proposed to
sustain the system as long as possible.

8.1.1 IoT Architecture

The system consists of a trap that looks like a little hive as shown in Fig. 8.1, where
a pheromone bait and a glue layer capture the attracted insects even at low-density
presence. The farmer usually takes periodic inspections of the traps or mount a
wireless camera that sends the captured pictures wirelessly for remote evaluation.
This process is expensive and time consuming for the farmer. The proposed work
detects the presence of the parasites thanks to a machine learning approach that sends
only notifications of threats and their position to the farmer.

The workflow of the proposed application is summarized in Fig.8.2. A camera
takes pictures inside the trap periodically, the board detects and crops new insects
not yet analyzed for the classification. Eventually, a notification is transmitted to the
farmer about the detection of parasites.

For this purpose, the hardware is based on a Raspberry Pi3 with a Pi Camera. Itisin
charge of image pre-processing and cropping, whereas a Movidius Neural Compute

(a) Commercial trap.

(b) Prototype of the IoT neural network
Codling Moth smart trap.

Fig. 8.1 Codling Moth traps
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Fig. 8.2 Flowchart of the system application

Stick (NCS), which features the Intel Myriad X neural accelerator, completes the
classification stage. Classification is done by a machine learning algorithm that uses
a Convolutional Neural Network (CNN) model tailored for the NCS. The uncommon
feature of this [oT application is that the classification stage is elaborated in-situ (near
the camera). The processing results, consisting of few bytes after the classification,
are transmitted using long-range and a low power communication like LoRaWAN [5—
7]. Thanks to the technical features of this standard, the end nodes can transmit data
in a range of 15 km [8]; additionally, LoORaWAN guarantees the integrity of the
transmitted data because its protocol also defines security encryption [9].

8.1.2 Image Pre-processing and Deep Learning

Deep learning is a class of algorithms widely used in machine learning. The network
implemented in this project is, in particular, a CNN. This type of networks are widely
used in image classification and object recognition problems. Before the training
stage of the Deep Neural Network (DNN), a clear and quite large dataset of pictures
is necessary to build up the network in an optimal way. The dataset generation stage is
fundamental for supervised methods, and each image used for training and validation
stages is known and labeled a priori. It implies that a good dataset for the pictures
used during training is crucial for global performance. The dataset generation session
started with a small set of row pictures, as shown in Fig. 8.3a (approximately 300) that
has been incremented when more insects have been trapped during the experiments.
The dataset is divided into two classes: codling moth and general insects. For this
specific task a VGG16 model, developed by the Oxford University, is used [10]
training all the layers of the network. Then the model is converted to a graph model
used to perform the classification on the Vision Processing Unit (VPU).

The camera captures the floor of the insect trap, as shown in Fig. 8.3, pictures may
contain a high number of insects to classify. Thus, the images are processed with
OpenCV functions to extract each insect in sub tiles from the original taken picture.
The task is developed to extract easily features like the color (a dark subject on white
background) and the shape of the insects through a Blob Extraction algorithm. The
process for image crop is all developed through OpenCV functions, and it consists in:
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(b) Cropped Codling Moth.

(a) Raw picture. (c) Cropped general insect.

Fig. 8.3 Examples of pre-processed images

o Conversion of the frame from RGB to GRAY scale;

e Smoothing (or blurring) of the frame with a Gaussian filter with a size of 9;

e Edge extraction through Canny operator with 20 as the minimum value and 100
as the maximum value. This value represents the aperture size that is the size of
the kernel used to find the image gradients;

e one closing and two expansions, all the operators are used to enhance the blobs,
using a rectangular structure element which is the shape of the structure of the
filter.

After the application of these morphological operators, the blobs are detected through
the OpenCYV blob detector. The blobs extracted are collected individually in a vector
as a rectangle and, from the original frame, each of the corresponding region of in-
terest (Rol) is cropped. All the new pictures are finally saved for the neural network.
They are not of the same size, but all the pictures are square, in this way the CNN can
take the image and resize to 52 x 52. The whole procedure is repeated only for the
cropped images that contain more than one blob, in fact in one blob it is possible to
find more than one insect, especially in the regions where insects are really crowded.
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In this way, the iteration of the algorithm is useful for achieving better images for
training and evaluation sessions, and also to extend the data-set.

8.2 Training, Validation and Test

For the training stage, we use the effort of the rapid development of neural networks
for image classification based on TensorFlow library [11].

This step is an offline process that is executed in a host computer (like a cluster),
and it aims to optimize the neural network through a large dataset of labeled images.
Therefore the system can learn from the category assigned the images. The basic
element of a DNN is the neuron (or node). It is multiplied by a so-called weight
value only when the input is ready. For example, if a neuron has four inputs, it has
four weight values which can be adjusted during the training time. A DNN could be
improved through many parameters involved in the process. In our case, the most
important parameters, which affect the performance in a significant way, are the
number of epochs and the image size. The first determines how many times the
entire set of training vectors is used to update the weights; at the end of each epoch, a
validation step is computed to evaluate the ongoing training process. The image size,
instead, is obtained by scaling each picture that feeds the DNN. So the objective is to
find the optimal tradeoff for the two parameters to complete the training stage while
meeting the hardware constraints. In our application, the following three different
configurations were used:

e 75 epochs, image size 224 x 224;
e 10 epochs, image size 112 x 112;
e 10 epochs, image size 52 x 52.

The results obtained in the training tests are shown in Fig. 8.4.

Notice that training and validation accuracy using 75 epochs (default parameter) is
going to be saturated. This means that the network does not provide enough accuracy
during the test stage and is not able to generalize as good as required.

Thus, the epochs can be decreased to achieve better results: as shown in the
graphs 10 epochs are enough for excellent accuracy. Moreover, in order to avoid
possible overflow and to save memory on the Raspberry Pi 3, the image size is
decreased to work with a simpler model and to meet the hardware constraints. Image
size of 112 x 112 and 52 x 52 have been tested and used. The chosen image size
shows worse performance with respect to the one obtained using a bigger image size.
Nevertheless, the measured accuracy is 98% which satisfies the requirements of this
class of parasites monitoring systems. After the training and the validation stage, the
neural network model file is ready. It is possible to test the performance of the DNN
model through a new set of data (a subset of the original dataset), which was never
used by the DNN. This step helps to assess the performance and the generalization
of the network, and it is crucial to confirm the accuracy computed during validation.
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Fig. 8.5 Example of codling moth detection (red boxes) and general insects (blue boxes)
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An example of the output from the classification stage is presented in Fig. 8.5. Our
DNN provides a measure of the accuracy, which indicates how the detected insect
is more similar to a general insect or to a Codling Moth. The tests were done in an
apple orchard for 12 weeks, with the insect glue trap shown in Fig. 8.1, where 62
insects were captured. The 70% of them were Codling Moth, while the remaining
30% were general insects. In this case, the tested pictures are of different sizes.

Classification results are summarized as follows:

80.6% was classified correctly;
4.8% was false positives;

6.4% was false negatives;
8.1% was uncertain.

8.3 Conclusions

This paper presents a machine learning-based smart camera tailored for precision
agriculture services. The camera detects automatically if dangerous parasites are
trapped by the commercial pheromone boxes, in apple orchards and sends an alarm
to the farmer. Future work will investigate the performance improvement in terms of
classification accuracy and energy consumption, by developing a custom DNN and
by extending the training dataset for addition pest types. Moreover, we will include
an energy harvester capable of self-sustaining the energy consumption of the smart
trap, to permit an unattended activity indefinitely.
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Chapter 9
Statistical Flow Classification for the IoT Creck for

Gennaro Cirillo, Roberto Passerone, Antonio Posenato and Luca Rizzon

Abstract The objective of this work is to analyze packet flows and classify them
as traffic that belongs to IoT devices or to traditional non-IoT communication. We
employ two methods: a clustering approach, which learns directly from the structure
of the dataset, and a classification tree, trained with the collected data and evaluated
using 10-fold cross validation. The results show that classification trees outperform
clustering on all datasets, and achieve high accuracy on both homogeneous simulated
and real deployment traffic data.

Keywords IoT - Traffic classification - Clustering * J48

9.1 Introduction

Protocol and packet classification is at the basis of several services that can be of-
fered by network operators and by device manufacturers. For instance, differentiated
services require that the kind of communication be recognized, in order to provide
customized quality of service or to analyze the performance of the network. In our
specific case, we are interested in distinguishing between traditional user traffic, such
as e-mail, web surfing and media streaming, from traffic originating from independent
devices, such as sensors, remote controls, fleet tracking and environmental monitor-
ing. This last category of devices constitutes what is known as the Internet of Things
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(IoT). In this paper we employ a statistical flow classification, distinguishing between
traditional and IoT related communication. To construct a classification procedure
we use machine learning algorithms that can estimate the parameters for recognition
from available labeled data. In our case, we have used several different techniques
for generating flows of packets, from real IoT deployments to simulated systems, to
have variety. For the classification algorithm we use the Weka framework [1], which
provides the most popular machine learning methods. In particular, we rely on the
J48 decision tree algorithm, a Java implementation of C4.5, which has been shown
to perform well for this class of problems [2]. We also explore clustering methods,
using the k-means algorithm, to determine whether there is intrinsic structure in the
data that can set apart the behavior of IoT devices from traditional communication.
Our results show that this is only partly the case, and that the decision tree can provide
better performance when devices of different kinds are employed.

9.2 Dataset Preparation and Attribute Selection

The dataset consists of information collected wusing Tstat [2]
on approximately 77 thousand flows. Most of the non-IoT flows (around 54,000)
are obtained from an online repository in Japan [3]. The vast majority of IoT flows
(around 12,500) of the initial dataset are obtained by capturing the simulated IoT
systems using an [oT software simulator. An additional set of 15,081 IoT flows was
obtained from an online repository of real IoT traffic [4]. Traffic is captured in a
domestic environment from a real deployment in Australia, where a house was in-
strumented with several devices interconnected through a wireless network. We first
report the results obtained with the initial dataset, and then analyze how these change
with the addition of more IoT flows. This highlights the difference in clustering and
classification accuracy between a simulated and a real environment.

Attribute Selection. The flow analysis with Tstat provides a large number of fea-
tures, all of which are not necessarily relevant to our objectives. We assume that
certain parameters, such as the IP addresses and the port numbers, are not visible to
the application. Instead, we focus on the “behavioral” parameters, which are more in-
dependent of the protocols and robust to encryption. We rely on the features identified
by arecent study on the behavior of Machine-to-Machine (M2M) communication [5],
i.e., the packet rate, the packet size and the round trip time, distinguishing between
client and server. Some of the attributes of interest are not directly generated by the T-
stat default distribution. The software was therefore modified to compute the fraction
of ACK packets over the total packets, the fraction of uplink and downlink packets,
and the fraction of uplink and downlink bytes exchanged in the communication, over
the total.
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9.3 Results

We have followed two methodologies to develop a flow classification method. The
first is based on clustering, while the second is based on a classification tree.

9.3.1 Clustering

The first method that we have used for classification is a semi-supervised clustering
approach, based on the SeLeCT self learning classifier proposed by Grimaudo et
al. [6]. We proceed as follows. We select in Weka the SimpleKMeans algorithm, and
partition the dataset into a number of disjoint classes. We instruct the algorithm to ig-
nore the [oT/NON_IoT label given to each flow, making the approach unsupervised.
In other words, the algorithm will try to determine classes irrespective of the label
that was assigned in the first place. Clustering is then run several times, progressively
increasing the number of clusters. Ideally, two clusters would be sufficient, but nat-
urally the unsupervised method is unable to aggregate [oT and non-IoT flows so that
they are completely separated. With several clusters, instead, we might find smaller
aggregates which are mostly IoT or mostly non-IoT. To make the determination, for
each cluster, we inspect the number of actual IoT and NON_IoT flows that belong
to the cluster. Clusters which have a majority of IoT flows are then labeled as IoT,
while the others are labeled as NON_IoT. This is the supervised step of the approach:
while clusters are identified based solely on the flow features, the destination of the
cluster is determined based on the previous knowledge of the flow classification.

The first set of experiments makes use of the initial dataset, comprising mostly
the simulated IoT flows. Table 9.1 shows in detail the results of clustering, obtained
through 10-fold cross validation. The first column reports the number of clusters.
The second and third columns report the confusion matrix: for each class (shown in
the last column), the table shows the number of flows that were included in a cluster
which was labeled as IoT or NON_IoT, respectively. The following four columns
give a summary of the performance: we compute the True Positive (TP) and the
False Positive (FP) rates, as well as the Precision and Recall measures for both IoT
and NON_IoT flows. As the number of cluster increases, we get a better Recall for
the IoT flows, reaching a maximum of 96.6% for the division in 50 clusters. As we
increase the number of clusters, the overall performance slightly increases, although
we are less accurate on the IoT flow.

We observe that the number of IoT flows correctly categorized as IoT flows
increases up to 50 clusters. Increasing the number of clusters gives no improvement,
in fact the number slightly decreases. The number of NON_IoT flows incorrectly
categorized as IoT, on the other hand, steadily decreases as the number of clusters
increases. A division in 50 clusters seems to provide the best trade off. Figure 9.1,
left, shows in dark color the four clusters labeled as IoT traffic for the 50-cluster
case, in terms of acknowledge rate from client and server.
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Table 9.1 Clustering results

Clusters IoT NON_IoT | TP rate FP rate Precision | Recall (%) | MCC (%) | Class
(%) (%) (%)
10 Simul. 6113 1649 78.8 1.6 84.4 78.8 79.5 IoT
1134 68,223 98.4 21.2 97.6 98.4 79.5 NON_IoT
96.4 19.3 96.3 96.4 79.5 Average
50 Simul. 7496 266 96.6 1.3 89.2 96.6 92.0 IoT
904 68,453 98.7 34 99.6 98.7 92.0 NON_IoT
98.5 32 98.6 98.5 92.0 Average
100 Simul. 7481 281 96.4 1.1 90.5 96.4 92.7 ToT
781 68,576 98.9 3.6 99.6 98.9 92.7 NON_IoT
98.6 34 98.7 98.6 92.7 Average
50 Compl. | 13,266 9577 58.1 5.4 71.9 58.1 58.6 ToT
3767 65,590 94.6 419 87.3 94.6 58.6 NON_IoT
90.9 38.3 86.3 90.9 58.6 Average
100 Compl. | 15,001 7842 65.7 3.4 86.4 65.7 68.8 ToT
2353 67,004 96.6 34.3 89.5 96.6 68.8 NON_IoT
93.5 31.2 89.2 93.5 68.8 Average

w
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Fig. 9.1 Acknowledge rate of the client (X axis) and of the server (Y axis). IoT labeled clusters
shown in dark color, non-IoT clusters in light green and red. Left: simulated IOT flows. Right:
captured IoT flows

We have conducted the same analysis including the 15,000 flows from the Aus-
tralian deployment. The expectation is that the results will be somewhat less satis-
factory, because of the increased diversity of the devices in use. While there still are
areas which are clearly identifiable, overall the distribution of IoT flows (blue dots)
shown in Fig.9.1, right, is much more dispersed. The confusion matrix is therefore
far from ideal, as shown in the second part of Table9.1. The situation slightly im-
proves when using 100 clusters, however the precision is still fairly low, and the
computational complexity of determining cluster membership increases. One of the
reason why clustering does not provide good performance is that the different fea-



9 Statistical Flow Classification for the IoT 77
tures contribute symmetrically to the Euclidean distance from the cluster centroid.
This is less of a concern with more homogeneous features, but induces confusion
when traffic has a higher degree of overlapping.

9.3.2 J48 Classification Tree

Classification trees have been shown to perform well in protocol recognition [2]. We
have generated several classification tree, for the initial simulated dataset and for the
complete dataset. We have also analyzed the influence of the different parameters
on both performance and tree size. As usual, the accuracy is evaluated through the
resulting confusion matrix using 10-fold cross validation. Our first experiment deals
with the simulated and the complete dataset using the full set of attributes. The
trees performs particularly well, as shown in Table 9.2 where the confusion matrix
highlights that only a few of the flows are misclassified.

In particular, the performance is superior to many other methods that we have
analyzed (including SVM, Naive Bayes and 3-level perceptron [7]), with an average
precision and recall that exceed 99% for both datasets. Table 9.3 shows the tree
information in terms of computational complexity.

The first column reports the total size of the tree (number of nodes), while the
second column counts the number of leaves in the tree. The size of the tree gives
an estimate of the amount of memory required to store the tree information. The
following three columns provide information regarding the depth of the tree: the
minimum and the maximum depth to reach a leaf, as well as the average, where the

Table 9.2 Accuracy of the classification trees with all attributes
Config IoT NON_IoT | TP rate FP rate Precision | Recall MCC (%) | Class
(%) (%) (%) (%)
J48 simu- | 7686 76 99.0 0.1 99.4 99.0 99.1 IoT
lated
47 69,310 99.9 1.0 99.9 99.9 99.1 NON_IoT
99.8 0.9 99.8 99.8 99.1 Average
J48 com- | 22,449 394 98.3 0.5 98.5 98.3 97.8 IoT
plete
345 69,012 99.5 1.7 99.4 99.5 97.8 NON_IoT
99.2 1.4 99.2 99.2 97.8 Average
Table 9.3 Complexity of the classification trees with all attributes
Config Size Leaves Min depth Max depth Avg depth
J48 simulated | 125 63 1 11 4.4
J48 complete | 635 318 2 23 7.4
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Table 9.4 Classification tree performance, Weka selected attributes

Config IoT NON_IoT | TP rate FP rate (%) | Precision | Recall (%) | MCC (%) | Class
(%) (%)
J48 7701 61 99.2 0.1 99.5 99.2 99.3 IoT
simulated
36 69,321 99.9 0.8 99.9 99.9 99.3 NON_IoT
99.9 0.7 99.9 99.9 99.3 Average
J48 22,475 368 98.4 0.5 98.6 98.4 98.0 ToT
complete
315 69,042 99.5 1.6 99.5 99.5 98.0 NON_IoT
99.3 1.3 99.3 99.3 98.0 Average

depth is weighted by the number of flows in the training set that are associated with
each particular leaf. The data shows that the lower variability associated with the
simulated flows results in a much smaller and shallower tree for classification.

It is interesting to study the influence of each attribute on the classification accu-
racy. This could be useful, for instance, to select only a subset of the attributes that
provide most of the performance. To choose the most relevant attributes, we proceed
in two ways. The first is a greedy search, whereby we evaluate the classification
performance using progressively more attributes. Hence, we start by evaluating the
performance of all trees that use only one attribute, and keep the attribute that provides
the best performance. Then, we evaluate all trees with two attributes, having fixed
the first in the previous step. The results show that performance increases quickly
with the addition of more attributes. In both the simulated and the complete dataset,
three specific attributes are selected among the first four. These correspond to the
fraction of acknowledge from the client to the server, the fraction of bytes from client
to server, and the client minimum round trip time. In the simulated case, the fraction
of packets from client to server completes the set, whereas for the complete case
the minimum server round trip time is used. The second mechanism for attribute
selection makes use of the facility provided by the Weka framework. We perform a
Wrapper Subset Evaluation, which is a scheme similar to the one employed above,
using a Greedy Step-wise incremental search. In all cases, we select the J48 algorithm
for evaluation. In both the simulated and complete case, Weka selects eight attributes
out of the available 14, including the ones that we have determined using the manual
procedure above. The results of generating the classification tree are shown in Ta-
ble 9.4. The accuracy is slightly better than that of the tree that uses all the attributes
together. This may be an indication that there is some degree of “overfitting”, i.e.,
that there are too many parameters to choose from.
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9.4 Conclusions

In this paper, we have discussed the statistical classification methods to discriminate
between IoT and non-IoT traffic. We have shown that semi-supervised clustering
works reasonably well in the case of homogeneous traffic. We have then considered
supervised methods, such as classification trees. The results of 10-fold cross valida-
tion show that classification trees provide the best results, with performance in excess
of 99% accuracy. Attribute selection is used to narrow down the set of attributes and
to avoid overfitting.

Our future work is moving in two directions. The first is to explore different
attributes that can be extracted from the data. Regularity in the time interval trans-
mission has been highlighted as one peculiar feature of IoT traffic [5]. The use
of frequency analysis could therefore help with flow characterization, although the
method could suffer from a computational complexity point of view. Another direc-
tion includes a form of dynamic learning to follow the evolution of the behavior of
devices [6]. We could evaluate the degree of confidence in classification by looking at
the distance of the flows from the edge of the hypercubes identified by the tree in the
attribute space. When the system observes that the overall classification confidence
has decreased significantly, a new round of supervised learning could be employed
to restore the lost accuracy.
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Abstract Home care is an increasing research area; an example is the interest in
daily activity and mobility tracking, known to be a strong indicator for people’s
health. In particular, the digital mobility assessment of elderly can anticipate and
prevent hard clinical events such as falls, that could result in hospitalizations and
deaths. In this work, the use of LoRaWAN is verified in a real-world scenario as
an effective communication infrastructure for transmitting activity level information
to a supervisor structure like a clinic or a hospital. An experimental setup has been
purposely implemented to evaluate the feasibility; in particular, the activity level
inferred analyzing accelerometers data can be notified with an average delay in the
order of 500 ms.

10.1 Introduction and Motivation

The Internet of Things paradigm has already affected the way healthcare services are
provided [1]. In non-urban areas, in mountain areas, in smaller islands, or in any case
characterized by a sparse population, in which the use of single clinical sites is not
conceivable, it is necessary to promote the use of telemonitoring, teleassistance and,
more in general, telehealth solutions. In this perspective, the use of ICT applications
in home care results to be an increasing research area, with a huge set of ICT solutions
that can be used to enhance accessibility to home care [2]. For instance, daily activity
and mobility result to be a strong indicator for people’s health [3]. Additionally,
permanent digital monitoring would allow earlier diagnosis and faster response times,
providing new digital biomarkers able to anticipate and prevent hard clinical endpoint
such as falls. Here relies the importance of monitoring the activities of elderly people
and chronic patients in the home ecology.
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In light of these considerations, this work suggests using LoORaWAN, a wireless
communication solution belonging to the LPWAN category, for telehealth. Purposely
designed for addressing many loT-related applications requiring wide coverage and
sporadic transmissions, LoORaWAN allows to implement cellular networks without
the support of a third-party provider. Thus, limitations of mobile-based solutions are
avoided. Additionally, the high sensitivity offered by the LoRa radios ensure good
coverage, overcoming WiFi-based solutions when hybrid indoot/outdoor scenarios
are taken into account. Security aspects are considered as well; encryption on both the
network and application level is implemented. Consequently, LoRaWAN has been
already proposed as a viable solution for e-health monitoring by many researchers,
as demonstrated by the available literature [4-9]. In this paper, differently from other
works, several innovative wearable devices, including a LoRaWAN modem comple-
mented by an accelerometer-based monitoring system, are deployed and tested in a
real-world public infrastructure. Each device allows to track body movements, offer-
ing minimum invasiveness. A parameter is locally evaluated, assessing the physical
activity, and periodically sent to a supervisory center. Results about the communica-
tion delays confirmed the suitability of the proposed solution not only in monitoring
the activity in elderly in a daily-life scenario, but for fall detection as well.

10.2 The Proposed Wearable System for Tracking Elderly
Activity

As stated in the introduction, falls are ones of the leading cause of injuries [10]
in geriatric population, and a sedentary lifestyle leads to a lower quality life [11].
Figure 10.1 shows the proposed tracking system application scenario, where a self-
sufficient elderly person can carry out normal daily activities wearing the device.
The data, collected by local LoORaWAN gateway(s), are tunneled through an Internet

Internet-based

( kg ‘ wearable ‘ LoRa W
P J Infrastructure

device Connection |

medical
staff

|'

.
a)

Fig. 10.1 Typical scenario application of the proposed wearable device
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Fig. 10.2 Wearable device block diagram

connection to a supervisory structure, like a clinic or a hospital, where medical staff
can infer the patient’s health status by analyzing the data. Additionally, in case of a
detected fall, emergency services can be provided promptly.

The proposed system is composed by a small and lightweight wireless wearable
module that can track the motion thanks to its sensors. The main components are
represented in Fig. 10.2.

All the measuring and transmitting operation are coordinated by an ATmega328P
microcontroller unit. The motion data are retrieved from the accelerometer section
of an inertial motion unit (IMU), LSM9DS1 from STMicroelectronics. The wireless
low-power data transmission is provided by a LoORaWAN modem (an RN2483 from
Microchip). The overall board is supplied by a small-size LiPo battery (20 mm X
11 mm x 3 mm) which guarantees proper functioning for about two days when
the accelerometer data are sampled at 20 Hz and the activity level parameter is
transmitted once per hour (and excluding event-based transmissions due to fall events
recognition). If needed, the processor can reduce the measuring and transmitting
frequency to save energy. Both electronic board and battery are closed inside a box
fabricated with addictive manufacturing technique (3D printing), box size: 36 mm
x 26 mm x 10 mm. The overall device weight is about 15 g to increase its wearable
characteristic.

10.3 LPWAN for Smartcities: The LoRaWAN Solution

The LoRaWAN is a network with star-of-stars topology. The vast majority of infor-
mation is transferred with “uplink” transactions: they are started by the end nodes
and directed to the backend servers. Wireless messages are collected by gateways,
which run the “packet forwarder” software, that tunnels messages over the air into the
wired backhaul network (and vice versa, when reversed transactions—‘downlink”—
are needed). Regarding security aspects, messages are encrypted on a session base
by means of application keys, while authentication at the network level is provided
by network keys; another backend server is generally in charge of managing the
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Fig. 10.3 Architecture of the LoRaWAN solution used in the BSL project

keys depending on the activation procedure. An example of possibilities offered by
LoRaWAN for smartcity applications is given by the “Brescia Smart Living” (BSL)
project. The Patavina NetSuite solution, provided by A2A Smart City, is used as the
LoRaWAN backend (see the block diagram of the implemented architecture shown
in Fig. 10.3).

It implements the Network, the Application and the Authentication Servers (NS,
AS and Auth in Fig. 10.3), for managing the network, allowing end user application
integration through a MQTT Broker and handling keys. Each end node uplink is
published by the Broker as an MQTT topic, which can be subscribed by the end users
interested in the information. It has to be pointed out that more than 100 LoRaWAN
gateways are currently used to cover all urban areas of the city of Brescia, making
BSL one of the wider LoRaWAN project across the world.

10.4 Experimental Validation

In this section the capabilities of the proposed wearable device are detailed. In partic-
ular, first it is shown how the system can collect information about physical activity
and then the delays in transmitting such information are evaluated.

10.4.1 Activity Monitoring

In Fig. 10.4 an example is reported, regarding the data obtained from the analysis of
two movements. In the left part (Fig. 10.4a) there are the acceleration components
measured during a walk at a normal rate. The system is able to compute an activity
level related parameter which is periodically sent to the healthcare physician for
helping him in deciding if the patient has a sufficiently active lifestyle. In Fig. 10.4b
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Fig. 10.4 Acceleration component retrieved by the system: a normal walking, b ahead fall ending
face downward

we can observe an ahead fall ending with face downward. In this case, the device
can send an automatic help request.

10.4.2 Application Delay of the LoORaWAN Network in BSL

In order to measure the application delay [12] inside the Patavina NetSuite infrastruc-
ture, the experimental setup of Fig. 10.5 has been built; it consists of one single node
(located in the University laboratory and based on a PC connected to the LoRaWAN
modem RN2483) sending information via uplink to several user end points (imple-
mented by I0T2040 platforms; EP1 is connected to the Internet via the University
reliable and fast access; EP2, located in Brescia and EP3, located in Milan, leverage
on ADSL links).

In this way, timestamp T1 is registered when a LoRaWAN uplink transmission
initiates. Each EP,, is a MQTT subscriber of the topic “event of interest” in the MQTT

h-k—
i 10T2040 L s —

‘“ MQTT Client
Q TM1000A "‘k"

P TM1000A

T1

Fig. 10.5 Experimental setup with different end points (EP1 is connected to the Internet via the
University reliable and fast access; EP2, located in Brescia and EP3, located in Milan, leverage on
ADSL links)
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Fig. 10.6 Boxplot of the overall end-to-end delay OD for the three considered endpoints

Broker; when a new message is received, the message is timestamp tagged as T3,,.
Moreover, the AS is in charge of registering the timestamp T2 when the “event of
interest” arrives. The following metrics are calculated based on these timestamps:
the LoraWAN backbone delay is ND = T2 — T1; the MQTT broker delay is MD,, =
T3, — T2; and the overall end-to-end application delay is OD,, = T3,, — T1. Time
dissemination is performed by means of TM1000A NTP time servers, each one
UTC-synchronized via a GPS receiver. The NetSuite is natively UTC-synchronized.

The experiments last for one day, summing a total number of 1440 messages
transmitted every 60 s. Without losing generality, the user message length is 30 B and
includes the transmission timestamp and a sequence number for sorting, totalizing
the time on air of about 226 ms (Spreading Factor = 7 and Coding Rate = 4/5).
Regarding the network delay, the average delay is NDayg = 438 ms and the standard
deviation is NDgtp = 592 ms; however, it is interesting to highlight that some outliers
exist, leading to a maximum value NDyax = 4738 ms. The distribution of the MD
and OD metrics are reported in Fig. 10.6a and b, respectively. The three endpoints
(EP1, EP2 and EP3) have an average OD delay of about 500 ms, enough for long-
term monitoring and possible fall detection and notification. As expected, the EP3
has the worst performance, due to the poor performance of the available internet
connection.

10.5 Conclusions

In this work a wearable system for continuously tracking the physical activity of
elderly has been proposed and described. Patient movements are collected by means
of a MEMS accelerometer and used to compute resuming activity-related parameters
by the local microcontroller. The device is complemented by a LoRaWAN modem,
which exploits the LoRaWAN infrastructure to update periodically several supervi-
sory center (e.g. hospital) or patient relatives. Doctors can then estimate if the patient
is doing enough activity or not. Accelerometer data are used to detect falls as well;
in such a case, a notification is promptly sent.
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Chapter 11 ®)
Characterization of a RISC-V oo
Microcontroller Through Fault Injection

Dario Asciolla, Luigi Dilillo, Douglas Santos, Douglas Melo,
Alessandra Menicucci and Marco Ottavi

Abstract This article reports the results of fault injection on a microcontroller based
onthe RISC-V (Riscy) architecture. The fault injection approach uses fault simulation
based on Modelsim and targets a set of 1000 fault injected per microcontroller block
and per benchmarck. The chosen benchmarks are the Dhrystone and CoreMark that
may represent generic workloads. The results show certain block are more prone
to fault than others, as also confirmed by a vulnerability analysis that correlates the
number of observed faults and the rate of access to the blocks.
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11.1 Introduction

The space environment interaction with electronics represents an important chal-
lenge for satellite missions. Ionizing particles and electromagnetic radiations affect
electronic devices by inducing faults in specific circuit areas that may lead to system
failures. These failures can be temporary, with the occurrence of the so-called Soft
Errors, or permanent with the occurrence of Hard Errors [1]. Moreover, the exposi-
tion of electronics to radiation induces to premature aging, with the deterioration of
performance and/or functionality of the systems. For this reason, the space industry
resorts to hardening techniques that are generally based on hardware and software
redundancy, with the generation of custom devices. This type of solutions, while
effective, are energy and hardware greedy and leads to costs several times higher
than for conventional COTS (Commercial Off The Shelf) electronics.

Completely programmable hardware platforms such as FPGA make the develop-
ment of a system extremely flexible but, at the same time, require ad-hoc designing
and therefore they are not available to a broad programming community. On the other
side, the use of standard processors ISA architectures allows many developers to de-
sign applications, but the closeness of the architectures does not allow the designers
to make easy and cheap modifications to the underlying hardware.

RISC-V allows developers to combine the advantages of both worlds [2], pro-
viding flexibility to both hardware and software. On one side we can modify the
architecture to obtain specific applications, while on the other side we can open to
applications made by programmers, who are unaware of the underlying hardware.
RISC-V is an open ISA born from both the academia and research environment [3].
The RISC-V ISA was originally developed in the Computer Science Division of
the EECS Department at the University of California, Berkeley [3]. RISC-V rep-
resents a promising platform to experiment different techniques and to design new
architectures.

The purpose of this paper is characterizing a RISC-V core, through an extensive
simulation-based fault injection campaign with the target of identifying the most
critical modules within the core. For this purpose, the study of sequential modules
is fundamental, especially for COTS components, because they can suffer from bit
flips [4]. The data stored in the memory element can be corrupted, with Single Event
Upsets (SEUs), after the interaction with ionizing particles and electromagnetic ra-
diations in general. This paper analyzes the effects of SEU (Single Event Upset) in a
RISC-V core. This characterization is useful in perspective to design a fault-tolerant
version of a RISC-V core for space applications by applying targeted hardening tech-
niques, shaped on the sensitivity of the different blocks composing the system. The
final target is the use of this kind of low cost hardened processor within nanosatel-
lites, like Cubesats, and in other systems where high reliability, flexibility and low
cost are required.
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The rest of the paper is organized as follows. Sections 11.2 and 11.3 detail the
RISC-V platform and fault injection methodology, respectively. Section 11.4 intro-
duces the chosen algorithmic benchmarks. Sections 11.5 and 11.6 present the simu-
lation results as well as an analysis of the microcontroller vulnerability. Conclusions
are given in Sect. 11.7.

11.2 Platform

The chosen RISC-V platform is the Parallel Ultra Low Power (PULP) Platform.
It is been designed from Integrated Systems Laboratory (IIS) of ETH Zrich and
Energy-efficient Embedded Systems (EEES) group of the University of Bologna
[5]. It is an open-source platform and very useful for our purposes, because it is
possible to access all parts of the system. In this specific case, from this platform, the
Pulpino microcontroller has been chosen. It is built for RISC-V Riscy and zero-riscy
core [6]. Pulpino offers a separate memory for instructions and data. It uses AXI
(Advanced eXtensible Interface) interface as its main interconnect and a bridge to
APB (Advanced Peripheral Bus) for simple peripherals [6]. All architectural details
about Pulpino platform [6] are shown in Fig. 11.1.

The choice of Riscy core for this study is based on the following reasons. Firstly,
it is a four-stage RISC-V core and it can run most of the typical workloads. It is a
32-bit core and for the chosen configuration, it can manage only integer numbers. It
implements the RV32I instruction set. All software that runs over this core has been
compiled using the GNU RISC-V Toolchain [7] with an optimization level equal
to 3.

Adv.
Debug Unit
p. A vy
\J AJ \J 1 1
GPIO UART I’c SPI SPI JTAG

Fig. 11.1 RISC-V PULPino platform architecture overview



94 D. Asciolla et al.

RISC-V core

7

EX
(WE|

-
o
]
c
c
=]
=4
]
S
=
o
(=]
-
=
]
19
=

Debug Interface
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Riscy core architecture overview [6] is shown in Fig. 11.2. For the characterization
campaign, we are focusing over all sequential modules inside the core. In Riscy
core there are four stages: Instruction Fetch, Instruction Decode, Execution and
the Write Back. All stages are separated by an interface register. In the Instruction
Fetch stage, sequential parts are inside the prefetch buffer, the hardware loop control
module and inside the instruction fetch top-level registers. In the Instruction Decode
stage, sequential modules are inside the register file and the controller unit. In the
Execution stage, the control-state registers and the multiplier are both sequential
modules. In the write-back stage, the load-store unit is the only sequential module.
The only architectural modification that was made consists of the redefinition of
state machines inside sequential modules by using the binary codification instead of
labels. This modification was introduced to simplify the fault injection procedure.

11.3 Fault Injection Environment

For replicating the typical effects of space radiation environment on electronics [8],
a simulation-based fault injection technique was chosen. This technique allows full
access to the entire processor without any architectural modifications. One of the
main disadvantages of this technique is that, being simulation based, required a long
time to run compared to execution on hardware emulators such as the FPGA based
ones [9]. This simulation-based strategy is based on TCL (Tool Command Language)
scripts, that allow the manipulation of signals for fault injection and observe fault
effects. The HDL (Hardware description language) simulator used for the system
simulation and to run TCL scripts was the Modelsim [10] from Mentor Graphics.

11.3.1 Fault Model

The used fault model is based on SEU occurrence in sequential logic blocks. In each
simulation, a single fault is injected to cause a bit flip inside the chosen sequential
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block. Other effects could be Multiple Bit Upset (MBUs), Multi Cell Upsets Single
Event Latchups, but they are out of the scope of this study.

11.3.2 Simulation Procedure

The first step of the procedure, a golden simulation, with no injected fault , is per-
formed to obtain the reference data to be used for the detection of mismatches caused
by fault injections. The Riscy core fault injection is performed for all sequential sub-
systems. For each sequential subsystem, 1000 simulations are performed, 1 fault
injected per simulation run. The following steps [11] summarize the tasks executed
for each simulation:

(1) Selection of a flip-flop, in a certain sequential subsystem, where the fault will
be injected. This is done selecting, in a random way, from a list that contains all
signals, in the VHDL code, which implement registers. Each signal corresponds
to each bit of the register.

(2) Selection of a random instant when the fault will be injected. In order to avoid a
fault during the logging process, the fault is injected before the reporting process.

(3) Simulation runs until the chosen injection instant.

(4) Injection of the fault by forcing a bit flip in the target sequential element.

(5) Simulation runs until the end of the algorithmic benchmark.

(6) Making a copy of the register file content.

(7) Storing the print out of the program results.

If exceptions are generated during the execution, they are stored in a file and whether
the core doesn’t respond after a threshold time a relative log is generated.

11.3.3 Fault Effects Classification

Data obtained during the simulation campaign are used to classify fault effects that
can be summarized in five categories [11] that are listed below:

e No Effect—The simulation finishes obtaining the correct result from the program
and the content of the register file is equal to the reference one.

e Latent—The simulation finishes obtaining the right result, but the content of the
register file is not equal to the reference.

e Wrong result—The system has a failure and the simulation finishes obtaining the
wrong program result.

e Timed out—The simulation takes an abnormal amount of time to finish the program
execution compared to the reference.

e Exceptions—The core generates exceptions during the simulation.
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Latent errors potentially can propagate and lead to a system failure in the future, but
these errors may also be masked by the normal core functioning.

11.4 Chosen Benchmarks

Benchmarks usually are used to evaluate performances of microcontrollers, micro-
processors and computing systems in general. In this characterization campaign,
they are used because they offer a generic workload that can cover almost all op-
erations that a core can execute. Benchmarks perform a large number of different
operations such as logic, numeric and string operations. The chosen benchmarks, for
this campaign, are Dhrystone and CoreMark, described below.

e Dhrystone benchmark provides a measure of integer performance and no floating
point instructions. Here, it has been used the 2.1 C version that avoids over opti-
mization problems [12] encountered with the first version. Dhrystone benchmark
workload [13] can be categorized in: ALU operations for 42% of the instructions;
20% load instructions; 15% store instructions; 21% branch instructions; 2% shift-
ing instructions.

e CoreMark benchmark from EEMBC [14] (Embedded Microprocessor Benchmark
Consortium) is specifically designed for embedded systems and it can be used
to measure microcontrollers and microprocessors performances. It is considered
the next version of Dhrystone [14]. It implements numbers of algorithms like
find, sort, matrix manipulation, state machine and crc. The crc is used both to
provide a typical workload for an embedded application and to check the results
of the operations. This benchmark is designed to be independent of the compiler
optimization options and this is one of the improvements respect to Dhrystone
[14].

11.5 Simulation Results

This section presents and discusses the results of the fault injection campaign and
the measure of the utilization of sequential modules. These simulations are useful
for vulnerability estimation.

11.5.1 Resources Utilization Using Dhrystone and Coremark

The resources utilization has been measured using a Modelsim simulation running a
TCL script. Coremark is configured to perform 1 cycle while Dhrystone 1000 cycles.
In this study, the focus is over the sequential parts inside modules that are the target
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Riscy resources utilization using Dhrystone and CoreMark
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of the characterization through fault injection. A simulation both for Dhrystone and
CoreMark is performed obtaining the resources utilization for the entire simulation
time. In this simulation, the measure of the resource utilization is performed counting
how many times the value, stored in a given register, changes from the beginning to
the end of the simulation. This was made using a TCL script that runs in Modelsim.

The workload is similar for both simulations, as shown in Fig. 11.3, for Dhry-
stone and CoreMark. The most used modules are the prefetch unit, the instruction
fetch-instruction decode pipeline register and the instruction decode-execute pipeline
register. There are modules that are never used during the benchmark execution like
the hardware loop for Dhrystone and the multiplier registers and the interrupt con-
troller for both benchmarks (in the run simulations).

11.5.2 Characterization Through Fault Injection Using
Dhrystone Benchmark as Workload

In Fig. 11.4 are shown the results of the simulation campaign. As mentioned above,
for each microcontroller block, 1000 simulations were performed, with a fault has
been injected for each run.

This procedure is repeated for each block, obtaining the results showed in the
plot.

The graph shows that the most critical sequential modules are the controller and
the register file, with injected faults that cause a large number of latent errors and
wrong results. Despite the fact that the controller is used with a lower frequency
than the register file, it causes a large number of failures when it undergoes to fault
injection.

Exceptions are generated from modules inside the instruction fetch stage, in the
instruction decoder stage and in the execution-write back pipeline register. In this
core, exceptions are used to report a wrong instruction operation code.

The hardware loop module, the interrupt controller and the control-state registers
don’t cause any failure when faults are injected.
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Riscy fault injection campaign results using Dhrystone Benchmark
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Fig. 11.4 Fault injection campaign results using Dhrystone Benchmark

A particular behavior to be noticed is about the multiplier module. It is never used
during the program execution but it causes failures when faults are injected, because
due to its implementation, faults can propagate in other modules.

11.5.3 Characterization Through Fault Injection Using
CoreMark Benchmark as Workload

Figure 11.5 shows the results of the simulation campaign with the same procedure
used above.

Like in the analysis concerning the other benchmark, it can be noticed that the
most critical modules are the controller and the register file, which present a large
number of latent errors and wrong results. The controller is again accessed with lower
frequency w.r.t. the register file, but it displays high vulnerability.

Riscy fault injection campaign results using CoreMark Benchmark
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Fig. 11.5 Fault injection campaign results using CoreMark Benchmark
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Exceptions are generated from modules inside the instruction fetch stage, in the
instruction decoder stage and in the execution-write back pipeline register. In this
core, exceptions are used to report a wrong operation code of the instruction.

The interrupt controller and the control-state registers don’t cause any failure
when faults are injected. In this case, CoreMark stimulates the usage of the hardware
loop module and we noticed system failures caused by faults injected inside this
module.

In this case, the multiplier module shows less latent errors respect the Dhrystone
workload.

11.6 Vulnerability Estimation

Results obtained from the fault injection campaigns present similar trends for the
two workloads. In this section, we try to calculate the vulnerability of each block of
the RISC-V Riscy core, by introducing the following equation:

ixc, ifu>0

v= ¥ ) (11.1)
0, otherwise

v resource vulnerability.

f failure rate. It is equal to the number of wrong results normalized to the number
of simulations;

u resource utilization. For each module, it is equal to the number of clock cycles
of activity over the total number of clock cycles.

¢ normalization constant equal to 100.

This approach allows to extrapolate a general evaluation of the block vulnera-
bility that is independent of the used benchmark algorithm. Since it is based on the
correlation between the amount of detected failures and the actual use of the blocks
of the microcontroller. Figure 11.6 shows the results of the vulnerability associated
with each block.

The plot uses a logarithmic axis to easily visualize the results.

It can be noticed that there is a correlation between the vulnerability calculated
from both campaigns. The subsystems that show a high vulnerability are the instruc-
tion fetch registers, the controller and the register file.

Lower but significant vulnerability magnitude is showed for the prefetch unit, in-
struction fetch-instruction decode pipeline register, the instruction decode-execution
pipeline register, ex-wb pipeline register and the load store unit.

Vulnerability is normalized to the resource utilization for the chosen benchmark.
There is information about the vulnerability for the hardware loop only from the
campaign using CoreMark. For Dhrystone this module wasn’t used and it didn’t
generate system failures.
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Fig. 11.6 RISC-V Riscy sequential resources vulnerability

The limitation of the adopted vulnerability model is due to the occurrence of
system failures that are observed also in blocks that are not supposed to be used
by the algorithm. This is the case for the multiplier registers that generate system
failures during the campaign, whether this block is supposed to be never used. For
this reason, the multiplier module vulnerability is not shown in Fig.11.6. These
occurrences, which are treated as exceptions, are caused by the propagation of a
fault injected in other blocks. These events depend on how the module is designed
and can be avoided with modifications in the system design.

11.7 Conclusion

This paper introduces a detailed analysis of the SEU effects in the RISC-V Riscy
core. The results are based on data obtained from the fault injection campaigns based
on simulation-based injection technique. The workload is similar both for Dhrystone
and Coremark benchmarks as representative of generic applications.

From simulation results, showed in Fig.11.4 for Dhrystone workload and in
Fig. 11.5 for CoreMark workload, the most critical sequential modules are the con-
troller and the register file. Despite the fact that the controller is used with lower
frequency than the register file, it causes a large number of failures when it under-
goes to fault injection. Exceptions are caused by faults injected in modules inside the
instruction fetch stage, in the instruction decoder stage and in the execution-write
back pipeline register. CoreMark stimulates the usage of the hardware loop module
and we noticed a relevant system failures caused by faults injected inside this module.

The interrupt controller and the control-state registers don’t cause any failure
when faults are injected.

The most used resources are the prefetch unit, the instruction fetch-instruction
decode pipeline register and the instruction decode-execute pipeline register. There
are modules that are never used during the benchmark execution like the hardware
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loop for Dhrystone and the multiplier registers and the interrupt controller for both
benchmarks (in the run simulations).

From the study of vulnerability, showed in Fig. 11.6, the most critical module
result to be the controller module.

The Vulnerability can be used to estimate, for each module, the system failure
rate when executing other software. This can be done simply making the product
between the tabled vulnerability values and the utilization value measured for the
given application. These represents an important information for the design of fault-
tolerant Risc-V core, since it can be used to evaluate the best redundancy techniques
in terms of time usage and hardening impact for each composing block, on the base
of its vulnerability.

References

1. Calligaro C, Gatti U (2018) Rad-hard semiconductor memories. Series in Electronic materials
and devices
2. Di Mascio S, Menicucci A, Furano G, Monteleone C, Ottavi M (2019) The case for RISC-V
in space. In: Saponara S, De Gloria A (eds) Applications in electronics pervading industry,
environment and society. Springer International Publishing, Cham, pp 319-325
3. “About the RISC-V Foundation,” [Online]. Available: https://riscv.org/risc-v-foundation/. Ac-
cessed May 24, 2019
4. DililloL, Tsiligiannis G, Gupta V, Bosser A, Saign F, Wrobel F (2016) Soft errors in commercial
off-the-shelf static random access memories. J Semicond Sci Technol 32
5. Pulp-Platform (June 2017) “Project info,” [Online]. Available: https://pulp-platform.org/
projectinfo.html
6. Pulp-Platform (2017 June) “PULPino: Datasheet,” PULPino: Datasheet
7. “GNU RISC-V Toolchain,” [Online]. Available: https://github.com/riscv/riscv-gnu-toolchain.
Accessed May 09, 2019
8. Gupta V, Bosser A, Wrobel F, Saigne F, Dusseau L, Zadeh A, Dilillo L (2016) MTCube project:
SEE ground-test results and in-orbit error rate prediction. The 4S symposium, small satellites
systems and services symposium, Valletta, Malta
9. Cho H (2018) Impact of microarchitectural differences of RISC-V processor cores on soft error
effects. IEEE Access, 6:41302-41313
10. “Mentor Graphics,” [Online]. Available: https://www.mentor.com/company/higher_ed/
modelsim-student-edition. Accessed May 09, 2019
11. Travessini R, Villa PRC, Vargas FL, Bezerra EA (2018) Processor core profiling for SEU effect
analysis. In: Test symposium (LATS)
12. “Roy Longbottom’s PC Benchmark collection,” [Online]. Available: http:/www.
roylongbottom.org.uk/dhrystoneresults.htm. Accessed May 09, 2019
13. Price WJ (1989) A benchmark tutorial. IEEE Micro, pp 28-43
14. “Embedded microprocessor benchmark consortium,” [Online]. Available: https://www.eembc.
org/coremark/. Accessed May 16, 2019


https://riscv.org/risc-v-foundation/
https://pulp-platform.org/projectinfo.html
https://pulp-platform.org/projectinfo.html
https://github.com/riscv/riscv-gnu-toolchain
https://www.mentor.com/company/higher_ed/modelsim-student-edition
https://www.mentor.com/company/higher_ed/modelsim-student-edition
http://www.roylongbottom.org.uk/dhrystone results.htm
http://www.roylongbottom.org.uk/dhrystone results.htm
https://www.eembc.org/coremark/
https://www.eembc.org/coremark/

Chapter 12 ®)
Analyzing Machine Learning oo
on Mainstream Microcontrollers

Vincenzo Falbo, Tommaso Apicella, Daniele Aurioso, Luisa Danese,
Francesco Bellotti, Riccardo Berta and Alessandro De Gloria

Abstract Machine learning in embedded systems has become a reality, with the
first tools for neural network firmware development already being made available
for ARM microcontroller developers. This paper explores the use of one of such
tools, namely the STM X-Cube-Al, on mainstream ARM Cortex-M microcontrollers,
analyzing their performance, and comparing support and performance of other two
common supervised ML algorithms, namely Support Vector Machines (SVM) and k-
Nearest Neighbours (k-NN). Results on three datasets show that X-Cube-Al provides
quite constant good performance even with the limitations of the embedded platform.
The workflow is well integrated with mainstream desktop tools, such as Tensorflow
and Keras.

Keywords Edge computing - Machine learning + Artificial neural networks -
Microcontrollers + X-Cube-Al

12.1 Introduction

Internet of Things (IoT) technologies are enabling a variety of new applications
directly in the field. The huge quantity of data being generated by IoT sensors is
ever more being processed near to the source, on the edge, which typically reduces
latencies, bandwidth, overhead of the cloud and of remote units, and should limit
privacy issues [1]. This is the edge computing paradigm, which is complementing
the well known cloud computing model.

Artificial Intelligence, and particularly Machine Learning (ML), has started to
play an important role also in this context. ARM has recently released the Project
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Trillium ML platform, an IP designed for ML and object detection, typically tar-
geting “super smart” phones [2]. But a wide diffusion is likely to take place also
on already widespread platforms. On the firmware side, in fact, ARM released in
2018 CMSIS-NN, an open-source library of optimized kernels that maximize Neural
Network (NN) performance on Cortex-M processors, which are the most common
platforms deployed in the field [3]. Google released TensorFlow Lite for ARM 64
microcontrollers, again with a focus on NNs [4]. Similarly, STM recently released
STM X-Cube-Al expansion package, for 32 bit microcontrollers [5].

Still, the number of articles about experiences with ML on the edge is by far not
comparable with that concerning desktop/cloud computing. This is exacerbated by
the very limited availability of freely available IoT datasets, which does not favor
development of research works.

The goal of this paper is to explore the use of one of the above mentioned NN
libraries, namely X-Cube-Al, on mainstream ARM Cortex-M microcontrollers, ana-
lyzing their performance, and considering also other two common supervised ML
algorithms, namely Support Vector Machine (SVM) and k-Nearest Neighbours (k-
NN). As a starting point, we have limited our analysis to classification, since the train-
ing phase is quite heavier to perform [6] and typically requires human supervision,
which is easier to do in the cloud.

12.2 Related Work

A lot of research is ongoing to embed ANNs in autonomous devices, tackling issues
of energy efficiency, resource usage and accuracy. Andrade et al. [7] provides a
comprehensive analysis of the efforts recently made in this area.

Lai and Suda [8] discusses the challenges of deploying neural networks on micro-
controllers with limited memory, computation resources and power budgets. The
authors introduce CMSIS-NN, a library of optimized software kernels to enable
deployment of NNs on Cortex-M cores. They also present techniques for NN algo-
rithm exploration to develop light-weight models suitable for resource constrained
systems, using keyword spotting as an example.

Cerutti et al. [9] presents a new system that merges a low resolution thermal camera
with advanced feature extraction techniques such as Convolutional Neural Networks.
The paper demonstrates the possibility of adapting the classification execution to a
resource-constrained platform without significant loss of performance, by processing
data on a 32-bit low power microcontroller. They achieve a 77% accuracy, using 6
kB of RAM.

[10] is a C++ library explicitly declared as dedicated to the embedded world. It
implements a NN for the classification, and other algorithms such as Genetic and
Reinforcement Learning.

To the best of our knowledge, there is no paper in literature describing the
utilization of the STM X-Cube-AlI expansion package.
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12.3 Machine Learning Implementation

As seen above, NNs have gained momentum also in the embedded system field.
Our analysis focuses in particular on one of the above mentioned recently released
libraries, namely the STM X-Cube-Al expansion package, which is usable within the
STM32CubeMX configuration tool. The package provides automatic conversion of
pre-trained Neural Network and integration of generated optimized library into the
user’s project. The workflow we accustomed to consists in developinga NN ona PC in
python, using the Tensorflow library and Keras as wrapper. We normalize the vectors,
in order to reduce the convergence time. Once the developer finds a NN configuration
providing acceptable accuracy according to tests on the PC, its model is saved in a
.HDFS5 file, which is imported by CubeMX. The CubeMX “Analyze” function then
estimates the memory footprint (Flash and RAM) and suggests a list of possible
target microcontrollers, accordingly. Once the target is decided (or the developers
has checked suitability of the target at hand), a new project can be started, including
the “Al-Application” and “X-CUBE-AI" packs. CubeMX allows then performing a
validation both on desktop, which estimates complexity through the Multiply and
Accumulate Operation (MACC) figure, and on target. Writing the C program for
the target, exploiting the “network™ library, can be done in few lines of code that
configure the network from the recorded weights, set the input and output tensors
and then execute the prediction.
As a term of comparison, we employed also the following two algorithms:

e Support Vector Machine (SVM). We used the sklearn python framework for train-
ing the SVM on the PC, with linear kernel and the model obtained through cross-
validation. sklearn does not support the gpu acceleration, and the svm method is
not able to exploit multi-core architectures. This is a limitation of our approach,
as the long training times prevented us from a full exploration of the alternatives
(e.g., for more complex kernels). The implementation on the target is as simple as
executing the y = w*x 4 b prediction, where x and y are the inputs and output, w
the support vectors and b the bias.

e k-nearest neighbours (k-NN). In k-NN, no model is learned, and all the training set
is recorded. We implemented the algorithm in C from scratch, using the Euclidean
distance criterion and majority voting.

12.4 Experimental Analysis

‘We conducted the experimental analysis using two well established ARM microcon-
trollers produced by STM, namely an F401RE and an F746. The former belongs to
the mainstream Cortex-M4 family, the latter to the high performance M7. Results are
generally reported in Tables 12.1, 12.2, 12.3 and 12.4 for the F4 case only, while F7
is explicitly considered in Table 12.3. In all cases, we first developed the classifiers
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Table 12.1 Results for the Sonar dataset

Classifier 60 features

Acc (%) Time Flash
K-NN 81 25 ms 46 kB
SVM 85.7 <ms 250B
NN 90.5 <ms 50 kB

Table 12.2 Results for the heart diseases dataset

Classifier 13 features 6 features

Acc (%) Time Flash Acc (%) Time Flash
K-NN 63 38 ms 15kB 93 36 ms 8 kB
SVM 87 <ms 30B 93 <ms 30B
NN 93.5 <ms 29kB 87 <ms 2kB

Table 12.3 Results for the Viruses dataset

Classifier F401 F746

Acc (%) Time Flash Acc (%) Time Flash
NN 87 9 ms 65 kB 87 1 ms 524 kB
SVM 71 <ms 60 B 71 <ms 60 B

Table 12.4 Results for a reduced version of the Viruses dataset

Classifier 949% reduced 90% reduced + Feature selection
Acc Time Flash Acc Time Flash
K-NN 85% 986 ms 250 kB 97% 2.8s 75 kB

on a PC, and then deployed on the target, with the needed adjustments, especially in
terms of performance.

We used three binary classification datasets: Sonar (209 samples x 60 features)
[11], the UCI Heart diseases available on Kaggle (303 x 13) [12], and Viruses (24,736
x 13), a data traffic analysis dataset developed by the University of Genova. All the
datasets are cast to float32, according to the target execution platform.

For the Sonar dataset (Table 12.1), we report data for a NN with two hidden dense
layers (40 and 30 tanh neurons each, after an initial ReLU dense layer with 100
nodes, and an output sigmoid node). With a more complex network (5 wider layers,
300 ReLU input), we get a Flash footprint of 253 kB, and a lower accuracy, of 86%.
For k-NN, the best k is 1. For all classifiers, accuracy is the same as on an i7 core
PC.

For the Heart disease dataset (Table 12.2), feature selection (implemented through
the Orthogonal Matching Pursuit (OMP) algorithm) was necessary to improve the
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performance of k-NN (k = 17 for 13 features; k = 5 for 6 features). We used a 3-layer
NN, with 30, 10, 1 nodes, tanh nonlinearity for all nodes but the output (sigmoid).
For all classifiers, accuracy is the same as on an i7 core PC, apart from the SVM,
despite using the same code and dataset.

The Viruses dataset is characterized by a much higher number of samples. On
a NN on a PC we could achieve an 88% accuracy, with a 5-layer NN, with 400,
250, 100, 30, 1 nodes, tanh nonlinearity for all nodes but the output (sigmoid).
For F401 target, validation on desktop fails, but the NN could anyway be loaded
on the microcontroller, achieving an 87% accuracy, with a latency of about 10 ms
(Table 12.3). Validation on desktop was successful on the F746, and the accuracy on
target was 87%, with a latency of about 1 ms. The flash occupation is of 65 kB on the
F401 and much higher on the F746. As an alternative, we achieved 85% accuracy
with a smaller 3-layer (40, 30 and 1 nodes) NN, with quite a smaller footprint. The
linear SVM could not reach convergency during training, and the average accuracy
is 71%.

For the k-NN (Table 12.4), the memory footprint for the Viruses dataset was by
far too large, so we exploited a new dataset obtained by randomly decimating the
original one (reducing the number of samples by 94%), and we achieved a very high
accuracy with a slightly lower sample size reduction, but applying the OMP feature
selection. However, execution times grew up to the order of the second.

12.5 Conclusions and Future Work

ML in embedded systems has become a reality, with the first tools for NN firmware
development already being available for developers. Analyzing three different algo-
rithms with three different datasets, we saw that the NNs implemented by the STM
X-Cube-Al package provides quite constant good performance even with the limi-
tations of the embedded platform. The workflow is well integrated with mainstream
desktop tools, such as Tensorflow and Keras. Also SVM performs quite well, with
a small footprint. But its development is less well supported by tools compared to
NNs. For k-NN, it is known that performance tends to worsen as the training set size
increases [13].

Research still lacks publicly available IoT datasets, that would facilitate the
experience by scholars and practitioners, in different application domains.

For future work, we are interested in a more detailed analysis (particularly on
the space-time tradeoff), with different types of NNs and more relevant datasets.
Moreover, it will be interesting to study performance and application of unsupervised
learning algorithms, that look even more suited for field deployment, as they do
not need human data processing for the training phase. Finally, given the limited
facilities of the edge, distributing embedded ML computation is likely to become a
major architectural challenge for the upcoming years.
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Chapter 13 )
Quality Aware Selective ECC oo
for Approximate DRAM

Giulia Stazi, Antonio Mastrandrea, Mauro Olivieri and Francesco Menichelli

Abstract Approximate DRAMs are DRAM memories where energy saving
techniques have been implemented by trading off bit-cell error rate with power
consumption. They are considered part of the building blocks in the larger area
of approximate computing. Relaxing refresh rate has been proposed as an interesting
solution to achieve better efficiency at the expense of rising error rate. However, some
works have demonstrated that much better results are achieved if at word-level some
bits are retained without errors (i.e. their cells are refreshed at nominal rate), resulting
in architectures using multiple refresh rates. In this paper we present a technique that
can be applied to approximate DRAMs under reduced refresh rate. It allows to trim
error rate at word-level, while still performing the refresh operation at the same rate
for all cells. The number of bits that are protected is configurable and depends on
output quality degradation that can be accepted by the application.

Keywords Approximate memory * Transprecision computing + ECC memory

13.1 Introduction and Previous Works

Approximate computing is a design paradigm for low power systems that proposes
to expand the degrees of freedom in digital system design by allowing inaccurate
or approximate operations in circuits. The idea at the base of approximate comput-
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ing is the fact that many real-world applications do not require exact mathematical
computations, since their input and output data are inherently affected by noise and
errors. Approximate memories are part of the building blocks of this approach and
are intended as memory circuits that do not store data exactly and indefinitely, but
are affected by errors during read/write operations or tend to spontaneously forget
data with the passage of time [1, 2].

Depending on their technology, circuits for approximate memory have been pro-
posed by scaling V,;; for SRAMs [3] and by reducing refresh rate under the nominal
value for DRAMs [4]. These circuit-level proposals lay the groundwork for practical
implementations that can be used in programmable architectures as main approxi-
mate memory [5]. Applications that can tolerate a certain amount of errors can then
allocate their data structures and buffers in these memories. These application, called
ETAs (Error Tolerant Applications), will produce an output with degraded quality as
the effect using approximate memories. The final assumption of approximate com-
puting is that the amount of approximation (i.e. errors) can be tailored on the specific
problem, trading off energy savings up to the limit of acceptable output quality.

13.2 Approximate Memories in Real Applications

The first approach to approximate memories relies on allowing errors uniformly
distributed on the array of bit cells (i.e. all cells are subject to the same voltage
scaling or the same refresh rate). The validity of the choice is based mostly on the
simplification that it involves at circuit level, since it does not require to modify
the array internal circuit, but signals and power supply at the interfaces. However,
considering uniform error distribution means to not take into account the exponential
relation between different bit weights in a data word, which is instead an important
characteristic that should be considered by approximate memory circuit, even at the
expense of increasing circuit complexity.

13.2.1 Exact MSBs in an Approximate Data Word

The first and intuitive approach is to design the memory array in order to save MSBs
in exact bit-cells. Considering DRAMSs, [6] proposes using two different refresh
rates, one at nominal rate and one at reduced rate. Cell arrays are rearranged in a
way that the nominal refresh rate is applied to bit cells for MSBs (exact MSBs),
while the reduced refresh rate is applied to bit cells for LSBs (approximate LSBs).
The number of exact MSBs and approximate LSBs depends on applications, for
example, for 32 bit words a number from 1 to 8 exact MSBs and, respectively, 31-24
approximate LSBs have been found to be of interest [7]. Requiring exact cells in an
approximate data word has direct impact on the following characteristics:
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— itraises output quality under the same error rate in LSB cells or, conversely, allows
for higher error rate in LSBs while meeting the required output quality;

— it reduces overall energy saving, since a portion of the cells is working at nominal
conditions;

— it increases circuit complexity requiring dual refresh rate in DRAMs.

13.2.2 Bit Dropping for LSBs and Bit Reuse

The second approach results from exploration of the relation between output quality
and BER on the LSBs [7]. LSBs in a data word can be dropped and set to a constant
value (i.e. 0) with a marginal impact on output quality degradation. It is a technique
that is proposed since it achieves energy savings with a simple circuit implementation
(bit cells are powered off or even omitted).

Previous works have proposed to use selective ECC in SRAM to reduce errors in
MSB (1) by enlarging memory words as in classical ECC memory systems (i.e. 32 bit
memory word are expanded to 36 bit, introducing 4 bit ECC) [8] (2) by reusing LSB
dropped bits [9]. The contribute of our work is (1) to design selective ECC specific
for approximate DRAM memory systems (2) to allow tailoring selective ECC to the
specific application, by first analyzing its output quality degradation related to bit
error rate, looseness level and dropped bits.

13.3 Quality Aware Selective ECC

The idea of quality aware selective ECC consists in a two step process. First, an
application is analyzed in order to find the desired tradeoff between output quality
and approximate memory parameters (i.e. error rate, level of approximation [1],
dropped bit); then an error correcting code is chosen in order to reduce error rate in a
specific portion of data bits. In order to avoid increasing memory requirements with
additional ECC bit, bit dropping and reuse is always considered for the additional
check bits required by ECC.

13.3.1 ECC Codes for Approximate Memories

In order to reduce hardware complexity, (n,k) SEC (single error correcting) Hamming
codes were considered. In this notation, k indicates the number of protected bits (data
bits), while n is the code length, including additional check bits. We note that SEC
codes can provide also error detection (e.g. double error detection typically), but for
our scope error detection is not used: in case of detected errors, program execution
continues as for undetected errors, in approximate memory. Table 13.1 summarizes
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Table 13.1 List of Hamming codes

#Check bits ( n-k) | #Total bits (n) #Data bits (k) Name Rate
2 3 1 Hamming(3,1) 1/3

3 7 4 Hamming(7,4) 4/7

4 15 11 Hamming(15,11) | 11/15
5 31 26 Hamming(31,26) |26/31
6 63 57 Hamming(63,57) | 57/63

the most common Hamming codes. We note that, as a general rule, increasing the
number of data bits k produces more efficient codes, since the rate k/n increases.
However, larger k are effective at very small error rates (as is common in exact
memories). In approximate memories typical error rates are much larger (i.e. from
10~* to 102 errors/(bit x s) [1]) and, as consequence, shorter codes are desirable
since enlarging n increases the probability of multiple errors within the same word,
which cannot be corrected.

13.3.2 Looseness Level

With Looseness Level we intend the concept, introduced in [1], of having a certain
number of exact MSBs in an approximate data words. As an example, Table 13.2
reports results obtained on a 32 bit integer FIR filter, showing how Looseness level
(i.e. the number of exact MSBs) can impact output SNR.

Instead of using exact DRAM cells for MSBs, the idea is to use a single, and
slower, refresh rate for all cells, while using SEC ECC in order to reduce error rate

Table 13.2 FIR, output SNR [dB]

Looseness level | Fault rate [errors/(bit x s)]

107! 1072 1073 1074
12 MSBs 70.5 83.4 93.5 104.2
8 MSBs 46.5 59.6 69.3 80.3
4 MSBs 22.6 353 45.5 56.4
1 MSB 4.6 17.2 27.6 38.2

Table 13.3 # of dropped bits
4 LSBs 8 LSBs 12 LSBs 16 LSBs
134.7 122.4 106.1 82.2
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in MSBs. In this way, MSBs are still affected by errors, but their error rate is reduced
with respect to LSB cells.

13.3.3 Impact of Bit Dropping and Bit Reuse

Table 13.3 reports results obtained on the same 32 bit integer FIR filter, showing how
bit dropping (i.e. powering them off and reading them as ‘0’) impacts output SNR.
As already confirmed in literature, output SNR is only slightly dependent on LSBs.
Instead of powering them off, these LSBs can be effectively reused as checkbits for
the MSBs, without requiring additional bits.

13.4 Implementation and Results

Given the list of Hamming codes in Table 13.1, it appears that the most suitable for
our application are Hamming (3,1),(7,4) and (15,11). This choice depends on two
factors, first we assume to protect single 32 bit words in memory, in order to not
impact read/write speed; infact, protecting with a single code larger data size would
require to multiple read/write on the entire data. Secondly, given the relatively high
bit error rate of approximate memories, longer SEC codes tend to fail due to the
rising probability of multiple errors.

Figure 13.1 shows the formats considered for 32 bit data, where k MSBs are
protected by SEC ECC, 32 — n bits are left unprotected and n — k dropped and
reused as checkbits. Assuming a uniform error probability p, for each bit, expressed
as errors/(bit x s), the probability of having i errors in a set of n bits is:

Pe(n’ l) = (Zl)P;(] - pe)n_i;

B d d bit:
| ECC protected data M5Bs | | unprotected data bits | reuserzp;:ieche:bits
0

31
III 29 | B | Hamming (3,1)

31 0
| 4 | 25 [ 3 ] Hamming(7,4)

31 0
| 11 | 15 i 4 | Hamming (15,11)

Fig. 13.1 32 bit ECC data format in approximate memory
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Considering the SEC ECC code, protected bits will contain errors for i > 2; hence:
n n n ) )
P e = P e\, () = S(1— e n_l;
ecc.(n) i2=2 (n, i) ;22 <i)Pe( De)

In order to get a measure of the improvement, we can find the equivalent error rate
peq., considered as the error rate that n bits (without ECC) should have to produce
the same Pecc,.(n).

n 0
Pego(n) =) Pe(n,i)=1=Y_ Pu(n,i)=1— (1 — peq,)";

i=1 i=0

Equivalent bit error rate peq. for ECC protected bits can be obtained with

Peq.(n) = Pecc,(n):
peq. =1 —+/1 — Pecc,(n);

Table 13.4 BER for 32 bit data in approximate memory

Hamming (3,1) word

ECC prot. Unprot. Drop
1 bit 29 bit 2 bit
9.42E—-03 1.00E—01 -
9.93E—05 1.00E—02 -
9.99E—-07 1.00E—03 -
1.00E—08 1.00E—04 -
1.00E—10 1.00E—05 -
Hamming (7,4) word

ECC prot. Unprot. Drop
4 bit 25 bit 3 bit
2.29E-02 1.00E—01 -
2.90E—04 1.00E—02 -
2.99E—06 1.00E—-03 -
3.00E—08 1.00E—04 -
3.00E—10 1.00E—05 -
Hamming (15,11) word

ECC prot. Unprot. Drop
11 bit 15 bit 4 bit
3.92E-02 1.00E—01 -
6.45E—04 1.00E—02 -
6.94E—06 1.00E—-03 -
6.99E—08 1.00E—04 -
7.00E—10 1.00E—05 -
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Assuming 32 bit data stored in approximate memory, Fig. 13.1 resumes how selec-
tive ECC could be applied using Hamming (3,1), (7,4) and (15,11) codes. The most
appropriate choice depends on the application; for example, according to Tables 13.2
and 13.3, a range from 8§ to 12 protected MSBs results in an output SNR between 60
and 93dB, while dropping 4 LSBs does not significantly impact SNR. In this case
Hamming (15,11) seems the most suitable choice.

Table 13.4 reports the results that can be obtained on typical target application
considering the previous Hamming codes. It shows that MSBs protected by SEC
codes expose and equivalent BER significantly lower than unprotected bits. Consid-
ering the previous example, Hamming (15,11) and a BER of 1073 on cells produces
an equivalent BER of 6.94 x 107® on MSBs.

13.5 Conclusion

In this paper we proposed the use of selective ECC in approximate DRAM memory
tailored to quality requirements of applications. We started from the consideration
that in many works and use cases it has been demonstrated the effectiveness of
limiting approximate cells to LSBs while leaving a portion of MSBs exact. However,
this approach requires higher complexity in memory circuits and circuits surrounding
the cell array. For DRAMs, it requires to produce and distribute multiple refresh rates
in the array.

Due to the relatively high error rates in approximate memories, SEC codes reduce
but do not eliminate errors. This is completely acceptable and we demonstrated that
for typical error rates in the order of 1073 to 1074, Hamming codes (7,4) and (15,11)
can reduce error rate on MSBs of factor between 1/100 and 1/1000. Future works
will implement the technique in simulation models and apply it to error tolerant appli-
cations, allowing the characterization and the comparison with respect to previous
techniques.
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Chapter 14 ®)
Digital Random Number Generator e
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for Security Applications
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Luca Fanucci and Sergio Saponara

Abstract Random numbers are widely employed in cryptography and security
applications, and they represent one of the main aspects to take care of along a
security chain. They are employed for creation of encryption keys, and if genera-
tion process is weak, the whole chain can be compromised: weaknesses could be
exploited to retrieve the key, thus breaking even the strongest cipher. This paper
presents the architecture of a digital Random Number Generator (RNG) IP-core to
be employed as hardware accelerator for cryptographically secure applications. Such
design has been developed starting from specifications based on literature and stan-
dards, and in order to assess the randomness degree of generated output, it has been
successfully validated through the official NIST Statistical Test Suite. Finally the
RNG IP-core has been characterized on Field Programmable Gate Array (FPGA)
and ASIC standard-cell technologies: on Intel Stratix IV FPGA it offers a through-
put of 720 Mbps requiring up to 6000 Adaptive Logic Modules, while on 45 nm it
reaches a throughput of 4 Gbps with a complexity of 119 kGE.
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14.1 Introduction

In modern cryptography one of the fundamental primitives to be employed is the Ran-
dom Number Generator (RNG), the component in charge of generation of arbitrary
length random bit sequences. It represents the core part for several security appli-
cations which are required to ensure authentication, confidentiality and message
integrity for a broad range of activities, such as payments, on-line authentication,
instant messaging and operating systems updates [4]. The creation of cryptographic
keys requires a high degree of randomness so that an attacker is unable to derive the
secret key of a cipher thus compromising the whole chain, authentication protocols
nonces represent a valid countermeasure against replay attacks, in digital signature
random numbers prevent attackers to derive private keys [3].

During the last decades, several circuits have been proposed to cope with gener-
ation of RNG sequence, in particular the True Random Number (or Bit) Generators
(TRNGs) which are based on analog noise as physical source to generate random
bits [1-7]. Such devices have a high-quality output, but they are affected by signifi-
cant drawbacks, because they typically offer low throughput or require high power
consumption. Moreover, they can be unreliable for long term use due to unexpected
behaviors caused by changes in the device operating conditions. These are strong
limitations especially considering the target to be employed in high performances
and high complexity digital integrated systems such as hardware accelerators.

The limitations of TRNG devices can be worked around by implementing RNGs as
Deterministic Random Bit Generators (DRBGs): in this case the output sequences
are generated by means of deterministic algorithms instead of random processes,
therefore in order to guarantee the expected level of randomness it is required to
periodically give a new seed to such DRBG mechanisms (i.e., reseed operation,
high entropy content is given to the deterministic algorithm to restart the sequence
generation). This allow to pursue the requirement of indistinguishability between the
output bit sequence and truly random sequence.

The reminder of this paper is organized as it follows: Sect. 14.2 presents the trade-
off analysis among the different algorithms suitable for DRBG module, Sect. 14.3
describes the DRBG design architecture, Sect. 14.4 collects the characterization
results, and Sect. 14.5 discusses about conclusions of this work.

14.2 DRBG Algorithms Trade-Off Analysis

As already mentioned, NIST has approved a certain number of DRBG mechanisms
[2]: those mechanisms are based on Hash functions (SHA, Secure Hash Algorithm),
keyed-Hash Message Authentication Code (HMAC), and Counter (CTR) mode of
Advanced Encryption Standard (AES) and Triple Data Encryption Standard (TDES),
and they are briefly presented, focusing on performance evaluation in terms of
security strength and hardware implementation.
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Hash DRBG family is based on SHA1 and SHA2 functions, but only SHA2
cryptographic primitives are taken into exam since SHA1 offers low security strength
and it is considered outdated. The parameters related to a DRBG mechanism based
on SHA?2 Hash function are reported in Table 14.1.

CTR! DRBG mechanism is based onto a block cipher core used in counter mode.
The parameters of this mechanism are listed in Table 14.2.

Concerning Hash DRBG, the characteristics of available SHA2 IP core are listed
in Table 14.3. SHA-224 and SHA-384 are discarded from the options, since they
offer a shorter output block keeping area and latency equal to respectively SHA-256
and SHA-512. The two remaining functions show some differences:

e SHA-256 has lower latency per block than SHA-512 but the latter offers a higher
throughput since it provides 512 bit every 80 clock cycles;

Table 14.1 Hash DRBG mechanisms parameters (SHA2 only) [2]

SHA algorithm

SHA-224 | SHA-256 | SHA-384 | SHA-512
Highest security strength 192 256 256 256
Output block length (outlen) ( bits) 224 256 384 512
Min. entropy for Instance and Reseed (bits) | 192 256 256 256
Seed length (seedlen) bits 440 440 888 888
Max. num. of bit per request 219 219 219 219
Max. num. of requests between Reseeds 248 248 248 248

Table 14.2 CTR DRBG mechanisms parameters

AES Algorithm

3Key TDEA | AES-128 AES-192 AES-256
Highest security strength 112 128 192 256
Input/output block length 64 128 128 128
(blocklen) (bits)
Key length (keylen) 168 128 192 256
Counter field length (ctr_len) 4 < ctr_len < blocklen
Min. entropy for Instance and 112 128 192 256
Reseed (bits)
Seed length (seedlen) (bits) 232 256 320 384
Max. num. of bit per request min(B, 213) | min(B, 2'%) | min(B, 2!°) | min(B, 2'9)
Max. num. of requests between 248 248 248 248
Reseeds

B= (thrljen — 4) blocklen [2]

ICTR is an abbreviation for Counter.
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Tabl.eﬁl4.'3 SHA2 TP core SHA2 Area (kGE) | Latency per Output block
specifications algorithm block (clock size (bits)
cycles)
SHA-224 15 64 224
SHA-256 15 64 256
SHA-384 30 80 384
SHA-512 30 80 512
Tabl%14..4 AES IP core AES Area (kGE) | Latency per Output block
specifications algorithm block (clock | size (bits)
cycles)
AES-128 11 11 128
AES-256 12.5 15 128

e comparing the areas, SHA-256 results to be more compact and this reflects also on
internal state registers area footprint: as it can be seen in Table 14.1, the variable
seedlen is 440 for SHA-256 and 888 for SHA-512; this implies that the internal
state requires around 900 registers for the former and 1800 for the latter.

Now, the expected throughput of these two hash functions during generation phase
in a Hash DRBG implementation can be calculated:

TSHA7256 = 256/64 . fclk *Mparallel_core = 4. fclk * Rparallel_core bit/S (1)

TSHA7512 = 512/80 . fclk *Nparallel_core = 6.4 - fclk * Nparallel_core bit/S (2)

CTR DRBG proved to be best in class for both area and throughput. The char-
acteristics of available AES IP core are presented in Table 14.4 for AES-128 and
AES-256.

Since our focus is on highest level security strength implementations, only AES-
256 is to be considered for the trade-off. As shown in the table, area is lower than
SHA-256 and throughput is higher than SHA-512:

TAES—256 = 128/15 . fc[k *Nparallel_core = 8.53 - fclk * Nparallel_core bit/S (3)

Despite all these considerations, CTR DRBG has not been chosen to be imple-
mented. The reason lays in the doubts about the effective capability of this mech-
anism to reach maximum security strength. In [8], the author claims that, while
Hash-based DBRGs satisfy security requirements, block cipher-based ones should
be avoided since the pseudo-random permutation inside each AES round coupled
with the counter mode outputs a sequence which is indeed distinguishable from a ran-
dom source. The choice ultimately fell on Hash DRBG, implemented with SHA-256
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DRBG Mechanism Cryptographic Core Logic Complexity [kGE]

60 L ® SHA-256 (4 Core) ® CTR_AES-256 (3 Core)
SHA-512 (2 Core)

50T
® SHA-256 (3 Core)
40T ®CTR_AES-256 (2 Core)
30+ ® ®SHA-256 (2 Core)
SHA-512 (1 Core)
27T ® CTR_AES-256 (1 Core)

Throughput [Gbps]

2 SHA-256 (1 Core)

0 5 10 15 20 25 30 35

Fig. 14.1 Comparison between NIST approved DRBG mechanisms based on logic complexity in
kGE and throughput

core. This ensures a compact implementation for the mechanism and the possibil-
ity to extend the design for supporting multiple cores to increase the throughput.
Figure 14.1 reports the characteristics in terms of logic complexity and throughput
of several DRBG implementations, relying on the available IP cores (SHA and AES)
as primitives, their features when synthesizing on 45 nm standard-cell technology
[9] and methods to construct DRBG using such primitives [2].

14.3 Hash DRBG Design Architecture

The design architecture of Hash DRBG with SHA-256 core is shown in Fig. 14.2,
and it makes use of the following blocks:

e state registers for V, C and Reseed counter, with length respectively of 440, 440
and 20 bits, a 128-bit register to store an optional personalization string, for inter-
nal state randomization, and a 512-bit entropy register to store the input entropy
content;

e a SHA-256 core with 512-bit input and 256-bit output, with a latency of 64 clock
cycles;

e a serial adder with 440-bit inputs and modulo 440-bit output, which works in
parallel with the SHA-256 core and stores the result of the addition into one of the
its input registers, as shown in Fig. 14.2, in order to minimize area occupation;

e multiplexer network to address all data in internal state and from the previous
operation to the inputs of the SHA-256 core and adder;

e aFinite State Machine (FSM), which controls the flow of operations, i.e., instance,
reseed and generate;
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Reseed Pers. String Entropy
Count Content Reg.

Multiplexer Network

Serial Adder I 9 SHA-256 Core

Fig. 14.2 Hash DRBG design architecture developed

e a DRBG self-test module (not present in Fig. 14.2), in order to diagnose possible
failures inside the circuitry.

14.4 Results

For the Hash DRBG IP-core characterization, two different technologies have been
identified as representative of potential targets for implementations of such hardware
accelerator for security applications: Intel Stratix IV FPGA and Silvaco PDK 45 nm
Open Cell Library [7] (i.e., ASIC standard-cell technology). In both cases different
implementation effort corners were tested, in order to evaluate the trade-off between
throughput and area. Concerning the Intel Stratix IV FPGA technology, the synthesis
and layout flow performed with high performance constraints gives a maximum
operative frequency of 180 MHz, meaning a throughput of 720 Mbps considering
the single core instance, for an overall occupation of 5949 ALMs (Adaptive Logic
Modules). The implementation on Silvaco ASIC standard-cell is able to reach a
throughput even up to 4 Gbps, since the maximum frequency is equal to 1 GHz
still for single core version of the IP-core, for a logic complexity of 118.98 kGE
corresponding to an area of approximately 0.094 mm?.

14.5 Conclusions

This paper presented the IP-core design related to a digital Random Number Gen-
erator (RNG), one of the most significant part required to implement algorithms for
authentication, confidentiality, message integrity and security applications in general.



14 Digital Random Number Generator Hardware Accelerator ... 123

The proposed architecture is based on one of the Deterministic Random Bit Genera-
tors (DRBGs) approved by NIST according to trade-off analysis between throughput,
area and security strength. Hash DRBG with SHA-256 as cryptographic core proved
to be the most efficient solution in terms of throughput per logic complexity, among
the solutions offering maximum security strength (i.e., 256 bits).

The RNG IP-core obtained has been tested by means of NIST Statistical Test
Suite, thus stating that the sequences of bits generated cannot be distinguished from
atrue random sequence of numbers, and therefore validating its use for cryptographic
applications. It has been also implemented on FPGA and ASIC standard-cell tech-
nologies for characterization. The implementation on Intel Stratix IV FPGA reported
a throughput of 720 Mbps at 180 MHz with a maximum occupation of about 6000
ALMs, while the synthesis on Silvaco 45 nm ASIC standard-cell [7] reported a
throughput of 4 Gbps at 1 GHz with a maximum logic complexity of about 119 kGE.
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Chapter 15 ®)
An Energy Optimized JPEG Encoder ez
for Parallel Ultra-Low-Power
Processing-Platforms
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and Luca Benini

Abstract The energy autonomy and the lifetime of battery-operated sensors are
primary concerns in industrial, healthcare and IoT applications, in particular when a
high amount of data needs to be sent wirelessly such as in Wireless Camera Sensors
(WCS). Onboard real-time image compression is the appropriate solution to decrease
the system’s energy. This paper proposes an optimized algorithm implementation
tailored for PULP (Parallel Ultra Low Power) processors, that permits to shrink
the image size and the data to transmit. Our optimized JPEG encoder based on
a Fast-Discrete Cosine Transform (DCT) function is designed to achieve the best
trade-off between energy consumption and image distortion. The parallel software
implementation requires only 0.495 mJ per frame and can support up to 80 fps
satisfying the most stringent requirements in WCSs applications without requiring a
dedicated hardware accelerator.
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15.1 Introduction

The energy autonomy and the lifetime of battery-operated sensors are primary con-
cerns in industrial, healthcare, and IoT applications, in particular when a high amount
of data needs to be sent wirelessly. In this scenario, Wireless Camera Sensors are
usually left in the environment to acquire and transmit visual data [1, 2]. From a
system-level viewpoint, the energy consumption is dominated by the radio subsys-
tem and is proportional to the number of bytes to transfer [3-5]. Concerning WCSs,
on-board real-time image compression is the appropriate solution to decrease the sys-
tem’s energy [6, 7]. In fact, bringing the intelligence close to the sensor enables the
reduction of transmission costs thanks to the compression of the data dimensionality
[8].

Executing computationally heavy tasks, such as an image compression pipeline,
without assuming a dedicated hardware acceleration engine (which may not be avail-
able or affordable for cost reasons) typically requires adequate computing capabili-
ties and a large memory footprint. However, because of the available energy supply
resources (i.e., small batteries or inefficient energy harvesters), [9] WCSs usually
includes low-power MCUs (e.g., ARM Cortex-M or RISC-V PULP), which presents
limited resources that can prevent executing data filtering tasks under real-time con-
straints [ 10]. To address this challenge, we propose an optimized image compression
algorithm implementation tailored for a RISC-V multi-core processor, that permits
to shrink the image size and the data to transmit. We developed an optimized JPEG
(Joint Photographic Experts Group) encoder based on Fast-DCT (FDCT) image
compression algorithm, with an adaptive trade-off between energy consumption and
image distortion. Our software solution is tailored for a parallel fixed-point comput-
ing hardware and exploits the DSP-oriented instructions included into the RISC-V
extended ISA (Instruction Set Architecture) of PULP. When compared with a JPEG
implementation on ARM Cortex-M4, our solution achieves a frame rate of 22 fps
and is eight times more energy-efficient, if running on the GAP-8 processor, an eight
cores embodiment of the PULP architecture.

15.1.1 Related Works

Several hardware accelerators are available as standalone chips or add-on-IP blocks
for system-on-chip integration [ 1 1]. However, the extra cost (in silicon area and/or bill
of materials) for a hardware JPEG encoder may not be affordable in many application
scenarios that require software JPEG compression. Since the *90s, FDCT algorithms
for image compression have been intensively studied in the literature [12] to reduce
the number of CPU instruction needed to operate on a standard block, an 8 x 8
matrix of pixels. Indeed, image compression function based on the 2-D 8-point DCT
is prevalent, which is typically the most computationally intensive. Among the var-
ious fast DCT algorithm proposed [13], the following four are the most common.
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Table 15.1 Number of cycles required to execute the JPEG algorithm on different implementations

Functions Cycles 1 Cycles 2 Cycles 3 Parallel
DCT + Zig-Zag (8 x 8 block) 107,500 1947 1873 1611
Quantization (8 x 8 block) 2539 2539 2220 2368
Huffman (8 x 8 block) 984 984 984 802

Total (all image) 130,147,237 13,072,581 6,092,954 2,307,672
MSE 53 100 100 100

PSNR (dB) 31 29 29 29
Speedup - 10 21 56

The first fast DCT was proposed by Chen [14], which has an excellent regular struc-
ture, but it requires as many as 16 multiplications for each 8-point block. Hou [15]
proposed a recursive algorithm, with 12 multiplications and 29 additions. Although
the number of operations is the same as other fast algorithms, it has the advantage
of the smaller number of variables necessary for the execution. The function pro-
posed by Loffler [16] involves 11 multiplications and 29 additions. Additionally, the
authors proposed a parallel solution that simultaneously executes three multiplica-
tions. Finally, the algorithm proposed by Arai [17] features a simplification of the
DCT processing. It requires only 5 multiplications and 29 additions. Moreover, it can
be easily implemented with fixed-point operations, speeding up the code execution
in the absence of a Floating Point Unit (FPU). The aforementioned works make clear
that using an optimized DCT algorithm heavily decreases the number of operations
required by the JPEG encoder and that a parallelized execution can be applied.

In this work, we based our development on Noritsuna, a JPEG encoder optimized
for Cortex-M4 [18]. This implementation supports floating-point operation at low
memory impact, but it is not tailored for real-time compression since it is based
on a non-fast DCT algorithm (Table 15.1—Cycles 1). To overcome this issue, we
replace the DCT algorithm with the Arai [17] FDCT implementation. However,
the Noritsuna’s algorithm implementation applies to individual 8 x 8 image blocks,
hence demanding low L1 memory footprint and favoring a block-wise parallelization
scheme for multi-core implementation. After an in-depth study, we selected the
application described in [19] as a comparison for this paper; indeed, it needs only
10 Mcycles (220 ms @ 48 MHz) to compress a QVGA grayscale frame, about
8 Kcycles/block, one of the best performance with a low-power ARM Cortex-M4.
Similarly to our solution, this implementation exploits fast DCT, but it is optimized on
Cortex-M4 architecture featuring an L1 scratchpad memory of 80kB (with QVGA
resolution), greater than the GAP-8 cluster memory. Among other solutions, the
authors in [12] describe an optimized firmware that needs 22—-26 Mcycles to compress
a 752 x 480 pixel in RGB format (~9 Kcycles/block), whereas the paper in [6]
requires 300 Kcycles to process a single 8 x 8 block, with an average execution time
of 9207 ms on a Texas Instruments MSP430. The deployment in [6] uses up to 29 mJ
to encode a single 128 x 128 picture. These latter implementations feature higher
energy consumption than our solution.
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15.2 GAP-8

In this work, we use GAP-8 SoC; a RISC-V ISA multi-core processor based on the
PULP open-source computing platform [20]. It integrates a state-of-the-art RISC-V
microcontroller core with a rich set of peripherals, and a powerful programmable
parallel processing engine for flexible multi-sensor (image, audio, inertial) data anal-
ysis. These two subsystems are shown in Fig. 15.2¢ and are respectively called Fabric
Controller (FC) and Cluster. The FC is an advanced MCU based on a RISC-V single-
core. It features an extended ISA for energy-efficient digital signal processing, and
it is equipped with a fast access-time data memory (L1). The 512 KB L2 memory
is used for storing the code and most of the volatile variables. The cluster, residing
on a dedicated frequency and voltage domain, is turned on when applications need
computation-intensive functions. It contains 8§ RISC-V cores identical to the FC,
allowing the SoC to execute the same code on either the fabric controller or the clus-
ter. This 8-core cluster is served by a shared L1 data memory (64 kB). The shared L1
can serve all memory requests from the cores in the cluster with single-cycle access
latency and low average contention rate (<10% on data-intensive kernels).

Maximizing the power efficiency is an essential factor in low power devices;
hence, GAP-8 contains an internal DC/DC directly connected to an external battery
or energy harvester sources. It provides voltage in 1.0-1.2 V range when the circuit
is active.

15.3 JPEG Algorithm: Implementation and Optimization

The original version of the firmware [18] is composed of the following steps: (i)
generation of the header file; (ii) image decomposition into 8 x 8 pixel blocks, and if
the overall dimensions are not multiple integers of 8, the missing blocks are padded
with values calculated from the average value on the edges, then the level shifting is
executed; (iii) application of the DCT to every block, followed by the quantization,
and zigzag operations; (iv) Huffman; (v) writing back the compressed data into the
L2 memory.

Since the GAP-8 architecture is not equipped with an FPU, all the operations are
implemented with a fixed-point representation. For this data type, we must select
in advance the number of bits dedicated to the integer and the fractional parts and,
depending on this choice, the JPEG encoder can achieve higher precision (increasing
the number of fractional bits) or a broader dynamic range. We individuate the best
trade-off by selecting 15 bits for the fractional part and 16 bits for the integer part
(16Q15). To quantitatively evaluate the differences between both representations, we
adopt as mean metrics the Peak Signal to Noise Ratio (PSNR) and the Mean Squared
Error (MSE) since they are widely used in the scientific community as evaluation
indexes in the field of image processing [21]. The 16Q15 representation covers the
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dynamical range required by the algorithm and increases the PSNR of 0.3%, and the
MSE is practically unchanged concerning the floating-point original code.

Table 15.1—Cycles] reports the GAP-8 performance metric to run the JPEG
implementation on a QVGA image (324 x 240). This initial version requires more
than 130 M cycles, at 50 MHz the frame conversion time is approximately 2.5 s.
The latency breakdown individuates the DCT routine as the most onerous part from
a computational point of view, as we expected from the description of the firmware
in [18]. The two-dimensional DCT on an area of 8 x 8 pixels has been described
previously and, following the formula given in [18], we need 3136 additions and 8192
multiplications, meaning a considerable load on processors, especially RISC, where
multiplications require greater use of resources. The optimization usually focuses on
reducing the number of arithmetic operations to be performed during the DCT. Like
most of the fast algorithms, also the one proposed by Arai, Agui, and Nakajima [17]
exploits the separability of the two-dimensional DCT and reduces it to the calculation
of a one-dimensional DCT on eight elements for all the rows and subsequently for
the columns. This algorithm is considered the fastest: it requires 29 additions and 5
multiplications for the DCT 1D and 464 additions and 144 multiplications for the
2D DCT on the 8 x 8 block. The JPEG encoder performance with AAN (Arai Arui
Nakajama) DCT is presented in Table 15.1—Cycles 2. With this change, the major
improvement in performance was achieved, dropping the total number of cycles by
89%, mainly due to the relative reduction by 98% in the execution of the DCT. On
the other hand, since the AAN algorithm is an approximation of a standard DCT,
it has an impact on the quality of the output image, increasing the MSE of about
86%. However, as shown in Fig. 15.1, the image quality difference perceived from a
human eye is negligible despite the MSE and PSNR indexes drop; hence the AAN
DCT can be considered a suitable replacement in our JPEG encoder.

The first (Cycles 1) implementation (Noritsuna [18]), written following the the-
oretical definition of the 2D DCT, presents a complexity O(n*); the AAN instead
reduced the complexity to O(n log2 n) motivating the notable latency reduction.

FAST-DCT

Cycles 1 L : Cycles 2

Fig. 15.1 Image quality comparison between both FAST-DCT (AAN) and DCT algorithms
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A third optimization step for sequential execution is performed using the hardware
features available on GAP-8 SoC, such as the DSP-oriented extended-ISA instruc-
tions (built-in) and the single cycles access memory (L.1). The built-in functions are
extensions of the RISC-V instruction set, developed to speed up some computation-
ally heavy operations. Among the most commonly used, we exploit the Multiply
Accumulate (MAC) instructions, which multiply two variables and accumulate the
partial sums, and the FIXED_MUL, which multiplies two fixed-point variables in
one single cycle. The final number of cycles required for an in-line execution is
presented in Table 15.1—Cycles 3.

To run the JPEG encoder on the GAP-8 cluster, the algorithm steps are executed
by making use of the available 8 RISC-V cores. The initial section of the JPEG
file header can be performed only once at the beginning of the program since it is
fixed (Fig. 15.2a—Header Writing). The rest of the JPEG algorithm workload is
distributed among the cluster by letting any core operates on different image 8 x
8 block (Fig. 15.2a—Multi-core functions). Indeed, during the compression of the
pictures, it is sufficient writing to the output file (L2) the bytes containing only the
information concerning the actual image starting from the byte following the last of
the header (Fig. 15.2a—Footer writing). The image blocks reading function can be
easily performed in parallel, similarly to level shifting, discrete transform of cosines,
zigzag reordering, and quantization tasks. Instead, the Huffman task operates on
data produced by previous steps. Hence it is executed as a sequential task on a single
core. In addition to this, the Huffman encoding does not have a predefined number
of bits needed to encode a symbol, but the output is of variable length. For this
reason, it was considered necessary to separate this last step from parallel execution

Mono-core functions  Multi-core functions

Energy / frame
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Header writing .
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Fig. 15.2 a JPEG sub-functions, the multi-core algorithms can be parallelized. Instead, the mono-
core function must be executed sequentially; b Energy per frame and maximum fps compared to
the cluster frequency and voltage; ¢ GAP-8 overview
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by executing it sequentially from a single cluster core. With the parallel execution of
the firmware, we reach 2,307,672 cycles (Table 15.1—Parallel) and conversion time
of about 45 ms @ 50 MHz, which corresponds to 22 frames per second. The speedup
reached with a parallel execution is 2.64 with eight cores because the Huffman is
executed sequentially.

15.4 Estimation of the System Energy

In the case of multi-core execution, the highest energy efficiency is achieved at 1 V
at the maximum frequency of 100 MHz (Fig. 15.2b). At this operative point, the
GAP-8 compresses a frame with 0.495 mJ, while at 50 MHz the energy consumption
results to be 0.532 mJ. With a supply voltage of 1.2 V, we can reach 200 MHz,
compressing around 86 images per second, but the energy required for compression
reaches 0.7 mJ per frame.

We analyzed the obtained performance metrics with respect to a low-power MCU
device, such as STM32L476G from STMicroelectronics, running the JPEG imple-
mentation of [18]. The reference MCU is an ultra-low-power platform based on a
32-bit ARM Cortex-M4 core capable of operating at a frequency up to 80 MHz.
The STM32L476G, in RUN mode @ 48 MHz, consumes 18.29 mW. The obtained
number of cycles is equal to 10,528,330 with a single QVGA image conversion. With
this information, we computed the compression latency and the energy consumption
as 0.22 s and 4.011 mJ per frame. In the same scenario, our JPEG implementation, in
conjunction with GAP-8, reaches an execution time ~5 x faster than an STM32L.476,
with an average energy consumption 8 times lower.

One of the most power-consuming tasks in WCS applications is to transfer the
images acquired by the camera either to cloud servers or to personal gateways (e.g., a
mobile phone) for low-latency feedback [6]. Consequently, wireless communication
is an essential feature, although it is often the bottleneck both for the throughput and
for the power budget of the entire system, considering that applications might need to
stream images and videos continuously. In our previous papers [22, 23], we studied
the joint challenge of communication energy minimization and maximization of the
communication flexibility under several different connectivity scenarios. The article
[22] shows that to stream raw images, the Wi-Fi requires an average of 30 nJ/bit. Our
QVGA sensor generates an 80 kB/frame that a 20 fps produces up to 12.8 Mbps data,
which needs 384 mJ to send 20 frames. On the other hand, using our JPEG encoder, the
compressed image uses only 3.8 kB, generating 608 kbps. The GAP-8 needs 9.9 mJ,
but the energy used by the Wi-Fi decreases to 18 mJ with overall consumption of
27.9 mJ, which is an improvement of 14 in system energy efficiency.
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15.5 Conclusions

In this paper, we present an optimized JPEG encoder based on the FDCT, which is
parallel executed on GAP-8, a multi-core RISC-V SoC.

The encoder can reach up to 86 fps @ 200 MHz, but at 100 MHz the MCU
requires only 0.495 mJ to compress a frame, reaching the best trade-off between
the compression rate (46 fps) and the energy consumption. When compared with
a JPEG implementation on ARM Cortex-M4 (48 MHz), our solution (@ 50 MHz)
achieves a frame rate 4.8 x higher with and requires 8 times less energy to encode a
single image. Instead, if compared to Noritsuna [ 18], our solution features 56 x lower
number of clock cycles. Lastly, we exploit the JPEG encoder in a real deployment,
a QVGA sensor with a Wi-Fi module. In this application, our solution can reduce
the system energy up to 14 x at 20 fps with respect to stream raw images through a
Wi-Fi connection.
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VLSI Architectures for the St
Steerable-Discrete-Cosine-Transform

(SDCT)

Luigi Sole, Riccardo Peloso, Maurizio Capra, Massimo Ruo Roch,
Guido Masera and Maurizio Martina

Abstract Since frame resolution of modern video streams is rapidly growing, the
need for more complex and efficient video compression methods arises. H.265/HEVC
represents the state of the art in video coding standard. Its architecture is however
not completely standardized, as many parts are only described at software level to
allow the designer to implement new compression techniques. This paper presents
an innovative hardware architecture for the Steerable Discrete Cosine Transform
(SDCT), which has been recently embedded into the HEVC standard, providing bet-
ter compression ratios. Such technique exploits directional DCT using basis having
different orientation angles, leading to a sparser representation which translates to
an improved coding efficiency. The final design is able to work at a frequency of
188 MHZ, reaching a throughput of 3.00 GSample/s. In particular, this architecture
supports 8k UltraHigh Definition (UHD) (7680 x 4320) with a frame rate of 60 Hz,
which is one of the best resolutions supported by HEVC.

Keywords Video coding + Discrete Cosine Transform - Directional transform -
VLSI

16.1 Introduction

In recent years, a large effort has been devoted to the field of video compression to
cope with the increasing demand of high resolution multimedia contents. The latest
standard proposed by ITU-T and ISO/IEC groups is the H.265/HEVC compression
algorithm [8]. It extensively employs inter-frame and intra-frame prediction to exploit
the temporal and the spatial redundancies present in video streams. H.265/HEVC
requires computational load to detect and process intra mode, so many efforts have
been done in order to lower the complexity [6] of the detection phase. The difference
between the predicted block and the actual block of pixels is called residual block and
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itis lossly coded taking advantage of transforms (Discrete Sine Transform, DST, and
Discrete Cosine Transform, DCT) and quantization. While the DST is used only for
the smallest block size, namely 4 x 4 pixels, the DCT is used for all the other sizes,
typically up to 32 x 32. Chen et al. [1] has shown how to reduce the complexity of the
Integer Cosine Transform enabling solution up to 64 x 64. Since DCT is increasing
in complexity and computational load, faster and low-power architectural solutions
such as [7, 9] are required. Recently, Fracastoro et al. [3] proposed a directional
DCT, called Steerable DCT (SDCT), which is better suited than DCT to compress
directional data. The SDCT is based on the work of Zeng et al. [10] and makes
possible to divide the directional cosine transform into a traditional DCT followed
by a geometrical rotation. The kernels used for the SDCT are different from the DCT
ones as they depend on the steering angle, with the limit case of 0 degrees rotation for
which the SDCT coincides with the DCT. This paper presents a low power hardware
accelerator for SDCT able to reach the throughput required by HEVC for the 8k
UltraHigh Definition of 7680 x 4320 pixels. At first the architecture is analysed in
Sect. 16.2 and then Sect. 16.3 will present the obtained results for the basic SDCT
accelerator and some implementations stemming from it.

16.2 Architectural Implementation

While the 2D-DCT employed in HEVC is an inherently separable operation, the
SDCT must be computed all at once. The complexity of a transform that is not
separable is far greater than a separable one, so this may be a big drawback for the
implementation. However, the complexity can be decreased drastically by splitting
the SDCT in two parts, namely a separable 2D DCT followed by some rotations, and
then by computing the separable transform before applying rotations, as reported in
[4]:

X=T@)x =R@O)Tx = R(0)x (16.1)

where x are the input samples, X are the results obtained by applying the T transform
matrix, R(0) is the rotation matrix, while X is the result of the SDCT. The SDCT
can be thus implemented as a DCT followed by a steering transformation. The DCT
part can be implemented as suggested in the literature, for example using a folded
architecture [5], and then applying rotations when all the samples returned by the
2D-DCT are available. This means that the steering part of the architecture, which
handles the rotations, has to work faster than the DCT. This issue has been addressed
in this work and one of the possible solution is to define two clock regimes, one for the
2D-DCT and one, faster, for the steering part, in order to comply with the throughput
offered by the 2D-DCT transform block. A FIFO memory between the two parts
acts as a buffer memory. The whole structure is depicted in Fig. 16.1. The 2D-DCT
block is based on the architecture proposed in [5] by Meher et al., which is very
efficient, especially in the folded fashion, and scalable to transforms of size 4, 8, 16
and 32. The steerable part is shown in Fig. 16.2. It is composed by an input memory
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Fig. 16.2 Steerable block structure

(IM), an output memory (OM) and the lifting blocks that perform the rotation [2].
Some multiplexers are used to bypass the lifting blocks for the case of no rotation,
returning directly the result given by the DCT. The IM is required also to reorder the
samples as the steering process is computed on the custom zig-zag order, given in
Fig. 16.3, that is different from the classic zig-zag ordering, as the vectors are rotated
in pairs with respect to the diagonal elements. Rotation by lifting scheme:

cos® sinf ] 1=cos® 1 0\ /1 e
_ 0 ]
(— sin 6 cos@) o <0 Sl? ) (— sin 6 1> (0 Sl? > (16.2)

The rotation matrix is decomposed in the multiplication of other three rotation
matrices, in such a way the resulting structure, shown in Fig. 16.4, presents a lower
complexity. Indeed, this implementation requires only three multipliers, while the
original rotation matrix would need four multipliers to achieve the same result. In
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Fig. 16.3 Zig-zag scanning
order

Fig. 16.4 Lifting-based x1
rotation

order to further simplify the architecture, the multiplication for P and U coefficients
from Eq. 16.2

1 —cosf
p=__%Y (16.3)
sin 6
U = —sin6 (16.4)

In Fig. 16.4 is implemented as shift and add, as the number of possible rotation
angles have been fixed to 8 (from 0, no rotation, to 7), as reported as optimum in [4]
by Masera et al. The steerable block thus introduces 2 x N clock cycles of latency
for the reordering stage plus 4 clock cycles due to the internal pipeline. Therefore,
in the event that all the SDCT have a length N = 32, the latency is equal to 68 clock
cycles, which corresponds to the worst case.

16.2.1 Reduced SDCT Architectures

The unit presented so far is able to compute SDCT of lengths 4, 8, 16 and 32. This
type of structure has been designed to be implemented inside the HEVC standard.
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Anyway, this algorithm could be also used for video compression standards with
lower constraints and for image compression standard, such as JPEG. Therefore, two
reduced SDCT unit have also been developed. The first is able to compute SDCT
of length 4, 8 and 16, named SDCT-16, while the second is capable of computing
SDCT of length 4 and 8, named SDCT-8. These two units have a reduced throughput
of 50% and 75% respectively, so they have a parallelism of 16 or 8 data instead of
32, reducing the size of all the memories. In particular the length of both rows and
columns of all memories is halved in the SDCT-16 unit, while is four time lower in
the SDCT-8 unit with respect to SDCT-32. As a result the area occupation of these
units is much lower than the SDCT-32 one. Moreover, just one clock domain has
been used for both DCT and steerable block.

16.3 Results

In order to satisfy the HEVC speed requirements for a video resolution of 7680 x
4320 and a frame rate of 60 fps, the proposed structure needs a throughput of almost
3 GSample/s. As discussed in Sect. 16.2, the folded version presented in [5] has been
implemented since this approach guarantees the required throughput. This structure
has a processing rate of 16 pixels per cycle, therefore the architecture needs a fre-
quency of at least 187 MHz (2.99 x 109/16 MHz). Clock gating has been enabled
for the synthesis, leading to a smaller area and lower power consumption. The tech-
nology employed for the synthesis is the UMC 65 nm. The following architectures
have been considered and synthesized:

two-dimensional DCT
- SDCT

— reduced SDCT-16
reduced SDCT-8.

For the SDCT implementation, several clocks have been tested for the steering part,
namely 1x, 2x,4x and 8. By increasing the Steerable unit frequency it is possible
to decrease the parallelism and consequently the number of input/output ports of the
buffers (Table 16.1).

It can be noticed that by reducing the data parallelism of the Steerable unit, the
size of the input memory (IM) and output memory (OM) decreases considerably,
while the size of all the other sub-blocks slightly increases (Table 16.2).

In literature there are no other SDCT hardware architectures, so it is not possible
to make comparisons. However, Table 16.3 presents an overview of the obtained
results. As it can be noticed, the area and power results of the SDCT-16 are around
60% smaller than the complete SDCT. On the other hand, the SDCT-8 area is around
75% smaller than the SDCT-16 and 90% smaller than the complete SDCT while the
throughputs are reduced respectively by 50% and 75%. Finally, comparing the DCT
and the SDCT architecture we can observe that the hardware overhead to support
up to N =32 is very large. However, removing the hardware support for the steering



142

Table 16.1 SDCT area occupation for different clock regimes

L. Sole et al.

Cell 1x total area 2x total area 4x total area 8x total area
(wm?) (wm?) (wm?) (nm?)

SDCT 4,337,744 3,042,226 1,608,759 1,301,522
2D-DCT 438,866 601,970 455,150 474,167
™M 1,401,523 820,032 495,856 335,932
oM 2,377,837 1,418,162 482,048 319,037
FIFO 86,542 110,594 113,008 110,604
ROM 5895 22,228 13,227 33,223
Table 16.2 Estimated power consumption at 188 MHz

Power Internal (mW) Switching (mW) | Total dynamic Leakage (mW)

(mW)

Basic DCT 36.55 17.72 54.47 33

Clock gated DCT | 21 12.52 33.52 30

Basic SDCT 290.47 60.33 350.88 106
Clock gated 88.71 59.85 48.67 94

SDCT

Clock gated 27.86 28.97 56.85 27
SDCT-16

Clock gated 6.56 7.20 14.17 7
SDCT-8
Table 16.3 Overview of the obtained architectures

Architecture DCT SDCT SDCT-16 SDCT-8
Technology (nm) | 65 65 65 65
Frequency (MHz) | 188 188 188 188
Power (mW) 33.52 148.67 56.85 14.17
Throughput 2.992G 2.992G 1.496G 0.748G
Area (mm?) 0.321 1.427 0.444 0.110

part with N = 32 (SDCT-16), the area becomes comparable with the one of the DCT.
As a consequence, this solution can be of interest to increase the rate-distortion

performance [4].
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16.4 Conclusion

This paper provides an efficient and compact hardware architecture accelerator for
the SDCT algorithm to be used in the HEVC algorithm. Many of the design choices
explained above present an optimized approach, such as the lifting-based approach,
in which the hardware resources are reduced to a minimum. Moreover, the flexibility
showed by this architecture makes it appealing for a wide range of applications,
being able to work with different coding formats. The proposed SDCT framework
is able to cope with 8k UltraHigh Definition (UHD) (7680 x 4320pixels) with a
frame rate of 60 Hz for the 4:2:0 YUV format, which is one of the highest resolution
supported by HEVC. The steerable DCT is a viable solution to improve compression
efficiency, as reported in [4]. Further work will cover the integration of the proposed
accelerator in a complete HEVC framework to validate the performances in a real
case scenario.
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Chapter 17

Hardware Architecture for a Bit-Serial Gzt
Odd-Even Transposition Sort Network

with On-The-Fly Compare and Swap

Ghattas Akkad, Rafic Ayoubi, Ali Mansour and Bachar ElHassan

Abstract Sorting algorithms are computationally expensive routines frequently exe-
cuted on modern computers and embedded systems. Implementing sorting algo-
rithms on dedicated hardware can contribute significantly to the overall execution
time of the processes and applications embodying them. However, such algorithms
are known to suffer from a trade off between convergence time and computational
complexity. Consequently, this causes performance degradation i.e. bottleneck, when
implemented on dedicated hardware with limited resources. In this respect, this paper
proposes a novel sequential hardware architecture for a bit-serial Odd-Even trans-
position sorting network with on-the-fly compare and swap, on field programmable
gate array (FPGA). In contrast to the classical parallel-data architecture, which oper-
ates on N data bits, this implementation significantly minimizes resource utilization
while offering higher clock frequency, on the fly compare and swap and preserving
O (N) performance complexity. Simulation and synthesis results demonstrates that
the proposed architecture is parallel, minimal in size, can operate on much larger
arrays for a reference area size, can be easily expanded, and can achieve higher
operating frequency.

Keywords Sorting + Odd-Even transposition + Hardware architecture - FPGA -
Low latency + Embedded systems * Bit-serial - Median filter
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17.1 Introduction

Sorting is comparing and swapping array elements until a desired order is reached.
The complexity of the design depends on the algorithm itself and the data stored.
With the increased storage capacity of memory units and the emergence of high-
level computing and data analysis applications, sorting algorithms seeped forward
to become one of the most frequently executed tasks in software, thus optimizing the
applications overall performance [1]. For instance, search algorithms prefers sorted
data lists for maximum efficiency. Additionally, sorting is also useful in data exchange
operations employed to solve problems in graph theory, computational geometry,
deep learning, computer graphics, computer based simulations, and image processing
in near real-time [1-5]. With this critical dependency on sorting, and the diversity
of applications that embodies it, developers turned their attention to improving the
efficiency of such algorithms by targeting lower-level implementations on dedicated
processors and field programmable gate array (FPGA) for parallelism and accelerated
convergence while combining speed and flexibility [1, 6-8].

One of the most popular architectures focused on implementing sorting algorithms
sequentially, until no further significant improvement was made. Research henceforth
concentrated on parallelizing these algorithms by massive pipeline and maximum
resource consumption for maximum performance, hence a trade off between con-
vergence speed and resource utilization. However, with the increase of deploy-able
embedded systems, wearable devices and internet connected units, additional power
consumption and resource utilization constraints have emerged [1, 9-11]. One of
the simplest and frequently used sorting algorithm is the odd-even transposition sort
whose performance is of the order O (N) [1, 3, 12]. The odd-even transposition sort
algorithm provides both parallelism and flexibility, supporting larger size arrays for
a reference area size, while preserving an acceptable and efficient space-time factor
[1, 3, 12, 13]. In addition, developments and improvements achieved on electronic
components, resulted in minimizing transistor size and gate switching delay, allowed
the use of higher clock frequencies and low complexity sequential operations. These
improvements motivated re-exploring sequential, bit-serial odd-even transposition
sorting network architectures to achieve flexibility, computational simplicity, mini-
mal resource utilization and higher operating frequency while preserving parallelism,
pipelining and performance [1, 3, 14-16].

Previous work and suggested architectures presented numerous ways for increas-
ing the performance of sorting algorithms by implementing them in hardware [1, 9,
12, 13, 16, 17], and on multi-core processing units i.e. graphical processing units
(GPU) [3, 4, 18, 19]. However, such improvements focuses on massive parallelism
and multi-core processing for big data analysis and are not suitable for deployable
systems i.e. (FPGA). Moreover, recent work in [1] proposed an optimized, shift-
based, hardware implementation of the parallel-data Odd-Even Transposition sorting
algorithm, with high flexibility for general purpose applications, capable of sorting
arrays of length larger than two times the number of available processors. How-
ever, the suggested design in [1] increases the sorter capacity by adding additional



17 Hardware Architecture for a Bit-Serial Odd-Even Transposition ... 147

storage registers to temporary hold shifted data back and forth the sorting process
thus increasing latency and time required for convergence making it unsuitable for
limited resource devices and time critical application. In contrast to the modification
presented in [1] which operates on N data bits in parallel, the motivation behind
this work is to propose a sequential, bit-serial based Odd-Even transposition sort-
ing network architecture with on the fly compare and swap. The suggested sorter is
capable of sorting larger arrays for the same area size without the need of additional
storage components. Additionally, this work focuses on providing higher operating
frequency, minimized resource consumption and minimal computational complexity
while preserving parallel operations and pipeline by employing bit level operations.

17.2 Sorting Algorithms Review

Parallel sorting algorithms were proven to provide an effective scheme to achieve
accelerated performance over their sequential counterpart, however at the cost of
computational complexity and increased resource utilization. In order to eliminate
the trade off in computational complexity and resource utilization a modified version
of the classical Odd-Even Sorting network is introduced. This section presents a
brief overview of the working of the classical Odd-Even sorting algorithm, and the
proposed shift-based approach [1].

17.2.1 0Odd-Even Transposition Sort

The Odd-Even Transposition sort algorithm is a parallel, linear complexity O (N)
version of the well known sequential Bubble sort [3, 12, 13]. This modified algorithm
is divided into two stages as shown in Fig.17.1. In this process, we can see the
different comparisons of each cycle. Cycle one starts by comparing the even indexed
elements with their right neighbor followed by cycle two for comparing the odd
indexed elements alike. Cycle one and two repeats until all data is sorted, thus the
maximum input array length is directly proportional to the number of processors i.e.
sorting units available [1].

17.2.2 Shift-Based Odd-Even Transposition Sort

The idea behind the following modification, is to expand the network capabilities to
handling array sizes larger by a maximum of two times then the available processing
cells while reducing routing complexity and interconnections. Such modification
minimizes the sorting cell structure by limiting its access to two elements instead of
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three. The additional third element is shifted back and forth within the sorter network,
as shown in Figs. 17.2 and 17.3. As shown in Fig. 17.2, the blue boxes represents the
working registers of processor P for a given sorting cycle. In the classical version,
processor P has access to three registers, two local registers in the holding cell and
one neighboring register in the right cell, hence an increase in routing complexity. In
contrast, in a shift-based network, the processor P has access to only two registers
i.e. cell local registers, where the additional element is shifted back in forth the
sorting cell. Such modification resulted in a major reduce in routing complexity and
fewer resource utilization at the cost of a temporary storage register and increased
latency [1].

While the previously suggested modification, minimizes routing complexity and
allows the network to sort larger array sizes, it suffers from an increased latency,
slower conversion and requires additional storage registers proportional to the num-
ber of elements to be sorted. Thus it is of great interest to depict a sorting network
capable of handling larger arrays for a fixed reference area with minimal routing,
comparison and swap complexity.
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Fig. 17.3 Hardware architecture of a shift-based sorter cell

17.3 Bit-Serial Hardware Architecture

This architecture present a minimal size bit-serial odd even transposition sorting
network with on the fly compare and swap capable of sorting larger array sizes in
a fixed reference area for a higher clock rate and minimal routing requirements.
The proposed approach preserves the parallel nature of the algorithm with O (N)
performance complexity.

17.3.1 Bit-Serial Odd-Even Architecture

The proposed architecture is serial, with bit-level operations, thus greatly minimizing
resources utilization. Moreover, data is processed sequentially while loaded to the
storage registers, most significant bit (MSB) first allowing the processing element to
perform an on the fly swap the following cycle, without the need of an intermediate
stage or additional storage elements. The sorting cell structure is shown in Fig. 17.4.
As shown in Fig. 17.4 the cell structure is formed of three stages: Data input and
routing, Storage and Processing. Moreover, each sorter cell is controlled by a local
state machine to synchronize operations and re-route the input when needed. The
cell operation is detailed as follows:
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Fig. 17.4 Bit-serial sorting cell structure

1. Theinputstage is formed of two multiplexer levels of four and two 1-bit multiplex-
ers respectively. The input stage routes the appropriate input data to the storage
registers and perform swapping operation when required. The data is routed based
on the decisions made by the local control uniti.e. from local registers, from right
cell or from left cell.

2. The second stage handles the storage process and is formed of two N-bits shift
registers. The input is shifted in most significant bit (MSB) first.

3. The third and final stage handles the comparison process and is formed of two
input multiplexers and a reduced size 1-bit comparator. The comparison process
is done MSB first and starts as soon as one input bit is shifted in lasting for N
cycles. Moreover, by considering the N-th local registers as the main comparators
input the swap decision can be decided at the N-th cycle i.e. when all data bits
are processed hence swapping can be done on-the-fly in the next cycle by re-
routing the inputs. Additionally, the comparison operation can begin comparing
the swapped data directly. Such technique greatly reduces the latency of the design
and eliminates the need for additional storage elements and operation cycles.
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Thus the presented bit-serial structure preserves parallelism, operates on larger array
sizes for a reference area given the major reduction in resource utilization i.e. using
bit-level operators. Additionally, the design can be easily expanded to handle M-
bits data where M > N by adding additional, M — N storage registers. While the
increase in data bits requires additional processing cycles per iteration, the following
problem is negligible by the dramatic increase in clock frequency achieved where a
bit-level sequential structure can be considered as a fully pipelined architecture.

17.4 Simulation Results and Discussion

To assess the performance and resource utilization of the proposed architecture
compared to the parallel classical and shift-based Odd-Even network, The design
is implemented on the “Xilinx Spartan3E-XC3S1600E” FPGA. Numerical simula-
tion, resources utilization and timing reports have been generated for each conducted
experiment.

17.4.1 Classical Odd-Even Sorting Network

The classical parallel Odd-Even sorting simulation is conducted on an array p of
D = 16elements where p = [8, 12,4, 15,2, 11,6,3,5, 14,16, 10, 1,9, 13, 7]. The
sorting process required 13 cycles i.e.,100.152ns to finish where a worst case sce-
nario, requires 15 i.e 115.56ns for an operating frequency of 129.803 MHz. More-
over, the implementation synthesis results shows the use of 1% logic slices i.e. 225
out of 14,752 and 1% 4-input look up tables (LUTs) i.e. 320 out of 29,504 for the
mentioned FPGA.

17.4.2 Shift Based Odd-Even Sorting Network

Similarly the shift-based Odd-Even transposition sort simulation is conducted for the
array m =1[8,12,4,15,2,11,6,3,5,14,16,10,1,9,13,7,12,8,10,9, 13, 11,
15, 14]. As shown in Fig. 17.5, the sorting process required 26 cycles for completion
i.e., 133.848 ns divided in 13 sort cycles and 13 shift cycles for an operating frequency
of 194.250 MHz. The synthesis results shows the use of 1% logic slices i.e. 169 out
of 14,752 and less than 1% 4-input look up tables (LUTs) i.e. 200 out of 29,504 for
the mentioned FPGA [1]. As 26 clock cycles were needed to sort the 16 elements
array, and the clock cycle is 5.148 ns. Sorting the 16 elements requires 133.848 ns this
number is 100.152ns in the classical version. Taking the worst case scenario of 30
clocks the time needed is 154.44 ns which was 115.56 ns in the classical version. This
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Fig. 17.5 Shift-based odd even sorter simulation

slowdown is caused by the added shift operations allowing the design to sort larger
array sizes for a fixed number of processors. Such penalty increases proportionally
to the added elements [1].

17.4.3 Bit-Serial Odd Even Sorting Network

The bit-serial Odd Even transposition sorting network simulation is conducted
for the input array g of D = 16 elements with N = 8-bits unsigned data. ¢ =
[150, 71, 82, 129, 24, 37, 116, 105, 18, 135, 86, 73, 148, 101, 120, 33] as shown in
Fig. 17.6 for a simulation step size of 1 us, additional simulation cycles are caused by
the data input process for initialization. Furthermore, the sorting network operated

“ clk
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Fig. 17.6 Bit-serial odd even sorter simulation
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Table 17.1 Synthesis results comparison

Frequency FFs LUT
(MHz)
Parallel classical sorter 129.803 225 320
Parallel shift based sorter 194.250 169 200
Bit-serial sequential sorter-8bit 620.34 80 51
Bit-serial sequential sorter-16bit 620.34 144 51
Bit-serial sequential sorter-32bit 620.34 270 76

on a maximum clock rate of 1.612ns per cycle equivalent to 620.34 MHz. Synthe-
sis results shows the use of 80 slice Flip-Flops (FFs) and 51 4-input look up tables
(LUTs). Additionally the design was synthesized for N = 16, 32-bits unsigned data.

17.4.4 Results Comparison

In order to better assess the performance and resource utilization of the mentioned
designs and to highlight the superior advantage of the proposed bit-serial architecture
synthesis results are presented and compared in Table 17.1. Thus, as presented in
Table 17.1 the proposed architecture is superior to the classical and shift based
parallel network, can operate at a maximum frequency of 620.34 MHz and provides
a major reduction in resource utilization. Additionally, unlike parallel computation
based structures, the proposed design is flexible where a change in the number of
operating bits results in a proportional increase of storage elements i.e. registers.

17.5 Conclusion and Future Work

In this paper, an optimized Bit-Serial Odd-Even Transposition sort with on the fly
compare and swap hardware architecture was proposed. This implementation out-
perform previous parallel structures, is minimal in size, easily expandable to sort
different data length i.e. bits, while preserving algorithm parallelism, complexity and
pipelined structure. Additionally the presented structure can run at a much higher
frequency given the simplicity of the employed bit level operations. Moreover, the
sorting process begins while the data is being loaded into its memory, which means
that the sorter doesn’t require additional swap cycles. Further work could be made
in this subject by adopting an optimized data loading technique. Improve the design
to operate on signed data and fixed point representations.
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Chapter 18 ®)
Variable-Rounded LMS Filter oo
for Low-Power Applications

Gennaro Di Meo, Davide De Caro, Ettore Napoli, Nicola Petra
and Antonio G. M. Strollo

Abstract Precision-scalable techniques constitute an efficient solution to power
consumption issues thanks to the possibility to adapt arithmetic components preci-
sion to required system-level accuracy with the aim to dynamically optimize power
consumption. In this paper we propose a precision-scalable approach for the imple-
mentation of a Least Mean Square (LMS) filter. Novel solution exploits variable
rounding multiplications in the learning section of the LMS filter allowing to dynam-
ically reduce the switching activity of multipliers partial products with a minimal
impact on error regime performance. Results, obtained after a Place & Route in
TSMC 28 nm CMOS technology, reveal a regime precision comparable to a standard
LMS implementation and a power consumption improvement up to 27%.

18.1 Introduction

Nowadays the reduction of power consumption is a key point in the design of digital
circuits and important efforts are dedicated to develop new methods and techniques.
Battery life, low self-heating and reliability are important design aspects in all mod-
ern electronic systems, and the problem is surely exacerbated if high operative fre-
quencies are considered. In this scenario, precision-scalable approaches [1-3] are
proposed with the assumption to tolerate some approximations for performances
improvement. Audio and image processing, for instance, can leverage on limits of
human senses to improve efficiency. In the area of data mining and neural network,
data features are exploited to develop error-resilient applications [4, 5]. Also in the
field of adaptive filters some precision-scalable techniques have been proposed for
the Leas Mean Square (LMS) algorithm. Very used for applications as system iden-
tification, channel equalization or noise cancellation, it is composed by a FIR section
and a learning part as shown in Fig. 18.1a. Unlike for canonical filters, LMS does not
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Fig. 18.1 a Standard LMS filter and b Variable-rounding LMS block diagram
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have an a priori defined impulse response, but it changes its internal coefficients min-
imizing, in an approximate way, the mean square error (MSE) between its output and
a desired signal. For this purpose, at each iteration, sum of products is executed, and
multiplications between input samples and an error signal are performed to compute
MSE gradient estimate (responsible for coefficients updating). As consequence LMS
provides the usage of a large number of multipliers and registers, offering serious
concerns from a power consumption point of view. In [6] approximate multipliers [7,
8] are used in the FIR section to reduce dissipation, but regime performances are not
scalable. In [9] a run-time procedure observes coefficients magnitude and, following
an external threshold, decides which terms are negligible for the output computation.
Consequently, relative registers and multipliers are frozen. On the other hand, a not
negligible increase in the area is due to the presence of additional blocks for regime
detection and coefficients analysis, in addition to a relevant degradation of regime
performances when high power saving is demanded. In this paper a variable rounding
multiplication is explored in the LMS updating section for the gradient computation
(as underlined in red in Fig. 18.1b). The idea is that if error signal is very small, it
is possible to use a rounded version of input samples for gradient computation with
negligible worsening of regime performances. In this way part of the multipliers par-
tial products matrix is turned off, allowing power consumption saving. An advantage
of this approach with respect to the technique of [9] is that it allows a power reduction
in all multipliers of the learning section of the LMS filter. In addition, according to
error behavior, circuit can decide between two different kinds of rounding, and the
use of only one observation logic for the error signal is a very attractive solution.
For a major comprehension of our proposal, in Sect. 18.2 a brief summary of LMS
algorithm is offered and in Sect. 18.3 the low-power implementation is addressed.
Finally, in Sect. 18.4 results and circuit implementation in TSMC 28 nm CMOS
technology are discussed.
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18.2 LMS Adaptive Filter

LMS computes its impulse response in an iterative way in order to minimize differ-
ences between the output signal y(n) and the desired signal d(n) in the mean square
sense [10]. Considering input samples x(n) and LMS coefficients w,(n), and defining
the filter dimension DIM, y(n) is given by the following expression:

DIM—1
y(n) = Z w, (i) - x(n —i). (18.1)

i=0

A comparison between y(n) and d(n) allows the computation of the error signal
e(n) used to underline the deviation respect to the desired behavior:

e(n) =dn) —yn). (18.2)
At this point, learning section updates coefficients according to the expression
Wap1 (() = wn (i) — - grad, (i) . (18.3)
where grad, (i) is the gradient estimate, given by:
grad,(i) =en) -x(n —1i). (18.4)

It is worth noting that a proper choice of the step size parameter (. guarantees
algorithm convergence and good regime performances [10].

18.3 Variable-Rounded LMS Filter

The key idea of this paper is approximating the gradient computation by using, in
(18.4), an approximated version of x(n — i), xgyp(n — i), where some LSBs are
rounded:

gradrypn(i) =e(n) - xgyp(n —i). (18.5)

If we call gg,,4 the absolute value of the gradient error, we can write:
Egrad = |e(n)] - exgnp - (18.6)
Therefore, the lower is the absolute value of the error e(n) the larger can be the
error of xgnp(n — i) (exgp) for a prescribed eg,qq value. As shown in Fig. 18.1b, the

proposed implementation provides an Evaluation Block for the error signal analysis
and Rounding Blocks to obtain the approximate input xgyp(n — i). The Evaluation



158 G. Di Meo et al.

(a) MSBI  MSB2 (b)

lel7 lele lels lels lels [e]2 lelr |elo
Xni[M:2K]
xoi[2K-1:K]

RC = f(a, B)

e(n) le(n)| x(n-1) Xrnp(N-1)
—> > —

| >F i

Fig. 18.2 a Evaluation block and b Rounding block schemes for the (n-i)-th acquired input sample

Block, represented in Fig. 18.2a, computes error signal module (through XOR oper-
ation between e(n) and its sign bit), and divides its first most significant bits in two
groups (we call them MSB1 and MSB2 group).

Starting from the two groups MSB1 and MSB2, the proposed approach uses a
two-level approximation. If all the bits of MSB1 group are zero,« flag is set to zero.
If also the bits of MSB2 group are all zero, the other flagf is also set to zero. The
flag o and B control the Rounding Block (represented in Fig. 18.2b). In the case o
=0, K least significant bits of x are nullified through an AND operation. In the case
in which also 8 = 0, additional K least significant bits of x are also nullified. In
order to perform a rounding operation, a variable rounding constant RC is computed
according to the following conditions:

RC = x,_i[K —11- 278K jro = 0.
RC = x,_i[2K —11- 271582k jr o = Oand B = 0. (7)
In this way, xgyp(n) is multiplied with K (or 2K) nullified LSBs, stacking at zero

K (or 2K) rows of the partial products matrix (see Fig. 18.3a). In addition, since
gradient LSBs are zero, all coefficients LSBs are not updated and it is possible to

(a) (b) eradeana)
Clk ~ CG_cell p»
a-»L___Iclk a +
Clg : CG_cell -Elk—B Wn+1(i)
MSle K LSBs | K LSle
» FF » FF ; FF |
* @ & & @ @ -
e e 0 0 00 clk | clk B ck o |
Terrrrrr v 6]

Fig. 18.3 a Multiplier for gradient computation and b clock gating for i-th feedback register.
Nullified LSBs and rows are represented in gray in the figure on the left
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freeze relative flip-flops. Then, as shown in Fig. 18.3b, two clock gated cells, enabled
by « and B respectively, are introduced to manage all registers in the learning section.

18.4 Implementation and Results

To verify low-power properties, standard and proposed LMS are used to identify
three different unknown systems. In particular a Low-pass FIR filter, a Low-pass
IIR and an High-pass IIR filter are considered with order 40, 10 and 13 respectively.
Convergence capabilities is investigated observing regime MSE, obtained by 25
independent simulations and averaging respective error signals. Considered length of
LMS filter (DIM) is equal to 40. For low-power assessments, circuits are synthesized
and routed in TSMC 28 nm CMOS technology and Post-Route results are analyzed.
Inputs and coefficients are expressed in fixed-point 12-bit arithmetic, while error
signal is on 18 bits. Soft rounding is demanded if 14 error MSBs are zero and
hard approximation acts if 16 MSBs are nullified. We propose K = 2, then xgyp (1)
exhibits two or four nullified LSBs. All multipliers are synthesized with tree carry-
save topology and fast vector merging adder.

Table 18.1 reports error performance. The regime MSE of proposed approach
is very close to the standard LMS implementation, highlighting that the additional
approximation results almost negligible with respect to other error sources. In addi-
tion, Fig. 18.4 shows the regime frequency response of the filters in the three con-
sidered cases in comparison to the frequency response of the target system. Again,
we note very similar performances between standard and proposed LMS with very
good in-band matching and very similar behavior in the stop-band.

Table 18.1 Regime error

summary MSE Standard LMS Proposed LMS
Low-pass FIR 3.52e—7 3.54e—7
Low-pass IIR 3.07e—6 3.08e—6
High-pass IIR 2.89e—5 2.90e—5
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Fig. 18.4 Harmonic responses of unknown systems and LMS circuits. From the left to the right:
Low-pass FIR, Low-pass IIR and High-pass IIR identification case
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Table 18',2 . Electrical Regime Pgyn Standard LMS Proposed LMS
characteristics summary (0.081 mm?) (0.082 mm?, +1.2%)
Low-pass FIR | 245 wW/MHz 181 wW/MHz
(—26%)
Low-pass IIR | 251 WW/MHz 184 wW/MHz
(—27%)
High-pass IIR | 259 wW/MHz 204 wW/MHz
(—22%)

Electrical post Place & Route performances are compared in Table 18.2. We
can observe that proposed solution results only in a 1.2% area occupation increase
(needed for additional control logic). In regime conditions, proposed LMS exhibits
a sensible power dissipation reduction with respect to standard LMS. Percentage
reduction is 26—27% for Low-pass FIR and IIR target systems. A lower percentage
reduction (22%) is highlighted for High-pass IIR case where the regime MSE is
higher.

18.5 Conclusions

A novel low-power implementation has been proposed for the LMS algorithm. A
variable rounding on acquired input samples limits multipliers switching activity in
the feedback section and approximation is demanded if error signal is very small.
Results reveal a negligible worsening of regime MSE and area increase along with
the possibility to reduce power consumption up to 27% respect to standard LMS
filter.
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Chapter 19 ®)
A Simulink Model-Based Design oo
of a Floating-Point Pipelined

Accumulator with HDL Coder

Compatibility for FPGA Implementation

Marco Bassoli, Valentina Bianchi and Ilaria De Munari

Abstract The design of an FPGA hardware architecture requires, traditionally, its
description in a dedicated language (Hardware Description Language, HDL), which
is often not well suited to manage wide and complex models. The design process
can be simplified if the entire architecture can be described in a high abstraction
level framework such as Simulink. In this paper a Simulink model-based design of
a pipelined accumulator suitable for applications such as Support Vector Machine
algorithms is presented. The compatibility with the HDL Coder workflow enables
the direct FPGA model implementation. Moreover, the workflow output has been
compared with a native VHDL equivalent floating-point accumulator intellectual

property.

19.1 Introduction

Recent researches have focused on Human Activity Recognition (HAR) as a new
service in the context of Smart Homes for behavioral monitoring [1]. The devel-
opment of the wearable devices [2, 3] leds to implement new solutions that can be
used in the field of HAR. The most advanced HAR algorithms are based on Machine
Learning techniques, which are usually very computationally demanding.

To address this issue, several solutions have been proposed. An example is the
decomposition of the algorithm to host the most computational-expensive parts into
a cloud service [4]. On the other hand, alternative devices have been proposed [5],
which equip dedicated hardware architectures (i.e. FPGAs) for the algorithm instead
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of using general-purpose processors. This allows to have exactly the resources needed
for the task and to optimize the system for performance or physical size, depending
on the use case.

The design of dedicated hardware architectures is traditionally done by using a
Hardware Description Language (HDL) and, after subsequent verification methods,
the system is implemented on the destination platform. However, as proved by differ-
ent works [6-8], dealing with high abstraction level frameworks enables the designer
to eliminate the verbosity of highly typed programming languages (such as VHDL
or Verilog) and to focus the attention on system functionalities only. This is possi-
ble, for example, by using MATLAB/Simulink software. A high-level, block-based
design can be developed and the behavior of the system can be simulated in the same
environment. Moreover, with the dedicated HDL Coder tool, an HDL code can be
automatically generated from the system block diagram and hence used to program
the selected platform.

This methodology is the basis of our work on the development of a Support Vector
Machine (SVM) algorithm for HAR to be embedded in an FPGA-based wearable
device.

Among the SVM blocks employed in our dedicated Simulink design, the accumu-
lator is one of the most frequently used. Hence, the aim of this paper is to present a
Simulink model of an accumulation circuit full compatible with the HDL Coder
workflow and which exploits the advantages of a model-based design approach
[9, 10].

The paper is organized as follows. In Sect. 19.2 related works are discussed while
in Sect. 19.3 the designed architecture is introduced. In Sect. 19.4, results are shown
and in Sect. 19.5 conclusion are drawn.

19.2 Related Works

General FPGA-based SVM architecture deals with data with high dynamic data
range: thus, it is based on floating-point arithmetic, as this is the best solution with
data with this requirement [11]. For this reason, we focused on floating-point accu-
mulators’ architecture. The accumulation operation becomes critical when a floating-
point adder with latency is used: in this case, to produce a correct result, the input
data frequency must match this latency value [12]. Many solutions have been pre-
sented in literature to face this issue. In [13], Ni and Hwang presented a version of
the system in which, thanks to an articulated control logic, only one adder and a
buffer are employed. In [14] a version with a better throughput has been proposed.

On a parallel-side branch, several works presented dedicated architectures for the
adder part. In [15], Luo and Martonosi broke down the floating-point adder structure
to embed delayed additions at the cost of a more complex control logic. A similar
approach has been used in [12], and, in [16], Wang et al. presented several reduction
circuits able to work with variable floating-point precision.
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Table 19.1 State-of-the-art hardware architectures in reduction circuits

Method # adders Buffer size Accumulator latency for a set length n
FCBT 2 3[logn] <3n+ (p — D[logn]

SSA 1 2p? <n+2p?

DB 1 [2p/3141p/2] n+p—1+TP8

AeMFPA 2 3[logn] <n+ p[log, p + 2]

In [17], Zhuo et al. presented two main architectures: the Fully Compacted Binary
Tree (FCBT) and the Single Strided Adder (SSA). The FCBT is an accumulator based
on two classical floating-point adders and a number of buffers k, found to be:

k =log[n] — 1. (D

The purpose is to overcome limitations of solutions as [18], in which the system
correctly works only for power of 2 input vector sizes. The SSA presented in [17]
exploits one adder but a larger buffer size. It also introduces the ability to process
multiple interleaved input sets.

In[19], Tai et al. focused their work on an area- and speed-efficient system. Starting
from SSA and thanks to a complex control logic, they managed to maximize the area-
time product, as shown in a reported comparison. The architecture is named Delayed
Buffering (DB).

The aim of Huang and Andrews in [20] was to realize an accumulator whose output
is always the running sum of the input, aspect not present in the previous works. Their
architecture, called Area-Efficient Modular Fully Pipelined Architecture (AeMFPA),
is characterized by a smaller buffer size and a simple control logic.

In Table 19.1 is summarized the state-of-the-art in this field, where, 7 is the number
of input elements to be reduced, p is the accumulator latency of the reduction oper-
ation (e.g. adder, multiplier, etc.), and T”? B is the characteristic time compensation
function for the DB architecture, defined in [19].

In the present work, we focus on the system presented in [19], since it offers
the lowest latency for a single set. The reason is that, in an SVM context, multiple
sets have to be reduced to provide the result. This means the lower the accumulator
latency for a single dataset, the faster SVM result production, hence a higher system
throughput.

19.3 Architecture

The proposed Simulink model is shown in Fig. 19.1. To design the proposed model,
basic Simulink blocks have been used. However, since in Simulink a specific block
modeling an adder with latency is missing, an Adder With Latency block has been
created as a cascade of an adder and a delay block. This configuration also allows
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Fig. 19.1 The simulink accumulator model based on the work of [19]. In this example, the system
has been configured to model a pipelined accumulator with an adder latency of p clock cycles

to configure the latency of the adder with a customizable value of p. The rest of the
architecture features three Switch blocks (R_Switch, A_Switch and B_Switch) and
three main Logic blocks (External Signaling Logic, Main Control Logic and Adder
Supervisor Logic).

The Switch blocks are used as routing elements and their behavior is equivalent
to the Register Transfer Level (RTL) multiplexer element. With this configuration,
the Register can be shared by both operand A and B. Moreover, as a control logic
rule, the input data can only be used as operand A while the operand B comes from
the feedback path each time the adder output is valid.

The Logic blocks are subsystems which produce the control signals for the entire
architecture. In detail:

e Main Control Logic: it is the core control unit of the system. As explained in [19],
it controls the data path of the input data stream, the Register and the adder to
avoid data collisions and data loss. The detailed operation of the logic is reported
in Table 19.2 and an execution example is shown in Table 19.3;

e External Signaling Logic: it is the logic dedicated to the management of the
data_last input flag and to produce the result_ready output flag. The output can
be considered ready when all the input conditions are verified: data_last raised
by the user, internal adder pipeline empty (meaning no other operands are to
be processed) and last adder result placed in the Register. The first condition is
evaluated by capturing the user data_valid assertion through a Set-Reset (S-R)
Flip-Flop (FF), the second is directly given by the pipeline_empty signal from the
Adder Supervisor Logic and the third is evaluated by verifying whether the R_sel
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Table 19.2 Main control logic working behavior

Condition Behavior
1 | Input valid Input in register R
2 | Adder output valid, data in register R Adder output fed back to adder input,
register R value to adder input
3 | Input valid, data in register R Input directly to adder, register R value to
adder input
4 | Input valid, adder output valid Adder output fed back to adder input, Input
directly to the adder
5 | Input valid, adder output valid, data in Adder output fed back to adder input, Input
register R directly to adder, register R holding data

Table 19.3 Example of 4 input elements and a pipelined adder with a latency of 2 clock cycles

Cyc. Data A B R Result

0 X1 X1

1 X, X, X,

2 X3 X3

3 X4 X4 X1+ X X3 X1+ X

4 X3

5 X3 X1+ X2+ X4 X1+ X2+ X4
6

7 Y X

bus is equal to one. The FF S-R is reset by the result_ready signal delayed by
one clock cycle (reset_ready’), so to set the system ready for the next streaming
accumulation. The circuit dedicated to this task is shown in Fig. 19.2a;

e Adder Supervisor Logic: by checking if a new couple of inputs are presented to
the adder, it notifies if any data is inside the pipeline. In addition, it signals when
a sum operation has been completed and the adder output is valid. The internal
logic is shown in Fig. 19.2b. The new_input bit signal goes high each time a new
couple of operands is presented to the adder and it is used as the input of the shift

(a) (b)

new_input sum_valid

R_sel

data_last
S FF result_ready

1 dy’
51 l » e y
result_ready R SR

pipeline_empty pipeline_empty

Fig. 19.2 a External signaling logic function; b Adder supervisor logic function
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register represented by the FF1, FF2, ..., FFp, with p the length of the internal
adder pipeline. When the sum_valid bit goes high, p clock cycles are elapsed,
meaning the addition result is ready. Moreover, if the pipeline_empty bit is low,
means no new operands have been presented in the last p clock cycles, i.e. the
internal adder pipeline is empty.

In Table 19.3, an example of the running algorithm is shown with the internal
adder latency configured to be 2 clock cycles.

For simplicity, in this use case, four data elements are read, one every clock cycle,
while the adder is a two-stage pipeline operator. At the cycle 0, the first element is
presented. Since the adder produces a valid output only with a pair of input operands,
the element is stored in the Register. At the next cycle, a new input data is ready
and now the two operands can be pushed in the adder pipeline. The working mode
repeats these steps until the first sum is generated by the adder, here at cycle 3. In this
situation, the Register is already storing a value (X3), so the control logic pushes into
the adder the new incoming input together with the sum just generated. The Register
is set in a hold state. At cycle 5, when a new couple of data is available, the adder
is fed with the value stored in Register and the last generated sum. After two clock
cycles (i.e. the adder pipeline latency), the final accumulation value becomes valid.

19.4 Results

The presented model has been compared with Xilinx Floating-point accumulator
Intellectual Property (IP) core for FPGA implementation. To have comparable results,
both architectures has been configured to have a total accumulator latency of 30 clock
cycles. For the Simulink model, this means using an adder pipeline latency p of 11
clock cycles and an input streaming length n of 5 values, as found by using the DB
architecture equation of Table 19.1.

In Fig. 19.3, a Simulink example of an input stream of 5 random floating-point
values in the range —100 to 100 is reported.

As shown, the input flags data_valid and data_last are attached to the input stream
to notify whether the value is valid and the last. After the data_last flag has been
asserted and the whole system finishes its internal processing, the output_ready flag
is raised for one clock cycle. This notifies the user about the result readiness.

To test the HDL Coder compatibility, a non-target-specific VHDL code generation
has been carried out for an architecture based on the floating-point 32-bit format.
The generate code has then been imported in Vivado software and, after synthesis
and implementation elaborations for a Xilinx Artix-7 XC7A100T-CSG324 FPGA
target device, results have been reported in Table 19.4. Both systems perform the
same data processing: accumulation of a 32-bit floating-point input stream, with a
total latency of 30 clock cycles and an input of 5 streaming values.
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Fig. 19.3 Example of an execution of the accumulator model: a input data values; b external data
valid input signal (data_valid); ¢ external input signal to notify the last value of the set (data_last);
doutput value (result); e internally generated output signal to notify the output is valid (result_ready)

Table 19.4 Post-
implementation resources
usage report generated by Slice LUTs 635 3275

Xilinx Vivado Slice Registers | 723 3067

Presented accumulator IP accumulator

As shown, the presented model features lower resources usage then the Xilinx IP
implementation. This result was expected because the internal fixed-point accumu-
lator of the IP had to be configured to match the full data range and precision of the
32-bit floating-point format.
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19.5 Conclusion

In this paper, a Simulink model-based, pipelined, and HDL Coder-compatible accu-
mulator has been presented. The designed architecture is based on the state-of-the-art
offering the lowest accumulation latency and being able to sum a data set at the clock-
rate frequency. It is suitable for the integration in any design requiring this kind of
arithmetic circuit, including for example SVM Machine Learning algorithms for
HAR. Moreover, it can be converted to the desired HDL code for direct hardware
implementation.

The behavior of the model has been verified and the full compatibility with the
HDL Coder tool has been confirmed. The generated code has been imported in
Xilinx Vivado software and a comparison with an IP floating-point accumulator has
been performed. Results show a lower resource usage by the VDHL code generated
thorough the Simulink and HDL Coder workflows.
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Chapter 20 )
Bitmap Index: A Processing-in-Memory i
Reconfigurable Implementation

M. Andrighetti, G. Turvani, G. Santoro, M. Vacca, M. Ruo Roch, M. Graziano
and M. Zamboni

Abstract During the years, microprocessors went through impressive performance
improvement thanks to technology development. CPUs became able to process great
quantities of data. Memories also faced growth especially in density, but as far as
speed is concerned the improvement did not proceed as the same rate. Processing-in-
Memory (PIM) consists in enhancing the storage unit of a system, adding computing
capabilities to memory cells, partially eliminating the need to transfer data from
memory to execution unit. In this paper, a PIM architecture is presented for bulk
bitwise operation mapped on the Bitmap Index application. The architecture is a
memory array with logical computing abilities inside the cells. The array is a con-
figurable modular architecture distributed in different banks, each bank is able to
perform a different operation at the same time. This architecture has remarkable
performance being faster than other solutions available in literature.

Keywords Processing-in-memory + Bitmap Index - Reconfigurable architecture

20.1 Introduction

Nowadays, data-intensive applications, such as image processing and databases ones,
must process big amounts of data. This is a consequence of the speed improvement
obtained throughout the years thanks to technology scaling. However, memory de-
velopment did not follow the same path, resulting in a much slower performance
increase. This disparity reduces the overall computing capability of the system, as
memory is not able to provide data as fast as CPU demands them. This issue is known
as memory wall or Von Neumann bottleneck. A possible solution to this problem is
to nullify the distance between processor and memory, removing the cost of data
transfer and creating a unit which is capable of storing information and performing
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operations at the same time. This concept is called Processing-in-Memory (PIM).
There are many different approaches in literature to the Processing-in-Memory idea.

People have exploited new emerging technologies, such as NML (Nano Magnetic
Logic) [3] and Magnetic Random Access Memory (MRAM), a non-volatile memory
that uses Magnetic Tunnel Junctions (MTJs) as its basic element. Thanks to their
storage and logic properties, MTJs can be used to implement hybrid logic circuits
with CMOS technology ideal for a PIM architecture [7]. Another widely explored
technology is Resistive RAM, a non-volatile memory that exploits a resistive com-
ponent (metal-insulator-metal structure) to store information. ReRAM arrays are
usually found in crossbar structures that enable the implementation of matrix-vector
multiplication, commonly used in neural networks applications. One example of such
implementation is PRIME [4], an architecture aimed at accelerating Artificial Neu-
ral Networks, which are based on operations that perfectly fit the crossbar structure.
While the previous proposals shaped their approach on a particular technology, oth-
ers worked on an architectural perspective, independently from the technology itself.
Some tried to narrow the physical distance between memory and computation unit
by stacking them on a 3-Dimensional structure, enhancing the available bandwidth
by connecting the layers through True Silicon Vias [5]. Anyhow, it should be noticed
that in this case even if the two units (memory and logic) are moved very close to
each other, they are still distinct components. Another possible approach is to creates
a system composed of an host processor surrounded by several HMC-based (Hybrid
Memory Cube) units, composed of multiple memory layers stacked on a logic layer
[10]. A different solution is to slightly modify the circuits controlling the memory
to implement simple logic operations inside the memory array, such as Ambit [9],
an in-memory accelerator which exploits DRAM technology. The DRAM array is
slightly modified to perform AND, OR and NOT operations. Other examples are
presented in [1, 2, 6]. Among the many proposals provided by literature, one of the
best fitting representative of the PIM concept is presented in [8]. In this work the
proposed architecture is a memory array where the cell itself is capable of performing
several logical operations on the stored value.

In this paper, we propose a different solution of Processing-in-Memory, presenting
an architecture shaped around the application of Bitmap Indexing, thus suitable for
bulk bitwise operations. The proposed architecture is a memory array in which each
cell is able to both store information and to be configured to execute simple logical
operations such as AND, OR and XOR. The array is also distributed into banks and
each bank is able to work both independently and with other banks, solving different
queries, achieving flexibility and an high degree of parallelism. Since the structure is
modular it can be built with as many banks as needed. The architecture synthesized
is an array of 8512kB, distributed on 16 banks. The technologies used are CMOS 45
and 28 nm. The results obtained highlight great potential as the synthesized structure
can reach a maximum throughput of 2.45 Gop/s and 9.2 Gop/s for 45 nm and 28 nm
respectively and it is noticeably faster than other solutions presented in literature.
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20.2 The Architecture

The Processing-in-Memory paradigm requires that logic and storage elements are
merged together. This paradigm is particularly suited for all those algorithms that
need to perform huge amount of simple operations on data stored. To demonstrate
the advantages that the PIM approach can provide, we choose to implement an
architecture able to solve the Bitmap indexing problem. The Bitmap indexing is an
important algorithm often used in database management systems.

The Bitmax Indexing is an algorithm used to identify, inside a database, entries
that have specific characteristics. For example, inside the database of Fig.20.1.A the
query consist in the identification of how many man own a motorbike or a sport car.
To reach this goal each feature is indexed using a binary representation. The gender
column, for example, is divided in two sub-columns, one representing the male gender
and one representing the female gender. Then each sub-column is represented using
single bits. For example the first entry of the database is a female, so the M column
contains ‘0’, while the F column contains ‘1’ (see Fig. 20.1a). Searching for a specific
query inside such database means performing simple logic operations between each
sub-column, as depicted in Fig.20.1b.

In our architecture, instead of memorizing the database inside the memory fol-
lowing the same structure proposed in Fig.20.1, we memorize the transpose of the
matrix of bit representing the database. With this solution every row of the memory
contains a column representing a specific feature. As a consequence to search for
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Fig.20.1 aGivenatable, bitmap indexing transforms each column in as many bitmap as the number
of possible key-values for that column. b In order to answer a query logic, bitwise operations are
to be performed. ¢ Practical scheme of the execution of the query
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a specific query in the database it is necessary to execute logic operations between
subsequent rows of the memory (Fig.20.1c). To reach this goal we have designed
a memory cell that consists of a memory element and a configurable logic block
(Fig. 20.2c, more details on the implementation will be given in Sect. 20.3).

Figure 20.2 provides an overview of the complete architecture. The core part is
represented by a memory storing the database. To give more flexibility to the structure
the memory array is divided in banks. The circuit can be used as a standard memory if
configured in that way. Otherwise it is possible to perform logic operations on stored
data and to implement the Bitmap Indexing algorithm. When a query is executed all
the banks in the array can eventually be activated in parallel, performing different
logic operations on different rows in the bank. This is the biggest advantage of
the proposed architecture because it is possible to perform a logic operation on all
the data stored inside a memory bank in parallel, leading to a huge speedup in the
execution of the algorithm. As depicted in Fig. 20.2a the memory array is surrounded
by additional logic circuits and a control unit. For space reason we cannot describe
the details of each block. The control is used to guarantee the correct execution of
the algorithm according to the input queries. The instruction memory block is used
to collect the queries to execute. It consists in a register file having as many registers
as the number of the banks in the array. The operation dispatcher is in charge of
blocking any old query. Also, since a query can take place between any couple of
addresses in the array, it necessary to send the addresses to their respective bank.
Thus the operation dispatcher reorders the addresses and then the address register file
sends them to their own bank. As in Fig. 20.2b each memory bank contains also ghost
memory rows used to store temporary results. To handle all the configuration signals
needed to manage the correct execution, two decoders are needed inside each bank.
The first one configures the logic operation to execute, sending it to the right row.
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The second was inserted to control addresses, data flow inside the bank and select
between PIM and standard memory mode. The breaker block is used to enable the
communication among different banks. This structure is flexible and can be easily
reconfigured to implement other algorithms.

20.3 Results and Conclusions

To evaluate the performance of the structure, a circuit composed by a 8512kB PIM
array, distributed on 16 banks with 16 bit data size, was implemented. Then, the ar-
chitecture, implemented in VHDL (VHSIC Hardware Description Language), was
tested with Modelsim and later synthesized with Synopsys Design Compiler using
45nm BULK and 28 nm FDSOI CMOS technologies (Table 20.1). In this first im-
plementation the storage elements were synthesized as latches, instead of designing
a custom memory cell. As a consequence the results here presented can be greatly
improved by designing a custom memory-logic cell.

Table 20.1 highlights the synthesis results. As it can be noticed the architecture is
very efficient, it is capable of high clock speed but at the same time has a low power
consumption.

One of the main goal this paper aimed to fulfill is the high level of concurrency. This
was accomplished thanks to the internal organization of the array, that is distributed
on banks which are capable of working both independently and with each other,
providing flexibility in the position of the operands that are called to act in the query.
To execute a simple query only one cycle is required (Table 20.2).

The maximum throughput achievable is throughput,ax = fcrk - Nops. Assum-
ing to execute a different query in each of the 16 available banks, a maximum through-
put of 2.45 and 9.2 Gop/s for 45 and 28 nm can be reached. Table 20.2 highlights the

Table 20.1 Synthesis results for 45nm and 28 nm CMOS technologies

Parameter 45nm 28nm
Total area (mm?) 2.33 1.058
fcxk (MHz) 153.4 574.7
Total power (mW) 49.7 14.07

Table 20.2 Clock cycles comparison for a single query execution

f=AB f=A (B0
Pinatubo[6] 5 9
RIMPA[2] 3 5
PIMA[1] 1 3

1 2

PIM
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comparison of the proposed architecture with the state of the art in terms of clock
cycles required for an operation. Our architecture is always faster than the other
solution proposed in literature.

It should be taken into account that even with multiple parallel operations the clock
cycles required would remain constant, achieving the throughput mentioned above,
meaning also that the maximum degree of parallelism reachable is equal to the num-
ber of the available banks. Moreover, thanks to its modular structure, the architecture
is meant to be easily scaled to bigger dimensions and with as many banks as needed.
It could also be possible to develop a 3D structure in order to increase performance.
The architecture could be easily modified to implement other types of operations.
In conclusion, this architecture demonstrates that a Processing-in-Memory approach
leads to a great improvement of performance. The architecture here proposed achieve
very good performance and has enough flexibility to be adapted to several different
algorithms.
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Chapter 21 )
Digital Circuit for the Arbitrary e
Selection of Sample Rate in Digital

Storage Oscilloscopes

M. D’Arco, E. Napoli and E. Zacharelos

Abstract Fine resolution selection of the sample rate is not available in digital
storage oscilloscopes. They rely on offline processing to cope with such need. The
paper presents an algorithm that, exploiting online processing with a digital filter
characterized by dynamically generated coefficients and a memory management
strategy, allows almost arbitrary selection of the sample rate from an incoming stream
of samples. The paper also proposes a digital circuit implemented on FPGA to devise
the possible performance of the method.

21.1 Introduction

Analogue oscilloscopes offer a discrete set of time base signals to select the time
window that is analyzed. The use of a continuously variable control is possible but
is in trade off with the calibration of the signal [1, 2].

In digital storage oscilloscopes (DSOs) the time base is determined by controlling
the sampling rate. Again, only a discrete set of values is available [3, 4] since DSOs
provide the highest sampling rate and obtain lower rates through decimation [5-7].

Flexible sample rate selection would allow more efficient usage of memory
resources allowing the exact sampling rate needed for the given application. Sample
rate changes can be accomplished through digital resampling approaches but the
required processing power and the need of dedicated circuitry for each sampling
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rate makes this choice unfeasible [8—11]. Modern DSOs host powerful CPUs able
to implement in real time: averaging, FFT spectral analysis, parameters measure-
ments, and selection between different acquisition modes [12, 13]. Unfortunately,
these CPUs cannot resample the input stream in real time.

This paper proposes a time base system that, thanks to the simplicity of its oper-
ation principle, allows fine selection of the sample rate of the digital storage scope
with very fine frequency resolution up to the maximum sample rate. The proposed
solution relies on a suitable memory management strategy and a dynamical digital
filter.

21.2 Resampling Through Polyphase Filters

Digital resampling is common in multipurpose receivers where several different sam-
pling rates are supported to process signals characterized by different bandwidths
[14-16]. The receivers initially sample at a high sampling rate, then perform resam-
pling by a factor, L/M, (interpolation by L, low-pass filtering, and decimation by M).
Low-pass filtering removes the image frequencies; it is implemented using polyphase
decomposition of both the input signal and filter coefficients.

For the sake of clarity, an example of a %—resampler that uses a short low pass
filter with 9 coefficients, h(n) = {h(0), h(1), ..., h(8)}, is shown in Fig. 21.1.
The input signal y(n) is de-multiplexed in order to retrieve 4 consecutive samples
and route them to 4 individual channels with a single operation. The output of the
resampler, z(m), is obtained by multiplexing the outputs produced by 3 filters, each
filter defined in terms of 3 coefficients of /() according to polyphase decomposition
rules.

» FIR Filter z{(m)
y(n-3) J y(n-7) > h{0).h(3),h(6)
» _Reg 4
>
vog)[ 1 R
g 2. ] > .
y{n-5) s
,>Reg B — »
yfn-dl =
=y
FIR Filter z{m-1}
h{1).h{4),n(7)
—t FIR Filter 2(m-2)
> h(2).h(5),h(8)

Fig. 21.1 Schematic of a digital resampler implementation based on polyphase decomposition.
Resampling factor equal to 3/4 low-pass filter with 9 taps
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Polyphase filters are characterized by low requirements in terms of clock fre-
quency and can be set to both up—sample and down—sample the input stream but are
not suitable for programmable resampling factors [14—17].

21.3 Proposed Resampling Algorithm

The proposed method involves the use of a digital circuit, deployed between the ADC
and the acquisition memory that, depending on the chosen design parameters, allows
a very fine regulation of the sample rate from half the system frequency, 1/2 - f up
to the highest frequency, f x. The method does not lack in generality since choosing
a sample rate lower than 1/2 - f 4 is easily obtained by cascading the proposed circuit
with a standard one that performs decimation by an integer value. It is important
to highlight that the whole acquisition chain made up of ADC, digital circuit, and
memory operates synchronously at the system clock rate f .

After processing, the samples stored in the acquisition memory represent a version
of the input signal resampled at a sample rate f; = C f, where C is an arbitrary
(within limits) fractional value in the interval [1/2, 1).

21.3.1 Digital Circuit Operation

The digital circuit processes in real-time the signal x(n) deriving from the ADC,
and produces the output, y(n). Both are produced at the highest clock rate, f . The
output is an estimation of the samples of the input signal, resampled at f; = C f .
The value y(n) is determined by combining the samples x(n) and x(n — 1) returned
by the ADC:

ymn) =1 —am)x(m) +am)x(n—1) 6]

where a(n) is a time-varying coefficient, updated at every clock cycle subtracting to
its current value the quantity C~! — 1, which depends on the selection made by the
user. Subtraction is skipped if the current value of the coefficient is negative, and in its
place an addition by one is performed. The output of the digital circuit y(n) contains,
with some redundancy, the resampled version of x(n). The circuit also produces a
signal PTRy, that indicates the memory location where y(n) is stored. The generated
sequence y(n) is stored in memory at system frequency, f but, in order to cope
with the lower sampling rate, PTRY is not incremented when the a(n) coefficient is
incremented by one. In this way, two consecutive outputs share the same value of
PTRy, which means that the second one overwrites the first.

An example will better clarify the meaning of a(n). In Fig. 21.2 a sinusoidal
signal at 54 MHz is shown. It is sampled with the 1 GHz (T;x = 1.0 ns) system
clock (sampling shown with circles). The result obtained resampling at 761 MHz



186 M. D’Arco et al.
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Fig. 21.2 Example sequences for a(n) and PTRx

(Ts = 1.314 ns) is shown with red bullets. The resampling factor is C = 0.761, and
the coefficient a(n) is updated subtracting C~! — 1 = 0.3141 to the current value.
b(n) = 1 — a(n) represents the point inside the sampling period where resampling
must be performed. The bottom axis is the time while the top axis shows the increment
of the memory pointer. When a(n) is incremented (time: 6, 10, 14, 18 in Fig. 21.2)
the memory pointer is not updated.

21.4 Performance Assessment

The proposed method suffers of a performance degradation when compared with the
standard technique (zero padding, low pass, decimation). However, simulated tests
with sinusoidal signals demonstrate that when the sampling clock is at least ten times
higher than the signal bandwidth, the results are satisfactory.

The performances are reported in terms of standard parameters defined for a
pure sine wave: signal-to-noise-and-distortion (SINAD) ratio and total-harmonic-
distortion (THD). SINAD and THD are calculated: for the input signal corrupted by
white Gaussian noise (rms value equal to 15% the LSB of the ADC) and quantized
by and 8bit ADC; for the resampled signal.

Figure 21.3 reports the result obtained resampling at 743 MHz a 47.1 MHz signal
converted with a 1GSs ADC. The original signal has SINAD = 48.49 dBc and
THD = —51.50 dB. The resampled signal has SINAD = 46.97 dBc and THD = —
50.04 dB showing quite limited degradation. Similar results are obtained applying
50 kHz random deviation of the input frequency.
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21.5 Implementation of the Proposed Circuit

A digital circuit for the implementation of the above proposed resampling algorithm
has been designed. The schematic (without pipelining) is in Fig. 21.4.

Circuit input data are the signal to be resampled x, and the resampling factor
defined through the input d = 1 — C~!. The output data are the resampled stream
v, and the memory pointer, Ptry. The number of bits for x, d, and y is 8, while the
memory pointer Ptry, is represented with 32 bits.

The two complementary coefficients, a and b = 1 — a, are multiplied by the
previous value and the current value of the input signal respectively. Afterwards, the
two products are summed, in order to produce the output signal, y.

The updating of the coefficient a, relies on adding either the quantity d, or in the
case of exception, a unitary value to the current value of a. In the case of exception,
a is negative, and the coefficient’s MSB, is high, a[9] = 1. Otherwise, a[9] = 0, and
d is added to the current value of a. This distinction is realized with the use of a

F‘Trxi

Fig. 21.4 Circuital implementation of the proposed algorithm
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Table 21.1 Basic features of Name Value

the resampler and FPGA

resources Maximum clock frequency 400 MHz
(after pipelining)
Best C-step 9.76 x 10~* (C = 0.500976)
Worst C-step 39 x 1074 (C = 0.996094)
Combinational ALUTSs 532 (<1%)
Dedicated logic registers 1432 (<1%)
DSP block 18-bit elements 3 (<1%)

multiplexer, controlled by the a’s MSB. After the correct choice between “1” and
“d”, an accumulator is implemented for the updating of a.

A second accumulator is implemented, for the memory management. When a is
positive, a[9] = 0, g = 1 and Ptry is incremented by a unitary value. In the case of
exception, a is negative, a[9] = 1, g = 0 and Ptry remains unchanged.

In Table 21.1, some basic features of the circuit are presented. C-step refers to
the difference between two consecutive values of the resampling factor. The limi-
tation stems from the fact that d is represented by an 8-bit number. The resolution
obtained on the resampling factor C is about 0.19%. The HDL design is implemented
on a Stratix IV GX FPGA device. Table 21.1 reports the resources needed for the
resampler.

21.6 Conclusion

The paper presented an algorithm and its circuital implementation, for the creation
of a time base that allows fine selection of the sample rate of a digital storage scope.

The proposed algorithm shows good performances when the sampling rate, as
usual, is about ten times higher than the bandwidth of the signal. The circuital imple-
mentation of the algorithm allows, as a proof of concept, to demonstrate the feasibility
of the circuit and its performances when implemented on Stratix IV GX FPGA.
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Chapter 22 ®)
An Intelligent Informative Totem e
Application Based on Deep CNN

in Edge Regime

Paolo Giammatteo, Giacomo Valente and Alessandro D’Ortenzio

Abstract In this paper we present an application targeting an informative totem,
with a discussion about its possible usage and the requirements it needs to satisfy. In
this regard, we propose a Machine Learning algorithm, a Convolutional Neural Net-
work, performing computation on images taken from a camera on an edge-computing
platform. Performance tests on two different edge processors are reported, respec-
tively for a CPU and a GPU, and a comparison with the principal competitors is
provided. Our final goal is to lay the foundation for the application of an informative
totem in an edge computing regime, which is able to recognize the age and the gender
of the person approaching it in order to give a better presentation of its contents.

Keywords Age and gender estimation - Convolutional neural networks - Edge
computing + Embedded systems

22.1 Introduction

Informative totems are tools that can provide useful information, such as finding your
way around a building or buying a train ticket at the train station in few passages.
With the advent of Artificial Intelligence (Al), and in particular of Machine Learning
(ML) techniques, these devices can improve their performance by providing more
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effective support to the user and facilitating their purpose [1]. In addition, informative
totems are an example of what are nowadays called smart-edge devices, bringing the
attention to the topic of edge-computing [2].

Let us consider a significant application of smart-totems: supposing that there
is a teenage kid lost inside a shopping mall and no longer able to find his mother.
He needs to find a way in order to rejoin with her, and he knows his mother could
be inside a specific shop of the mall. While looking around, his gaze is caught by
an informative totem that is asking him if he needs help. The kid approach to the
totem and, as he touches the screen, the totem offers him some actions tailored for
the situation, among which “search for a shop”. The kid choose this option and the
totem shows him a map with the correct path to reach the shop from his position.
The kid memorizes the path and proceeds to the shop.

From this example scenario, it is possible to identify some functional require-
ments (FR) for applications targeting smart-fotems, such as: (FRI) recognizing the
age and the gender of a person that is approaching to the totem and (FR2) pro-
ducing information basing on them. Together with functional requirements, even
non-functional (NFR) ones can be identified: (NFRI) a system response within a
certain time, possibly under real-time requirements, and (NFR2) the adaptation to
sudden and continuous changes of physical entities with which the system interacts.

Given these requirements, the current trend to address them is represented by Al
for age and gender recognition [3] and automatic adaptation and by edge-computing
for the real-time response [2, 4]. However, nowadays most of Al applications are
implemented on cloud: for example, considering ML [5] (one of the Al techniques
to perform image computation), the ML algorithm for age and gender recognition
are developed for cloud applications, not considering the limited resources of an
edge-computing system.

We place our contribution within a growing research trend: the porting of ML
algorithms on edge-devices (NNs) [6]. Our proposal is an informative totem able to
recognize the age and the gender of a person that is coming toward it and provide
a response basing on this. Our goal is to satisfy FR1, FR2, NFR1 and NFR2 above
described: we developed a ML algorithm (specifically, a neural network, NN) that
works on some images taken with a camera (representing the edge of our system),
and we implemented the NN on an edge-computing platform located close to the
camera. We tested the proposed application on two different edge-computing plat-
forms, one with a CPU and one with a GPU, and we compared results with the
principal competitors.

The paper is organized in the following way: Sect.22.2 gives an overview about
related works on the topic, Sect.22.3 describes our system and experimental results,
together with a discussion with other competitors. In Sect.22.4, some conclusions
and future works are reported.
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22.2 Related Works

Age and gender classification are very important for advertising and marketing,
but other potential uses include also automatic ticket office or informative totems.
Classifying age and gender of people basing on their face image is a well known
problem in academic literature: to this end, several algorithms have been proposed.
An exhaustive survey on methods and approaches in age and gender estimation is
given in the paper of Atallah [5], providing an overview on the issue from 2010
to 2017. From this work, it emerges that Deep Learning (DL), and in particular
Convolutional Neural Networks (CNN), nowadays provide the best performance
on age and gender recognition, and we witness to a gradual shifting of the use
of classic ML methods to those of DL. The work in [7] presents one of the first
methods adopting DL, the CNN, and it showed improved performance compared
with traditional feature-based methods [8], such as Support Vector Machines (SVM).

In the context of cloud-computing, there are several private companies that pro-
vide this service by calling an API in cloud, such as Google [9], Amazon [10] and
Sighthound [11]. The latter also contributed to academic literature with the paper
[12], with a 61% of accuracy in age estimation.

On the other hand, in the context of edge-computing devices, there have been
implementations of age and gender recognition algorithms with ML, especially DL.
In the commercial field it is possible to find some applications that address this issue:
Axis enterprise proposes the system called Demographic Identifier [13]. Pyramics
does the same with Pysense [14]. The latter, in particular, exploits the age and gender
recognition software developed by Fraunhofer IIS [15] for embedded platforms,
which was also used for other embedded platforms respect to the one considered by
Pysense.

At the best of our knowledge, there are few implementations with CNN in
academic literature. Azarmehr [16] proposes one of the most significant approaches
using an SVM algorithm, implemented on a quad-core Snapdragon 600. On the other
hand, Chen [17] addressed the problem only for the gender recognition using a CNN,
executed on a custom architecture implemented on FPGA. Irick [18] also reported
an Artificial Neural Network (ANN) based system executed on an architecture im-
plemented on an FPGA, that achieves an accuracy of 83.3%, roughly processing 30
images per second.

A schematic summary is reported in Table22.1.

Table 22.1 Paper comparison

Author Title Scope

Axis Demographic identifier [13] Commercial
Pyramics Pysense [14] Commercial
Fraunhofer IIS Shore [15] Commercial
Azarmehr Real-time embedded... [17] Academic
Chen Hardware/software... [18] Academic
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22.3 Application and Results

In this section, we present our system. Firstly we present our goal, and then we move
to description of the system components. Then, the performed tests are shown and a
final discussion on results is reported.

22.3.1 The Goal and System Description

The main idea we want to present in this paper is the transfer of a CNN, previously
developed [19], able to recognize the age and gender from an image of an individual,
on edge devices, in order to test the relative performance of the final system. We
conceived a comparison between a CPU and a GPU edge device(s), performing the
classification made by the CNN, by observing how much execution time is needed
to accomplish it at edge conditions for both devices.

In this way, we want to lay the foundations for a more detailed study of the
problem of moving ML algorithms, in particular as NNs, for the recognition of
age and gender of individuals on edge devices, which notoriously possess greater
constraints of computational resources if compared with cloud devices. The CNN
and the edge devices used for comparison are described in the following paragraphs.
The proposed neural network The considered NN is a CNN, in particular a VGG16-
like from an architectural point of view [19]. Our algorithm classifies an individual
image in ten different classes, binding together the information of age and gender,
in order to have one NN able to perform the age/gender prediction, limiting as
much as possible the memory occupation. Indeed, by owning two networks that
separately perform age and gender prediction, would increase the occupied memory
space, which is a non-trivial aspect for an edge-computing device. In particular, our
solution occupies approximately 600 MB, and it is able to recognize people according
to the classification method defined in [19], with an accuracy of 40% and an off-by-1
accuracy of 70%. Nevertheless, our attention, is currently focused on the inference
process of the CNN, rather than on the question of training phase, already addressed
in paper [19]. Therefore, our interest is the time performed by the CNN in doing a
prediction.

The CNN is written in Python 3.6, exploiting the ML libraries Tensorflow and

Keras. Further detail on the CNN are reported in [19].
The edge device The Edge-Computing revolution makes it necessary to seek alter-
natives to the use of low-profile microcontrollers, as it has been traditionally done
in wireless sensor networks. When algorithms become more computing intensive,
architectures over classical CPUs, such as GPUs and circuits implemented on FP-
GAs, can prove beneficial when used as processing platforms. Moreover, System-
on-Programmable Chips (SoPCs), integrating FPGAs with microcontrollers on the
same device, allow combining the flexibility of software with the performance of
hardware.
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In this paper, we consider the comparison between a CPU and a GPU edge plat-
form. In particular, the accounted device is the Nvidia Jetson Nano board [20]. This
platform represents a valid solution considering the prospective of transferring ML
applications to edge-computing devices. It consists of a Quad-core ARM® Cortex®-
A57 MPCore CPU, together with a Nvidia Maxwell™ GPU architecture, with 128
Nvidia CUDA® cores and a RAM memory size of 4 GB. The comparison is made
on the same board, performing the classification of our CNN firstly on the ARM®
processor and then on the GPU, with the aim of obtaining the execution times, of the
same ML algorithm, on both architectures.

22.3.2 Results

We executed our CNN algorithm on both processing element of the same Nvidia
Jetson Nano board, firstly on the ARM, then on the GPU. The results obtained are
shown in Table 22.2.

As expected, the ARM provides a worse performance than the GPU, emphasizing
the importance of using hardware accelerators also at the edge.

22.3.3 Discussion

Results shown in Sect.22.3.2 are preliminary and further refinements are needed
in order to get better timing performance. As mentioned in Sect.22.2, our direct
competitors are Demographic Identifier [13] and Pysense [14], which propose a
commercial solution with an application oriented to retail. However, Pysense exploits
the recognition software developed by the Fraunhofer IIS [15], which provides further
results of its software on other edge-computing platforms. Finally, from the academic
literature, we consider the paper [16]. We summarized all these information, publicly
available, in Table22.3, where we compare our solution with the f