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Foreword

It is with deep satisfaction that I write this Foreword to the Proceedings of the
ICCNCT 2019 held in Coimbatore, Tamil Nadu on May 23 and 24, 2019.

This conference was bringing together researchers, academics, and professionals
from all over the world, experts in Computer Communications and Networks.

This conference particularly encouraged the interaction of research students and
developing academics with the more established academic community in an
informal setting to present and to discuss new and current work. The papers con-
tributed the most recent scientific knowledge known in the field of Computer
Networks, Ad hoc and Sensor Networks, Internet and Web Applications, and
Ubiquitous Networks. Their contributions helped to make the Conference as out-
standing as it has been. The Local Organizing Committee members and their
helpers put much effort into ensuring the success of the day-to-day operation of the
meeting.

We hope that this program will further stimulate research in wireless ad hoc and
sensor networks, information-centric networking, embedded networks, and
opportunistic networking and provide practitioners with better techniques, algo-
rithms, and tools for deployment. We feel honored and privileged to serve the best
recent developments to you through this exciting program.

We thank all authors and participants for their contributions.

Coimbatore, India
May 2019

S. Smys
Conference Chair, ICCNCT 2019

The original version of the book was revised: Following chapters 44, 82, 89, 101
are retracted. The retraction note to the book is available at https://doi.org/10.1007/
978-981-99-5394-3_109
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Preface

This Conference Proceedings volume contains the written versions of most of the
contributions presented during the conference of ICCNCT 2019. The conference
provided a setting for discussing recent developments in a wide variety of topics
including Network Operations and Management, QOS and Resource Management,
Wireless Communications, and Delay-tolerant networks. The conference has been a
good opportunity for participants coming from various destinations to present and
discuss topics in their respective research areas.

ICCNCT 2019 Conference tends to collect the latest research results and
applications on Computer Networks and Inventive Communication Technologies.
It includes a selection of 107 papers from 337 papers submitted to the conference
from universities and industries all over the world. All of accepted papers were
subjected to strict peer reviewing by 2–4 expert referees. The papers have been
selected for this volume because of quality and the relevance to the conference.

ICCNCT 2019 would like to express our sincere appreciation to all authors for
their contributions to this book. We would like to extend our thanks to all the
referees for their constructive comments on all papers, especially, we would like to
thank organizing committee for their hard working. Finally, we would like to thank
the Springer publications for producing this volume.

Coimbatore, India
May 2019

S. Smys
Conference Chair, ICCNCT 2019
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Abstract. IOT is an emerging area of network which acts as a future tech-
nology trend of sensing, computing, and communication. Internet of things
integrates several techniques as wireless sensor network, Radio frequency
identification and embedded devices with existing internet. IOT extends the
concept of internet from network of homogeneous devices to network of
heterogeneous devices. Air pollution is a major issue for providing healthy
environment to the mankind. Healthy environment keeps mankind healthy.
Hazardous gases detection becomes important. Hence a system for measuring
and monitoring of air pollutants is to be provided. Wireless sensor network is
found to be an efficient method of measuring and monitoring air pollutants.

Keywords: IoT � WSN � Zigbee � Sensor � Microcontroller

1 Introduction

IoT is an emerging area of network that integrates several techniques as wireless sensor
network, Radio frequency identification and embedded devices with existing internet.
IOT extends the concept of internet from network of homogeneous devices to network
of heterogeneous devices [12]. Internet of things means inter-connecting the different
devices which can sense the required data, transmit the data, and process it by using
wireless sensor network. Wireless sensor network is one of the most powerful tools for
measuring, remote controlling and monitoring. WSN is a network of small sensing
devices called as sensor nodes which are distributed over the area to gather the data.
Wireless sensor network establishes a channel to process and communicate data with
each other and to communicate with centralized control. They have wide range of
application in variety of fields such as health care, home automation, agriculture,
industry, environment monitoring, structural monitoring, disaster management, emer-
gency response etc. Sensor nodes have various energy and computational constraints
because of their in-expensive nature and ad-hoc method of deployment [11].
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Population of mankind in city is increasing drastically day by day which has
resulted to various problems as traffic congestion, environmental degradation, lack of
resources, job stress etc. In order to overcome these problems different innovative
operations under urban and management mode are to be taken. Clear, systematic and
scientific planning along with intelligent building and efficient management helps to
overcome the problems. Hence smart city construction becomes essential. Smart city is
nothing but the combination of digital city and internet of things. In the application of
smart city environmental protection has caught more attention. The environment is
badly affected due to the continuous and rapid growth of industries and wide spread use
of vehicles because of which 2.4 million people die every year world-wide, hence
leading to Air pollution which in turn leads to global warming and acid rains. Air
pollution affects the human-health, environment and quality of life. Thus air pollution
monitoring becomes important and becomes necessary to balance the nature [8].

Wireless sensor network is an efficient method for the measurement and monitoring
of air pollutants. Many advantages like low cost, multifunctional etc. can be achieved by
WSN. WSN can be implemented with different wireless protocols for data transmission
as Bluetooth, UWB, and Zigbee, WI-FI etc. Air pollution monitoring system measures
different air pollutants such as Carbon dioxide (CO2), Sulphur dioxide (SO2), Nitrogen
dioxide (NO2), Carbon Monoxide (CO), Hydrocarbon (HC), Ammonia (NH4). The
information is collected from the sensors and then stored in central server using themeans
of internet periodically. Then the message is sent from server to the users [2, 8].

2 Existing System

Air pollution lead to extreme distraction and harms the human being and environment
very badly. Thus it is life threatening. Hence it’s important to monitor air pollution [2].

Conventional monitoring system uses laboratory analysis which used large
equipments, complex technology. Thus this system was complex, huge and costly.

To overcome all these disadvantages different experts started using internet of
things concept in their systems. Some developed the system using sensors for mea-
suring different compositions of air and used machine learning algorithms for air
quality indexing [4]. Some system used AVR A Tmega-32 microcontroller [14]. In
some systems results of air quality was displayed on city map. In some systems Carbon
nano tube is used as a Metal Oxide (MOX) gas sensor which needs to be heated up for
a longer periods. These nano tubes are sensitive and costly. Some methods use sensors
which consume more energy. Hence they are not efficient. In some methods pollutant
quality information transmission is done within small distances. Thus many systems
were developed to measure the pollutants of air. Different approaches emerged to
measure the air contamination and monitor it.

3 System Architecture

The block diagram shown below represents the architecture of environmental moni-
toring system.
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Figure 1 shows the architecture of air pollutant monitoring system. It consists of a
transmitter and a receiver section (shown in Fig. 2). The aim of the system is to monitor
the environment. The contents of the air such as CO2, O2, SO2, and NO2 are to be
monitored; we need to gather this information using different sensors. These sensors are
placed as terminals at different locations in the city. The sensed data is to be transmitted
to central server. Hence the sensed data passing through the microcontroller
(PIC16F877A) get collected at the central server through Zigbee transmitter. The
central server is nothing but a personal computer. At the server, the Zigbee receiver
collects the sensed data of air from each location which is further stored in server
through microcontroller at that unit. Location wise the sensed content of constituents of
gas are compared with the normal values, if the content of pollutant gas exceeds the
normal range then a message will be sent to the people over that location through the
server to their mobiles about the percentage of pollutant present and message as “Air is
Polluted” is displayed. Thus the system finds whether the air is polluted or not. If
polluted, it finds the percentage of pollutant and transmits this information wirelessly to
the mankind. This helps the people to know about the air quality.

Fig. 1. Architecture of environment monitoring system

Fig. 2. Transmitter and receiver sections
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Many different technologies are available for wireless sensor technologies. Some of
them are Wi-Fi, Bluetooth, cloud computing based transmission, Zig-bee etc. In this
paper Zig-bee technology is used as a mode of transmission method to transfer the data
from different nodes to central server. Zig-bee has more advantages over others. Some
of advantages are low cost and high performance.

Zigbee is one of the best means of communication built for sensor networks on
IEEE 802.15.4 standard for wireless personal area networks (WPANs). It is the product
from Zigbee alliance. This enables physical and Media Access Control (MAC) layers
to handle many devices at very low-data rates. These Zigbee’s WPANs operate at
different frequencies as 868 MHz, 902–928 MHz and 2.4 GHz frequencies. The two
way transmission of data between sensors and controllers can be done at 250 kbps data
rate. Zigbee is low-cost network. Its power consumption is very low hence it is widely
used for controlling and monitoring applications. The distance of communication
ranges from 10 to 100 m. The distance of communication in network can be increased
by using routers and thus communication can be achieved in wider area network.
Zigbee communication is less expensive and simpler than any other shortrange wireless
sensor networks such as Bluetooth and Wi-Fi. Zigbee supports different network
configurations for master to master or master to slave communications. Zigbee facili-
tates two modes of operations for which the battery power is conserved [13].

This system has following advantages

• System
– It is very Simple to use.
– It is compact so portable.
– Very easy to handle.
– System is Real time.

• Sensors
– Life time of sensors is very high.
– Low cost sensors are used.

• Operating voltage: System uses very low voltage of 5 V, −20 °C to +50 °C.
• System can be used to check quality of air indoor as well as outdoor.
• Continuous update of change in percentage of quality can be got.
• Very much helpful for patients especially for asthma patients.

4 Results and Discussions

4.1 Hardware Implementation of Transmitter Section

Each nodes act as transmitters which are placed at different areas where environment
needs to be monitored. Figure 3 shows transmitter section. It consists of sensors,
microcontroller unit and Zig-bee.
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Figure 4 shows the receiver section which contains Zig-bee module which has to be
connected to central server.

4.2 GSM Section

Figure 5 shows the GSM module used at the receiver side at the central server to send
message to the mankind about polluted air and its percentage of contamination.

Fig. 4. Hardware implementation ReceiverFig. 3. Hardware implementation of of
Transmitter

Fig. 5. GSM module
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Figure 6 shows the display at the central server. The sensed gas is transmitted to the
central server through the Zigbee transmitter. Here the percentage of pollutant is
compared with the standard amount of that content in the air. If that content is more
than the set value then air is polluted. So the percentage of Gas sensed and the
percentage of pollution present is displayed as shown in figure.

5 Applications

Below are few applications of air quality monitoring using IoT.

• In agriculture: Many gases like SO2, NO2, fly ash etc. affect the growth of plants
and can cause different diseases in plants. By monitoring of such gases we can give
appropriate treatment and pesticides to the plants and we can avoid the occurrence
of diseases in plants thus can be applied in agriculture to improve plant growth.

• In gas leakage detection: It can be used in Gas leakage applications where gas
sensors detect the presence of LPG leakage which helps to get information of gas
leakage inside and outside home. This will help to prevent causalities and fatalities.

• In indoor/outdoor air quality monitoring: It can be used to measure the percentage
of different components present in the air. If the percentage of any hazardous
gaseous substance is more it sends the information to the surrounding people.

• In public transport vehicles: All vehicles are fixed with sensors that measure the
emission of fuel. If the smoke emission is more than the system intimates the same
to the driver by which fuel emission of transport vehicles can be monitored.

• In health monitoring: The system can be applied in health monitoring of patients by
sending them information of air quality in their surroundings.

Fig. 6. Output display at server section
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6 Conclusion

The air quality monitoring is an emerging issue in the area of Internet of Things. We
address the possibility of air pollution by using different gas sensors. The proposed
model uses Zigbee transmitter and receiver to transmit the sensed data to the server,
where the amount of pollutants is calculated, and if the pollutant value is more than
threshold value then, the proposed model sends the message about the percentage of
pollutant to the registered mobile numbers wirelessly. This is the efficient method of
transmitting the data over certain distance of 1 km. The repeaters are used to extend the
distance. Thus this monitoring system is useful for asthma patients to find the quality of
air. Thus intimates the person about air pollution in the different areas which helps to
monitor effect of air pollutants on health. This system can also be applied to find gas
leakages, fuel emission in vehicles etc. This air monitoring helps to avoid global
warming and removes the threat of acid rain. Further this model can be enhanced for
different applications food quality monitoring, agriculture, etc. by using different
sensors.
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Abstract. Data Hiding is one of the frequently used security approaches for
safeguarding the sensitive information of the available data as well as to transmit
secret information among different ends in a vulnerable network. However,
majority of data hiding scheme evolved till date is focused on its embedding
capacity or else focused on introducing the distinct parameters of encryption.
However, all these approaches will not only make the embedded file bulky but
also, they will lose its imperceptibility characteristics. Therefore, the proposed
paper introduces a simple and robust reversible data hiding process where a
secret image is embedded within a video as a cover image. Motion prediction
and histogram shifting approach is also utilized for obtaining highly secured bit-
streams. The outcome of the study shows that the proposed system offers a
better signal quality and retains maximum imperceptibility irrespective of the
size of the secret image.

Keywords: Reversible data hiding � Image imperceptibility � Video encoding
Secret image � Compression

1 Introduction

With the recent progressive growth of multimedia technologies, almost all the com-
mercial applications have started using it in a commercial way. In this regard, the usage
of various multimedia file system are mainly shared and exchanged by the user from a
practical viewpoint. Various studies have already been carried out to prove that the
multimedia security still remains as a big challenge to overcome [1–6]. Hence, security
approaches have been evolving in order to counter-attack the threats [6–10]. One of the
most frequently used counter-mechanisms is data hiding scheme where a secret data is
embedded for security purpose. The embedding of information, in most cases, causes
the carrier to lose a part of the data, so the carrier cannot be completely recovered after
it gets extracted. In some special applications, such as in the fields of medicine, mil-
itary, and law, false positives would be caused even by slight distortion of a digital
image. Therefore, any irreversible loss of carrier data is not allowed. Basically, Rev-
ersible Data Hiding scheme is capable of extracting the actual set of information from
the given source ensuring the highest quality of information i.e. zero loss of data.
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Therefore, this topic is currently a center of attention for various researchers. Therefore,
the proposed system introduces a very simple and novel reversible data hiding process
by considering video as a cover file, which mainly targets on accomplishing the
imperceptibility of the embedded secret image. The organization of the paper is as
follows – Sect. 2 briefs of existing studies while research problem is briefed in Sect. 3.
Adopted methodology and system design is discussed in Sect. 4 and Sect. 5 respec-
tively. Result analysis is discussed in Sect. 6 while conclusion is briefed in Sect. 7.

2 Related Work

This section discusses about recent research work towards reversible data hiding. The
most recent work is carried out by Puteaux and Puech [11] where a predictive scheme
of most significant bit is used emphasizing on improving the high capacity. Qian et al.
[12] have used a dual embedding scheme towards generating an encrypted bitstream.
Qian et al. [13] have also used an iterative process of data hiding where first the
encryption of image is carried out followed by embedding on extra information for
obtained ciphered image into the server. A unique three-dimensional data hiding
process using mesh framework was introduced by Jiang et al. [14]. According to the
scheme, the vertex coordinates are used for mapping the integers from the decimals
followed by usage of the least significant bits. Usage of homomorphic encryption is
carried out by Xiang and Luo [15] along with the usage of Paillier encryption approach.
The work of Yi and Zhou [16] has used a labeling scheme based on binary tree
structure over the image pixels in order to facilitate encryption over image. Chen et al.
[17] have used sorting of pixel approach as well as extension of the errors caused due to
prediction for data encryption mechanism using directional property of the predictor.
The work of Wu et al. [18] has adopted a color partitioning process for developing a
unique data hiding scheme. Usage of motion vector over video encoded by H264 is
carried out by Niu et al. [19]. The study discussed by Hou et al. [20] have considered
the distortion problem and used reversible steganography for data hiding. Xiong et al.
[21] have used homomorphic encryption while Wang et al. [22] have used histogram
shifting approach for data hiding. The work of Zhang [23] used have optimal value of
host data where pixel and auxiliary information is used for estimating errors. Many
researchers have proposed theories for video steganography as well as compressed
domain reversible video steganography using various conventional approaches of
compression. Steganography system proposed by Hu et al. [24] is based on non-
uniform rectangular partition uses an uncompressed domain. It uses secret video to hide
inside a cover video, and the size of cover video and secret video are of same size.
Similarly, various others authors e.g. Ni et al. [25], Hong et al. [26], Zhang et al. [27,
30], Ma et al. [28], and Shanableh et al. [29] have also carried out work towards
addressing the problem of data hiding scheme where different conventional method-
ologies are applied for data hiding operation. The next section outlines the research
problem.
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3 Problem Description

From the review of the existing system, it can be seen that there are various forms of
solutions towards strengthening the process of reversible data hiding procedure. Almost
all schemes that are recently evolved are very unique and distinct from each other
where the performance is found to offer a better data hiding scheme. However, a
thorough investigation of its performance shows that existing system is not claimed to
offer a good balance between the image quality and embedding policies. Not all work
has actually emphasized on imperceptibility concept that is mandatory in data hiding
scheme. Apart from this, the studies towards data hiding scheme over video is quite a
less to found. The few work carried out towards video encoding scheme and data
hiding actually doesn’t consider imperceptibility factor associated with reversible data
hiding.

4 Proposed Methodology

The main idea of the proposed system is to offer a cost effective data hiding scheme
where a multimedia file system is considered as a cover file. The proposed system
implements an analytical research methodology where a unique operation flow is
constructed in order to obtain a secured bit-stream of data (Fig. 1). Another interesting
part of the proposed methodology is that it uses the process of video encoding
mechanism, which is a part of signal compression approach where a balance between
compression and data security is achieved.

Fig. 1. Operational flow of proposed system
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A closer look into Fig. 1 shows that proposed system uses the concept of motion
estimation followed by prediction operation where histogram shifting operation is
carried out in order to obtain reference P frame. It also applies discrete cosine transform
for better compression performing after sub-sampling is carried out. The complete
operation leads to generation of an encoded video where data is hidden. An illustrative
discussion of this method is carried out in next section.

5 System Implementation

The proposed approach deals with embedding and extraction of the secret image pixels
into a MPEG2 compressed video using Histogram shifting method in motion vectors.
The cover video considered in this work is an MPEG2 compressed video file. This
system presents an efficient way of transfer of information from sender to the receiver
as data is hidden in the motion vectors of the selected frames. An uncompressed video
is selected as cover video to hide secret image. Initially the frames are extracted and
Group of Pictures (GOP) is formed from the extracted frames [11]. These frames are
subjected to YCbCr color conversion. The proposed system uses luminance value
obtained from the red component while other color components i.e. U and V are
obtained from green and blue components respectively. In the next stage reduction of
the resolution is done using Chroma subsampling. The proposed system then applies
the concept of motion compensation for the purpose of minimizing the redundancy
factor with respect to the temporal data in it while this operation is followed by
applying standard discrete cosine transform scheme for obtaining better compression
outcome. Finally, quantization operation is applied on the top of this process for
effective compression as well as for better control of redundancy factor with respect to
spatial data. At the end, the proposed system applies a lossless compression scheme of
run length encoding for achieving better encoding performance and further Huffman
encoding scheme is also continued on it. At the receiver side the process has to be
reversed that is called as decoding. In decoding stage the de quantization of the data is
to be carried out. The proposed system uses motion vectors where the chunks of the
ciphered data is basically hidden in the form of P frame and this operation is carried out
only after histogram shifting is done. During the compression, the secret image bits are
extracted from the corresponding motion vectors and histogram is shifted back. This
achieves reversibility characteristics. This section discusses about the algorithm
implemented for this purpose.

5.1 Algorithm for Reversible Data Hiding

The steps of the proposed system are as follows: The proposed algorithm takes the input
of cover video (I), which is then used for framing up group of pictures Gop (Line-1).
After digitizing the secret image (which is required to be hidden), the next step is to
distinguish all the obtained frames into different macroblock size (Line-2). The proposed
system then performs following operation on all the macro-blocks (Line-3): a standard
discrete cosine transform (DCT) is applied on the macro-blocks from the spatial to
frequency domain (Line-4) which is followed by applying standard quantization
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technique over the obtained matrix of DCT (Line-5). This process leads to generation of
a dedicate motion vector obtained for all the values of P-frames (Line-7). The next
process is to apply Histogram Shifting (HS) method for the generated motion vector for
each P-frame (Line-8). A conditional statement is constructed (Line-9) which checks of
the bits to be embedded is equivalent to 1. In case of positive scenario, the value of the
pixel is maximized to 1 (Line-10) otherwise it is retained as it is (Line-12). This
operation is iterated until a stopping criteria is met which is to check if the bits of
complete secret image is actually populated in the destined motion vector corresponding
to all the P-frame. The proposed system than apply Entropy encoding so that data is read
in zig-zag order (Line-13) followed applying Huffman encoding to reduce size. Finally,
the system stores the bit stream in a file.

The proposed system uses MPEG2 standard that supports motion vectors of dif-
ferent block sizes compared to AVI files. Each macroblock can be divided into different
modes. Owing to availability of enriched and varied number of motion vectors in
MPEG2, it is seen that videos which have rich texture contain more blocks and more
motion vectors. The process for extracting the hidden image from the encoded video is
just reverse of the algorithmic steps of encoding (Fig. 2). In order to initiate decoding,
the proposed system. The decoding process starts with the output of the encoding that
is bit stream is taken. For the embedded video bit steam the reverse Huffman and
Reverse of HS process is applied. During this process secret data bits are extracted from
each frame. All the obtained motion vector is restored in its legacy form followed by
applying inverse operation of quantization. Finally original video is converted from
YUV to RGB sequence and original bits are restored. Therefore, a very simplified
process of image hiding approach over a cover video file is discussed in the present
paper. The implementation idea is not only simple but also robust as it offers better and
cost effective form of reversible data hiding scheme. A closer look into the algorithm

Algorithm for Reversible Data Hiding
Input: I (cover video), Isec (secret image)
Output: Ip1 (Stego Video) 
Start
1. init I, Gop I, Isec
2. I1 MBlock(8x8)
3. For Each Mblock=1: n
4.       Ip DCT(Isec(I1))s f

5.       Ip quan(Ip) 
6.  End
7. Generate Mvec Pframe(Ip) 
8. Ip1 HS(Mvec) 
9. If ebit=1
10.  Ip1=Ip1+1;
11.Else
12.  Ip1= Ip1 
13 I 2 Huff(e (I 1))
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implementation will also highlight that proposed system there is a significant contri-
bution of histogram-shifting process over the presented video decoding system. The
data hiding capacity is enhanced by incorporating motion vector for embedding data in
the video stream of MPEG2. The decoding process is quite simple as it offers better
form of reconstructed data in the lossless format. The embedded video can be decoded,
and it can be reconstructed in lossless format by shifting histogram to its normal
position after extraction of the secret information. Therefore, the proposed algorithm
offers a cost effective mechanism to perform an effective data hiding process over video
stream without using any complex encoding scheme. Figure 2 highlights the opera-
tional steps involved in decoding process.

6 Result Analysis

Before starting the discussion about the result obtained by the proposed system, it is
essential to understand that proposed system implements MPEG2 compression
approach. The MPEG2 compressed bit stream has more motion vectors than uncom-
pressed video standards, so it is suitable to use motion vectors as embedding cover of
reversible data hiding process. The proposed system presents an RDH scheme for HS
to perform a wide range of applications. A large number of RDH schemes based on HS
are proposed. It offers the capability of extensibility between the different domain as
well as between different carriers that results in better performance enhancement of

Fig. 2. Block diagram for the process of video decoding
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encoding operation. As for the compressed video, embedded information gained by
modifying the motion vector allows for a great distortion of the contents, so most of
algorithms are developed on the basis of the alteration carried out by the coefficient of
DCT over histogram. In this paper, we have implemented histogram shifting process in
generated motion vectors of MPEG2 video. Prior to starting actual analysis, the pro-
posed system performs analysis of the histogram operation over a sample standard
video which is subjected to standard MPEG2 encoding system. The main purpose of
this process is to assess the trends of results obtained from the histogram shifting
process. In the below histogram, peak value occurs for motion vector MV = 10 and
zero point in the motion vector histogram occurs at motion vector MV = 6. Figure 3
shows the vector histogram of one frame of bus video clip encoded by MPEG2.

In the proposed work, there are two modules in the system called as Encoding
Procedure and Extraction Procedure. In the Encoding procedure secret information bits
(Image) are hidden into the Histogram Shifted portion of the motion vectors. Finally
corresponding output bit stream is transmitted over the network. The embedded bits of
information are obtained in the process of decoding steps with the aid of histograms
respective to the motion vector, and histogram is shifted back to its original position
and corresponding motion vectors are restored. So that after extraction of secret
information, original cover video is restored back. This achieves reversibility. The
proposed system uses standard images as the secret image which is showcased in
Fig. 4. The analysis of the proposed system is also carried out over other standard
video sequences e.g. city, news, carphone, mobile, foreman, container, salesman, and
coastguard [31]. For each video sequence we take 170 frames. The GOP format used is
(IPPPPPI). The proposed analysis selects one frame considered as a cover file where
the secret image is embedded (Fig. 5). Multiple forms of other images are also con-
sidered while carrying out the analysis. The segment of histogram is used for
embedding the secret data of motion vector.

Fig. 3. Sample histogram obtained from MPEG2 encoding
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The analysis of the outcome of the embedding process is carried out with respect to
Mean Squared Error (MSE) and Peak Signal-to-Noise Ratio (PSNR). The first analysis
is carried out for both MSE and PSNR on secret image that is embedded within the
cover video file. The analysis shows following trend – MSE increases with increase in
dimensions of same secret image (Fig. 6). Nearly similar trend is also observed for
PSNR (Fig. 7), where PSNR drops with increase of secret image size. Although, there
is a drop of PSNR, but a closer look will show that this drop is very much negligible.
Similar analysis is also carried out on other images too and nearly similar performance
of MSE and PSNR is noticed with a fluctuation less than 5% in both PSNR and MSE of
secret image.

The next part of the assessment is associated with the MSE and PSNR trends on
cover video file. This analysis is carried out considering different sample video where
same secret image is embedded. All the three sample video considers are of different
size and hence it is required to assess how the size of the secret image affects the PSNR
(Fig. 9) and MSE (Fig. 8).

The outcome shows that MSE is slightly degraded with different video samples,
however, the fluctuation is highly less (Fig. 8). On the other hand, There is no sig-
nificant degradation in PSNR value even in different video samples to prove that size of
secret image doesn’t have any potential degradation. Similar assessment is carried out
on different combination of sizes of secret images on same as well as on different video
to find that PSNR stays in the range of 30–40 dB. Hence, the proposed study can be
said to offer a better form of data hiding performance.

Fig. 4. (a) Lena image (b) Baboon image

Fig. 5. (a) One frame of cover video (b) Extracted secret image
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Fig. 6. Analysis of MSE of secret image

Fig. 7. Analysis of PSNR of secret image

Framework for Data Hiding Operation Using Motion Vectors … 17



7 Conclusion

This research paper has presented a unique data hiding scheme which remains rever-
sible in nature. The process lets the secret image to be efficiently hidden within a
multimedia file like video in the form of motion vector. To achieve the reversibility of
cover video, Histogram Shifting of motion vectors has been done before the data
embedding process. The proposed technique is less computationally complex and can
be adjusted according to the varying needs. The analysis has been proved that the
proposed system offers good and stabilized MSE and PSNR performance. The

Fig. 8. Analysis of MSE of cover video image

Fig. 9. Analysis of PSNR of cover video image
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inference of the outcome shows that the proposed system offers a good imperceptibility
towards the embedded multimedia file where PSNR performance is found good. At
present, the method is only applicable to the MPEG2 video sequences. In future, the
work can be deployed to other video formats in the compressed video domains.
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Abstract. The central issue of any IoT device is its security in sharing the
sensitive data. Different methods have been proposed for sharing of data from
any IoT device. The ranges of security in these methods are different in various
IoT architectures. This paper is a comparative study of these security schemes to
determine which scheme allows the fastest and most accurate output. Our
findings indicate that the attribute matching functions decreases the usage of
keys and leads to an efficient key management technique. It helps in the easy
addition and searching of the attributes and solves the trouble of complete re-
initialization of attributes during updation. Attribute matching functions also
reduces the need of large number of keys and is based on hashing of attributes
towards a specified position that enhances the security. The authenticated people
whose attributes matches with the specified condition can upload and retrieve
medical files whereas non-matching attribute holders may be able to request and
they cannot download the medical files nor have access to its contents. Since
medical world is booming and the associated technology is advancing formerly
and protection of the data from tampering and its sharing to various terminals
need security enhancing methods and procedures which adds on the relevance of
this work.

Keywords: IoT � Attribute � Bloom � Filter � Con dentiality � Privacy attributes

1 Introduction

The security of medical IoT is a project undertaken for enhancing the privacy pre-
serving efficiency of a smart medical terminal that stores vital information. Tradi-
tionally used encryption methods (e.g.: AES) does not provide a fine grained access.
The public key approach does not have one to many relations, so a large number of
keys are required for security as the number of user increases and key management
becomes difficult. Traditionally we use attribute matching functions to retrieve and
protect data which does not exhibit more efficiency. In many cases all attributes have to
be collected and fed into the terminal and complete re-initialization have to be done.
There is a chance that the data may get decrypted as it passes to the terminals, if cipher
text is not produced soon.
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This proposed work focuses upon the solutions to these problems. Here we use the
modern attribute based encryption to increase the efficiency and privacy of data
sharing, where the cipher text is accompanied by a grained access control data struc-
ture. Here we use a set of attributes instead of keys. Users take a partially decrypted
data from terminals and the set of their matching attributes in the cipher helps to
completely decrypt data which provides additional security. Bloom filters are used
based on hashing that helps easy retrieval and security of data. Due to bloom filters;
initially you need not add every single attribute. Instead you can add it at any stage
without complete re-initialization unlike the old attribute matching function.

Medical data is increasing at an alarming rate and has really sensitive contents
which needs secure mechanisms for transmission and processing. The work was ini-
tially implemented using AES but reached to a conclusion that CP-ABE algorithm is
much suited for the work and since there is involvement of storage and processing in
cloud platform, Java was found to be suitable. The main focus was cast upon the usage
of attributes instead of keys that created confusions and problem of management.
Matching of attributes was considered for granting and rejecting access.

Section 1 gives a general introduction to the area of research and the various
motivations that led to the proposal. Sections 2 and 3 discusses the brief literature
survey done and the comparison of the existing methodologies. Section 4 deals with
the proposed methodology. Section 5 illustrates the workflow of different modules.
Section 6 discusses the design diagrams. Section 7 shows the expected result from the
proposed idea. Sections 8 and 9 deals with the conclusion and idea of enhancement for
the proposed solution.

table.jpg

Fig. 1. Comparison table of CP-ABE with other encryption methods
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2 Literature Survey

2.1 Security in the Internet of Things

Internet of Things (IoT) [1], is a smart network, where devices are connected over a
network. The devices may include wireless sensors, Radio frequency identification
(RFID), in order to achieve a reliable and smart wireless network and technologies.
When everything is connected to everything, there are more ways to access the
information. This can make an attractive target for people who want to make a protocol
to the network data. Since valuable data are transmitted between terminals the confi-
dentiality, integrity and privacy are needed to consider more.

2.2 Security Model for IoT

There [2] are many models of securities in IoT applications. Here, this paper introduces
a cube structure, which provides trust, privacy, integrated and interrelated security. The
cube structure depicts security, confidence and privacy convergence. Privacy is meant
to develop secrecy of data and unauthorized access prevention. The cube model clearly
explains the importance of each security parameters.

2.3 IoT Device Security Based on Proxy Re-encryption

In [3] this paper, a gateway based on a proxy server is introduced. In the existing
networks, many nodes are connected and information are shared between them, but the
number of encryption required may be same as that of number of nodes. So the
computation amount will remain high. In the proposed proxy server based approach,
each node creates n encryption keys and sends it to the proxy server. This proxy cipher
converts the plaintext to cipher text and each node in the network can decrypt the
cipher text. Here the encryption calculation amount is decreased and also the com-
munication track becomes smooth and overall secrecy and security is also improved.
User access control strategy can be used for securing the data in cloud. Additional
computations ae required for this polynomial equation but not for attribute based
encryption methods.

2.4 A Lightweight and Flexible Encryption Scheme to Protect Sensitive
Data in Smart Building Scenarios

This [4] paper introduces a smart building scenario. Fire meters, sensors, smart meters
all are connected via a gateway, where data encryption and decryption process are
based on attributes. This entire process involves four phases, (Encrypted data event
publication, Symmetric key encryption and storage, Encrypted data event publication,
(Encrypted data event retrieval, Here SymCpabe provides an efficient approach. Cp-
Abe, cipher text policy and attribute based encryption, provides a scalable working in
IoT scenarios. This can be used for group sharing network. Because each nodes in the
network is assigned with attributes, other nodes which satisfy these attribute matching
can take the data. This provides data secrecy, confidentiality etc.
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2.5 A Survey on Authentication Techniques for Internet of Things

Identification [5] of a specific object in such a huge network of interconnected smart
objects poses a fundamental task that influences all other system functions such as its
governance, privacy features, access control, and overall architecture. Traditional
authentication methods like certificate based are discussed. Most of the traditional ones
require complete change in protocols and cause key generation overheads. Gateway,
controller and central data store authentication architecture requires new hardware
implementations. ID based one was listed as the strongest one against various attacks.
Overhead problems are solved using access structure.

2.6 Identity-Based Authentication Scheme for the Internet of Things

For [6] addressing the heterogeneity in IoT devices and to integrate the wide ranging
protocols of the network, a common identity and authentication mechanism is neces-
sary. Private and public keys of devices are not stored by Key Distribution Centre
(KDC) and instead all the attributes/identities are stored. When user log in and give
their attributes it is checked with the stored attributes and only valid identification will
be permitted. Public key of a recipient is not needed in an identity based encryption but
it can simply use identity for the purpose. Even the recipient will not hold the corre-
sponding private key at the time when cipher text is generated. Servers can be used for
direct generation of the private key. The only thing required is a secure channel and an
IBE server for a private key transmission.

2.7 Authentication and Access Control in E-Health Systems in the Cloud

The [7] Internet of Things (IoT) has the potential to transform the healthcare sector.
From the pacemakers to blood pressure cuffs, IoT healthcare can help doctors to have a
better analysis of diseases, monitor patients, and improve the treatment outcomes but
healthcare data security still remains as a substantial risk, which needs to be signifi-
cantly addressed. Processing, storing, hosting and archiving become more important. In
our project access control structure is added with encrypted data into the cloud, which
provides access only to the authorized data owners and users, which provide a fine
grained access.

2.8 E-Health Care and Le Hierarchical Encryption

The [8] e-healthcare system plays a major role in society. It provides a smart way of
health monitoring and helps to provide adequate medical treatment. This system’s
objective is to collect and store patient details and share health-related information. In this
system, in terms of text and image, they send the PHI to the cloud, as well as other
personal questions about their medical history. In cloud computing, PHI collected should
match with the doctors’ experiences and observations. Unfortunately A series of security
measures may take by providing delegating storage and computing untrusted authority.
There may be chances of de-duplication. In this paper the author explains a technique for
eliminating duplicate copies of data in cloud storage and reduces storage space.
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2.9 Attribute Based Encryption for Secure Sharing of E-Health Data

Cloud [9] computing is a revolutionary computer paradigm that makes it possible to
use computer resources flexibly, on demand and at low cost. The reasons for security
and protection problems arise because the health information of patients. The active
customers are stored on some cloud servers instead of under their own control. In this
paper, there are cloud computing systems based on multiple parties to make medical
data safer. Where medical data is encrypted using key policy and attributes. And the
member with a specific attribute and key policy alone can decipher health data after
verification by the “key distribution Center” and the “secure data distributor.” In the
medical field, this technique can be used to securely store patient details and restrict
access to an outsider. In order to secure the scalable data, the health data must be
encrypted before outsourcing.

There are lots of methods for the data preserving in medical IoT. From the survey
we analyzed that, for a group sharing the best choice is CP-ABE. Processing, storing,
hosting and archiving data. To decrease heavy computational and communication
overhead on data owners, most of the process of authentication and access control is
given to an AAM (authentication and access management).

3 Comparison of Existing Techniques

Confidentiality and privacy is important in the scenario of medical IOT. For a group
sharing it is better to use Ciphertext based attribute based encryption. It should ensure
that only authorized people will get access data. Initially algorithms like AES was
implemented and checked, but is considered to be an old method that uses extra keys
but with CP-ABE uses less number of keys.

4 Proposed Work

The main idea behind the work is to ensure a more secure and practical method for
transmission and storage of medical data. Instead of using private and public keys
preference was given to the usage of attributes. Single attributes are taken which
involves designation of the person logging in. All registered members can log in and
add confidential medical less in their respective accounts.

Person who wishes to retrieve these les can place a request for it from their
respective account. Acceptance and rejection is done and if by chance or accidentally
request is permitted for an unauthenticated person, then it will be disabled for down-
load. The security algorithm chosen is CP-ABE, after checking upon AES method. CP-
ABE is more suitable for works involving cloud platforms.

The medical data is proposed to be collected on a real time basis from temperature
and pulse sensors. ECG variations are also taken into account using potentiometer.
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Data collected from these hardwares are taken in as a CP-ABE and then encryption is
performed on it. On the occurrence of tampering inside the cloud contents an alert
notification is placed to inform the same.

5 Methodology

The main focus of the project is to reduce the number of keys used as in other methods.
Instead we use attributes to check the granting of access and to enhance the security.
Attributes used here is the designation of people or it can be any other factors assigned
or selected, can be multiple in numbers which replaces the use of extra security keys for
granting access.

The medical data sharing model involves entities like cloud server, attribute
authority, data owner and data user. The cloud server is third party, which is used to
store ciphertext and attribute bloom filter. The attributes are provided by attribute
authority.

The scheme model involves these steps.

Initialization: Authority attribute executes this algorithm. It takes as input a security
parameter and generates the output PK and MSK where PK is public key and MSK
is the Master Secret Key.
Key generation: Key generation is done using PK, MSK and user-attribute set S that
produces SK (secret key) as output for each user.

Online encryption: Takes as inputs the user’s public key and library generated private
key parameters and outputs an intermediate ciphertext. Online Encryption: Sensors or
smartphones are based on the public PK parameters, an intermediate ciphertext IT and
the information m to be encrypted, as well as an access structure (M,). Then output is
a ciphertext CT.
ABF Build: The data owner takes an access structure (M), and generates the attribute
of the bloom filter.
Decryption: ABFQuery and Dec have two subalgorithms.

ABFQuery: Inputs set S, ABF and PK attribution. The algorithm ABF-Query pro-
duces a reconstructed mapping attribute 0 = (rownum, att) S. The mapping shows the
cascading of the corresponding row number of matrix M and all att level S attributes.
Dec: Inputs the SK, ciphertext CT and reconstructed mapping attribute 0,
then returns message m if the access policy attributes can be fueled, otherwise the
algorithm will be omitted.

In overall, the key is generated using the key gen values. The private key and the
public key will be automatically generated for each user’s and is tied with the set of
attributes which represents user’s permission. For encryption, both keys and attributes
are provided so that security is enhanced.
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6 Conclusion

Instead of using the public key approach which uses a large number of key pairs
attributes were collected for each user which reduced the confusion and problems
created by large number of keys. Extra level of security was ensured by applying
online-online encryption before installing the data to cloud. Access control structures
were used to provide authentication. ABF Build was used to create attribute bloom
filters which provided a particular position for storing the data by hashing and storing
method. Hashing of attributes to a particular position enhanced the security of storage.
With attribute bloom filters addition of new attribute at any stage of execution become
easier and it does not require complete re-initialization of all the existing attributes
when new ones are added.

7 Future Scope

The work has got a great relevance in the protection of vital medical information.
Various encryption methods have been used at different stages for protecting the data.
A modification can also be added, along with the medical images that were generated a
video was tried to be compressed and encrypted.
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Abstract. Casualties and huge losses could result from fire disasters in build-
ings. On the event of fires, evacuation from an isolated place of course becomes
difficult and complicated due to factors such as fire spread, panic in evacuee
movement and consequent congestion, failure in communication due to errors
and delays, etc. This paper aims to compare competitive algorithms used for the
calculation of shortest paths or the safest paths to mitigate the problem of
evacuation. It also reviews corresponding evacuation models implemented in the
past. By comparison with all existing methods, challenging issues are discussed,
which should be met to enable basic requirements of an evacuation routing
system. We conclude by underlining future directions towards enhancing the
abilities for fire evacuation.

Keywords: Evacuation � Emergency � Routing algorithms � Safest path �
Congestion

1 Introduction

Fires cause destruction and devastation, costing the lives and livelihoods of people.
With increased housing density, it has never been more important to protect against
fires and to detect fire risks [1]. Building structures are progressively becoming com-
plex. Innumerable individuals travel through them constantly. Fitting to this intricacy is
fundamental to secure lives and comply to safety standards. In the event of fire
emergency, individuals’ lives are put at risk, and this causes a quick movement of
individuals needing to escape from the hazardous area. This brings in the need of
emergency navigation systems, as a way of managing safety exit of evacuees when
indoor fires occur. It is a corporate practice to make individuals go through pre-planned
evacuation drills to make sure that they know how to escape through the infrastructure
they are into. Work site readiness is essential, not only to reduce emergency mortality
rates, related to emergency events, but also for creating a culture and climate of
emergency preparedness. These is also a growing body of evidence that this type of
culture can support worker resiliency and help reduce long-term mental health con-
sequences of disaster survivor-ship. Furthermore, a culture and climate of preparedness
may empower personal responsibility for employees actions. By understanding their
role in supporting the safety of the entire population of occupants, employees may be
more likely to ensure that they are personally as well prepared as feasibly possible [2].
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However, this does not realistically picturize the real emergency and dynamics of the
fire situation.

Guaranteeing that alarm and evacuation systems frameworks are reliable and
productive is the need of the hour. Major trends in the market of fire alarm systems
focus on detection systems, put in place for protection of the building population in
case of fire and gas leakage. These systems monitor building areas for harmful gases
and fire, and provide warning in advance so that appropriate mitigation actions can be
taken in a reasonable time. According to Inderpreet Shoker, in the survey report of Fire
Alarm Systems Global Market Research for the span 2017–2022 report, growing
consciousness about fire protection systems and the perceived benefits of advanced
technology for fire prevention are accelerating growth in the fire alarm market.
Moreover, investments tend to be associated with retrofits or replacement projects or
modernization in developed nations, while developing countries like China, India, etc.
are undergoing massive growth propelling investment in grassroots projects. The
market of Intelligent Evacuation Systems mainly focuses on software and hardware
solution integration developed to promote the individual safety measures in emer-
gencies [3]. Such systems provide a format of alert and notification supporting smooth
and trouble - free evacuation during fire situation. Trends are mainly into visual and
acoustic alarming for people with impaired hearing, multilingual voice alarming. The
market for smart evacuation systems is impacted by increased demand for techno-
logically sophisticated products, increased need for rapid response management for
emergency, and supportive regulatory structure.

Egress models, are computer simulation models for fire evacuation which anticipate
the time for inhabitants of a building structure to evacuate. Many egress models are like
zone models, which determine the time to the beginning of illogical conditions in a
building. Egress models are frequently utilized in performance-based design analyses
for code compliance of alternative design and for figuring out during egress, where the
blockage zones would probably develop. EESCAPE, Simulex, building EXODUS,
EGRESS, ELVAC, EVACNET4, EVACS, EXIT89, EXITT, PATHFINDER, are some
of the egress models developed for fire evacuation in the past. The next section dis-
cusses the different approaches proposed as a solution to fire emergency evacuation.

2 Literature Review

2.1 Building Information Modelling (BIM)

In 2014, Wang et al., highlighted how to employ BIM as a detailed building infor-
mation supplier, to work with virtual reality, together building an adaptable immersive
serious game environment to provide real - time guidance on fire evacuation. This idea
utilized an adjustable A* algorithm and layered grid graph for responding towards a
scenario of building emergency using a database of Apache, My SQL and PHP [4]. Ma,
J., Jia, W., Zhang, J., proposed a BIM for guidance about three-dimensional building
within the considered evacuation path. Through complete integration of virtual reality
technology with BIM, the proposed system aimed at forming a management platform,
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through which evacuation drills become more convenient and management personnel
can direct the rescue operation more accurately [5].

2.2 Agent-Based Modelling

The evacuation model proposed in [6] simulated a more realistic pedestrian/evacuee
movement within a cell-based environment. By taking care that agents don’t only move
to an adjacent cell having lowest distance cost or the nearest node to final target for
more than one node with the equal lowest cost, agents being forced to move to the same
grid location is avoided by their modified algorithm, (by using priority queue flood fill
and A* algorithm) enabling the pedestrian movement to be determined by step num-
bers and directions instead of the calculated costs.

Bakar et al., in [7] focused on the unpredictability that comes in human movement
during fire emergency, due to panic behaviours, and therefore proposed a simulation
model based on Agent-Based Simulation (ABS) and Social Force Simulation
(SFS) Model to improve on fire evacuation modelling in a restricted space such as a
building.

Richardson et al., suggested a model of micro as well as macro - pedestrian
dynamics composed of a space-continuous agent based representation (micro - level)
and a compressible continuum flow model (macro - level) in [8]. He also established,
that there is a strong impact on evacuation time when actual number of people with
surroundings knowledge falls below a certain threshold. Their simulations indicate that
even in some cases, having environmental knowledge raises the risk of smoke and fire
exposure, possibly because, alternatives other than the fastest exit route are not seri-
ously considered.

2.3 Network-Optimization Based Algorithms for Fire Evacuation

Barnes et al., in [9] proposed graph based solution for fire evacuation, capable of
incorporating 3D cases naturally, nodes are sensors of the network, but specialized
nodes for isolated floors/exits are not used. Fu,v is time taken for a hazard to spread
from the sensor locations u to v; Ru,v is time for a human to navigate from the sensor
location of u to v. (these are Hazard weight and Navigation weight resp.)

Suppose at a moment, if a number of fire hazard locations are detected by the WSN,
then a hazard time Hu for each graph’s node, calculated by graph traversal, will be, as
stated in Eq. (1), with u0 hazardous,

Hu ¼ min
Xn�1

i¼1

Fui;uiþ 1 : u0; ::uð Þ
( )

ð1Þ

Calculation for a paths’ safety can recursively be as, Eq. (2),
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S vexitð Þð Þ ¼ HVexit . . . hazard time to reach exitð Þ ð2Þ

Also, if safety path p = (v1,v2,…vexit) is known, below path ‘p’ in Eq. (3), has the
safety value as stated in Eq. (4).

p ¼ v0; v1; v2; . . .vexitð Þ ð3Þ

S p1ð Þ ¼ minf S pð Þ�RV0;V1 ;HV0g ð4Þ

By assuming that a building has a fire hazards sensing network is efficiently
deployed, to detect fire in early stages, the model by Tabirca et al., in 2009 uses a
dynamic navigation graph to monitor the fireside dynamics along with progress of
evacuation, to make sure that evacuees keep safely sooner than the hazard. Instead of
distributed approaches in [9], it creates a dynamic graph by centralized computation,
where the arc weights change after some time contingent upon the fire hazard presence,
the arc weight represents the anticipated time to travel alongside the arc and this
fluctuates depending upon the time at which the arc is traversed with respect to the
incoming danger. This study lays the proposition that the dynamic cost function in
shortest dynamic path problem satisfies the FIFO rule, also calculates and ensure that
safe transitions, that are, maximum amount of times one can safely delay at the start
node, are finite. Additionally, that these safety values are decreasing over time is also
established by this paper [10]. The dynamic model generates information estimated on
the dynamics of the fire hazard; and then generates a set of dynamic weights of
navigation ct(u,v) portraying the time required to actually walk between two neigh-
boring locations u and v. Also, the model continues to generate a series of dynamic
centrality indices that provide useful data on each node’s importance entire process of
evacuation order.

2.4 Behavior Based Modelling of Crowd in Fire Emergency

From values based on experimental research, the variability factor, of physical abilities
of standard occupants and people having permanent or temporary locomotion
impairment, in a music festival area was accounted by their approximate unrestricted
distribution of walking speed. This evacuation model, by Ronchi et al., in [11],
incorporates these distributions in order to reproduce human behaviour during evac-
uation, for e.g. delay time distributions, etc. Individuals movement was replicated
within Pathfinder by investigating the embedded multi-agent based continuous evac-
uation models to deliver estimates of the time curves for people-evacuation in con-
nection to various evacuation scenarios. With quick responders’ evacuation
overlapping, in the overall evacuation, route choice is simulated using the model’s
default algorithm, which has a locally quickest path planning approach, i.e.,
courses/routes are positioned hierarchically utilizing nearby data about individuals’
location and exits’ queuing times.

Radianti et al., proposed a dynamic Bayesian network (DBN) based model which
underpins crowd behaviour of distinct kinds during evacuation, and is predicated on
studies of physical fire models, crowd psychology models, and corresponding flow

Review on Evacuation Systems for Indoor Fire Situation 31



models. Their proposed Crowd Evacuation Model is implemented with SMILE engine
and simulated by GeNIe Modeler and is such that it keeps track of people’s location,
people’s flow until their escape, and hazard development status at these locations, at
consequent time steps [12]. In [13], Lu et al., captured anxiety’s impacts on route opted
for and ability to interact with psycho-logical features such as guidance and herding
responses. This is achieved by using an optimization framework where the number of
planning steps and values of psychological parameters are affected by anxiety. To
validate their approach, anxiety levels have been manipulated by hazardous conditions
and the lengths of planning horizon are assessed by comparing extracted route options
with data in Virtual Reality experiments. Aiming to optimize the distribution and
composition of the occupants, estimate strategies for evacuation, and consequentially
increase the efficiency of evacuation, Hu et al., in 2018 studied influence by human and
fire factors and by their interaction on an evacuation process, which was based on
typical assumed exit choice strategies [14]. In a systematic view, they set fire to 50000-
kJ/kg combustion value, and correspondingly the temperature, height, and CO and CO2

concentrations of smoke layer for ignition room, corridor staircase were all assumed.
To reflect the exit balance situation and efficiency of whole evacuation, they took the
weighted value d as the experiment index, expression of which is as stated in Eq. (5),

d ¼ 0:8 � required safety evac:time
total evacuee number

þ 0:2� occupant pass situation ð5Þ

2.5 Multi-objective Optimization Based Approaches for Fire Evacuation

Shikhalev, D., Khabibulin, R., Wagoum, A., in 2014, in [15] formulated the opti-
mization problem, constraint being, to minimize the following assumed criteria: ‘in-
formation regarding usage of the current section’, ‘criterion of timeliness that leads
away from routes where fire hazards could be reachable’, and the ‘relative physical
length of the current section’. The problem was hence, to calculate the safest escape
route for person N1, N2…, Ni from the starting positions m1, m2,…, mi to the safety
areas s1, s2,…, si. They used a safest path criterion u as optimization, stated in Eq. (6),

u ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a:aið Þ2 þ b:bið Þ2 þ c:lið Þ2

q
ð6Þ

Here weight coefficients a, b, c at ai, bi, li ! min, where i = 1,..,n. are added for
importance regulation of the individual criterion. On calculating u, determination of an
optimal escape route is achieved using the Floyd Warschall algorithm, means of which
are expressed below, stated in Eq. (7). Here, dmij denotes shortest distance between
vertices ‘i’ and ‘j’; ‘m’ is the intermediate vertices between of the path.
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dmij ¼ min dm�1
im þ dm�1

mj ; dm�1
ij

n o
ð7Þ

Cisek and Kapalka, in [16], considered a queuing system concept, in an evacuation
process simulation. Upon starting a simulation, current data from a movement sensing
system will initiate an amount of people in it in individual nodes. In the process of
moving of evacuees from a given room to a door, time at which each person in ith room
arrives at jth room’s door is calculated based on Eq. (8),

Tn
ij ¼ Ti þ Lij

vi � Pi 0ð Þ � n ð8Þ

Here ‘n’ denotes person’s number, v denotes mean speed of movement within a
room, P denotes number of individuals present there, ‘L’ defines travel distance. For
entities migrating between rooms ‘i’, ‘j’, the time to attain then the next doors, is
determined by the fraction (Li j k)/(vj).

Another type of queuing system additionally considers possibility to include den-
sity - dependent changes in the pace of movement. Basically, the time Fij between
rooms to cross the doors is determined product of ‘F’ and ‘Wij’, ‘F’ giving the assumed
maximal flow of individuals, and ‘W’ denoting door width between rooms. To analyse
the efficiency of their model, a series of simulation experiments was conducted for a
selected building, which was assumed to be occupied by 450 people. They summarized
the results to indicate that the evacuation time is cut shorter when the system of
evacuation routing is put to use in situation where hazard is not taken into account. The
evacuation time with guidance is longer in cases where a hazard is present; however,
the forecasted death toll is smaller, particularly for people’s uneven distribution in the
endangered area [16].

2.6 Some Interdisciplinary Frameworks

Using artificial systems for testing prearranged emergency plans, parallel execution and
computational experiments, Hu et al., [17] in 2014 proposed an approach based on
cyber physical - social systems (CPSS), in which it is possible to fully connect with
building structures, fire scenarios, safety managers and evacuees. According to this
study, construction of data-driven parallel mechanisms implemented between artificial
and physical evacuation systems, can potentially help to achieve real time guidance for
evacuation.

Liu et al., assumed deployed sensors for determination of state whether a considered
building area is blocked or transitable. A communication network carries the sensor
information and the central server aggregates it. Here, using a collection of those tran-
sitable areas, calculation of evacuation paths, is done on the A* algorithm basis. The
central server computes in real-time, the evacuation route, and again through the com-
munication network, sends the recommendation information to the evacuee/occupant.
For validation at model level, their fire model assumed fire with constant spreading
direction and speed. Their simulation results showed that routing using a safety margin
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distance has the potential to increase the success ratio for evacuation during spreading fire
scenario [18].

3 Challenging Issues in Existing Systems

3.1 Complexity of Decision-Making

Modelling of fire emergency management can be done as a problem of optimization
(can be of a nonlinear combinatorial nature) in order to allocate resources to tasks
thereby minimizing overall costs also. Because classical optimization algorithms can be
easily get stuck in local minima and exact solutions, and can be computationally
expensive as well as time-consuming, therefore, meta-heuristics algorithms inspired by
natural and artificial intelligence have motivated considerable research.

Although heuristic algorithms cannot guarantee that the optimal solution will be
discovered, they can in polynomial time find a suboptimal solution. Li et al., in [19]
during 2018 researched on evacuation for fire in a library of a University, concluding
that dense population and evacuation channels which are relatively narrow, lead to
congestion, due to which velocity of safe evacuation is greatly reduced. For their case,
exit was the first to attain the dangerous state. Moreover, it was observed that haz-
ardous area’s direction was paradoxically the direction of safe evacuation. Also, people
quickly flocked on the exit causing congestion. Therefore, route indicator, emergency
exit and lighting, along with fire alarm system required improvement.

3.2 Route Searching

Available static evacuation plans in most buildings possess drawbacks when
environment/conditions for evacuation, change during severe fires. Moreover, evacuees
or end-users with a disability, due to limitations in their movement, may need the safest
evacuation route instead of the shortest. Therefore, it is necessary to further investigate
more onto the choice of precise and reliable path finding algorithms for their type of
situation.

3.3 Communication Delays and Network Security

Majumder et al., showed that their entire system which was an IOT based model
currently takes 25 to 40 s from sensing the fire to correctly updating the website. Using
a dedicated server for hub processing could significantly improve speed [20]. Hence, a
need to incorporate the support of a robust network coupled with adequate data
transmission is felt in most of the approaches reviewed. Wireless sensor networks are
usable, but their deployment is particularly prone to denial of service and denial of
sleep attacks due to dependency on computing power, memory, bandwidth and battery
power. Also for approaches which consider centralized mechanisms for route calcu-
lation, need higher speed data transmission for overall shrinking of recommendation
updation to the concerned evacuee.
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4 Conclusion

In this paper, we discuss different approaches developed for fire emergency manage-
ment and the challenging issues that need to be addressed to enable the requirements
for these approaches. Decision - making complexity, optimization of algorithms, route
search, network security, and energy - efficient management are key research issues for
any emergency management evacuation. In addition, multidisciplinary collaborative
research is highly needed to design future fire evacuation management systems due to
requirement of including technologically different elements in system design, followed
by interface. Finally, we conclude by highlighting below, a few directions for future
research in this area.

4.1 Updation of Dynamic Signs with Enhanced Frequency

While the objective of formulated algorithms for evacuation would ultimately be of
their integration into an evacuation system using dynamic indicators to provide
recommendations/instructions of safe directions during evacuation but theoretically
different considerations come into picture. More frequently upgrading the dynamic
signs provide sharper command over the evacuees, allowing the system to approach an
optimal solution more closely. However, potentially allowing the recommendations to
update directions too often lowers the evacuee compliance, because evacuees observe
the switching directions/signs as they reach them, it may confuse them regarding which
specific instructions to obey. Therefore, the update rate should be a balance that
delivers adequate and decent performance while maintaining the evacuee’s compliance.
Also, the lack of information about the evacuees who actually respond to dynamic and
predicted signs would deter the research from reaching a final conclusion.

4.2 Performance Gauged During Low-Occupancy Scenarios

For scenarios of high - evacuee headcount, several systems tend to perform better.
Evacuating crowded buildings takes longer, and this allows the signs to perform more
updates or time steps, thus better distributing the evacuees across different paths. On
the one hand, desirable feature can be improved performance in crowded buildings as
fire scenarios inherently carry a higher risk. On the other hand, the system developer’s
initial objective can be to design a system that minimizes the evacuation time
regardless of the building’s distribution and number of evacuees. However, as the
number of evacuees decreases, congestion is increasingly becomes a predominant
factor. This inherently makes it far less relevant to a dynamic congestion management
system. For systems which aim at Congestion - Optimization, will have a low operating
when limit headcount evacuee is considered.

4.3 Performance of Simulation Models

In short, simulation of personal actions in evacuation being complex, till now, there is
no single model that can fully resolve the different aspects of evacuation behavior.
However, it can be anticipated that more details will be contained in the future
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evacuation model, moving towards prediction of individual behavior, simulation of
large populations and complex characteristics along with managing the complex inter-
dependencies between the infrastructure, environment and human behavior. A proper,
relevant criterion for validation of decision making and calculated route also needs to
be investigated.

5 Future Research Plan

For widespread infrastructures, since it would be difficult for its facility users or visitors
to navigate from one location to the other, and this issue could aggravate in the times of
emergency; also, GPS-based navigation does not work indoors, hence there arises a
need to have any application in place to guide users with the shortest route within the
facility, based on floor maps, to their destination; thereby enabling the users to exit on
time, safely. Also for emergency of fire, management should be empowered with high
speed ethernet solutions. So, the future aim is to study on embedded aspect, that is,
hardware solution, that can be provided to this problem. The above different approa-
ches given by various researchers in the past, can’t just be compared for their supe-
riority, but their collective working on multicore processor architechture, is aimed to be
developed for more dependable outcomes.
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Abstract. Nowadays most of the people are moving from rural to urban areas
and they would rather prefer the advanced healthcare applications in their daily
life. So in this century, the studies behind this idea are growing fast. In urban
areas most of the homes are being equipped with smart devices and therefore the
scope of the healthcare applications in this area can be done without any
awkwardness. In this paper, the data collected from the smart devices can be
used as the source data for this purpose. The human activities are monitored by
the proposed system. From this huge data the patterns are being recognized by
the use of Frequent Pattern mining and the appliance to appliance and appliance
to time associations are built using incremental k-means clustering algorithm.
The activity prediction will be done by frequent pattern based KNN algorithm.
This system can predict the human activity pattern along with greater accuracy
for the purpose of healthcare applications.

Keywords: Frequent pattern mining � Incremental K-means clustering �
Frequent pattern based KNN algorithm

1 Introduction

You will find here In this century most of the people are migrating to urban areas, and
most of them are staying alone. So in this situation, the role of healthcare applications
in smart homes are relevant. Many discoveries are carried out in this area. The senior
citizen people are taking advantage of this thought. Monitoring everyday routines is the
key role for developing such a tremendous work. Anomalous activity of people can be
recognized by the everyday routines. The idea behind the paper will be useful not only
for the old age people who stays alone at home but also for individuals who are busy
with their work.

This arise the need for new concepts in cities to invest in digital transformation.
Currently, in urban areas most of the homes are being equipped with smart devices
which help to monitor their activities and thereby more concern to their health. The
data collected from the smart devices are the main source of inspecting a person’s habit.
The usage of appliances may be related with creating patterns and locating their regular
activities. By monitoring these patterns, a hasty change can be noted.
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For the evaluation of the proposed mechanism this research uses the UK Domestic
Appliance Level Electricity Data Set (UK Dale). The readings collected from the smart
meters help us to find the behavioural changes of the individuals and thereby providing
a solid data for the healthcare applications. The measures are related to the day to day
activities of the human beings. For example if the music system is in “ON” state this
can be associated with the human activity of “Leisure time”. Another example is, if the
Microwave oven and the Music System is in “ON” state, we can associate “Food
Preparation” and “Listening to Music together. In this way we can predict what type of
operations are done together by multiple appliance usage with respect to time. The
appliance-appliance usage and appliance-time associations are detected by this obser-
vation and we propose different mining schemes that continuously mine the data for
sorting out the associations.

Here we take advantage of K-nearest neighbors algorithm (KNN). We are not using
the algorithm directly to this model, but we are using an advanced version by the help
of frequent patterns. So here we can say this as frequent pattern based KNN algorithm.
We have derived this algorithm from the basic KNN algorithm. The main contributions
are: We present a human activity pattern based on appliance usage of individuals in
smart homes. For the pattern recognition we make use of Frequent Pattern mining
algorithm and for identifying associations between appliance and time k-means clus-
tering algorithm is utilized. Based on the individual and multiple appliance usage
activity predictions can be done and for this purpose we apply our new frequent pattern
based KNN algorithm.

The leftovers of the paper are organized as follows: Sect. 2 is explained some
related literature reviews of our proposed algorithm. Section 3 presents the proposed
approach and methodology. Section 4 interns experimental evaluation based on real
data set. Section 5 explains the comparison results. Finally the Sect. 6 explains the
future work for concluding the paper.

2 Related Work

To understand the behavioural pattern of person who is staying alone, is the main goal
to achieve. In this section we scrutinize the existing work to analyse the occupant’s
behaviour.

Mining human activity patterns from smart home for healthcare applications by
using Bayesian network is carried out in paper [1]. Here make use of incremental
frequent pattern mining algorithm for pattern recognition and appliance–appliance
associations. K-means clustering algorithm is used for appliance-time associations. To
build the activity prediction model, the integration of these results are given to the
Bayesian network which is a directed acyclic graph. It not only gives the activity
prediction but also the appliance to time associations to learn about the use of multiple
appliances. The work in [2] proposes data mining techniques for detecting house hold
characteristics based on smart meter data. Here the raw data is collected from the smart
home by using a smart meter. After the data preparation, some algorithmic approaches
are used for detecting the patterns. The paper conveys hierarchical clustering, C-Means
Clustering and Multidimensional scaling algorithms. The collected patterns can be used
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either for the health care applications or to help the consumers understand their energy
usage.

Mining Human Activity Patterns From Smart Home using Map Reduce algorithm
[3] illustrates how Big Data algorithm provide accurate results whether a person suffers
with any kind of health problem by mining the person’s frequent activity patterns
generated by the smart appliances. The MR-growth algorithm uses Map Reduce to
mine frequent patterns from huge amounts of uncertain data.

The Bayesian Network which is an acyclic graph where nodes represent random
variables and edges represent probabilistic dependencies, is used for the activity pre-
diction model. After extracting the frequent patterns of human activities, a clustering
analysis mechanism is used to discover appliance usage periodically. A Health Care
Service Model Using Human Activity Patterns [4] encapsulates how the health care
application works by make use of the data from smart meters. The mapping is done by
frequent pattern association mining and clustering. The paper has adopted the SVM
Classifier technique for predicting the individual’s behaviour.

3 Proposed System

Our proposed model for healthcare application begins with the collection of data. We
have collected the data from five houses from United Kingdom. The proposed work
starts by cleaning and preparing the data and then applying the frequent pattern mining
algorithm. The result of this mining gives us the frequent patterns of appliances which
are used by the person. i.e. the appliance-to-appliance association.

After that we are using the k-means clustering algorithm to determine the
appliance-to-time associations. With these two processes, the system is able to extract
the pattern of appliance usage which is then used as input to the new frequent pattern
based KNN algorithm for activities prediction. The output of our model can be used by
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Fig. 1. Proposed model for frequent pattern mining and activity prediction
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the healthcare applications. They can monitor the daily activities of people who lives
alone at home or people who are busy with their work. They can use the benefits of this
output for better assistance.

Figure 1 instantiates the new model which helps us to create our system for the
activity prediction. The model explains us, how to mould our proposed system. The
data is collected from the houses through the smart meter data. The data can be kept in
the database. The collected data may go through three important steps which are
frequent pattern mining, incremental K-means, and the frequent pattern based KNN.
After going through these unique steps we will get the result which tells the activity
prediction. This can be useful to the healthcare applications.

3.1 Preparation of Data

In this paper we have used a collection of data from smart meters in United Kingdom.
The data set contains millions of raw data. The data contains noises which have to be
removed. In the first step of processing the cleaning procedure is done to remove the
noises from the data and ready for mining. After the cleaning procedure the dataset will
be reduced.

The Table 1 shows the examples of ready to mine source data which contains the
appliances which are active in one hour. Here in between 07:00 and 08:00 Four
appliances are active, laptop speaker and washing machine. Table 2 illustrates clus-
tering source database. Here ‘time of the day’ and ‘hour of the day’ have been men-
tioned. These examples have taken four appliances from one house with the start time
and end time of each appliance usage. The time of the day measures morning, after-
noon, evening sessions in a day. Table 1 shows the appliances which are active in
diffrent hours of the same day.

3.2 Selection of Frequent Patterns of Human Activities

By the use of these, we have to discover the human activity patterns from smart home
data. By discovering the human activity patterns, we can find the associations between
the appliances and thereby finding the appliances which are working together [7]. By
the use of these frequent patterns, the healthcare applications can monitor the indi-
viduals and if some irregular patterns are found, they can send the alert to the hospital
or to the emergency sector.

Table 1. Ready-to-mine data

Date ST ET Active appliances

2013-10-20 07:00 08:00 Laptop, Speaker, Washing Machine
2013-10-20 08:00 09:00 Laptop, Speaker, Dish washer
2013-10-20 09:00 10:00 Laptop, Speaker
2013-10-20 10:00 11:00 Speaker
ST-Start Time ET-End Time
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Some regular activities such as “Watching TV, preparing food, listening music,
using laptop“are the examples which can be used for monitoring the personal routines.
The aim is to detect the patterns of these activities and from which the application can
recognize the frequent patterns which help to check the irregular activities of patient’s
behaviour. All the appliances that are active in one-hour time interval are included in
the source database. This is used for the frequent pattern mining. Here incremental
frequent pattern mining algorithm [15] is used for extracting the patterns from the daily
behaviour. Our first aim is to discover the patterns of daily activities of people.

For finding the patterns we can consider the individual appliance usage and the
appliance to appliance usage. Incremental frequent pattern mining algorithm is used for
this task. The task for the frequent item set mining algorithm is then to find all common
sets of items, defined as those item sets that have at least a minimum support. Once a
set of frequent item set has been found, association rules can be generated. By the use
of this we can identify the patterns that are frequently performed.

Let S be the set of all item sets S = {s1, s2, s3…sn}. Here the item sets are the
appliances which are active. For the frequent pattern mining, we measure the support
and confidence of the item sets. Minimum support is some threshold value which is
predefined.

Figure 2 illustrates the feasible relationships between usage and daily activities. For
example in leisure time, the TV, speaker and home theatre might be worked together.
Similarly in cooking time the appliances such as oven, kettle, and cooking range can be
worked together. So this possible relationships show us the possible frequent patterns.

Table 2. Clustering source data

Appliances Time of the day Hour of the day

Laptop 07:00–08:00 M
Speaker 08:00–09:00 E
Washing machine 10:00–11:00 A
M-Morning E-Evening A-Afternoon

LEISURE 
TIME

SPEAKER TV HOME 
THEATER

COOKING

OVEN KETTLE COOKING 
RANGE

Fig. 2. Feasible relationships between usage and daily activities
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Algorithm 1 describes incremental frequent pattern mining [10] procedure and the
algorithm calculates the appliance-appliance association. The output of this algorithm
tells which appliances are being used frequently and which are combined together. The
result in Table 3 shows the active appliances in 24 h. For example in an hour between
12:00–12:59, laptop, monitor, speaker are active. Similarly in between 01:00–01:59,
the appliances such as laptop and router are active. Figure 3 shows the example of
active appliance (laptop) that indicate two different activities at home. The energy trace
of appliances indicate the human activities such as leisure time, cooking time etc. This
example shows the possible relationship between appliance usage and activities.

Table 3. Example for appliances active in 24 h

Hours Appliances active

12:00–12:59 Laptop Monitor Speaker
13:00–13:59 Laptop Monitor Router
01:00–01:59 Laptop Router
06:00–06:59 Washing machine Oven Kettle
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Fig. 3. Example of hour and time of the day for active appliance laptop
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Fig. 4. Example of hour and time of the day for active appliance monitor
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Figure 4 shows the active appliance (monitor) as an example. These two figures
explain about the active appliances in hourly basis and also in ‘time of the day’ basis.

The FP-Growth Algorithm [14] is an efficient and scalable method for mining the
complete set of frequent patterns by pattern fragment growth. The FP-Growth Algo-
rithm is an effective way to find frequent item sets without using candidate generations,
thus improving performance. We have to find the support and confidence of the item
sets for frequent pattern mining. Support value will be the number of transactions.
A threshold value is defined for minimum support. Confidence is the measure of
number of transactions. The support and confidence measures are important for gen-
erating the frequent patterns and thereby framing the association rules.

The Table 4 shows the frequent patterns discovered. The output determines the
probability of appliances being active concurrently. As an example in an hour between
01:00–01:59 the count of laptop is 8 and the count of router is 6. Like that in an hour
between 12:00–12:59 the count of laptop is 3, monitor is 4 and the speaker is 5.

3.3 Data Clustering by Incremental K-Means

As the dataset is dynamic, to collect all the data objects before clustering is not
possible. If we are using non-incremental k-means the re-clustering is needed when
new data comes which decreases efficiency and wasting computational resource. To
overcome this situation we can replace it with incremental k-means clustering [12]. It
updates new cluster to previous clustering results. The K-means clustering algorithm is
used to handle incremental data in existing database very effectively [13]. The draw-
backs of basic k-means algorithm can be overcome by using this incremental k-means
clustering algorithm. The basic k-means algorithm is computationally very expensive
[6]. After doing the incremental k-means algorithm we are getting the cluster centroids
in hourly basis i.e. 24 h period. We are assigning the value of ‘K’ as 24 for getting 24
cluster centroids. i.e. finding clusters for every hour.

3.4 Frequent Pattern Based K-Nearest Neighbours Algorithm
for Activity Prediction

We make use of this algorithm for developing the new algorithm in our model. We
have created a new unique algorithm for our purpose. We can call it as ‘frequent pattern
based k-nearest neighbors algorithm’ [18] which uses frequent pattern, weight of
appliances (importance of appliances), and cluster centroid as parameters. This new
technique can be used for the classification purpose. The value of ‘k’ can be taken

Table 4. Frequent patterns: Frequent patterns discovered

Hours Frequent patterns

12:00–12:59 Laptop = 3 Monitor = 4 Speaker = 5
13:00–13:59 Laptop = 8 Monitor = 6 Router = 8
01:00–01:59 Laptop = 8 Router = 6
06:00–06:59 Washing machine = 3 Oven = 5 Kettle = 5
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randomly for better result. We could use frequent pattern mining in KNN [19]. For
example, if we have a database about some users, where each user is a transaction, you
could find patterns common to these users, and these patterns could guide the KNN
search or be used to generate clusters. Our algorithm predicts based on frequent pattern
mining [8].

We are considering frequent pattern, activity matrix, and activity frequency as input
to the frequent pattern based KNN algorithm. By using these parameters we can predict
the normal and abnormal activities. In this algorithm we consider the frequent patterns
of appliances which are used more than five times and the distance between activity
matrix of test date and the cluster centroid which is collected from the incremental k-
means. Another parameter we have collected is the total score of frequent pattern. By
make use of these parameters we can calculate the final score of this algorithm which is
used for the activity prediction.

Total score of frequent patternð Þþ distance
2

¼ final score

We introduce a threshold value for the prediction. If the threshold value is greater
than the final score, then the activity is normal else it is abnormal.

4 Result Analysis and Discussion

For the evaluation of the proposed model, we performed our experiments using the
UK-Dale dataset which contains millions of data collected from UK Energy Research
Centre. This is one of the largest dataset having millions of data which can be used for
our model. The dataset includes power consumption collected between 2012 and 2015.
The dataset contains time series data for five houses with a total of 100+ appliances.
The proposed system is developed in JAVA. The main objective of our model is to
predict the short and long term activities inside the house along with the appliance
usage as an indication of human activity patterns. Our data can lead a key role in
healthcare applications for the active monitoring, alert generation etc. along with high
accuracy in prediction by the help of frequent pattern based KNN algorithm. Figure 5
shows the detected appliances with probability distribution over 24 h period. Here we
have chosen five appliances for explaining the results. They are the appliances such as
laptop, washing machine, dishwasher, speaker and treadmill. We have mentioned
percentage of working in 24 h period. In Fig. 5 we can see that in between 13:00 PM
and 14:00 PM the usage of speaker is high and there is no working of washing
machine. Similarly in between 12:00 and 13:00 the usage of laptop and speaker is
prominent than other appliances. This information helps us to predict the activity
distinctly whether it is normal activity or abnormal activity.

The activity prediction in our proposed model depends upon the total score, we
have collected from the frequent pattern based KNN algorithm. The total score and the
threshold value tell us the human activity is normal or abnormal. If the final score is
greater than the threshold value, then we can predict that the activity is abnormal else it
is normal. Figure 6 exhibits the probability distribution of detected appliances for the
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day of the week. For example in weekends the working of laptop is low and the
working of washing machine is high. By the use of these data, we can calculate daily
activities and routines. Similarly in working days the use of laptop is high. This graph
shows the percentage of working of appliances in ‘day of the week’.

The total score value is calculated form the score which is collected from the
frequent pattern mining. The frequent pattern based KNN algorithm calculates the total
score which can be derived from the frequent pattern mining.

When we get the source data, it goes through the pre-processing stage, where we
convert data in hourly basis through the repeated process. Our dataset contains
timestamp and the voltage and it should be converted into our time series. For the pre-
processing stage we are considering only one month and we are calculating the total
usage in hourly basis. After that a matrix is generated which contains the total voltage
consumption in every hour. Here a matrix is created for each data. Then activity of
appliances is calculated, that is in 24 h which appliances are active. Here we get
activity frequency and activity matrix as output. After this process the system is
moving to the frequent pattern mining. Here we get the frequent patterns of the

0

20

40

60

80

100

Pe
rc

en
ta

ge

Hours of the day

laptop

Washing machine

DishWasher

speaker

TreadMill

Fig. 5. Probability distribution of detected appliances in 24 h period.

0
20
40
60
80

100

Pe
rc

en
ta

ge

Day of the week

laptop
Washing machine
Dishwasher
speaker
TreadMill

Fig. 6. Probability distribution of detected appliances for the day of the week.

46 A. Raveendran and U. Barakkath Nisha



appliances as output. Then incremental k-means processing happens. Here we get the
cluster centroids in hourly manner. The KNN algorithm is modified and we are using
the modified frequent pattern based KNN algorithm for activity prediction. This
algorithm not only calculates the distance between the activity matrix of test date
(selected date for prediction) and the cluster centroids but also the final score which
depends upon the frequent patterns. This final score and the random threshold value
which we are giving tell us whether the activity is normal or abnormal.

5 Conclusion and Future Work

In this paper we have introduced a model for analysing human activity patterns from the
smart meter data. Occupant’s routines and behaviour follow a pattern that could be used
in healthcare applications to track the individuals who lives alone or having self-limiting
conditions. The behavioural activities can be recognized from appliance-to-appliance
and appliance-to-time associations. For collecting these data, we have presented frequent
pattern mining and k-means clustering. For the activity prediction we have introduced a
new algorithm known as frequent pattern based KNN algorithm for better accuracy.

For future work we are planning to refine the model in a real time manner. This will
help the healthcare applications to send alert to the patients or care providers. This will
give a tremendous change in people who lives alone or with limited conditions.

Acknowledgemnet. All Author states that there is no conflcit of interest. We used UK dale
dataset (https://jack-kelly.com/data/) in this study.
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Abstract. Healthcare analytics is a rapidly growing industry. Healthcare ana-
lytics have the potential to reduce cost of treatment, avoid preventable disease
and improve the quality of life. This paper is an application of big data analytics
in healthcare. A co-relation analysis on clinical big data from clinical reports and
doctor’s notes are performed. Doctors consider similarity between health
parameters to take better decisions. The co-relation analysis of health parameter
is being used to cluster the patients based on similarity. Finally random model is
designed to predict future health condition of most co-related patients based on
the current health status. The future health prediction helps the monitoring of
patients in diagnosis process. The system used modified future health prediction
algorithm which is capable of predicting one or more diseases, which increase
the possibilities of algorithm in health care. The performance evaluation gives
about 97% of accuracy.

Keywords: Big data � Health care � Prediction

1 Introduction

Advanced healthcare systems patient data are collected through wearable devices
equipped with different sensors. Recently mobile technology also takes a vital role on
data collection. Smart phones with multi sensor devises are used as data collecting
devices. Electrocardiogram (ECG), Electromyography (EMG), Electroencephalogra-
phy (EEG), motion sensors, in-plant pacemakers etc, is the examples of devices used in
healthcare environment. The data collected by the devices are different health param-
eters such as, blood pressure; pulse rate body temperature health related images are
used to take medical decisions and patient monitoring. Indeed, huge amount of medical
data collected for years are costly and time consuming. There is a huge need of Big data
in healthcare due to the rising cost of healthcare in the countries like United states.
McKinsey’s last report states “After more than 20 years of steady increase, healthcare
expense now 17.6 percent of GDP- nearly $600 billion more than expected benchmark
of united state’s size and wealth”. So the physician’s treatment is more and more
evidence based. The new attitude of treatment is a greater demand in big data analytics
in health care facilitate than ever before. Now-a-days many data intensive applications
are emerged. Many stochastic models are developed by many authors. Even, existing
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model do not support both analysis and processing of structured and unstructured data.
Here using Map Reduce framework for the analysis of data. Map Reduce have the
capability of processing large volume of data in parallel.

The rest of the paper is organized as follows: Existing works on big data in health
care environment are discussed in Sect. 2. The system architecture of our proposed
system are explained in Sect. 3 and the subsection gives detailed discussion of various
sub sections of system. Modified future health prediction is the core part of system is
explained in Sect. 4. The performance evaluation process for result analysis is included
in Sect. 5. Conclusion and future work remarks in Sect. 6.

2 Related Works

A system designed for analyzing big data in health care with prediction for future
health condition [1]. The system use correlation algorithms within cluster and between
clusters. Future health prediction is implemented with prediction of flu disease. An
attempt with modified future health prediction algorithm is performed in proposed
work which capable of predicting one or more disease instead of one. A system
designed for BSN (Body Sensor Networks) which consist of number of nodes deployed
on a human body [2]. The patients have to practice certain fixed pattern excises. The
node placed on the body captures the body motion during practice. Correlations among
different patients have not used in this. Only clinical data are considered, histories of
disease symptoms are ignored. A clinical decision support system based on machine
learning approach is introduced [3]. This is capable of analyzing large number of
variables that are already available from Electronic Health Records. System used to
predict patient’s outcomes from the analyzed reports. This is a big data driven machine
leaning approach compared to traditional analytic methods.

Map Reduce is a simple programming model to develop distributed data applica-
tions. A full-fledged framework on Map Reduce platform to process streaming data in
healthcare applications [4]. Framework is a work load prediction method base on data
arrival rate. The Map Reduce split is based on the data arrival rate. So this extends the
traditional Map Reduce framework. Advanced Wireless Technology provides many
opportunities in healthcare platform. A study about Body area Sensor Networks [5],
including application challenges and perspectives. A set of challenges such as scala-
bility, energy efficiency, Quos, Co-existence, security and privacy are taken to account.
Big data in healthcare enormous not only because of its volume but also diversity of
data types and speed of data management [6]. By digitizing or complaining big data
lead to many advantages. Detecting diseases at early stages they can be treated early
and more effectively. The proposed work actually is a Big Data analytic in healthcare.
The advantages are widespread and that end several challenges must considered.
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3 Proposed System

The proposed system consist of a data collection phase in which the clinical data of
patient from hospitals is collected. Data may be any format which should be converted
in to a common format to make implementation easy. Before choosing a collected data
as our data set should ensure all the relevant parameters are included. After fixing the
data sets being used for the system pre-processing is done. Hospital data may have
unfilled fields of data and irrelevant data. Make sure all unwanted data is eliminated.
Data analysis is the main processing steps of our system. The correlation algorithms are
executed here. The result of these two algorithms gives a group of high risk patients.
The future health condition of that high risk group of patients is predicted in the future
health prediction phase

3.1 Data Collection

Collecting data is a crucial fact in system performance. So we collect the patient data
who visited more number of times the hospital in a particular window. Window can be
a week, month, or three month etc. In the healthcare big data environment physio-
logical data, 3D imaging, EHR, radiology images, geological sequencing, clinical and
billing data is all sources of Big data which describes the volume of data. Real time and
emergency patient monitoring such as health beat monitoring and Intensive Care Unit
(ICU) monitoring are the source of streaming data. ECG, EMG and clinical reports are
unstructured data whereas personal data, patient visits, etc are structured data which

Pre-Processing 

Data Collec on

Data Analysis

Intra-cluster Inter-cluster

Future Health Predic on

Within cluster Between cluster

Fig. 1. System architecture

Application of Big Data in Health Care 51



determines verity of data [9]. If we consider f is the frequency of visit, w is the window
size, l be the minimum limit, then f > l in w that patient data is valid and it should be
collected (Fig. 1).

3.2 Data Analysis

The processing of data collected is in the analysis phase. A successful system having an
accurate analysis phase. The total amount of data (Dtot) collected in data collection
phase is used for analysis. The size of data determines the complexity of processing.
Here we use the data partition mechanism to reduce complexity of data. This huge
amount of data is divided in to small partitions for parallel processing that reduce the
complexity to process the bulky data. The size of the data chunks can be any size
depends on the ease of processing. If x is the size Dp is the number of datas in one
partition and Dtot is the total collected data in the data set, then Dp = Dtot/x. The
number of partition must be take carefully becouse the size of data must be appropriate
for processing. Then each data partition is taken for processing. The processing is done
in MapReduce framework.

3.2.1 Analysis in Map Reduce Framework
The analysis of data chunks is in the Map Reduce framework. There is a number of
Map functions, a number of reducers and shuffle or sort functions. Number of Map
functions Map () execute in parallel. In the system implementation mapper is used for
preprocessing. Correlation analysis is done in another mapper. The shuffle and sort
function forward this correlation values which is received by the reducers. The mean,
variance and correlation values are calculated in reducers. The number of mappers and
reducers should be proper. The intermediate results from Map function are sorted and
forward to Reducers reduce () for the data locality and better performance. The number
of Reducers(N(R)) should be less than or equal to number of Map functions(N(M)) i.e.,
N (M) <= N (R). The output from Reducer is then used for storage and visualization
purpose.

3.2.2 Correlation Analysis Using Map Reduce
Correlation analysis is performed on the fine grained processing of data set in the Map
Reduce framework. The parameter set is different in their type and number in various
hospital departments. The relationship between them is also varying based on diseases.
Such relationships are examined in correlation analysis. The co-relation between
parameters [11] are analyzed in two ways. It is arranged in two algorithms that is, inter
correlation analysis and intra correlation analysis.

Intra-cluster Correlation Algorithm Within Cluster

In intra cluster correlation analysis the patient within the same department is clustered
based on their resemblance. Each individual is a patient p in a department d where p€P
and d€ DP. Hence each patient has a number of health parameters. However each
parameter is not equally responsible for a particular disease. Therefore we have to find
the correlation among health parameters of patients within a department DPi.
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• Before performing correlation analysis we have to pre-process the data and it should
be represented in a matrix format.

• The health parameters are stored in an intra-cluster parameter matrix. We separate
the parameters and stored in a separate matrix for the analysis requirements.

The health parameter correlation value different from one patient to another due to the
variance in the range of disease and severity of disease. The correlation analysis has
different sub steps such as column mean, variance and standard deviation. All these sub
steps are executed in map phases and intra-cluster correlation algorithm is executed in
the reduce phase. Based on the resulting correlation values severity of disease can be
calculated and high risk patients are cluster in to a group. The risk factor is in between
the range [0, 1]. We had taken a threshold value within this limit to determine the high
risk patients.

Algorithm 1: Intra-cluster correlation algorithm

Input:    Patient health parameters

Output: i) Intra cluster correlation factor 

1. Initialize total=0;
2. e=p;
3. for i=1 to e do
4. for j=1 to n do
5. totalij=p;
6. end for
7. end for
8. Up=total/x;
9. The step 10 to 17 executed Up number of times
10. for i=0 to Up do
11. for j=0 to n do

i) Intra-cluster matrix (IaC[i][j]) formed Patient and its 
parameters are stored in matrix format.

12. End for
13. Find the column mean, mean=total/no of records
14. End for
15. Evaluate variance(vr), vr=mean2/no of records
16. Find intra cluster correlation(cr)
17. If cr>= T theni
18. Ωd={P};
19. Enf if
20. Return vr,sd,cr ,Ωd;   
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According to the algorithm the total data collected are initialized. This step is
necessary if we use both patients in department and BANs are used. This algorithm is
implemented by ignoring BANs, but it can be use based on the requirements and source
availability. The collected data is then representing in a matrix format. After that
algorithm work to find the mean value of the parameters. Column mean of each
parameter is calculated Then variance and standard deviation is calculated within other
mappers. After computing mean, variance and standard deviation within mappers the
results are shuffled and given to the reducers to achieve data locality during execution.
Intra cluster correlation is executed within reducer function. The severity of disease
determined from the correlation value.

Inter-cluster Correlation Analysis Between Cluster

Algorithm 2: Inter-Cluster Correlation algorithm

Input:    Patient health parameters of two departments

Output: i) Inter-cluster correlation factor , ii) Newly classified patient list

1. Initialize total=0;
2. for i=1 to n1 do
3. for j=1 to n2do
4. Total amount of data collected
5. end for
6. end for
7. Up=total/x;
8. The step 10 to 17 executed Uij

p number of times
9. for i=0 to n1 do
10. for j=0 to n2 do
11. Intra-cluster matrix   IaC[i][j]=[n1,n2]
12. End for
13. Find the column mean, mean=total/no of records
14. End for
15. Evaluate variance(vr), vr=mean2/no of records
16. Evaluate standard deviation(sd), sd=sqrt(variance)
17. Find intra cluster correlation(cr)
18. If cr>= T then
19. Ωd={P};
20. Enf if
21. Return inter-correlation factor, new patient cluster.
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A threshold value is fixed. The patients with correlation value greater than the threshold
are cluster into a new group. The group contains are high risk patients. Inter cluster
correlation analysis is to find the similarity and dissimilarity between health parameters
of different departments. For example cardiology department for heart disease and
neurology department for neurological disease patients. Health parameters of patients
of these departments are different in their number and type. The inter cluster correlation
is to find the dependencies between these two departments parameters. And also high
risk patients are grouped together based on the correlation value.

Input and output parameters are set before executing the algorithm. The total data
collected are generate in an inter cluster matrix which contain all the parameters in both
ith and jth departments. The column mean of all parameters of ith and jth departments
is calculated. Variance and standard deviation is calculated within other map functions.
The inter-cluster correlation factor is calculated in reducer () after completing the
variance and standard deviations in different map functions. The intermediate results
are shuffled between the reducers for the data locality. The highly influenced health
parameters are identified and are grouped together. A threshold value is determined by
compare with correlation values and the correlation value greater than the threshold,
and then the patients with those parameters are grouped together. The newly classified
group is high risk patients they need proper meditation and precautions.

4 Future Health Prediction

A modified future health prediction model is used here. The future health of a patient is
predicted based on current health parameters. Here our new modified algorithm is
capable of predicting one or more serious diseases instead of predicting any one
disease. More number of correlated health parameters are analyzed so the accuracy of
prediction is increased. Patient monitoring and understanding severity of serious dis-
ease is the main application of this model. Early detection of such disease leads to
proper monitoring and treatment of patients.

Modified FHCP algorithm is executed after the execution of both intra-cluster and
inter-cluster algorithms. The high risk patients are clustered as the output of inter-
cluster correlation is taken for disease prediction. A flag is set as true for such high risk
patients. The mean of correlated parameters of high risk patients is already calculated in
previous algorithm. These mean and correlated parameters are compared. If all the
correlated parameters show a higher value than mean it indicated that the patient may
be the chance of that disease. Algorithm is work with different disease parameters
parallely to find the chance to have any other disease. Algorithm shows a patient may
have the chance of one or more disease. The efficiency of algorithm depends upon the
input parameters. If more number of parameters the prediction is more accurate.
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5 Performance Evaluation

The performance evaluation of algorithms is an important to determine the system
performance. The evaluation process was done as a comparison. The patients are
divided in to two groups of 50 patients. The algorithm is taken the two sets of data as
input. Table 1 gives an idea about the parameter utilization in the system. It’s a full
utilization model. All parameters in the parameter list is taken for analysis in all
algorithms so the system consider as full utilization model The data set collection phase
is very important. A well arranged data set of clinical data increase the system per-
formance and accuracy is higher if all the relevant parameters are included in it. All
parameters included data set gives more correlated parameters with higher values of
correlation.

Algorithm 3: Modified FHCP Algorithm

Input: i) High risk patient list

Output: i) Prediction of one or more disease probability

1. Initialize probability=0

2. Find Intra-cluster correlation

3. Find Inter-cluster correaltion

4. if cr>threshold then

i)set the flag=true

4. If flag (true) then

5. for i=0 to l do

6. for j=0 to n do

7.              if     crparameter>Mean then

8.               “Probabity of disease”

9.            end for

10. end for
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The Fig. 2 shows the result evaluation of intra-cluster correlation algorithm with
two sets of patients. The result shows that almost all patient parameters having the
correlation value greater than .75 are the most correlated patients. The smaller corre-
lation values show that parameters have no correlation. Algorithms give similar results
with two sets of data so the algorithm performance is good and accurate. The efficiency
of the system increased if more number of parameters with higher correlation values.

Figure 3 shows the evaluation results of inter- cluster correlation algorithm. Result
analysis is performed by applying three data sets as the algorithm. The algorithm shows
similar results with all data sets. The results greater than .75 are more correlated
patients and small results shows poor correlation between them. Accuracy of algorithm
is 99 because which give accurate result for almost all parameters.

Modified future health prediction algorithm is tested with two different disease data
sets. Algorithm predicts both diseases accurately. The prediction rate of both disease
increased by increasing number of patient data that is shown in Fig. 4. The result shows
algorithm is capable of working with any number of disease data set will give better
prediction results. Results shows Modified FHCP capable of prediction one or more
disease prediction which increases the application level of system in health care
environment.

Table 1. Parameter list of intra-cluster

Parameter Value

No of patient in dataset 1 50
No patients in dataset 2 50
Utilization model Full utilization

0

0.5

1

0 10 20 30 40 50 60Co
rr

el
a

on
 a

na
ly

si
s 

va
lu

es
 

Pa ent parameters

Intra-correla on results

Data set1

Data set2

Fig. 2. Intra-cluster correlation result evaluation

Application of Big Data in Health Care 57



6 Conclusion and Future Work

This is a modified FHCP system. There are three algorithms are used inter-cluster intra-
cluster algorithms for correlation analysis and modified FHCP for future health pre-
diction. Here the application of FHCP is tested by modified algorithm to predict one or
more serious diseases. The system offer many advantages in health care environment.
Increased number of health parameters are effectively analysed there for the prediction
is more accurate than previous works. Emergency department monitoring is the future
work which increase the advantages in health care. The performance evaluation shows
satisfiable results.

Acknowledgement. All author states that there is no conflict of interest.
Data set collected from this website: “http://www.kaggle.com”.

0

0.5

1

0 10 20 30 40 50 60

Co
rr

el
a

on
 v

al
ue

s

Pa ent parameters

Inter-cluter correla on

Flu Data set

Kidney Data set

Heart Data set

Fig. 3. Inter-cluster correlation result evaluation

0

50

100

150

200

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Pr
ed

ic
on

 R
at

e

Patent Data

FHCP Results

Kidney disease

Heart disease

Fig. 4. Modified FHCP results

58 K. M. Thasni and R. P. Haroon

http://www.kaggle.com


References

1. Sahoo, P.K., Mohapatra, S.K., WU, S.-l.: Analyzing heath care big data with prediction for
future health condition. IEEE Access 4, 9786–9799 (2017). E-ISSN:2169-3536

2. Wu, C.H., Tseng, W.C.: Data compression and by temporal and spatial correlation in body
area sensor network; a case study in Pilates motion recognition. IEEE Trans. Mob. Comput.
10, 1459–1472 (2010)

3. Taylor, R.A., et al.: Prediction of in hospital mortality in emergency department patients with
sepis: a local big data-driven machine learning approach. Department of Emergency
Medicine, Yale University, Mar 2016

4. Sang, F., Cao, J., Khan, S.U., Li, K., Hwang, K.: A task level adaptive mapping frame work
for real-time streaming data in health care application. Future Gener. Comput. Syst. 43–44
(2014)

5. Patel, M., Wang, J.: Application, challenges, prospective in emerging body area networking
technologies. IEEE Wirel. Commun. 17, 80–88 (2010)

6. Bates, D.W., Saria, S., Ohno-Machado, L., Shah, A., Escobar, G.: Big data for health care:
using analytics to identify and manage high risk and high cost patients. Res. Artic. Health
Aff. 33 (2014)

7. Islam, S.M.R., Kwak, D., Kabir, M.H., Hossain, M., Kwak, K.S.: The internet of things for
healthcare: a comprehensive survey. IEEE. Trans. Content min. 3, 2169–3536 (2015)

8. Raghupathy, W., Raghupathy, V.: Big data analytics in health care: promise and potential.
Health Info. Sci. Syst. 7 (2014)

9. Lin, K., Xia, F., Wang, W., Tian, D., Song, J.: System design for big data application in
emotion-aware health care. IEEE Access 4, 6901–6909 (2016). E-ISSN:2169-3536

10. Tawalbeh, L.A., Mehmood, R., Benkhilifa, E., Song, H.: Mobile cloud computing model
and big data analysis for health care applications. IEEE Access 4, 6171–6180 (2016). E-
ISSN:2169-3536

11. Yu, Z., et al.: Incremental semi supervised clustering ensemble for high dimensional data
clustering. IEEE Trans. knowl. Data Eng. 28, 701–714 (2016)

12. Dehury, C.K., Sahoo, P.K: Design and implementation of a novel service management
framework for iot devices in cloud. J. Syst. Softw. 119, 149–161 (2016)

13. Wang, W., Ying, L.: Data locality in map reduce : a network perspective. In: IEEE 52nd
Annual Allerton Conference on Communication, Control, and Computing (Allerton), 30
Sept, 3 Oct 2014. E- ISBN: 978-1-4799-8009-3

14. Lee, M., Han, X.: Complex window query support for monitoring streaming data in wireless
body area network. IEEE Trans. Consum. Electron. 53, 1710–1718 (2011)

Application of Big Data in Health Care 59



Data Science for Internet of Things (IoT)

M. Devi1, R. Dhaya1(&), R. Kanthavel2, Fahad Algarni3,
and Pooja Dixikha4

1 Department of Computer Science, King Khalid University, Sarat Abidha
Campus, Abha, Kingdom of Saudi Arabia

{devinov6,dhayavel2005}@gmail.com
2 Department of Computer Engineering, King Khalid University, Abha,

Kingdom of Saudi Arabia
kanthavel2005@gmail.com

3 Department of Computing and Information Technology, University of Bisha,
Bisha, Kingdom of Saudi Arabia

fahad.a.algarni@gmail.com
4 Department of ECE, Sona College of Technology, Salem, Tamilnadu, India

Abstract. The term data science has been floating around as a popular termi-
nology among social media applications globally. The associated device called
IoT generates more than 2.5 quintillion bytes of statistics step by step, which
could basically impact the business shapes. There is no doubt that the rising
technology of IoE (Internet of Everything) is dependent on Data Science con-
cept. The Industrial Internet of Things (IIoT) which makes up a good proportion
of IoT tries to analyze the data they record and turn the data into meaningful
information. In customary Data Science, the investigation is static and confined
being used. The information that is got may not be refreshed so the outcomes
accomplished in the wake of preparing may not be shrewd or usable. Then
again, since IoT information is being got continuously, the investigation sup-
plement the most recent market designs which permits making this investigation
more significant and wise when contrasted with customary ones. Additionally,
as more innovation layers are included or incorporated with IoT, it turns out to
be harder to structure and process the huge numbers of approaching information.
So truly, Data Scientists do need to up their aptitude with the end goal to grasp
IoT-created information. As the engaging quality of IoT expands a flood of
information lies later on. It is bound to the change the manner in which has seen
Data Science for quite a while. The blast in information isn’t just going to
require better foundation however more astute Data Scientists. Information
Science for IoT can help overcome some wide-reaching difficulties in order to
make more precise choices. This paper initiates to fulfill the readers to let
identify the effective utilization of data science in IOT Platform in upcoming Era
as IoT Opportunities for Data science as secured manner.
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1 Introduction

IOT has the new rule for the future, which is going to be, “Anything that can be
connected, will be connected.

Data Science Process is a responsive data science procedure to deliver analytics
solutions and bright applications professionally. The following contents explain the
approaches of data processing. Data Pre-processing: It is a practice that is used to
convert the raw data into a clean data set. The raw data format which is collected from
various sources is not viable for the analysis. Data scientists applied the strategy to get
more appropriate for what they need to do with it. There are some fundamentals steps
to be taken in data pre-processing such as (i) Data cleaning (resolving irrelevant data)
(ii) Data Integration (data amalgamation from multiple databases /data cubes) (iii) Data
Transformation (Shape the data using normalization and aggregation procedure)
(iv) Data Reduction (data volume reduced without affecting the analytical results)
(v) Data discretization (Numerical attributes replacing with nominal one).

2 Data Science Subdomain for IoT

The data science utilizing IoT will be managed extravagantly and gigantically for
different real time applications that have been associated with real time data and
computing advancements are as per the following

-Cognitive Computing: Cognitive computing extends this investigation approach
to manage districts that were difficult to reach by progressively customary gadgets like
business understanding and estimations [3].

-Real time Processing: Real time data processing includes a nonstop information
process and yield of data. Real time data processing and analytics permits an associ-
ation the capacity to make prompt move for those times when acting inside seconds or
minutes is huge [4].

-Time Series data Analysis: Time series is a series of data that is filed in time
arrange. The most well-known approach to picture time series data is to utilize a basic
line outline, where the level hub plots the augmentations of time and the vertical hub
plots the variable that is being estimated.

-Geo spatial Data Analysis: Geospatial data science meets various essential rising
innovation and financial advancement challenges.

-Deep Learning: Traditional machine learning models have dependably been
ground-breaking to deal with organized data and have been broadly utilized by orga-
nizations for credit scoring, beat expectation, purchaser focusing on, thus on. With
regards to unstructured data such as pictures, content, voice and recordings, hand built
highlights are times expending, weak and not versatile practically speaking.

-Edge Computing: Edge Computing alludes to calculation around the bend or
edge in a system chart. Edge computing is likewise advantageous for the associations
as it encourages them chop down costs that were prior acquired on exchanging data sets
over a system [24].
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3 Traditional Data Science Vs. IoT

By squeezing the association between these two data innovations down to its easiest
frame, it comes down to time. Conventional data science, for instance, identifies with
progressively basic procedures that encourage data accumulation and association.
There is no expiry or approaching timetable to be worried about, generally [1]. While
have to investigate and comprehend data as quickly as time permits, IoT is continu-
ously, easy to utilize and apparently interminable. The ongoing variable is one of the
noteworthy components that separate the two innovations. Both require high flag rates
and preparing times, however IoT solely requires accumulated bits of knowledge and
choices on the spot. To grow or draw out the time it takes for data handling, should
diminish or moderate the general estimation of the data at the center of the innovation
[23]. The Table 1 shows the comparison between traditional data and IoT Data.

Taxonomy: Figure 1 shows the taxonomy representation of data Science solutions
for IoT systems. The first part of the taxonomy is the sources of data which are
produced by public sector, private sector, Intelligent Transport Systems (ITS), Sensor

Table 1. Comparison between traditional data and IoT Data

Subject Traditional data IoT data

Content Created by human Created by machine
Content consume Based on the request Pushing data
Content combine Links Operators
Value of the content Answering the questions Action and data
What was done HTML and search engines Data creation

Fig. 1. Taxonomy of data Science solutions for IoT systems
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data and other data sources. The second part of the taxonomy is system components
which encompass of five parts explicitly data processing, data maintenance, data
conveyance, processing of data and the final is data visualization and analysis. The
third part of the taxonomy is enabling technologies of data science which may be
related to IoT context, which are Artificial Intelligence, machine Learning I & II and
Deep Learning [1]. The fourth part of the taxonomy is Efficient Elements supported for
IoT contain four key elements, precisely, Data input, Rules for data maintenance,
Computing device for processing purpose and data output. The last part of the tax-
onomy is analytic types are Expressive type, Prognostic type and Rigid type.

4 Open Research Problems in IoT for Data Science

IoT has a basic financial and social effect for the future development of information,
system and correspondence advancements. It presents difficulties in mixes of volume,
speed and assortment. A few enhanced advances, for example, computational insight
and vast data can be consolidated to enhance data the executives and disclosure of
information of huge scale mechanization applications. The greatest test exhibited by
Big Data is the procurement of learning from IoT data [22]. It is basic to create
foundations to dissect IoT data. Various IoT gadgets create consistent streams of data
and analysts can create apparatuses to extricate significant information from these data
utilizing mechanized learning procedures. Understanding data streams and examining
them for significant information is a test and prompts Data Science. Machine learning
calculations and computational insight methods are the main answer for handle vast
IoT forthcoming data, the key advancements that are related with IoT [7]. Figure 2
shows the research problems in IoT and data Science.

5 Languages Used for Data Science

Data science is nonentity, but it is a “notion to merge statistics, data analysis and their
connected approaches” in order to “know or recognize and examine authentic occur-
rences” through data. It pays methods and philosophies strained since numerous areas
within the comprehensive parts of mathematics, statistics, information science, and

Fig. 2. Research problems in IoT and data Science
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computer science. This arena is flattering more and more general with the arrival of
Machine Learning all around us. In order to realize data science, might need to dis-
tinguish at least one of the programming languages [5]. There are many programming
languages that are used for data science. Figure 3 shows the diagram representation of
languages used in data science.

• Python: Python is quickly picking up standard scheming and turning into an
increasingly down to earth language to construct items. Python is a useful asset for
medium-scale data handling. Python additionally has the benefit of a rich data
network, offering tremendous measures of tool-box and highlights.

• SQL: Structured Query Language (SQL) is utilized to manage extensive databases.
Specifically, it is useful in overseeing structured data.

• Julia: Julia has been intended to address all the numerical and computational needs;
subsequently it is perfect for data researchers.

6 IoT and Data Relationship

Connection among IoT and Data processing every one of the data from IoT is a
vocation in huge data. Different sorts and arrangements which may be organized,
unstructured or semi-organized of data created from different gadgets and sensors in
IoT are taken care of and changed by the assortment of Data accumulation [6]. The
monstrous sum data started from IoT are ingested and put away by the “volume” of
Data stacking. The close continuous preparing and investigation of gigantic data from
IoT are performed in a favorable way by the “speed” of Big Data examination [13].
Likewise, the knowledge and bits of knowledge of savvy IoT objects are acknowledged
and expanded by the “esteem” of Data. The equivalent is portrayed in Fig. 4 shows the
relationship between IOT and Data.

Lanuages 
used for 

Data 
Science

Python

R 

Java

SQL

Scala

Julia

Fig. 3. Languages used for data science
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7 Challenges of IoT Applications in Data Science

Connection among IOT and Data science every one of the data from IoT is a vocation
in huge data. Different sorts and arrangements of data created from different gadgets
and sensors in IoT are taken care of and changed by the “assortment” of Big Data
accumulation. The close continuous preparing and investigation of gigantic data from
IoT are performed in an opportune way by the “speed” of Data Science analysis [8].
Likewise, the knowledge and bits of knowledge of savvy IoT objects are acknowledged
and expanded by the appreciation of Data.

• Data Storage and Analysis: Because of the staggering expense of capacity, the
first challenge is the capacity media and higher information or yield speed [21].

• Knowledge Discovery and Computational Complexities: Learning disclosure
and portrayal is a prime issue in huge data and it incorporates a few optional fields,
for example, confirmation, chronicling, organization, conservation, information
recovery and portrayal. Because of the expansion in size of Data the current
instruments may not be effective to process this data for significant information [9].

• Scalability and Visualization of Data: The most essential test for Data science
methods is its adaptability and security. In the most recent decades analysts have
focused on accelerate data examination and accelerate preparing. Data adaptability
has turned out to be important for some, associations managing hazardous datasets,
definitely when execution issues emerge. The target of data representation is to
display the data in an increasingly proper manner, utilizing a few strategies of
realistic hypothesis [20].

• Poor data quality: It’s basic to maintain a strategic distance from manual data
section where conceivable. Application mix instruments are one approach to
computerize data passage and lessen the expansion of typographical mistakes,
exchange spellings, and individual mannerisms from the data. Time spent
‘preparing data’ additionally avoids re-doing work down the line. When data is
uniform and steady are prepared to begin removing the data needn’t bother with.
This is a fundamental advance to guaranteeing data quality, which conveys us to
challenge number two [10].

Fig. 4. Relationship between IOT and data
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• Too much data: Regardless of the present publicity around data science, an excess
of data can really cause a large group of issues that counteract significant
advancement. In these occasions, diminishing highlights and utilizing data deter-
mination procedures can help dispose of the commotion and slice through to what
makes a difference most.

• Data Structures: Most sensors convey information with a period stamp and the
vast majority of the information is exhausting with nothing occurring for a sig-
nificant part of the time. While static cautions dependent on edges are a decent
beginning stage for examining this information, they can’t enable us to progress to
indicative or prescient or prescriptive stages.

• Multiple Data Formats together:While time arrangement information have set up
procedures and procedures for dealing with, the experiences that would extremely
matter can’t emerge out of sensor information alone.

• Balance Scale and Speed: The greater part of the genuine investigation for IoT will
occur in the cloud, a server farm, or almost certain a half breed cloud and server-
based condition. That is on the grounds that, regardless of the versatility and
adaptability of the cloud, it may not be suited for situations requiring a lot of
information to be handled progressively [11] (Table 2).

Table 2. Challenges of IoT applications in data science

Challenges Actions

Data storage and analysis Storage of Data and Analysis of Data; hard drives were
utilized to store data; credited to the decent variety of
data;

Knowledge discovery and
computational complexities

Data Warehouses and Data centers; charge of putting
away the data that is acquired from the working
frameworks; computational multifaceted nature,
vulnerability

Scalability and Visualization of
data

Adaptability and security; Data adaptability has turned
out to be important for some, associations managing
hazardous datasets, definitely when execution issues
emerge

Poor data quality incorporate utilizing very much characterized industry
principles and ceaseless irregularity discovery

Too much data excess of data can really cause a large group of issues that
counteract significant advancement

Data structures connections between information pieces gathered at
explicit interims of times

Multiple data formats together Time arrangement information have set up procedures
and procedures for dealing with, the experiences

Balance scale and speed regardless of the versatility and adaptability of the cloud,
it may not be suited for situations requiring a lot of
information to be handled progressively
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8 Ways to Spread Over Data Science Algorithms to IoT Data

One of the essential points of innovation has dependably been the improvement of
human way of life and with the IoT, it is drawing nearer to accomplishment. In any
case, to totally understand this objective, IoT needs data to offer improved encounters
or find more up to date approaches to do this self-governing. That is the place Data
Science and Machine Learning come enthusiastically [19]. For the proper use of Data
Science systems, will have to characterize the data types [12]. When the data type is
characterized, it may be ought to apply the correct calculation that falls in accordance
with unmistakable data qualities.

9 Differences Between Data Science for IoT and Traditional
Data Science

Data Science for IoT has resemblances but similarly certain noteworthy variances. Here
are some variances among Data Science for IoT and Data Science [25].

• IoT and AI level for the Initiative
• Machines showing one another
• On-going preparing and IoT
• Real time labelling
• Real time accumulation
• Real time worldly connection
• Job of Sensor combination in IoT.

10 Impact of IoT on Data Science

Internet of things is a gathering of items that are one of a kind and can associate with
the Internet [14]. These articles could be whatever can interface with the Internet and
with one another so they can speak with one another. In any case, there is no detail
about what these gadgets can do or can’t do. A few contemplations of such gadgets are
referenced beneath [2].

• The utensils can cooperate with individuals and with one another to impart
• These utensils are equipped for catching data
• These utensils ought to have the capacity to process
• Data Storage

These utensils have controllers to turn things ON or OFF
-Essentialness of IoT: The scan for IoT is picking up hugeness when contrasted

with Big Data. There are different situations that should be concentrated to comprehend
why this is being sought. There are different instances of shopper and modern appli-
cations that are set to change how function and speak with the world. To see how IoT
has developed after some time, have to break down the publicity cycle [18].
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-Difficulties with IoT: There is a great deal of difficulties in acknowledging IoT.

a. Inspire devices from various producers to speak with one another
b. Design prerequisites and correspondence routines
c. Privacy of Information

With the progression in IoT based application, there is a test in approving asso-
ciated IoT applications, which incorporates its help for data volume, speed, assortment,
and veracity [15]. The above Fig. 5 shows the impact on IoT on Data Science.

11 IoT Changing the Appearance Of Data Science

As the notoriety of IoT expands, a flood of data lies later on. It is bound to the change
the manners in which have seen Data Science for quite a while. The blast in data isn’t
just going to require better foundation yet more intelligent Data Scientists. It will
require a foundation that can dependably process a steady stream of complex data.

Fig. 5. IOT on data science impact

Fig. 6. Challenging appearance of data & IoT
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What’s more, it will be a genuine exercise in futility and cash on the off chance that
can’t utilize this flood of data to bode well out of it [17]. Hence, this discharge of data
must to be an open door for data researchers. This Fig. 6 shows the challenging
appearance of data & IoT

12 IoT Data Science for Altering the World

Data Science for IoT can help defeat some worldwide difficulties. It can help produce
increasingly precise choices. This implies more intelligent answers for the purchasers
around the globe. IoT likewise makes the worry of protection for individuals; however
in the event that adds security advancements like Block-chain to IoT, which can
understand numerous advantages [16]. IoT Data Science additionally permits incor-
porating computerized reasoning.

13 Conclusion

This paper focused on the Data Science for IOT in an elaborated manner. The dif-
ferences between data science for IOT and traditional data science, impact of IOT on
data science, challenges of IOT applications in data science, open research problems in
IOT for data science and traditional data science versus the internet of things, Data
Processing in Data Science Approaches, Data science Subdomain for IoT, languages
supported for data science have been analyzed. The term Data Analytics has been well
defined as a process which is used to examine big and small data sets with vary-
ing data properties to extract meaningful conclusions from these data sets. The pro-
cesses in which the data science must undergo are data preprocessing, data
visualization, predictive analysis, supervisory learning, un-supervisory learning, deep
learning and computer vision. It is concluded that since IoT is among the most
important foundations of fresh data, data science will offer a significant impact in
constructing IoT applications more intelligent.
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Abstract. The invention of cloud computing offers elastic storage services in
pay-per-use policies and hence organizations store their data in cloud servers.
A cybercriminal can hack the sensitive documents in the cloud and sell it for
mere profit or a cloud server may be curious to learn the contents of documents.
Though many works for securely distributing the keys to the mobile cloud users
have been proposed, they are vulnerable to attacks and incur high computational
and communication overheads. This research work addresses the security issues
pertaining to secure group communication during the file upload and download
over public clouds. This research is a pioneering attempt to securely transfer the
keys, upload and download the documents from the cloud. The security analysis
ascertains the effectiveness of the protocol and the experimental results confirm
the efficiency of the proposed protocol.

Keywords: Cloud storage � Mobile user � Group key � Security
Confidentiality

1 Introduction

Cloud service providers offer services through private cloud, public cloud, hybrid cloud
and community cloud. The application of cloud can be best understood whenever a
user shares a sensitive document to other group members by uploading the document to
the public cloud. In many cases, the group manager and the cloud service provider
themselves will be curious to know the contents stored by the data owner in the cloud.
In this context, maintaining the confidentiality of the documents prove to be a vital
concern. To enhance the confidentiality of the data stored in the cloud servers, a secure
access control mechanism is a major concern in public cloud networks. Many authors
in the recent time and in the past have come out with novel access control based
security mechanisms to secure the data stored in cloud servers.
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This research work has been organized such that Sect. 2 outlines the need for the
proposed work. The proposed work is presented in Sect. 3. Section 4 analyzes the
performance of the proposed protocol and Sect. 5 examines its efficiency against most
of the known attacks in the literature. Section 6 provides a overview of the real time
setup and effectiveness of the proposed protocol. Section 7 concludes this research
work.

2 Literature Survey

A system for access control was proposed by Elisa et al. [1] which is based on policy
design for XML documents and was implemented in JAVA. James et al. [2] proposed a
scheme in which authorizations are specified with regard to role and not based on
individual identities. At any point of time, a user may possess multiple privileges.
A generic model of this scheme named Action Status based Access Control (ASAC)
was proposed by Barker [3].

Group access is realized by encrypting an e-learning content through an encryption
key composed of the parameters from all the users of the group with whom the
document is to be shared. This key is dynamically generated for every user join or leave
operation in the respective group. Whenever a new user joins or an existing user leave
from the group, the encryption key must be updated in order to prevent the leaving or
joining user from accessing the data or messages from the future or prior communi-
cations and a scheme in this regard was proposed by poovendran et al. [4]. Moreover,
the issues which are part of securely distributing the group keys to the group users is
studied by Kim et al. [5], Drira et al. [6] and Naranjo et al. [7] which led to the
innovation of another new scheme in this direction [8]. The process of generating,
distributing and maintaining the key is taken care of by key management schemes.
There are many key management schemes being available in the literature proposed by
Jeong et al. [9], Kim et al. [10] and Nabeel et al. [11]. Sridhar and Syms in 2016 [12]
have introduced a novel hybrid mechanism based on group key registration technique
to overcome the drawbacks of the previous protocols for the authentication of users in
the cloud. Moreover, Praveena and Syms have developed a secure storage scheme for
data to be stored in social networks using the proxy re-encryption scheme [13]. Thus,
the security of the data stored in the cloud servers have become an immensely
important concern. Based on the existing drawbacks as pointed above in the cloud
storage scenario, the objectives of the proposed work are proposed as follows.

(i) To propose a novel group key management scheme for establishing a secure
communication between a data owner and the group members for secure data
exchange.

(ii) To reduce the overhead in group communication, by allowing a Group Manager
to efficiently take care of the join and leave operations of the group members.
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3 Proposed ECDSEC Scheme

The proposed system consists of four entities such as data owner, group users, group
manager (GM) and the cloud server (CS). The mechanism of the proposed protocol is
based on five phases such as system initialization, cloud server registration phase,
group user registration phase, file upload phase and file download phase.

3.1 System Initialization

GM initializes the system by defining an additive cyclic group G1 of prime order q. GM
randomly selects two points P;G �G1 and a random number b � Z�

q . Followed by that,
GM computes two new points such that Y ¼ b:G and Z ¼ e P;Gð Þ. Finally, GM
publicly announces G1; q;P; Y ; Z.

3.2 Cloud Server Registration Phase

The CS and GM are involved in this phase to securely exchange the secret keys
between them. The CS selects a public key PKCSP and a private key SKCSP from Z�

q and
computes N ¼ SKCSP:P. It sends a message to GM consisting of PKCSP; IDCSP;N; r1
where IDCSP is the identity of the CS, r � Z�

q is a random number. This message is sent
as a plaintext over an insecure communication channel. GM receives the message from
CS. GM computes N ¼ e b:Y ;Xð Þ;O ¼ b:Y and randomly selects his private and
public keys PKGM and SKGM from Z�

q . Then, GM sends N;O; r; IDCSP;PKGM to the CS.

CS verifies whether e O;Nð Þ¼? R in order to verify whether the reply has been received
from the intended GM. The CS stores the public key PKGM of the GM for further
communications.

3.3 User Registration Phase

A user (group user or data owner) who wants to register himself with the GM for secure
document upload to the CS, has to perform the following steps.

(i) The user randomly selects a public key PKE and a private key SKE from Z�
q and

computes X ¼ SKE:P. He sends a message to GM consisting of
PKE; IDi; IDGroup;X; v1.

(ii) GM receives the message and sends R; S; v1; IDi;PKGM ; IDGroup to the user.

(iii) The user computes the secret parameter ai ¼ d
0
i � ri and sends

EncPKGM ai; IDi; IDGroup
� �

to GM.
(iv) GM receives the message from user and decrypts it using his private key SKGM

and updates the cloud user list.
(v) CS decrypts EncPKCSP CUL; IDGroup; IDi;PKE; v2

� �
sent by the GM using the

private key SKCSP. Then, CS checks whether the group with identity IDGroup

exists and if one exists, then the new identity IDi is added to the list. Else, a new
list with this mentioned group identity is created in the cloud server.

ECDSEC: An Efficient Group Key Management Scheme 73



Subsequently, CS selects a random number CKE�Z�
q and sends

EncPKE CKE; IDi; v2;PKCSPð Þ to the group user with identity IDi.
(vi) The user decrypts EncPKE CKE; IDi; v2;PKCSPð Þ using the secret key SKE and

checks whether identity present in the message is same as the user’s own
identity. If successful, the user stores the secret key CKE in its local database
which is shared between the CS and the corresponding user and sends
EncPKGM IDi; v2ð Þ to GM.

(vii) GM decrypts the message and checks v2. If successful, then it updates the CUL
with the new identity of the user who is doing this registration process.

3.4 File Upload Phase

The data owner who owns the confidential document sends a request to GM as
EncPKGM IDi; IDGroup

� �
. GM decrypts the message from the data owner using his secret

key SKGM and sends EncPKE IDi;ACVuð Þ where ACVu refers to the secret key vector
a1
a2
a3
. . .
an

0
BBB@

1
CCCA containing the secret keys shared by the members of the group with identity

IDGroup in which n refers to the nth member in the group. The data owner decrypts
EncPKE IDi;ACVuð Þ using his secret key and randomly selects c � Z�

q and computes
ek ¼ e P;Pð Þc. Also, the it encrypts the document as Encek docð Þ. Also, hides c as

c �
a1
a2
a3
. . .
an

0
BBB@

1
CCCA ¼

ca1
ca2
ca3
. . .
can

0
BBB@

1
CCCA in which

a1
a2
a3
. . .
an

0
BBB@

1
CCCA ¼ ACVu and

ca1
ca2
ca3
. . .
can

0
BBB@

1
CCCA ¼ ACVg. Here,

c � ACVu ¼ ACVg. Finally, the data owner sends Encek docð Þ, ACVg to CS as
IDi;EncCKE IDi; IDGroup;Encek docð Þ; IDdoc

� �
to the CS. CS decrypts the message and

retrieves the corresponding secret CKE for the user with identity IDi and decrypts the
message. Thus, the user is able to store the document securely in the cloud server. Since
the document is encrypted using the group key, the person who possesses the group
key alone is able to decrypt it. In our case, neither the cloud server nor the group
manager possess the group key and hence, the document can be decrypted only by the
receiver. The enable the cloud server to identify the uploaded document from other
documents stored in it, the identity of the document IDdoc is stored along with the
document.

3.5 File Download Phase

The group user with identity IDi sends a request to the CS for file download as
IDi; IDGroup;EncCKE IDi; IDGroup; IDdoc; v3

� �
such that v3 � Z�

q refers to a random num-
ber. CS takes the IDi of the group user and checks whether he is a member of the group
represented by IDGroup. If the group user is ascertained that he is a member of the
group, his corresponding secret key CKE which is shared between the group user IDi
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and the CS is retrieved by the CS. CS decrypts EncCKE IDi; IDGroup; IDdoc; v3
� �

using
the retrieved CKE and verifies whether the user identity and group identity present in
the decrypted content is the same as unencrypted identities. If successfully verified, CS
sends EncCEK IDi; IDGroup; doci;Encek docið Þ;Acvg; v3

� �
to the group user. The group

user decrypts the message EncCKE IDi; IDGroup; doci;Encek docið Þ;Acvg; v3
� �

using the

secret key CKE. Also, he computes r
0
i � Acvg ¼ Acv

0
g which can be represented by

r
0
i �

ca1
ca2
ca3
. . .
can

0
BBB@

1
CCCA ¼ Acv

0
g. The computation can be represented as below.

r
0
i � caið Þ ¼ r

0
i � c � ðd

0
i � riÞ

¼ d
0
i � c � r

0
i � ri

� �

¼ d
0
i � c � ð1Þ

¼ d
0
i � c

Moreover, the group user makes the following computation as well in order to
retrieve the group key.

di � ðd0
i � cÞ ¼ di � d0

i

� �
� c

¼ 1ð Þ � c
¼ c

4 Performance Evaluation

In this research, the data owner is left from any need for key updation which is
automatically being taken care of by the GM. This improvement has a significant
reduction in the need for computation if the group user is a mobile user which is a
battery constrained device. During a user join or leave operation in the proposed
protocol, the data owner is freed from the communication overhead also. The user who
leaves the group sends the request EncPKGM IDi; IDGroup; ai

� �
to GM and it does the

necessary parameter removal and forwards the request to CS for further updation in the
cloud server. The collusion attack is done by two or more users who left the group
working co-operatively in order to retrieve the group key. Assume that, a user i has
generated di; d

0
i; ri; r

0
i � Z

�
q and user j has generated dj; d

0
j; rj; r

0
j � Z

�
q in order to be part of

the group. But, after leaving the group, the two users exchange their credentials in an
attempt to break the security and find the secret key c. But, in the proposed protocol,
the assumption has been made such that di; d

0
i; ri; r

0
i for all the users are all random

numbers from Z�
q and have nothing in common between them. Thus, though the users
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try to collude, the scheme would resist a left user from acquiring the secret key c
successfully.

5 Security Analysis

The analysis of the proposed protocol is done based on the attacks and the efficiency of
the proposed algorithm in resisting the attacks.

5.1 Forward Secrecy

The secret key is embedded in the access control vector as c �
a1
a2
a3
. . .
an

0
BBB@

1
CCCA ¼

ca1
ca2
ca3
. . .
can

0
BBB@

1
CCCA

in which c is the secret key. The proposed method ensures forward secrecy by assuring
that, a user who has left the group cannot access the documents belong to a group in
which he is not a member.

5.2 Backward Secrecy

If mth user joins the group at a time T , then the access control vector shall look like
ca1
ca2
ca3
. . .
cam

0
BBB@

1
CCCA in which c:am refers to the parameter intended for mth user. But, before the

inclusion of mth user in the access control vector, it would be

ca1
ca2
ca3
. . .

cam�1

0
BBB@

1
CCCA and thus, the

mth user cannot retrieve the secret key c successfully. The context of ensuring the
backward secrecy will hold true even if more than two users collude with each other in
an attempt to break the security of the proposed ECDSEC algorithm.

5.3 Providing Security Over Insecure Communication Channels

Previous protocols exchanged secret keys between the data owner and the data users
over insecure channels. But, in the ECDSEC scheme, with the efficient implementation
of pairing based cryptography, the protocol securely exchanges the secret keys between
the data owner, group user, group manager and the cloud server over insecure channels
and this is the main objective of the proposed protocol.
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5.4 Resistance to Collusion Attack

In the proposed protocol, the assumption has been made such that di; d
0
i; ri; r

0
i for all the

users are all random numbers from Z�
q and have nothing in common between them.

Thus, though the users try to collude, the scheme would resist a left user from acquiring
the secret key c successfully.

6 Implementation

The proposed protocol incures less computational complexity measured in milliseconds
due to the fact that, the user join operation keeps the data owner completely intact of it.
A user who wishes to leave the group, sends a request to the group manager which in
turn forwards the request to the cloud server after processing. The data owner is
completely intact during the operation and this led to the enhanced performance effi-
ciency. Only the group manager and the cloud server are part of the user join operation
but not the data owner. Thus, the proposed protocol shows the minimum overhead
among the protocols in the literature. As it is evident from the fact that, during the user
join operation, the data owner is completely free from any computational overhead and
the same is the case with the user leave operation as well. Hence, the proposed scheme
performs better owing to its delegation of the maintenance of user leave and user join
operations to the group manager.

7 Conclusions

This research work aims to securely distribute the group keys between the group
manager, mobile users and the cloud service providers. The novel protocol, which is
introduced in this research work enables a mobile user and a data owner to securely
exchange the group keys in order to download the sensitive document from the public
clouds. The protocol is an ideal candidate for implementing it in the real world
scenario.
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Abstract. Object detection is one among the major sub-domains of the com-
puter vision which deals with the identification of objects of a pre-defined class.
Recognition of object is imminent to identify numerous pertinent objects from
an image or video. Several deep neural learning, machine learning based
techniques are used for object detection in digital images and videos. This paper
discusses a comparative study of some deep learning based object detection
frameworks, and analysed on the benchmark mean Average Precision
(mAP) and selected models are evaluated using PASCAL VOC 2007 dataset
which is the standard image data set for object class identification and recog-
nition. Among the selected detection models, PVANet has the highest mAP
(84.9) with FPS 21.7 and is considered as the best object detection method.

Keywords: Computer vision � Object detection � Deep learning

1 Introduction

To visually sense the features of this world, human beings use their eyes and brains.
Providing a similar or better capability to the computer is referred to as computer
vision. Information from the images and videos can be automatically extracted and
analysed using the computer vision. Computer vision aims at providing computers an
automatic visual understanding of the world, several theoretical algorithms have been
developed to achieve this. Machine Learning includes the computer vision where major
algorithms are already being integrated with simple daily applications and business use
cases. Facebook is using computer vision to recognize people in photos and perform
numerous operations. Now-a-days, autonomous vehicles (AVs) rely on computer
vision. AVs use computer vision to examine and choose a path of movement by
inspecting multiple video inputs of the vehicle. Medical field is the prominent area
where computer vision is applied. Diagnosis like reading x-rays, MRI scans, and other
types of diagnostics are using image processing. Currently, personalized applications
can be combined with computer vision without much effort.

The core applications of computer vision are object detection [1] and object clas-
sification. In object detection, a framework for identification will recognize a specific
instance of an object, whereas, in object classification, a model has been trained on a
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dataset of specific objects, this trained model classifies the new objects to the corre-
sponding categories. Object Detection is achieved from the single object recognition to
the multi-object recognition. Single object recognition can be stated as a problem of
object classification as it identifies only one object from a single image. Following
sections introduces the traditional object detection models and provides a brief note on
deep learning and open datasets.

1.1 Traditional Object Detection Models

There are three stages in the traditional object detection models: selection of infor-
mative region, extraction of features, and their classification. In informative region
selection, the whole image is scanned using a multi-scale sliding window and finds out
all possible positions of the objects. This process is high-priced and leads to massive
number of unnecessary windows. Feature extraction identifies objects in the image,
Scale-invariant feature transforms [8], histograms of oriented gradients (HOG) [9], and
Haar-like [10] features. It is hard to identify all kinds of objects due to the diverse
appearance, illumination, and background of the images. To distinguish the target
object from the other objects in the image, a classifier is essential. Support vector
machine (SVM) [11], AdaBoost [12], and Deformable part-based model (DPM) [13]
are some excellent classifiers.

1.2 Deep Learning and Open Datasets

Deep learning [2] is a sub-section of Machine Learning where knowledge is acquired
through learning of data. It has formed a mainstream in the object recognition systems.
With the emergence of deep learning, the issues in the traditional architectures of object
detection are addressed. Convolutional Neural Networks (CNN) [7] is arguably the
most popular deep learning architecture; in many research areas like classification of
the image, image retrieval, image super-resolution reconstruction, facial identification,
pedestrian recognition, video analysis, CNN has been widely used. Foundations of
deep learning are dataset and neural network. Data required to carry out the experiment
is referred to as dataset and extracting this data from real-time situations is a complex
task, to reduce this issue various open source dataset are available. The accuracy of the
neural network outcome relies on both the quality and size of the dataset.

Commonly used standard open datasets are ImageNet, COCO and PASCAL VOC.
ImageNet dataset has 14 million surplus pictures with class annotations, also contains
annotations of object locations and 20,000 categories of pictures are covered. ImageNet
datasets are preferred in the research works such as image classification, object loca-
tion, and object identification. “ImageNet International Computer Vision Challenge”
(ILSVRC) [4] is a challenge based on ImageNet. Common Objects in Context (COCO)
[5] is an open source dataset sponsored by Microsoft which includes more than
300,000 images encompassing 80 object categories. COCO is considered as the
“standard” dataset for the performance of image semantic understanding as this dataset
makes great advancement in segmentation recently.

In this paper, selected object detection frameworks are benchmarked based on mAP
on the dataset PASCAL VOC (pattern analysis, statistical modeling and computational
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learning visual object classes) [6]. mAP is the mean of the Average Precisions cal-
culated over all the object classes of the challenge. PASCAL VOC is the very popu-
larized and standardized image dataset for image classification, object identification,
and segmentation. The PASCAL VOC 2007 (VOC07) dataset encompasses 20 classes
(sheep, aeroplane, bicycle, boat, bus, car, motorbike, train, bottle, chair, dining table,
potted plant, sofa, tv, person, bird, cat, cow, dog, horse) and contains a common set of
tools for retrieving the datasets and notes. Compared with the previously mentioned
ImageNet dataset, the size of the PASCAL VOC dataset is comparatively small and is
fit for network-based programs. In PASCAL VOC 2007, all annotations are made
available; new developments are the rise in the number of classes, the introduction of
segmentation and person layout taster, annotations have been added with truncation
flags, also evaluation measure changed to average precision.

2 Literature Survey

Fast R-CNN [14] is a Fast Region-based Convolutional Neural Network method for the
detection of objects. It consists of several innovations to improve the speed of both
training and testing, and also enhanced the precision of object detection. Fast R-CNN is
compared with R-CNN [26] and SPPnet using the VOC07 and achieved a higher
mAP. The object proposals are classified using the deep convolutional neural networks
and is a fast update to R-CNN and SPPnet. R-CNN, SPPnet, and Fast R-CNN started
from the identical pre-trained VGG16 network and use bounding-box regression. The
results of VGG16 SPPnet are pre-determined and were taken from [15]. Single-scale
training and testing were used by Fast R-CNN and achieved mAP 70.0% with FPS 0.5.

Faster R-CNN [16] has been developed by concatenating RPN and Fast R-CNN for
object detection. Region Proposal Network (RPN) is a fully convolutional neural
network that determines the objectness scores position and bounds of the object. Faster
R-CNN uses RPN for object detection and RPNs are fully trained to produce extremely
good region proposals. Faster R-CNN is a unified network and the RPN module tells
the network where to look, thus it acts as the attention mechanism. Objects of a broad
area of scales and their aspect ratios can be determined using Faster-RCNN. The Faster
R-CNN using VGG-16 achieved 73.2% mAP with FPS 7 on the VOC07 test set.

Faster R-CNN [17] is based on residual learning framework to reduce the network
training. Here VGG-16 has been replaced with ResNet-101. They are easier to optimize
and achieved higher accuracy than previous ones. Here the layers are reformulated as
learning residual functions and showed that Faster R-CNN has better performance on
other detection methods. Both models are using the same detection mechanism, so
better networks receive the gains. With FPS 5, object detection mAP is 76.4% on the
VOC07 test set.

R-FCN [18] is the Region-based Fully Convolutional Network with fully convo-
lutional layers which allows entire backpropagation for training and inference. The
detection of an object from the image and their position are performed simultaneously.
In R-FCN, all computations are shared on the whole image. R-FCN proposed position-
sensitive score maps to solve the issue between translation-invariance detection and
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classification of the image. This method is mainly used in Residual Networks
(ResNets) [17]. For the 2007 Pa VOC, R-FCNs have achieved mAP score of 83.6%.

In YOLO [19], object detection is presented as a regression problem to the
bounding boxes and their related class probabilities. Images are processed in YOLO
real-time at the rate of at 45 frames per second. Another version of the network called
Fast YOLO is also presented and its processing rate is 155 frames per second. YOLO
faces issue with tiny objects that appear in groups and makes more localization errors
compared to other object identification frameworks. YOLO is concerned with gener-
alizing objects in new or unusual configurations as this model learns to predict the
bounding boxes using the data. YOLO pushes mAP to 63.4% for VOC07 with FPS 45.

YOLO is prone to higher localization errors compared to other detection mecha-
nisms. Moreover, YOLO has relatively low recall than other identification systems. An
improved model of YOLO named YOLOv2 [20] overcame these issues; it is speedy,
accurate and works as a good detector at small resolutions. YOLOv2 is ideal for low
end GPUs, high frame rate videos, or multiple video streams as it works with high
resolution at more than 90FPS with mAP almost comparable to Fast R-CNN. With
operating above real-time speed, at high-resolution, YOLOv2 is an object detector with
78.6 mAP with FPS 40 on VOC07.

SSD [21] is the Single Shot MultiBox Detector for object identification using a
single deep neural network and is used as a building block for huge models which
require object detection phase. Multi-scale convolutional bounding box is used by the
SSD and out-turns is connected to the multiple feature maps. Modeling the space of
possible box shapes can be achieved from this. SSD removes proposal generation
entirely and feature re-sampling stages or subsequent pixels and encompasses all cal-
culations in one network. SSD can be easily indulged with other systems which require
the component of detection and also it is easy to train. SSD512 model, for 512 � 512
input, outperforms Faster R-CNN in terms of accuracy on PASCAL VOC and achieves
76.9% mAP with FPS 19.

Feature Fusion Single Shot Multibox Detector (FSSD) [22], is the upgraded SSD
method and has feature fusion module. Feature fusion module is filled with the features
from different layers with different scales. Then convolutional layers are applied to
fused feature map to generate pyramid features which will be fed to multi-box detectors
to predict the final identification results. At the speed of 65.8 FPS, FSSD achieved 82.7
mAP on VOC07. This FSSD outperforms a lot of object detectors in both accuracy and
efficiency.

A novel network structure called PVANet [23] reduces its redundancy by inheriting
recent innovations including C. ReLU [25] and Inception structure and has more layers
with fewer channels. PVANet achieved 84.9% mAP on VOC07 with FPS 21.7.
PVANet is a light network which can able to perform complex vision tasks and can
maximize the computational efficiency. Along with object detection, this new method
can be used for semantic analysis and face recognition. PVANet is completely inde-
pendent of network compression and quantization and thus modern compression and
quantization methods are applicable to it.

For the training of region-based ConvNet detectors, Online Hard Example Mining
Algorithm (OHEM) [24] is used. OHEM removes the hyper-parameters that are used in
common. The effectiveness of the OHEM increases with the size and complexity of the
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dataset; this shows a significant mark in the mAP performance on benchmark
PASCAL VOC 2007 (78.9%).

3 Comparative Results

Comparison of different object detection methods on the dataset PASCAL VOC 2007
based on mAP is given in Fig. 1. Papers published within the past four years are chosen
for study. Ten detection frameworks are selected and evaluated using the benchmark
mAP.

In an overview, it is seen that PVANet is considered as the best object detection
method and has the highest mAP (84.9) with FPS 21.7. Rapid training speed and higher
accuracy advantages the PVANet as the superlative detection framework. R-FCN and
FSSD are the other frameworks which hold the second and third position and were only
at a small distance from PVANet. Localization errors of the YOLO has been over-
comed by YOLOv2 and its mAP significantly surged about 15% than its previous
version framework YOLO, which has the least mAP. A marginal increase in the mAP
can be seen in the SSD512 and FSSD, i.e., mAP of 76.8 has been burgeoned to 82.7.
Simple algorithm, OHEM gained 78.9 mAP on PASCAL VOC 2007. Faster R-CNN
ResNet-101 is speedy than its antecedents Fast RCNN and Faster R-CNN VGG-16.
Aforesaid mAP values stand on the strata VOC07 and vary according to other datasets.
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Fig. 1. mAP of detection methods on PASCAL VOC 2007.
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4 Conclusion

Latterly, object detection has been a noteworthy discipline of exploration as it contains
a plethora of information for semantic understanding regarding images and videos.
Deep neural learning methods have acquired a great triumph in the domain of computer
vision and object detection. A comparative study on various deep neural network object
detection frameworks based on the results achieved on PASCAL VOC 2007 object
classes has been stated in this paper. A few among the object detection methods within
the past four years have been selected and found that PVANet object detection
framework is foremost in the mAP. Computer vision has immense growth in the
medical field due to its significant role in healthcare applications. Studies on the bigger
perspective considering flow identification of tools from robotic assisted surgical strata
can be done in the future to explore more on learning methods.
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Abstract. In recent years, mobile ad-hoc networks have rooted their pillars for
emergency communication owing to reasonable cost, diversity, and easiness of
mobile devices. The mobile ad-hoc networks is a self-coordinated, distributed
and infrastructure-less network of mobiles nodes. These characteristics of
MANET enhanced the applicability of MANET in the field of emergency
communication such as military and police operations, flood control and fire
disaster management, etc. In MANET, a broadcast storm causes network
problems as there are redundant broadcasts and packet collisions. Classical
broadcast methods have motivated on evading broadcast storms by preventing
some rebroadcasts. The further problem is the link breakages induced by node
instability and their power exhaustion. In this research, we propose an adaptive
neighbor knowledge-based hybrid broadcasting method to address these net-
work problems. This method refines the counter threshold based on neigh-
bourhood, mobility and energy of the node and makes use of the refined
thresholds to make the broadcasting decision. The proposed method perform
best as compared to AMECBB and TCBB by decreasing delay, packet drop-
ping, and routing overhead and energy consumption.

Keywords: MANET �Broadcasting �Neighbour Knowledge-based routing, etc.

1 Introduction

Today, the cellular mobile network constructs the pillars of the existing communication
system. In emergency circumstances, these cellular mobile networks could be disrupted
during a natural disaster such as an earthquake, flood, tsunami, etc. or a man-made
disaster such as terrorist attack, bomb blasts, etc. [1–3]. Furthermore, in inaccessible
regions such as hills, mountains, etc., cellular mobile networks are not available due to
inaccessibility of cellular signal. Ultimately, the mobile ad-hoc network offers
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communication in the disaster-affected area and inaccessible areas for smooth con-
duction of rescue operations.

Mobile ad-hoc networks is a self-coordinated, distributed and infrastructureless
network of mobiles nodes. In mobile ad-hoc networks, every node is constantly
moving, producing alternative routes to be settled among the mobile nodes through a
period of time. With the purpose to guarantee connectivity between mobile nodes in the
absence of existing infrastructure, each mobile node in the mobile ad-hoc network acts
as a router to accomplish routing operation. Hence, routing is an interesting operation.
The continuously changing behavior and low power consumption of mobile ad-hoc
networks energized many researchers to work on routing in mobile ad-hoc networks.
These researchers are forced to use broadcasting to propagate emergency messages in
disaster circumstances. Utmost routing protocols use flooding as a broadcasting
mechanism for route discovery. Flooding accomplishes neighbourhood processing by
rebroadcasting the acquired packet to neighbourhood nodes until it reaches the desti-
nation node. It is a very elegant approach to implement route discovery in mobile ad-
hoc networks but suffers from broadcast storms [4, 5]. Classical broadcast methods
have motivated on evading broadcast storms by preventing some nodes from
rebroadcasts. These classical broadcast methods are categorized as counter-based and
non-counter-based methods. The difference between these two methods lies in the
decision parameter used to make a broadcast forwarding decision. The counter-based
scheme aims to eliminate the number of broadcasts based on the number of broadcast
packets received during the broadcast process from nodes neighbourhood. Therefore, in
this research, we introduce a counter-based method to focus on the nodes vicinity in the
network during the process of route discovery. This method accumulates the one-hop
and two-hop neighbourhood information and then chooses the routes corresponding to
the association between the one-hop and two-hop neighbours. Further, the mobility and
power exhaustion of mobile nodes cause link breakages in the mobile ad-hoc networks
[6]. In order to make a more robust method against link breakages due to mobility and
energy exhaustion of the mobile nodes, the speed and the energy of the nodes are also
taken into consideration to focus upon. The goal of our proposed method is to address
the routing problems induced in MANET and enhance the performance by combining
the classical broadcast methods.

The rest of this paper is arranged as follows. Section 2 describes classical broadcast
methods used in the literature. Section 3 proposes an adaptive neighbour knowledge-
based hybrid broadcasting method (ANKHB). Section 4 describes the performance
study of proposed method evaluated through simulation and comparative analysis.
Section 5 concludes the paper.

2 Related Work

The broadcast storm and link breakages problems have a significant impact on the
lifetime of the network. In literature, many counter-based and noncounter based
methods are exploited to address the routing problems induced in MANETs. The
counter-based and non-counter based methods are further categorized corresponding to
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the decision parameters used to make the broadcast forwarding decision such as
neighbor-knowledge, distance, speed, and energy.

Neighbour-knowledge based methods: These methods are categorized as density
based and vicinity based methods corresponding to the broadcast decision parameter.
The density-based methods make use of local density (number of neighbours) measure
and global density (total number of nodes in the network) measure to take the broadcast
decision. These methods aim to reduce the broadcasts in the high-density network. In
[7, 8], the authors proposed Density-aware Probabilistic method in which the broadcast
forward probability is attuned to inversely proportionate to the local density and
directly proportionate to the efficiency parameter adaptable to topological factors. In
[9], the authors exploit the additional coverage by knowing the one-hop neighbours and
global density measure i.e. the total number of nodes which eventually replaced in [10]
by the average number of nodes in the network.

The vicinity based methods use the nodes vicinity in one-hop neighbourhood scope
and two-hop neighbourhood scope as one of decision parameter to make the broadcast
decision. These methods accumulate the one-hop and two-hop neighbourhood infor-
mation and then take into account the association between the one-hop and two-hop
neighbours to make broadcast decision making. In [11], the authors proposed three
different variations of the vicinity based method. In the first variation, the broadcast
forward probability is attuned according to the density of two-hop neighbors attained
only through one-hop neighbors. This variation attempts to avoid lonely nodes. The
second variation fixed the broadcast forward probability to the fraction of one-hop
neighbors within two-hop neighbourhood scope. The third variation decided the
broadcast forward probability to the fraction of two-hop neighbors within two-hop
neighbourhood scope.

However, in another approach [12], Hyocheol Jeong, Jeonghyun Kim, Youngh wan
Yoo proposed a family classification of nodes neighbours. The parent node and their
one-hop neighbours are considered at first position whereas parent nodes two-hop
neighbours are designated as child nodes that acquires the second position. Then they
take into account the association with all their neighbours in order to decide broadcast
forward probability. The broadcast forward probability induced is directly propor-
tionate to the number of child nodes and inversely proportionate to the number of one-
hop neighbours of the parent node.

In [13], the D. G. Reina, S. L. Toral, P. Jonhson, F. Barrero united density based
and vicinity based approaches to flooding to address broadcast storms and link failure
problems incurred due to the instability of the nodes. They proposed the forward
neighbourhood measure in order to differentiate the density of nodes in two-hop
neighbourhood vicinity to the one-hop neighbourhood vicinity. The forward proba-
bility is adjusted according to the forward neighbourhood measure of the previous and
the current node. The forward probability is based on the implication that the density
decreases if the forward neighbourhood measure of the current node is less than the
forward neighbourhood measure of the previous node and vice-versa.

Distance based methods: These methods [14, 15] are categorized as Euclidean dis-
tance based and RSS based methods corresponding to the broadcast decision param-
eter. The goal of these methods is to decrease rebroadcasts by the selection of the
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farthest nodes from the senders. Euclidean-distance based methods use the distance
between the source and the destination nodes as the decision measure for the broadcast
process provided with the support of the GPS system. The RSS based methods use the
relative distance between the nodes as a function of the signal power.

Speed based methods: As mobile nodes are not limited by the speed, highly unstable
nodes may cause drastic changes in the topology of MANET which in turn cause link
breakages in the network. Hence, the objective of the speed based methods is to reduce
redundant broadcasts by the choice of highly stable nodes to determine further steady
routes [16–18] in the high-density network. These methods are intent to reduce link
breakages in low-density networks of faraway dispersed nodes to induce less inter-
mediate nodes for the route discovery process.

Energy based methods: Owing to the limited power capacity of the mobile nodes, the
nodes possibly die out earlier in high-density networks to cause linkage breakages.
Therefore, energy based methods aim to achieve network lifetime by the reduction of
the rebroadcasts through the selection of strong nodes during route discovery [19, 20].

3 Adaptive Neighbour Knowledge-Based Hybrid
Broadcasting Method

The ANKHB method gathers the one-hop and two-hop neighbourhood information and
uses nodes vicinity in one-hop neighbourhood scope and two-hop neighbourhood
scope as one of the decision parameters to ensure connectivity of the ad-hoc network.
Moreover, the mobility and power exhaustion of mobile nodes also causes network link
breakages in the mobile ad-hoc networks. Therefore to ensure long-lasting network
lifetime, ANKHB have taken into consideration the speed and the energy of the mobile
nodes. MANET can be represented as an undirected graph (M) of mobile nodes
(N) linked through the edges (E) of the graph. The edge (Ni, Nj) exists if there is
connectivity between node Ni and node Nj.

Neighbouring Knowledge Acquisition
Hello packets are used to acquire neighbor knowledge information from the net-

work. The node sends the Hello packet to the nodes in its coverage. If the Hello reply is
received from these neighbouring nodes within the constrained time then these nodes
become the neighbouring nodes of that node. By the use of Hello message, when a
node (Ni) receives a broadcast packet it performs the following

1. Initializes packet counter,
2. Constructs One-hop neighbour set (O) of node Ni,
3. Constructs Two-hop neighbour set (T) of node Ni,
4. Constructs Common neighbour set (I) such that I (Ni) = O (Ni) \ T (Ni).
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Stability and Energy Efficiency Estimation
Nextly, the stability, and energy fraction is estimated for the common neighbor set (I).

1. Stability (S) is computed as the ratio of the difference of maximum speed (Smax) and
current speed (SNi) to the maximum speed (Smax).

2. Energy Efficiency (E) is computed as the ratio of the energy of the node (ENi) to the
initial energy of node (Eini).

Classifying Stability and Energy Efficiency

1. To specify the mobility of the MANET, stability type (Sty) is evolved as Condition
(S > Suth).

Sty : if condition = True; Sty ¼ More Stable
Otherwise; Sty ¼ Unstable

2. Also, stability type (Sty) is evolved as Condition (Slth) < S < (Suth)

Sty : if condition = True; Sty ¼ Stable
Otherwise; Sty ¼ Unstable

3. To specify the energy efficiency of the MANET, energy efficiency type (Ety) is
evolved as condition (E > Eth).

Ety : if condition = True; Ety ¼ Strong
Otherwise; Ety ¼ Weak

Assigning Thresholds and Broadcasting

The counter thresholds are dynamically set as per the energy efficiency and stability of
the network in spite to make broadcast decision making. The refinement of the
thresholds decides the number of transmissions allowed in the network. The ANKHB
refines counter threshold to decide counter thresholds (Cth) as High, High Moderate,
Low Moderate and Low from two conditional attributes viz., Sty and Ety. The refine-
ment is methodized as follows in Table 2. Then based on stability and energy efficiency
type it constructs the following:

1. Highly stable set (HS), strong set (ST), weak set (W) and, stable(SB) of node Ni.

2. Common neighbour set of highly stable and strong nodes (M) such that M (Ni) =
HS (Ni) \ ST (Ni)

Thus, it decides preferences to form stable routes which makes the use of stability and
energy efficiency of the mobile nodes. If the packet counter reaches counter threshold
(Cth) then the packet is dropped otherwise transmitted (Table 1).
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4 Performance Study

This section describes comparative methods, evaluation setup and performance mea-
sures used for evaluation of the proposed protocols.

4.1 Comparative Methods

The performance of the ANKHB is evaluated by comparing the proposed method with
the AMECBB and TCBB methods.

AMECBB The adaptive, mobility-aware energy-efficient, counter-based broadcasting
(AMECBB) is a hybrid probabilistic method of packet counter and neighbor knowl-
edge, speed and energy-based methods. AMECBB refines the counter thresholds based
on the network, speed, and energy of mobile nodes which forms the platform for
rebroadcast probability estimation. The substantial accomplishments obtained by
AMECBB to address MANET issues are:

1. AMECBB provides a robust method to achieve efficient route discovery by
reducing the overall energy consumption of the network to increase the durability of
the network.

2. Retransmissions are constrained by introducing a random delay which indirectly
avoids packet dropping due to collision falloff.

TCBB It is a novel counter-based broadcasting method using TOPSIS multicriteria
decision-making that determines whether to broadcast according to a set of parameters.
It focuses on three main decision parameters of the mobile node viz., the neighborhood,
mobility, and energy. The rebroadcast probability function is constructed by mapping
three decision parameters into a single parameter. The weights of these criteria reflect
their relative importance in the decision-making process. The significant achievements
obtained by TCBB as a means to address MANET issues are:

1. TCBB offers effective route discovery which involves the neighbourhood propa-
gation and multi-criteria decision making to achieve guaranteed delivery by the
reduction in the redundant broadcasts.

Table 1. Characteristic refinement table

No. Sty Ety Cth

1 Highly stable Strong High
2 Highly stable Weak High moderate
3 Stable Strong Low moderate
4 Otherwise Otherwise Low
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2. Re-transmissions are controlled by the TOPSIS Multi-criteria decision-making
which estimates the performance of each alternative by relatively simpler mathe-
matical computation to reduce the latency of the route discovery.

4.2 Evaluation Setup

This section aims to evaluate the performance of an adaptive neighbour knowledge
based hybrid broadcasting (ANKHB) method using the NS-2 Simulator (NS-2.34). The
parameters used in the following simulation experiments for Mobile Ad-hoc network
are listed in Table 2. The network has a constant transmission range of 250 m.
The MAC layer scheme follows the IEEE 802.11 MAC specification. The movement
pattern of each node follows the random way point model. The two-ray ground
reflection model which considers both the direct path and a ground reflection path as a
radio propagation model. The transceiver of MANET is configured with Omni direc-
tional antenna. The mobile nodes move over the terrain size of 1000*1000. The
simulation was performed for the network of 100 nodes over the varying simulation
times of (75, 100, 125, 150, 175, 200).

4.3 Performance Measures

The measures used to evaluate the effectiveness of the proposed method are the Packet
dropping ratio, total consumed energy, delay, normalized routing overhead and
throughput.

Packet Dropping Ratio The packets are dropped in the network if they fail to reach to
the destination because of congestion in the network. The congestion occurs in the
network because of redundant re-transmissions. The packet dropping ratio can be
defined as the ratio of the number of packets dropped to the total number of packets
sent. Therefore, it is desirable to have smaller packet dropping ratio. Figure 1 shows
the graph of packet dropping ratio versus time. The packet dropping ratio were

Table 2. Simulation parameters

No. Parameter Value

1 Network area 1000*1000
2 Transmission range 250 m
3 Simulation time 350 s
4 Traffic pattern CBR(UDP)
5 Number of nodes 100
6 Pause time 25 ms
7 Routing protocol AMECBB, TCBBB, ANKHB
8 MAC protocol IEEE 802.11
9 Mobility model Random way point mobility model
10 Propagation model Two ray ground
11 Anteena Omni directional
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increased from the low simulation time to the high simulation time for the comparative
as well as proposed protocol. Indeed,

ANKHB performed better than AMECBB and TCBB by reducing dropping ratio
by an additional 15% and 40% respectively.

Delay In order to reach from the source to the destination, the packet travels through
the number of intermediate nodes. Delay is defined as the total time required by a
packet to travel from the source to the destination. A lower delay means better per-
formance. Figure 2 presents a graph of the delay versus time. There is no significant
increase or decrease in delay over the increasing simulation time for the ANKHB.
Truly, ANKHB outperformed AMECBB and TCBB in reducing the delay by an
additional 63% and 56% respectively. As more the number of re-transmissions are
condensed in our proposed method the overall routing process speeds up.

Total Energy Consumed Total energy consumption is defined as the difference
between the current and initial energies of nodes. A lower total energy consumption
means better performance for a proposed scheme. Figure 3 shows a graph of the total
consumed energy versus the simulation time, emphasizing that total consumed energy
increased over increasing simulation time when using the proposed method as well as
comparative methods. In fact, ANKHB decreased the total energy consumption by
more than 53% compared to the AMECBB method and 46% compared to TCBB
method. As nodes vicinity and energy has a considerable impact on the number of the

Fig. 1. Packet dropping ratio versus time
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Fig. 2. Delay versus time

Fig. 3. Total consumed energy versus time
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re-transmission in our proposed scheme the overall energy consumption is reduced
more compared to comparative methods.

Normalized Routing Overhead The continuous changing position of the mobile
nodes has an impact on the routing overhead of the network. To overcome this issue,
ANKHB attempts to limit the selection of highly stable nodes providing long term
connectivity. Figure 4 shows a graph of the normalized routing overhead versus the
simulation time. The normalized routing overhead was decreased at the start of the
simulation time then it remained stable for the proposed method as well as comparative
methods. Indeed, ANKHB outperformed AMECBB and TCBB in reducing the nor-
malized routing overhead by an additional 9% and 3% respectively.

5 Conclusion

In this research, an adaptive neighbour knowledge based hybrid broadcasting method
was proposed which dynamically refines the counter thresholds based on nodes vicinity
information, speed, and energy of the mobile nodes to address the issues of MANET.
ANKHB method accumulates the one-hop and two-hop neighbourhood information
and then take into account the association between the one-hop and two-hop neigh-
bours to make broadcast decision making. It considers the common set of nodes to act
as forwarder nodes for route discovery process to reduce link failures. The dynamic
nature of MANET incurs high routing overhead in the network. To reduce routing

Fig. 4. Normalized routing overhead versus time
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overhead, ANKHB attempts to limit on the selection of highly stable nodes of the
common set of nodes. The performance evaluation revealed that ANKHB outper-
formed over AMECBB and TCBB. In fact, ANKHB decreased the normalized routing
overhead by more than 9% compared to the AMECBB method and 3% compared to
TCBB method as well as reduced the delay by an additional 63% and 56% respec-
tively. Further, energy consumption was reduced by 53% when compared with
AMECBB and by 46% when compared with TCBB.
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Abstract. Nowadays, due to the advancement in engineering and technology,
the number of vehicles has been increased drastically. So, there is a need for
proper management of traffic in order to maintain the smooth functioning of the
cities and nation as a whole. Though various techniques are evolved for traffic
object detection, it has been used for managing the traffic. The project focuses
on developing an efficient algorithm for controlling the traffic signal lights. It
uses a hierarchical decision-making model, providing local decisions based on
statistics, and global decisions based on pattern learnt at a higher level. Situa-
tions like emergency arrival and accidents would be handled by the global
nodes’ network. The decision taken would be communicated to the self-
automated cars for their future decision.

Keywords: Vehicle traffic � Hierarchical model � Random forest �
Online machine learning � IoTivity stack � Simulation � Smart cities

1 Introduction

Traffic congestion is one of the biggest problems faced by almost all metropolitan
cities. Even developing cities and other small towns are facing similar issues. In a
recently conducted survey, it has been observed that people spend around 90 min per
day travelling. This not only causes fatigue and inconvenience, but we also go through
huge financial loss. This is a huge and alarming problem. Traffic congestion is caused
by many different issues like poor quality roads or narrow roads, accidents, and most
importantly vehicle density. Vehicle density on the road is slowly increasing which
portray the breakdown of transportation base. For a common man, time is the most
precious thing. Hence it is necessary to have an efficient real-time system that ensures a
smooth flow of traffic.

Our current signals are static i.e. they work according to predefined time at any
given moment of the day. For example, a signal will be green for 30 s at 11 pm and at
10 am. The difference is that at night 30 s are enough for all the cars to pass through but
at 10 am during office hours, the number of cars that pass through 30 s is not significant
so at such times the timer should be increased [1]. So, we need a dynamic system to
monitor the timing of signals. In our paper, we have proposed a system where
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centrally-controlled traffic signals and sensors regulate the flow of traffic through the
city in response to demand. Our system focuses on better traffic management by
considering the very specific detail of the real-time condition of roads and then try to
optimize the traffic flow [2]. The point is to determine the traffic density on each side of
the road by calculating the number of vehicles at traffic signal zone at regular interval
of time by using Image processing techniques. The data is collected and then fed to a
local controller which then communicates with the global controller. At the local level,
the traffic poles will communicate with each other through the centre node, which
would then take the decision. The global node would take decision-based on the
patterns learnt so far [3, 9].

In most of the cities in India, CCTV cameras are already deployed at every
intersection which reduced our extra hardware requirement. The cameras can capture
car and pedestrian density along with car speed. On top of this, it can also detect an
ambulance and accidents which cause major congestion. But this is just one of the
solutions [4, 10]. There are also other solutions proposed to tackle the congestion issue.
A similar type of approach is proposed in Optical Information System. The developed
real-time algorithms for image processing in this system extracts traffic data all the time
and in any weather condition [5, 11–13]. Another solution to reduce congestion is by
ride sharing. Instead of one man going in one car, other people going to the same office
on the same route can share his ride. Which will reduce the number of cars on the road
and reduce pollution to some extent. This comes under Travel Demand Management
(TDM) i.e. strategies that increase travel choices to people [6–8].

It is seen that existing solutions to reduce the congestion problem have varied
efficiency levels, due to a number of factors. In order to increase efficiency, our pro-
posed solution is as follows.

2 Proposed Solution

We propose a hierarchical decision model to control traffic congestion. In the model
hierarchy consists of majorly two types of controllers:

1. Local Controller
2. Global Controller

2.1 Local Controller

It is responsible for the decision making of a traffic signal at intersection or round-
abouts. It does take it into account the traffic parameters of the adjacent or neighbouring
intersection. At the local level, a set of rules will be provided to the controller and
depending upon the circumstances the local controller will make decision-based on
static rules provided.

Traffic parameters for decision making at the local level are as follows:

• Current traffic density per lane (for example traffic density includes a number of
vehicles)

• Current pedestrian density
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• Average waiting time of vehicles and pedestrians
• Information about congestion from neighbouring nodes
• A decision from the global controller.

1. Get Snapshots from every Camera associated with an Edge registered with Node
Controller.

C: Camera, E: Edge, CD: Car Density, CWT: Car Waiting Time, PD: Pedestrian
Density, PWT: Pedestrian Waiting Time

Let it be C1: E1 ! (CD1, CWT1, PD1, PWT1)
C2: E2 ! (CD2, CWT2, PD2, PWT1)
C3: E3 ! (CD1, CWT1, PD1, PWT1) and so on for the entire map.

2. Convert data into Data frame using conversion function:

a. Classify CDi and PDi into Very High, High, Medium, Low, Very Low of Density
Class

b. Classify CWTi and PWTi into Very High, High, Medium, Low, Very Low of
Waiting Time Class.

3. Decision:

Acquiring information from the above data frame along with Neighbouring Con-
troller’s and Global Controller’s Decision, the time period of each signal is decided.
This decision is modified when an ambulance or an accident is detected.

2.2 Global Controller

Two or more than two local controllers comes under the global controller. The global
controller takes a smart decision based on the current states of all the local controller
under it. The behaviour of those local controllers will now depend on each other. More
the level of the global controller more is the scope of the area covered by it. By taking
into account about the previous decisions made by the local controller using static rules
and by observing the change in parameters (mentioned above), the global controller
will learn and try to optimize the traffic flow further by giving decisions to the local
controller. A potential Machine Learning model for Global Controller could be
Decision Tree, Random Forest Algorithms. In our proposed solution we are aiming at
controlling traffic congestion using the Random Forest Algorithm. The pros of using
Random Forest over Decision Tree is as follows:

• For decision tree there must be optimal choice identified at each node, this makes
the model greedy i.e. it takes the most optimal decision at each step but does not
take into the account the global optimum.

• Decision Trees generally face the problem of overfitting.
• Random forest is a collection of the decision tree. They limit overfitting without

increasing error due to bias.
• Random forest also reduces variance by training on different samples of data.
• Random forest works well on missing data with maintained accuracy.
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In Fig. 1, the flow of data (decisions) among various controllers is shown. As seen
from the above figure, the traffic data first passes through the local controller where the
decisions are taken based on the rules that are predefined to control the traffic congestion
at the local level only. Further, the data is passed to the Global Controller Level - 0. It is
trained using the Random Forest Algorithm on various parameters such as vehicle traffic
density, pedestrian density, traffic waiting time and so on. Depending upon the traffic
handled by the local controller and producing the new traffic states, this data will be used
by the Global Controller to train the model using the Random Forest Algorithm.

In Fig. 2, State n-1 represents the traffic condition before the decision being taken
by the previous level controller and State n consists of traffic condition after the
decision was taken by the previous level controller. This serves as the training data for
a subsequent global controller. The Global controller performs the random forest
algorithm in the way given below.

Random Forest will generate the tree similar to the one given in the Fig. 3 and the
results obtained through various trees will be taken into consideration, thereby reducing
the probability of overfitting.

Fig. 1. Block diagram for the flow of decisions in the hierarchical model

Fig. 2. Training for global controller
Fig. 3. Random forest implementation
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3 Simulation

3.1 Simulator Setup

The Simulator module of the project is used for testing the performance, response ratio,
reliability and other factors of the proposed algorithm. The simulator has been designed
to map closer to real-world situations. The simulator module can be broken into two
parts: One dealing with creation dynamic traffic and failing situations, and others
dealing with communication with the respective Local Controller modules for getting
decisions. Both the parts work independently of each other, thus allowing us to test the
performance accurately.

3.1.1 Simulation Element
In this part, vehicle traffic is generated randomly, which travel around the map by
taking their own decisions at various points. Each traffic generated can be of three
types:

1. Normal: traffic following the traffic rules.
2. Misbehaving: traffic which does not follow any traffic rules or signal.
3. Emergency: traffic indicating ambulance, fire brigade, and other things for which

roads must be cleared urgently.

Accidents like situation are generated randomly on any road in the simulator. This
would stop any car coming towards the accident point. Accidents are cleared after some
time. Same as an accident, congestion situations also occur in the module.

The camera module captures the road details and sends it to the respective local
controller. Data sent by the camera includes traffic density, average speed, the presence
of pedestrian for crossing the road, the presence of accident and ambulance. The
simulated traffic signal pole just signals the current signal provided by the local con-
troller. Failure of traffic signal pole, as well as camera, has been also simulated.

3.1.2 Communication Element
The simulator module is also responsible for communication with the respective local
controller. For establishing communication, the simulator initially queries the local
controller manager for getting socket address of each local Controller. After initializing
each camera and traffic signal pole with a socket address, each component starts their
communication with the local controller independently.

Following are screen views of the simulator:

1. Screen for Logical map and simulated traffic:
The intersection of roads are represented as nodes in graphs and road are repre-
sented by edges in the graph. Traffic flows are represented by small boxes. Red
boxes indicate misbehaving traffic, one which does not follow the traffic signal and
blue boxes indicate ones those who follow the traffic signals. The slider is used to
control the speed of traffic and pedestrian generation (Fig. 4).
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2. Screen showing camera-view at each road
The graph of each camera indicates the values of various captured parameters with
respect to time. Buttons are provided to stop a camera capturing indicating failure of
a camera (Fig. 5).

3. Screen showing traffic signal pole status
Each traffic signal poles are current status provided in this screen. S is for Stop, P
for Pedestrian and each number indicating the edge number in the graph (Fig. 6).

Fig. 4. Logical map view

Fig. 5. Camera view in simulator
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4 Results

The impact of local and global can be seen in the following graphs captured by the
camera (Fig. 7).

Fig. 6. Signal status in simulator

Fig. 7. Camera view of simulator screen

Table 1. Legends used in cameras’ graph

Parameters Colours

Traffic average speed Blue
Traffic waiting time Purple
Pedestrian density Black
Pedestrian waiting time Yellow
Ambulance density Grey
Ambulance waiting time Green
Traffic density Red
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In the camera view, as represented from the above set of images, the time varies
according to the horizontal line (X-axis) and the density count is shown using a vertical
line (Y-axis). In Camera 11 and Camera 5, the traffic waiting was increasing initially,
but after some point the graph breaks and waiting time almost becomes negligible. This
shows that the traffic waiting time was reduced which further can be said that traffic
congestion was controlled (Table 1).

In Camera 21, the ambulance waiting time was increasing but later the waiting time
for ambulance diminishes to zero and in Camera 11 the pedestrian waiting time is also
reduced, which shows that the traffic is fully under control of our system.

5 Conclusion

This project aims at controlling urban traffic congestion. The proposed solution
effectively reduces traffic congestion and tries to optimize the flow of traffic. This type
of traffic control system is highly required in a country like India where the population
density is so high which ultimately results in a very high density of vehicles on road.
This model is also useful for Smart Cities implementation.
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Abstract. As the education becomes more competitive in nature, students need
to learn many other subjects or courses by interest or need. We identified the
multidisciplinary knowledge of the students and created interested groups based
on the grades or points obtained through questionnaire. But this learning hap-
pens through online, in order to maintain security of the student information, we
have proposed a blockchain model SIBC(Student Interest Blockchain). This
model is useful to identify the student interests and creates a platform to fulfill
the student interest along with his regular course. It was proposed to maintain
separate blocks for each specialization area, and the student can join any one of
the block based on the points got in the questionnaire. Each block consist of
students, faculty experts, industry experts, alumni of that institution and all other
resources available are helping the students to enhance his knowledge in that
particular area.

Keywords: Architectures for educational technology system �
Computer mediated communication � Distributed learning environments �
Interactive learning environments

1 Introduction

The blockchain technology is very useful for the decentralized database. Most of the
blockchain applications are suitable for payment processing, to monitor supply chain,
data sharing, land registrations, medical, and military. Now a days almost all the
transactions in the world are digital via some network. And the persistent problem
raised is the credibility of the transactions, how and when it took place and all. To
arrive at a solution there are few methods like writing in a personal dairy, a more
advanced way is emailing to self and let it unopened and few enterprises use more
elaborative ways of verifying involving team of people. All these methods involve
verification and/or by more people which effects the integrity of the data. Authentic
time stamping blockchain technology was discussed in [1, 2] to avoid tampering of the
document originality particularly its date. Blockchain (BC) operates as a peer‐to‐peer
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network using proof‐of‐work to record a public history of transactions, [3]. First
blockchain technology was discussed in, [3] for network of peer to peer which applies
proof of work to maintain public record of transactions, due to this, attacker cannot
make any changes if maximum CPU power is under the control of honest nodes.
Blockchain has two components securing data and recording every value virtually.
Without BC it is difficult to monitor, identify the ownership or transfer of ownership.

In the Finance sector there are many functions like payments and remittance of
money transitions either nationally or internationally. It is necessary to provide the
security and transparency for the transactions. Here the Blockchain Technology helps
to provide the security and transparency for the financial transactions. But the disad-
vantages of BCT in finance sector is Risk and Volatility [4, 5]. In the Government
sector there are many activities are happening like land registrations, vehicle regis-
trations, bill payments like power bill payment, house tax payments and so on. There is
a possibility of fraud in many places of the activities. For example, in the land regis-
tration it may possible for multiple registrations or illegal registration of lands. To
overcome these problems, the Blockchain Technology helps to control fraud activities
and provide the transparency in the system [6, 7].

In theHealth sector also, it is necessary tomaintain the security and transparency for the
medical reports and medicine details to control the fake medicine in the market. The
Blockchain Technology helps here to control the fakemedicine. It is also very important to
provide the security for data and storage of files. If the data or files stored on distrusted
systemor cloud environment that can be acces by anybody. To provide the security for such
data or files the Blockchain Technology can use. In Education Sector also the Blockchain
Technology used to prevent the duplicate certificates or provide the security for the online
courses or student information [8, 9]. They are many applications of IoT like insurance
sector, manufacturing systems and so on, IoT devices will help to enable message
exchanges between two parties byusing smart contracts. TheBlockchainTechnologyhelps
to provide the authentication between two parties and provide the security.

In BC technologies for security aspects cryptography play major role. The main
Cryptographic functions used in BC are hash functions and digital signatures. Hash
functions are used to represent for the current state of BC to ensure immutable. All the
information (amount transferred, address and timestamping) is combined into the
mathematical formula to hash called transaction ID. Transaction ID is a hash value used
to identify or inform the transaction happened. All the blocks are linked back to
previous hashes to generate new block and form a chain to the first or genesis block.
There is a consensus rule in BC. Consensus rules are specific set of rules that nodes on
the network will ensure a block follows when validating that block and the transactions
within it. Getting consensus agreement means unanimous acceptance between nodes on
the network for a single data value. Digital signatures are used for authentication which
are part of security on a blockchain. Literature related to blockchain technologies were
discussed in [10–13]. Applications of Blockchain technologies beyond cryptocurrency
discussed in [14]. BC for social impact, IoT, e-governance, energy industry, economy,
real estate and management were discussed in [15–22] respectively. Bitcoin [12] used
as cryptocurrency which uses SHA256 [23, 24] as hash function, ECDSA [25] and
multisignature [26] for authentication and bullet proofs as consensus [27, 28] algo-
rithm. Blockchain architecture can understand from Fig. 1 [29]. The recent years have
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been seen major and remarkable development in the field of digital payments and its
technologies. Block-chain is a revolutionary technology, it promises to secure the data,
image, video, transactions, and even resources [30–34].

2 Motivation of Proposed Model

Motivated by the literature and application potential of the BC models, we want to
apply BC to education. Now a days, competition is very high in the education field. It is
very difficult for the student to get the admission in their interested engineering branch
and institution. The student will get an admission in the institution based on the
entrance examination or grade obtained. After clearing the entrance examination, the
student needs to select the engineering branch and institution for the admission.

In the admission process the academic institute will be graded as top-grade insti-
tutions, good grade institutions and normal grade institutions based on the faculty,
infrastructure, placements and other facilities for the students. Generally, in the
admission process the best grade students have the choice to select any branch of
engineering course in any top-ranking institution, whereas the good grade students
have a choice to select any branch of engineering course in normal grade institution or
they may get some of the engineering course in the top graded institution of not their
preference. And the poor grade students have a chance to get any branch of engineering
course in the normal grading institution of not their preference. In some cases, students
may get good ranked institution but the branch is not their choice or some students may
get the branch of their choice but not the institution or some students may get the
admission where the branch and institution were not their choice. Whatever the reason,
every student who enters into the Institution with by choice or by chance, the student
needs to complete his engineering course without losing of his own interest. Many
students are having the interest to learn the advanced courses or to learn the other
branch courses or interested in fine arts like music, dance…etc. or social services along
with their own course to fulfilment the market needs, placements or self-improvement.
By considering the interest of the students, it is suggested to the Institution to create
separate interest groups by each branch and offer these courses for all students of that
Institution. If the student fulfils the minimum requirements of interest group then he
may join into that interest group. Apart from his regular course of study, the student can

Fig. 1. Blockchain architecture
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complete his desired course simultaneously. So, it is important to consider the interest
of the student and provide a platform to fulfil their interest along with their regular
course.

Motivated by the importance of multidisciplinary knowledge or learning capability
of the student we started our research with 1000 first year engineering students known
as freshmen engineers consists of all engineering branches related to one institution.

Step-1: 1000 freshmen engineers of all branches answered questiner1 (Q1) and
questiner2 (Q2) related to their interest in Computer Science Engineering (CSE) and
Electronic and Communication Engineering (ECE) respectively. Q1 and Q2 consists of
20 questions which can capture the learning capacity of the student. And student can
enter into their interested group if they got 75% or more points in the questioner. Out of
1000 students 214 students got more than 75% points in only CSE, 72 students got
more than 75% points in only ECE and 690 students got more than 75% points in both
CSE & ECE were qualified questioners. After entering into ECE or CSE interested
group, student can enhance knowledge through proper guidance like videos, online
courses and interaction with the concern faculty available in that group.

Step-2: After entering the interest branch like CSE or ECE again the one more
questioner need to be answered by the student. Here the questioner consists of all the
specialization of that branch for example if the CSE interested group questioner will
consist of the questions from all its specialization like Artificial intelligence, Data
Science, Computer and Network Security, mobile and web computing To narrow down
to the core specializations i.e., to enter into Level-2, they have to answer questioner and
must qualify with 50% points.. In specializations students can learn more precise
information and practical implementation. In Level-2 they have to learn their spe-
cialization in systematic way i.e., (1) Theoretical information (2) Numerical examples
(3) Practical Learning (4) Interaction with the experts from industry(5) Mini Project. To
go to the Level-3, they must complete mini project in their specialization which can be
monitored by faculty and industry. Then they can go to Level-3.

Step-3: Institution will identify the experts from Alumni, research and development,
Software, Specialization related Industry and Academia. In Level-3 student can interact
with alumni and industry people. So they can understand the industrial needs, current
status of research in that area, new programming languages and enhance their
knowledge in that area. Our study extended to interested groups in the engineering
branches like CSE, ECE, EEE (Electrical and Electronics Engineering, ME
(Mechanical Engineering), and CE (Civil Engineering).

But in these groups, all the learning activities are happening through online process.
After identify the student interest in this model and added into the corresponding block.
Block can have the information about the students, faculty, alumni and industry experts
related to that block. To provide the security for the information blockchain model can
be a better one to follow. It can avoid entry of untrusted party. Initially, this model can
be applied to one institution and later it can be implemented to group of institutions.
The proposed blockchain architecture can be understood from Fig. 2.
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3 Proposed SIBC for Academic Institution

Blockchain is originally devised to enable currency transactions to be carried out in
trustless environment. However, if we considered the students and their interested area
other than core branch process as the currency, blockchain technology can potentially
be applied to the students in one university or institution and this can be extended to
group of institutions. In this blockchain, we are considering one university or institu-
tion where the students can admit into the different branches like civil (B1), electrical
(B2), computer science (B3), mechanical (B4) and so on through entrance examination.
One blockchain will be created for each branch so that all the students of that branch
will be connected in that block. Like that we will create separate block for each branch
of engineering. After admission the students in the respective branch, the University or
institution will provide unique registration or admission number for the student.

The University or institution broadly identify the interest groups like computers,
electronics, electrical like that. Based on the questionnaire collected from the student,
the university or institution authorities will decide in which interest group the student
can join. The department will identify the thrust area of that branch and create sub
interest groups in those areas. For example, the computer science department identified
the thrust areas like Artificial Intelligence, Machine Learning, and Deep Learning and
so on. Apart from these core branch interest groups, the institution will also identify
some interest groups like music, dance, social service, entrepreneur and so on to fulfil
the student interests. Each interest group will have one faculty mentor. The University
or institution will conduct one examination or questionnaire to identify the student
interest. This questionnaire helps to decide in which area the student is interest to join.
In this process the core branch student can join directly to the interest group without
taking this questionnaire. For example, the computer science student can directly join
into the computer science interest group whereas the other branch students need to take
the questionnaire process. Based on the questionnaire, classification of the interested
branch block is done using machine learning classifiers. Based on the answers given in
the questionnaire, the department will decide which interest group is suitable for the
student to join. Then the department permits him to join in that interest group. Here we
will create blockchain for each interest group. We will create the separate blockchain
for alumni students of the university or institution. Here we divide the alumni students
into different groups based on their working field like academic, research, industry,
software industry and so on. Here we can create blockchain model for all alumni
groups and linked with the interest groups of the university or the institution as shown
in Fig. 3. With this each interest group block will have the students, faculty mentor and
alumni students related to that interest. Any student in the respective block, will know
about the other student details of his own stream or other stream. Since the duplication
of student details is highly possible, we are using SHA-256 [23, 24] as Proof of work
consensus algorithm to add a new student into the block. For authentication of the
students in each block multi signatures [26] are proposed for this environment. Here
one blockchain will be created for all the interested groups, so that each student details
like his interest group and which branch he is belonging to will be maintained and
shared to other members of the block. One blockchain will be created for each interest
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group with all its sub groups. Because of this blockchain each student of one particular
interest group will know about the other student details in that block. After completion
of the course all the students are added in to the alumni group. Each alumni student can
be a member of any one of these sub groups. Here also one blockchain will be created
for the alumni group and all its sub groups. Because of this blockchain each alumni
student will know about the details of the other alumni student details where he is
working and other details. We want to extend this model to identify the student dif-
ficulties and problems in terms of medical or psychological. The two categories of
students who are having medical problems (hereditary problems or due to habits etc.)
and psychological problems (family problems, less interest in technical education etc.).
By identify the student health problem and taking extra care by the institution will be
helpful to the student to overcome from his heath problem and complete his studies.

Fig. 2. Proposed SIBC (Student Interest Blockchain) architecture

Fig. 3. Proposed blockchain SIBC in academia

112 P. V. Siva Kumar et al.



4 Conclusion and Future Work

In this proposed model, the faculty mentor evaluate the student talent and identify the
interest of the student were discussed. If the student fulfils the minimum requirements
of that interest group, then the student allowed to join into that group and interact with
the group to enhance his/her knowledge along with his regular course. In this paper we
proposed BC model for one Institution based on technical specializations and we want
to extend our research to identify the student interest in extracurricular activities and
medical & psychological problems and enhance their knowledge through SIBC model.
As a future work, this model can be extend to group of institutions or University where
number of institutions affiliated to that University and enhance the student’s knowledge
and make them to expose to the world.

Compliance with Ethical Standards. All author states that there is no conflict of interest. We
used our own data. Humans/aniamls are not involved in this research work. We used our
university students and got approval from the university.
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Abstract. This paper has illustrated the comparison of various modulation
formats with and without FBG. It is seen that internet service providers are
looking for new ways to satisfy customer’s requirements related to quality,
bandwidth, speed, and security. Optical access network proves to be the crucial
broadband network to satisfy the demands such as video communication, cloud
computing, data mining. The most common optical access network is the PON
and the most promising is GPON (Gigabit Passive Optical Network). In this
paper, a general study on GPON is done with FBG and without FBG. For the
distance of 100 km and bitrate 2.5 Gbps analysis of GPON has been done. Role
of FBG as dispersion compensator and multiplexer has also been analyzed. The
outcome shows that NRZ with uniform FBG shows better results.

Keywords: Passive optical network � Gigabit passive optical network � ODN �
FBG (Fibre bragg Grating) � AON

1 Introduction

Recently, the metropolitan network has experienced large demands related to greater
bandwidth, long haul transmission, high speed, and privacy. In order to satisfy this
demand, service providers are looking for an efficient network with minimum invest-
ment and maximum revenue. Digital Subscriber Lines such as Very High-Speed DSL
(VDSL) proved to be cost-effective but can operate over limited distance and provides
symmetric data rates of 100 Mbps [1]. Performance of DSL degrades as the distance
between customer and digital subscriber line access MUX (DSLAM) (300 m)
increases. In order to support high data rates, increasing demands of bandwidth and
distance and low latency, fiber optic communication proves to be promising for FTTH
and telecommunication network as well. The first low loss fiber was invented in 1970
after this fiber communication developed rapidly. Internet service providers migrated
from UTP network to the optical network in order to satisfy the demands of higher
bandwidth and data throughput. The basic telecommunication network consists of
services, core area, access area, and user area. Core and aggregation together form the
transport network [2]. The earlier optical network covers core area but now it covers
access part too. FTTH is one of the major fiber optic communication network
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configuration used to provide triple-play services (data, voice, video) to customers.
FTTH is capable of providing fixed telephone and interactive applications. For various
services such as transactional video on demand, High Definition Television, bioin-
formatics, internet-based applications and more, the optical network provides high
reliability, high bandwidth throughput, decreased revenue and EMI tolerance. For these
demands, fiber optic communication provides three ways of communication- Point to
point, Point to Multipoint (Active Optical Network), Point to Multipoint(Passive
Optical Network). The comparisons of P2P, P2MP (AON) and P2MP (PON) com-
munication technologies are given in Table 1.

PON has been used as it provides higher bandwidth, co-existence with next-
generation PONs, longer distance (20 km), easy upgrading and broadcasting in
downstream, passive splitters. For this PON proves to be desirable [4]. PON works in
tree topology so as to maximize the coverage area with minimum network splits and
hence maximizing the power. There are three main technologies of PON-
APON/BPON, EPON, and GPON. APON and BPON is defined in IEEE802.3 and
ITU-T G.983 respectively and provides the bitrates up to 1244 Mbps. EPON is defined
in IEEE802.3.ah and capable of providing bitrates of 1.25 Gbps for both upstream and
downstream. GPON is defined as ITU-T G.984.x and is capable of providing sym-
metric data rates and provides security, long reach, flexibility, and higher split ratio [5].
GPON is superior to other PON technologies [6]. In this paper, the study of the
downlink part alone is done [13–15]. In this paper, FBG along with various modulation
formats has been used and analyzed. Section 2 will provide an overview of GPON,
Sect. 3 will discuss FBG, Sect. 4 provides simulation setup and results, and Sect. 5 will
provide a final conclusion and remarks.

Table 1. Comparison of various existing telecommunication technologies:

Technology
name

Pros Cons

P2P High speed, high capacity, dedicated High development cost, expensive,
smaller distance

P2MP
(AON)

High capacity Developing, operating and
maintenance cost is high,
management and centralization is
required, active components
required

P2MP
(PON)

High capacity, flexible, scalable, low
operating and maintenance cost, uses
passive elements

Protection methods are required
and chances of fault in OLT
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2 GPON

GPON uses TDM service; deliver multiple services with multiple QoS, supports
multipattern services such as voice, data, and video. GPON supports split ratio up to
1:128, provides security with Advanced Encryption Standard and GPON Encapsulation
Method (GEM) (8 level priority). GPON can support multiple users per one ONT. If a
user requires more than one port, the mini router can be used. GPON have the capa-
bility to provide services to each and every user according to the demand i.e. bandwidth
will be allocated according to the payment done by the user (government tariff policy of
channel selection these days). The redundant bandwidth can be provided to corporate
users due to their high bandwidth requirements. In the telecommunication network,
GPON uses various methods such as SIP, and H.248 in order to provide telephone
services [2]. GPON is superior to GEPON as it can serve 64 users with speed up to
2 Gbps downstream and GEPON supports 32 users with 1 Gbps downstream [15].
GPON supports seven different speed combinations (Fig. 1, Table 2).

There are four main components of GPON - OLT, ONU, ODN, passive Splitters.
OLT resides at local exchange and connects one system card for onboard config-

urations, one line card for incoming internet and many GPON cards. It works at −48
vDC. OLT allocates bandwidth, perform traffic scheduling and control buffers. In ODN
there are different classes such as A, B, B+, C, C+. GPON uses B+ class which

Fig. 1. Proposed gigabit passive optical network for future transport network

Table 2. GPON upstream and downstream speeds

Upstream direction Downstream direction

2.4 Gbps 2.4 Gbps
1.2 Gbps 2.4 Gbps
622 Mbps 2.4 Gbps
155 Mbps 2.4 Gbps
1.2 Gbps 1.2 Gbps
622 Mbps 1.2 Gbps
155 Mbps 1.2 Gbps
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supports 64 users for 20 km. ONU depends upon class used. WDM triplexer modules
separate the three wavelengths i.e. 1310 nm, 1490 nm, 1550 nm. Media Access
Controller provides isolation between different upstream bursts. Passive splitter has the
following characteristics - small dimension, highly reliable, low insertion loss, network
survivability, uniformity, and broad operating wavelength [12]. Also, the GPON sys-
tem unavailability can be given as:

System unavailability; Usys ¼ MTTR
MTBF

ð1Þ

MTBF = Mean Time Between Failure
MTTR = Mean Time to Repair
Un-availabilities of GPON which can be restored:

UOLT�GPON ¼ UTX þURX þUOC þUSplitter þUOS ð2Þ

Usys ¼ UOLT þUFF þUOS þUSplitter þUDF þUONU ð3Þ

Here, TX = Transmitter, RX = Receiver, OC = optical Circulator, OS = Optical
Switch, FF = Feeder Fibre, DF = Distribution Fibre Availability of GPON:

Asys ¼ 1þUsys ð4Þ

3 Fiber Bragg Grating

FBG is a low-cost wavelength specific filter, which acts as a band rejection filter. It is
based on Fresnel reflection. FBG reflects the wavelength satisfying the Bragg condition
from the rear interface which results in a peak in reflection spectrum and transmits the
residual wavelengths from the front interface.

For this Bragg wavelength is:

kb ¼ 2n
^

ð5Þ

Here, n is an effective refractive index,
V

is a grating period. In an optical fiber,
FBG creates a periodic variation of the refractive index along the optical fiber axis.
FBG provides high spectral efficiency, low polarization sensitivity, low insertion loss
[18–20]. FBG has been used as dispersion compensator which is wideband and tun-
able. FBG found to be effective in filtering, add-drop multiplexing, gain flattening of
EDFAs in WDM based transmissions and also used in laser diodes [16–20].
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4 Simulation Setup and Results

Optical Line Terminal is the transmitter section of GPON. It consists of a Pseudo
Random Bit Sequence Generator scrambles data. Bitrate considered for this is 2.5
Gbps. The input signal is modulated using Continuous Wave laser have a wavelength
of 1310 nm and 1400 nm and input power of 4 dBm and 5 dBm respectively. Various
pulse modulation formats have been used in the simulation. Optical Distribution
Network uses single mode optical fiber for a distance of 100 km has been used.
Uniform Bragg Grating has been used as it provides the periodic refractive index,
quasi-distributed sensing and uniform grating period. Also, the passive optical splitter
has been used for analysis. Optical Network Terminal consists of receiver section
having Bessel optical filter, optical attenuator, LPF, and Avalanche Photodiode, 3R
regenerators and BER analyzer has been used so as to estimate Q- factor, BER, and Eye
Diagram. The simulation setup for various modulation formats has been designed and
the effect of FBG on modulation formats has also been analyzed.

The simulation setup using FBG and without FBG has been shown in Figs. 2 and 3.

Simulation setup for nonreturn to zero pulse generator has been shown in both
cases. For, different modulation formats NRZ pulse generator has been replaced with
other modulation formats such as Return to Zero, Pulse Amplitude Modulation (PAM),

Fig. 2. Simulation setup for 1310 nm and 1400 nm using uniform FBG

Fig. 3. Simulation setup for 1310 nm and 1400 nm using a passive optical splitter (1:2)
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Eye Diagram for Non- Return to Zero with FBG

Fig. 4. Q-factor vs time forNRZusing 1310 nm Fig. 5. Q-factor vs time forNRZusing 1400 nm

Fig. 7. Q-factor vs time for RZ using 1400 nm

Eye Diagram for Return to Zero with FBG

Fig. 6. Q-factor vs time for RZ using 1310 nm

Eye Diagram for PSK with FBG

Fig. 8. Q-factor vs time for PSK using 1310 nm Fig. 9. Q-factor vs time for PSKusing 1400 nm

Fig. 11. Q-factor vs time for OQPSK using
1400 nm

Eye Diagram for OQPSK with  FBG

Fig. 10. Q-factor vs time for QOPSK using
1310 nm
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Eye Diagram for NRZ without FBG

Fig. 12. Q-factor vs time for NRZ using
1310 nm

Fig. 13. Q-factor vs time for NRZ using
1400 nm

Eye Diagram for RZ without FBG

Fig. 14. Q-factor vs time for RZ using
1310 nm

Fig. 15. Q-factor vs time for RZ using
1400 nm

Eye Diagram for PSK without FBG

Fig. 16. Q-factor vs time for PSK using
1310 nm

Fig. 17. Q-factor vs time for PSK using
1400 nm

Eye Diagram for OQPSK without FBG

Fig. 18. Q-factor vs time for QOPSK using
1310 nm

Fig. 19. Q-factor vs time for OQPSK using
1400 nm
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Phase Shift Keying (PSK), Quadrature Amplitude Modulation (QAM), Orthogonal
Quadrature Phase Shift Keying (QPSK), Minimum Shift Keying (MSK), Differential
Phase Shift Keying (DPSK). In this setup single mode, the optical fiber of 100 km
length has been considered. Layout bitrate is 2.5 Gbps. FBG wavelength is 1400 nm,
which is to be dropped while transmitting 1310 nm of wavelength. Three parameters
have been analyzed Eye Diagram, Q-factor, Bit Error Rate (BER).

Eye Diagram for various modulation formats without FBG has been shown in
Figs. 4, 5,6, 7, 8, 9, 10, 11 and with FBG in Figs. 12, 13, 14, 15, 16, 17, 18, 19.

The corresponding Q-Factor and BER have been summarized as (Tables 3 and 4).
From the above tables, it has been seen that Q-Factor is improved, BER decreases,

and eye-opening increases for various modulation formats. Analysis of using two
wavelengths has been done. It can be analyzed using a set of wavelengths with uniform
FBG and TWDM technique in FTTH network.

5 Conclusion and Future Scope

Various modulation formats have been analyzed on the basis of Q-Factor, eye height,
and BER. It has been observed for the distance of 100 km NRZ have maximum Q-
Factor and minimum BER. It has been observed that FBG act as a dispersion com-
pensator as Q-Factor of modulation formats has been improved and BER decreases.
Also, the role of add-drop MUX has been analyzed as it is used to drop the wavelength

Table 3. Q-factor and BER with FBG

Modulation
formats

Q-factor
(1310 nm)

Q-factor
(1400 nm)

Bit error rate
(1310 nm)

Bit error rate
(1400 nm)

NRZ 8.367 12.247 2.44598e-017 7.73658e-035
RZ 8.61172 15.079 2.56291e-018 8.98943e-052
PSK 6.874 14.171 2.96033e-012 6.8543e-046
OQPSK 6.874 14.171 2.96033e-012 6.8543e-052
PAM 2.527 2.621 0.00546 0.00423
QAM 1.955 2.598 0.0234 0.00422

Table 4. Q-factor and BER without FBG

Modulation
formats

Q-factor
(1310 nm)

Q-factor
(1400 nm)

Bit error rate
(1310 nm)

Bit error rate
(1400 nm)

NRZ 5.371 7.97291 3.52079e-008 7.30461e-016
RZ 4.862 8.26001 4.13427e-007 5.725e-017
PSK 5.303 8.716 5.57017e-008 1.41716e-018
OQPSK 5.303 8.716 5.57017e-008 1.141716e-018
PAM 2.245 2.348 0.0100 0.0094
QAM 1.689 2.390 0.0436 0.0081
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of 1400 nm. Hence, it may be used for long haul transmission applications. FBG can be
used to decrease the insertion loss and polarization sensitivity. FBG can be deployed in
order to increase the data rate, distance, and quality of the signal transmitted. İn future,
we plan to analyze the effect of FBG and channel spacing in WDM and TWDM system
in GPON using various modulation formats.
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Abstract. Weather monitoring is a systematic method that gives us detailed
information about the weather of our surrounding environment. This device
basically monitors the different weather parameters such as temperature,
humidity, and rain. The heart of the device is Node MCU (12E). In this paper,
three sensors are used namely temperature and humidity sensor (DHT11) and
rain sensors have been used, which is connected to Node MCU. When the code
is uploaded on Arduino IDE, the board is connected and the sensors start
working. All monitored data are stored in thingspeak platform. We use another
approach to calculate rain value by the use of IoT & its platform and fuzzy logic
to set the weather condition easily for their users. Finally, we compare and
analyze both rain value by the use of a different method and the performance of
rain value is analyzed on the basis of a different method.

Keywords: Internet of things (IoT) � Weather monitoring � Fuzzy inference
system

1 Introduction

Now-a-days, Weather monitoring plays an important role in atmosphere which gives us
knowledge about the weather in our surrounding environment [1]. Weather station is a
place located either on sea with a tool and appliances for estimating environmental
conditions to give us knowledge and information for atmosphere forecast. The mea-
surement taken includes environment parameter such as temperature, humidity, rain,
pressure and so on. In comparison of past days, the procedure of studying the envi-
ronment parameter became simple because of technological progress. For detecting the
weather condition of our surrounding environment, we use sensors and actuator.
According to the use of this device, the overall result will be corrected and the whole
organization will be consuming less power. IoT (Internet of things) is a tangible
technology that can be used in data centre [2]. Figure 1 shows that IoT (Internet of
things) connects the whole world at particular place. As per the evaluation of tech-
nological specialist 50 billion physical objects or sensors will be connected in IoT by
2020. Example of IoT (Internet of things) devices such as smart health, smart homes
such as smart TV among so on. As said earlier, IoT is not only Human-Human
interaction; it is also Human-physical device communication.
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This paper proposed a model of application IoT. This paper as well as monitor the
weather parameter such as temperature, humidity, rain and upload this environment
parameter value to cloud platform thingspeak using Node MCU. All analysed or
monitored data are store in cloud platform. The main concept of paper all weather
parameter sensors are connecting to Node MCU, Which is heart of device. We use C
language and the code is written in Arduino IDE and uploads the data by the
Node MCU, once the code is upload the board is connect to Node MCU then Its start
working. Another we create second model this is fuzzy model for rain condition. We
calculate the predicted rain value using fuzzy logic rule and by the use of fuzzy rule we
achieve a better performance and then we compare and analysis both model on the
basis of monitored rain value and predicted rain value.

The objective of this paper is as follows:

1. Calculate weather parameter such as Temperature, Humidity, Rain through
Node MCU and different sensor.

2. Stored weather parameters data on online IoT platform.
3. To set the fuzzy rule to achieve better performance and more accuracy.
4. To compare and analysis both rain condition.

Rest of the paper is organized as follows. Section 2 explains the related work. System
architecture is given in Sect. 3. Section 4 explains implementation setup in detail.
Result and Discussion are given in Sect. 5. Finally, Sect. 6 contains the conclusion &
future scope of this paper.

2 Related Work

Abraham et al. [2] give an IoT solution for the remote environment. Ram et al. [3]
proposed a IoT based data logger system. It works on advance result for detecting the
environment condition at a specific place. In 2016 Ibrahim et al. [4] proposed to build a
cost effective environment monitoring device using Raspberry-Pi. In this he takes data
from environment through sensor and uploads the data on web browser. In 2016,
Kodali and Mandal [1] worked on weather station in which the station provide us
information about the neighbouring environment and give alert to the user. In 2016
Meana-Llorian et al. [5] worked on IoT platform and fuzzy logic to control inside
temperature of outside temperature condition in which he work on fuzzy logic and IoT
(Internet of Things) related platform. Maksimovie et al. [6] worked on monitoring and

Things People

Cloud 

IoT

Fig. 1. IoT (Internet of Things)
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detecting the fire in which he proposed a fuzzy logic based fire monitoring and
detecting system based on sensors. Kaur et al. [7] proposed a model to achieve auto-
matic employee performance appraisal based on raw data monitor from Internet of
things. Manjunatha et al. [8] present a multi-sensor data fusion algorithm in which he
work on WSN using fuzzy logic for the event detection. Adiwijaya et al. [9] present a
rainfall forecasting system using genetic algorithm. Suwardi et al. [10] proposed a
rainfall prediction system using neuro-fuzzy model. Jaladi et al. [11] present a short
range wireless technology in which she proposed a sensor logging model in environ-
ment monitoring. She works on zigbee protocol and raspberry pi. Mois et al. [12] given
a 3 IoT (internet of things) based wireless sensor network in which he work on smart
communication environment system.

Adhy et al. [13] proposed a Rendeng allocation in which his aim to test usability of
Rendeng application. Rending application result has down in concept of efficiency.
Rending has developed for some user.

3 System Architecture

Figure 2 shows that system architecture of weather monitoring. The sensor node is the
main part of system architecture. Node MCU is a main part of proposed model and all
sensors like temperature, humidity and rain are connected to this Node MCU. It is the
heart of the device.

3.1 Node MCU

Node MCU [14] network architecture is open for modification. Node MCU is a
kit/board. It exists of Wi-Fi module. Node MCU board normally comes in market in
black color only. In this board have an analog pin and digital output pin. It can be
programmed through Arduino IDE. After it programmed the Node MCU board is
connected and starts working. All sensors connect to Node MCU and monitor all
environment data and send the data to IoT platform thingspeak through Wi-Fi module.
Disk space of node MCU is 4 Mbytes (Fig. 3).

ESP8266 

Node MCU

Temperature Sensor

Humidity Sensor

Rain Sensor

Thingspeak

Fig. 2. Block diagram of weather monitoring system

128 M. Srivastava and R. Kumar



3.2 DHT 11(Temperature & Humidity Sensor)

DHT 11 is a temperature and humidity sensor. It monitors the temperature of sur-
rounding environment. DHT11 temperature sensor consists of 4 pin. Pin 1 is GND, Pin
2 is Data pin, and Pin 3 is Voltage pin. Pin 1 is connected to GND, pin 2 is connected
to node MCU data pin and pin 3 connected to 3.3 V. Pin 4 is left pin. DHT11 is
monitor the temperature from range 0 °C–50 °C. DHT11 is monitoring the Humidity
from range 20%–90% (Fig. 4).

3.3 Raindrop Detection Sensor

Rain sensor can detect the rain of our surrounding environment [15]. Rain sensor has a
4 Pin and 2 loop pin. In Rain sensor Pin 1 is A0 (Analog output), pin 2 is digital output,
Pin 3 is GND and Pin 4 is Vcc. First loop pin is (+), it is a sensor board A, second loop
pin is (−). It is also a sensor board B. In this module, analog output pin is measure
moisture and when moisture exceeds then it gives digital output pin. In this module rain
board and control board are different (Fig. 5).

Fig. 3. Node MC

Fig. 4. DHT11 sensor

Fig. 5. Rain sensor
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3.4 Thingspeak

Thingspeak is a analyze, visualize IoT platform [16]. It give the permission to analyses
and visualize live environment parameter such as temperature, humidity, data flow in
cloud. In 2010 thingspeak was firstly start through ioBridge (Fig. 6).

Fuzzifier: It is a procedure of changing input or crisp value to fuzzy value. Fuzzifier is
based on the type of the strategy of inference engine similar to composition or dis-
junction rule based system [17]. Fuzzifier can be explaining as a plotting from an
observed input place to fuzzy tag in a universe of identified input universe of discourse.
In simple way we said that fuzzifier is electronic component. This fuzzifier module
changes the numeric or crisp input to fuzzy input value.

Rule Evaluation: Fuzzy rule evaluate using a sequence of IF-THEN rule. In fuzzy rule
evaluation:

IF Z is A and

IF W is B Then Z, W is variable.

Fuzzy rule is main idea in fuzzy logic. Some example of this rule is:

If Temperature is High, Humidity is low then Rain is low.

If Temperature is low and humidity is high then rain is high.

Defuzzifier: It is a procedure of changing fuzzy input value into the numeric or crisp
input value. It is a procedure of producing a measurable result in crisp input, given
fuzzy element and their associative membership function. Fuzzifier holds up the
application of many fuzzifier methods and changes the crisp input value to fuzzy value.
Knowledge base is mixture of rule evaluation. It is made upon the transformation of the
numerical value to fuzzy data.

Inference

Fuzzification
Fuzzy Rule Base

Defuzzification

Fig. 6. Block diagram of fuzzy inference system
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4 Implementation and Setup

For Model 1:

4.1 Hardware Components

1. Node MCU
2. Temperature and Humidity Sensor (DHT11)
3. Rain Sensor.

4.2 Software Components

1. Arduino IDE
2. Wi-Fi
3. Thingspeak.

Flow Chart:

Based on the architecture shown in Fig. 2 we have build a right model that the
model exist of many sensor and other hardware module and their functionality shown
in system architecture. In this monitored model we use Node MCU is an electronic
device for monitoring and storing the monitored data in cloud platform. We use
Arduino IDE for processing. In this flow chart firstly we use Node MCU as a
microcontroller. We use three different sensors for temperature, humidity and rain.
Node MCU is a core of the model and all weather parameter related sensor are con-
nected to node MCU. Data is uploaded through accessible Wi-Fi. When the code is
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uploaded node MCU is connected to Wi-Fi and all connected sensors will start
working. Wi-Fi is used to transfer the data to cloud in a thingspeak platform. All
monitored value will be stored in thingspeak according to real time and plot graph in
thingspeak utilizes the real time monitored data.

For Model 2:

In this model 2 flow chart, firstly we use three weather parameters Temperature,
Humidity and Rain. We create proper fuzzy model for rain condition. In fuzzy logic
model there are two fuzzy operation are performed, Fuzzification and Defuzzification.
In fuzzifier every crisp input convert into fuzzy input for using membership function
for two input and one output data. For temperature and humidity membership function
is Low(L), Normal(N), High(H) and for rain membership function is Low(L), Normal
(N), High(H), then we set the ranges according to the membership function or linguistic
values. There are 3 input and 3 membership function then rule is.

IF Temperature is high, humidity is low THEN rain is low.
IF Temperature is low, humidity is normal THEN rain is low.
For overall fuzzy calculation MATLAB FIS used. All the processing is done in

MATLAB Fuzzy logic tool box. Then lastly apply Defuzzification method. In
Defuzzification method, we change the fuzzy output in crisp output. In implementation
process we setup two model. According to these two model we analysis the rain
condition. We compare monitored rain value to fuzzified rain value.

5 Result and Discussion

5.1 For Model 1 Result

See Figs. 7 and 8.
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5.1.1 Humidity and Rain Result
See Figs. 9 and 10.

5.2 For Model 2 Result

In this model 2 we use historical data for minimum and maximum value of temperature
and humidity. In this model we use MATLAB Fuzzy tool Box. Using this we apply
different method (Table 1).

Table 1. Input parameters with its labels

S.no. Parameter Linguistic labels

1. Temperature Low (L), Normal (N), High (H)
2. Humidity Low (L), Normal (N), High (H)
3. Rainfall Low (L), Normal (N), High (H)

Fig. 7. Hardware setup

Fig. 8. Temperature result

Fig. 9. Humidity result

Fig. 10. Rain result
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The maximum and minimum number of chances by recognizing every rules
according to weather parameter is 7 rules. Since all 3 input has 3 membership degree.
The 7 rules are:

If (temperature is low) and (humidity is high) then (chances of rain is high).
If (temperature is normal) and (humidity is normal) then (chances of rain is

normal).
If (temperature is high) and (humidity is high) then (chances of rain is high).
If (temperature is low) and (humidity is low) then (chances of rain is low).
If (temperature is low) and (humidity is normal) then (chances of rain is low).
If (temperature is high) and (humidity is normal) then (chances of rain is low).
If (temperature is normal) and (humidity is high) then (chances of rain is high).
Chances of rain can be calculated by Fuzzy logic tool box (Table 2).

In this Figs. 11, 12, 13 we use MATLAB fuzzy tool box. We have made and
designed membership function. Inputs of our model are temperature, humidity as they
are weather parameter that effects rain value. Output variable are consider the fuzzy set.
The input parameter is managed by fuzzy if-then rule (Figs. 14, 15, 16).

Table 2. Input parameters with its range

Parameter Level

Temperature (°C) Low: 0–10.8
Normal: 10.8–21.8
High: 20.04 to >28

Humidity (%) Low: 0–31.3
Normal: 31.6–48.1
High: 48.3 to >68

Fig. 11. Membership function for temperature

Fig. 12. Membership function for humidity Fig. 13. Membership function for rain
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Different output can come from these model, when input value is different than
output is also different, as temperature is low and humidity is high then chances of rain
is high. In Table 3 we can see our simulated rain result by combining different input
parameter (Table 4, Fig. 17).

Fig. 14. Fuzzy logic system rule base
Fig. 15. FIS rule view

Fig. 16. FIS surface view

Table 3. For different input evaluated results

Temperature (°
C)

Humidity
(%)

Output
(mm)

14 33.5 388.53
20.2 36.2 298
21.4 35.6 347.24
17.6 43.6 264

Table 4. Comparison result

Monitored rain
value

Predicted rain
value

127 388.53
124 298
120 347.24
117 264
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6 Conclusion and Future Scope

This paper has developed an IoT (Internet of Things) solution for real time weather
monitoring applications by the use of cost-effective sensor and other components. The
monitored data was shown on thingspeak platform. Next, we present IoT together with
fuzzy logic approach to calculate the rain value. According to both monitored and
fuzzified rain value, we achieve a best performance for rain condition. In future we can
add GPS in the model, so that the location of our neighboring environment will be
mailed. We use some different environment parameters in the model.
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Abstract. India is an agricultural country with over 58% of income is earned
through agro-based environment. Out of all, the major crop produced in India is
Black pepper. The production of black pepper has played a very important role
in enhancing the economic growth of our country. To help in enhancing the
production and the export of black pepper from India, this study proposes a
method to detect the ripening stages of peppercorns. An android application is
developed to predict the maturity and ripeness of the peppercorns. This will help
the cultivators to produce peppercorns as per the global market requirement.
The pepper images, representing various stages of maturity are collected from

various agricultural resources. These images are trained and classified by
extracting, the color features like RGB value. The training and classification is
done using Support Vector Machine Algorithm. SVM classifies the images into
three classes. The images in these classes are used as the dataset to further
identify the maturity or ripen stage of the peppercorns in the input image cap-
tured by the android application.

Keywords: Peppercorns � Agriculture � Maturity � Image processing �
SVM algorithm

1 Introduction

Black Pepper is one of the most priced spices in the world. It is known to add flavor
and taste to any bland food. Black pepper is also extensively used for its medicinal
value in curing digestive issues, bronchitis, improving blood circulation etc. Manu-
facturers are focusing on continuous new product innovations such as essential oils,
black pepper spray and fragrances. Recent research shows that there will be a signif-
icant impact on growth of the global market for black pepper. In 2017 global black
pepper market was approximately valued at more than 3,700 million US$, which is
estimated to increase at a CAGR of 6.1% over the forecast period to reach more than
5,700 million US$ by the end of 2024 [1].

In India, Kerala is the largest producer of black pepper. However, the tropical
climate in major parts of the India is suitable for the cultivation of this popular spice.
According to the department of agriculture, the harvesting time of black and white
peppercorn in India, comes in the month of December and January, which does not
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coincide with the harvest period of other major pepper producing countries in Asia [2].
Figure 1 shows the harvesting period of all the major pepper producing countries in
Asia. Increasing the production of black pepper during this time would be favourable
for the economic growth of our country.

Peppercorns are the fruits from the plant called Piper Nigrum. There are black, green
and white peppercorns, which simply indicate the different ripen stages of the same
peppercorn. Harvesting the peppercorns at the right stage of maturity is necessary for
producing different kinds of pepper products with good colour, appearance, weight and
taste [3]. Table 1 shows the optimummaturity stage needed for different pepper products
at maturity. Here the canned peppers are immature, fresh (green) peppercorns [4].

There is a need for simple, easy and cost effective technique for identifying the
ripening stages of the peppercorns. Smart phones are nowadays widely used for solving
real time problems related to agriculture and industries. This paper discusses on
developing an android application to identify the maturity stage of the peppercorns and

Fig. 1. Harvesting calendar of pepper producing countries in Asia [2].

Table 1. Optimum maturity stage needed for pepper products [4]

Product Stage maturity at harvest

Canned pepper 4–5 months
Dehydrated green pepper 10–15 days before maturity
Oleoresin and essential oil 15–20 days before maturity
Black pepper Fully mature & 1–2 berries start turning yellow to

red in each spike
Pepper powder Fully mature with maximum starch
White pepper Fully ripe
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also predict the time required for the peppercorns to reach the next ripen stage and
thereafter fully ripen stage. The system would help the cultivators to predict the time
needed for ripening and hence plan a better marketing strategy to increase sales and
profit.

2 Literature Survey

Lim and Gopal [5] developed an automated harvest system, based on computer vision
to classifying the ripe peppers in a farmhouse. Firstly, a pepper detection algorithm was
used to identify the area of interest from the image captured. The area of interest was
determined by extracting the features like color, intensity and orientation. This actually
gives the exact coordinate position of the pepper in the given image. Next the region
containing the red color components were identified, as they are more likely to be the
ripe pepper region. Lastly active contour method is applied to the extracted red region
for form extraction. This is followed by the testing step to confirm the identification of
ripe pepper region. Hence a fully automated harvest system was developed to identify
and classify ripe peppers in the farm.

Ji et al. [6] a machine based computer vision system for harvesting apple. Here the
images of the apple farm are captured using a color charge coupled device. The basic
principle of color charge couple device is to represent the pixel value in the image in
the form of an electrical charge. The electrical charge here determines the intensity of
the color. However the main point here is to identify the intensity of red color value in
the input image. In the meantime the images are processed to remove the noise, image
segmentation method is used to identify edges. Once the color and shape feature is
extracted from the images, the color quality is thoroughly investigated to identify and
classify ripen apple for harvest. An improvised SVM algorithm was used for ripen
apple classification.

Rupanagudi et al. [7] introduced an economical method for identifying the maturity
stage of tomato. The six stages of tomato ripening process include immature green
mature green, breaker, turning, red ripe, and overripe. The image processing algorithms
were used to identify these six important stages of ripening. Simulink, integrated with
Matlab was used to design model based image detection algorithm for identifying the
ripen stage. An overall 98% of accuracy was obtained in successful classification.

Salunkhel et al. [8] used two methods to classify Alphonso mangoes. The two
methods are based on the two color models: RGB and HSV respectively. In the RGB
model, the classification is done based on the color intensity levels of Red, Green and
Blue pixel in the images, while in the HSV model, the Hue, Saturation, Value is used to
represent colors, which is quite similar to the way humans perceive color. Both the
methods are insensitive to the ambient light quantity, if the images are taken under
normal light conditions. Compare to the manual methods, the RGB and HSV method
precisely gave 90.4% and 84.2% accuracy.

Dadwal et al. [9] developed a system where basically three steps were used to
determine the threshold level for some selected parameters in the images. The steps
include histogram equalization, image segmentation, and relative estimation of seg-
mentation based on parameters. The training set was created for determining the
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appropriate threshold value. The three steps were applied to any input image, and the
parameters were compared with the threshold to detect the maturity of fruits or veg-
etables in the input image.

Gokul et al. [10] developed a system that utilizes the spherical shape of the sweet
lime to detect the fruit and volume of the sweet lime to detect its ripeness. The radius
here plays a major role in identifying the sweet lime in the pictures. Radius calculated
can be used to determine the maturity level also. Volume is approximately measured
based on the RGB color ratio.

Saadl et al. [11] developed a strategy to classify banana into three classes ripe,
unripe and overripe depending on the histogram RGB value. Artificial Neural tech-
nique was used for effective classification. 32 training sample images were collected for
applying the ANN algorithm. 28 images were used in the testing phase. Out of 28,
images 25 images were accurately classified.

Kipli et al. [12] developed an application to predict the ripeness of banana. Here
sample images representing three different ripen state of banana is sent through Google
Cloud Vision Application Programming interface. The Google Cloud platform is used
to analyze the attributes of the images. Thus a database is formed. For any input image
of banana, the application compares the attributes with the database and the image is
thus classified into either of the three states unripe, ready and overripe. Image pro-
cessing and data mining algorithms are utilized.

3 Methodology

The proposed method identifies the maturity or ripeness stage of the peppercorns using
image processing and SVM algorithm. The Fig. 2 shows the steps involved in the
proposed system. The method involves two phases. The first phase is called the training
phase and the second phase is called the testing phase. The basic steps involved in both
the phases are Image Acquisition, Pre-processing, Feature Extraction and Classification
using SVM algorithm.

Fig. 2. Proposed system design.
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In the training phase, the images representing various stages of maturity or ripeness
of peppercorns were collected from authorized agricultural resources [13]. Around 50
images representing 4–5 months maturity stage of peppercorns, 45 images representing
6–7 months maturity stage, and 55 images representing 8 months fully ripe red pep-
percorns were collected. These datasets were pre-processed using histogram equal-
ization and then the image processing methods were used to extract the RGB features.
Based on the average value calculated on these features, the datasets were classified
into three classes using SVM algorithm. The three classes here represent the three
stages of maturity of the peppercorns. The 4–5 months mature green peppercorns
represents class C1, the 6–7 months maturity stage peppercorns represents class C2 and
fully ripe red peppercorns represents class C3. The images in these classes form the
trained dataset and are stored in the database. These images will be further used in the
testing phase to identify the maturity stage of the peppercorns in the input image
captured through the Android App developed. The following steps explain the testing
phase in details.

A. Image Acquisition and Collection

In this stage the image of black pepper fruit is captured through the camera of the smart
phone.

B. Image Pre-processing

In pre-processing, histogram equalization is used as the primary method for noise
reduction, cropping and smoothing of the input image. Edge detection and shape
detection is carried out as the secondary method for pre-processing.

C. Feature Extraction

In the proposed method, image processing technique is used to extract the RGB value
of the pixels in the input images. The Red, Green and Blue value of the pixels in the
images determines the color intensity of the given image. The average of the R, G and
B component of each pixel in an image is calculated. The Average RGB value is a
threshold value or descriptor. The following are the equations for computing the
average of the R, G, B component of an image, where I is the image, w - width of
image I, h - height of image I, I(x, y) - the pixel of image I at row y, column x, R(p), tt
(p), B(p) - the red, green and blue color component of pixel p, ra, ga, ba - the average
red, green and blue component of image Ia and (Ia, Ib) - the distance measure between
image Ia and Ib.

r ¼
Xx ¼ w;y ¼ h

x ¼ 1;y ¼ 1

R I x; yð Þð Þ
w� h

ð1Þ

g ¼
Xx ¼ w;y ¼ h

x ¼ 1;y ¼ 1

G I x; yð Þð Þ
w� h

ð2Þ

142 K. J. Mythri et al.



b ¼
Xx ¼ w;y ¼ h

x ¼ 1;y ¼ 1

B I x; yð Þð Þ
w� h

ð3Þ

The equation for distance measure of image Ia and Ib is calculated using the
weighted Euclidean distance. The distance between two exact images will be 0 and the
distance between two most dissimilar images will be 1 depending on the range of RGB
i.e. from 0–255.

d Ia; Ibð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ra � rbð Þ2 þ ga � gbð Þ2 þ ba � bbð Þ2

3

s
ð4Þ

D. Classification

In classification the images are classified using SVM (Support Vector Machine)
algorithm. The distance measure calculated is used as the threshold value, to decide the
class to which the input test image belongs. Since SVM is the binary classification
method as a research it can be applied even for the multiple classes. So here the test
images would belong to the class, based on the closest match to the cluster class C1, C2
or C3. The Fig. 3 represents the test image that closely matches to class C1, Fig. 4
represents the test image that closely matches to class C2, Fig. 5 represents the test
image that closely matches to class C3.

4 Experimental Results

The android application is developed using Java and by implementing the MVC
architecture. The trained datasets are stored in the cloud platform. The Fig. 6 shows the
snapshot of the android application. Both, images from the gallery and real time images
of peppercorns captured from the smart phone camera were tested and accurately
classified. The proposed system provides an accuracy of approximately 80%. Out of
ten images tested for classification, eight images were accurately classified into its
corresponding class, thereby efficiently identifying the maturity or ripen stage of the
peppercorns.

Fig. 3. Class C1 Fig. 4. Class C2
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5 Conclusion and Future Work

The proposed framework will be useful for peppercorns cultivators to efficiently
identify the maturity stages of the peppercorns. This is necessary in order to harvest the
peppercorns at the right stage of maturity and thereby produces quality pepper products
for sale and export. In future work, the system could be developed to predict the time
required to reach the next stage of maturity. Also, this method can be applied to predict
the maturity of the other fruits.
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Abstract. In recent times, Heterogeneous Wireless Sensor Networks (HWSNs)
are gaining increasing interest from various research communities due to their
potential applications in large number of domains such as environmental
applications, area surveillance and health monitoring. However, the performance
of a HWSN primarily depends on a set of critical decision parameters including
robustness, security, connectivity and efficient usage of energy and so on.
Specifically, one of the most important research challenges is, enhancing the
network lifetime of HWSNs, so that the object monitoring activities can be
conducted without any interruptions. More specifically, Energy usage in a
network is an essential factor, which directly influences the lifetime of the given
network. In contrast, efficient energy utilization within a network can be
achieved by means of grouping the nodes into clusters using effective clustering
algorithms. In this paper, an overview of HWSNs is presented along with the
different state-of-the-art techniques used for implementing energy efficient
clustering strategies. Furthermore, this article also explores the future key
directions and highlights the research challenges that need to be addressed in
achieving energy efficient clustering in HWSNs.

Keywords: HWSN � Energy efficiency � Clustering in HWSNs

1 Introduction

In the past few decades, there is an bigger research curiosity in the possible uses of
Wireless Sensor System (WSN) in variety of field including border security surveil-
lance, disaster management, and surveillance of battle field and so on [1]. Generally,
Wireless sensor system (WSN) consists of small sensors/nodes having capabilities such
as sensing, calculation and communications. These sensors collect data by sensing their
environment, collect the sensed facts to figure useful information and send out it to the
base location or the adjacent node for further processing. However, sensor nodes are
limited in power, memory, computational capacities and specifically shorter life span.
One of the strategies is to extend the lifetime of WSN is to incorporate a definite
percentage of sensor nodes outfitted with additional energy sources, by means of
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building the WSN as heterogeneous WSN (HWSN) in terms of energy. Due to this
incorporation of additional sensor nodes, HWSNs stay alive for a longer time, as
compared to homogeneous WSNs, which is sufficiently demonstrated in the literature
in terms of many present schemes for heterogeneous wireless sensor networks
(HWSNs) such as SYLPH [1] and EEHC [2]. Researchers of WSN believe that, if
nodes are non-homogeneous having some of the nodes with different energy levels,
might extend the lifetime of a WSN and its reliability to a greater extent [3].

Generally, there are three types of resource heterogeneity may exist in HWSN-
based sensor nodes, namely computational heterogeneity, link heterogeneity and
energy heterogeneity.

Computational heterogeneity indicates that, few of the mixed nodes consist of more
potent microprocessor and more memory compared with the other regular nodes. Link
heterogeneity represents, some of the nodes in HWSN have more bandwidth and
longer distance network transmission capabilities compared to the other normal nodes.
Energy heterogeneity denotes that, some of the heterogeneous nodes are line powered
or battery replaceable. Energy heterogeneity is considered as the most important
heterogeneity among all the three types of resource heterogeneities, since both the
computational heterogeneity and link heterogeneity mainly depends upon consumption
of amount of energy resources. In addition, the effectual position of heterogeneous
nodes in the sensor network significantly reduces average energy consumption and also
increases network lifetime as well as reliability of data transmission. Due to these
reasons, HWSN have broader applications than homogeneous WSNs. However, due to
their replace ability of nodes, one of the major challenges in HWSN is dealing with
effective consumption of energy in order to extend the network life span in complex
heterogeneous network environments.

2 Literature Survey

Clusters are the organizational unit for WSNs. A WSN can be able to changed in size
by gather together the sensor nodes into groups i.e. clusters. Every cluster have got a
head, which is called as the cluster head (CH), which may be selected by the sensors in
a bunch or pre allocated by the network designer. In the literature, a no. of clustering
algorithms are introduced for designing HWSNs, which in turn can enhance scalability,
data communication as well as efficient energy utilization.

For example, Smaragdakis et al. [4] discuss stable election protocol (SEP), which
uses heterogeneity concept. As per this procedure, a node can become a cluster head
based on weighted election prospect, which uses a function of the residual energy of
the nodes in order to make sure consistent usage of node energy. The fundamental
network of the SEP considers two levels of heterogeneity namely advanced nodes and
normal nodes. However, the energy of the superior node is somewhat advanced than
the ordinary nodes and their count is lesser than that of the normal nodes due to the
bigger cost factor.

Li et al. [5] introduced the distributed energy efficient clustering DEEC protocol by
considering 2-level and multilevel heterogeneous WSN. In this multilevel non
homogeneous network plan, the energy of each sensor node is arbitrarily assigned from
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a given energy time. However, in this group all nodes are having diverse levels of
energy because of arbitrary allotment. Due to these reasons, this multilevel non
homogeneous network model is hardly of any use, since designing sensor nodes of
large number energy levels may not be nearly viable.

Mao et al. [6] presented an efficient data assembly algorithm known as (EDGA) for
heterogeneous WSNs that considers 3 levels of non uniformity by introducing 3 forms
of nodes: traditional, advanced, and super nodes. However, the performance of this
approach is slightly less due to the fact that, the vitality of a propelled hub is higher
than that of a normal node and the vitality of a super hub is higher than its counterpart
propelled hub.

Recently, in 2014, two distributed protocols namely, single-jump vitality produc-
tive bunching convention (S-EECP) also, multi-bounce vitality proficient grouping
convention (M-EECP) are introduced by Kumar [7]. In S-EECP, the cluster heads are
chosen by a weighted likelihood dependent on the proportion between remaining
vitality of every hub in examination with the normal vitality of the system. But, M-
EECP uses a greedy method to take care of the single source most brief issue to locate
the most brief way from each bunch head to the BS.

Farouk et al. [8] presented a stable and vitality proficient grouping (SEEC) con-
vention followed by the extension of multi-level SEEC. Zhou et al. [9] presented a
technique based on bunching convention vitality scattering forecast and bunching the
board (EDFCM), which uses two-level network composed of super hubs and normal
hubs. In this method, the best number of gatherings calculated using LEACH. Also, a
mathematical energy consumption model to compute the weighted likelihood of hub
for choosing bunch head node is employed. However, the technique achieves slightly
less performance, since the computation of normal vitality utilization at the next round
of organize causes deviations in practice, which might form an ideal value.

Chand et al. [10] conducted a study of heterogeneous HEED protocol. It considers
three parameters, namely residual energy, hub thickness, and separation. The authors
used fuzzy logic techniques to determine the cluster heads. However, if cluster heads
are not ready to speak with one another, then the data may be lost.

In 2015, Xiao et al. [11] detailed a cell-grouped calculation known as CC-HEED
for energy efficiency in HWSNs. Though the performance of this approach is better, yet
power consumption constrains limit the output rates, since cell nodes in cell-shaped
areas are assembled together to collect the data in each cell region by taking into
account power utilization model.

Very recently in 2016, Singh et al. [11] introduced a novel vitality proficient
bunching convention (NEECP) for expanding the system lifetime in WSNs. This
strategy chooses the bunch heads effectively with a movable detecting range and
performs information total utilizing anchoring approaches. It likewise stays away from
transmission of excess information by utilizing a repetition check work for improving
the system lifetime. However, the performance of this scheme is slightly poor, due to
the limitations of aggregation functionalities.
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3 HWSNs - Network Model

HWSN in general, consists of multiple sensors with different processing capabilities as
well as initial energy. Since, each node in a HWSN has staggered control choices; it
can consume different energy levels per round during their ordinary execution
depending upon its present power level. Further the connection quality and bundle loss
rate are primary performance bottleneck issues in HWSN, which needs to be tackled
with at most care, in convoluted remote situations. In addition, the node interferences
can occur among hubs and clusters. In this way, the heterogeneous WSN with con-
siderable amount of limitations is continuing as one of the potential research domain in
the recent few decades (Fig. 1).

4 Future Research Challenges

In the current writing, though various techniques are introduced to achieve energy
efficient clustering, yet few of the research challenges are not yet completely solved,
which need to be addressed in future are as summarized below:

A. Computing ideal number of cluster heads:
In the literature, most of the techniques select the cluster head in a predefined way.
However, achieving the ideal number of bunch heads is essential to ensure the least
energy dissipation in the network so that the power consumption is reduced to extend
the life of the network.

Fig. 1. Example two-layered heterogeneous WSN for energy efficiency
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B. Maximize network lifetime:
In HWSN, the sensors are resource constraint and dependent on batteries as source of
energy, due to which maximizing the lifetime becomes an important concern in HWSN
design.

C. Cluster size:
In HWSN, balanced number of cluster members can distribute the load of cluster head
uniformly. Since, if the cluster head is overburdened, this can cause more energy
consumption and early death of nodes, which needs to be resolved.

D. Ignoring residual energy, geographic location information:
In the existing algorithms less focus is given towards remaining energy as well as
geographic location of nodes, which prove to be very effective while selecting cluster
heads. Therefore, incorporation of residual energy and geographic location information
may significantly enhance the energy utilization of nodes in terms efficient clustering
process.

E. Reduce the Energy Spent per Round:
This measurement is related to the total energy used in routing messages in a round. It
is a measure of the short term which can be intended to improve the energy efficiency
of nodes in any HWSN.

F. Effective Low-Duty Cycle Operations in Idle States of Nodes:
In general, from the data sensing point of view, the To collect environmental data from
the field, sensor nodes should remain in active state, whereas sensor nodes are expected
to be powered off periodically for energy conservation concerns. To solve this issue,
effective low duty-cycled operations need to be employed, where In order to save
energy consumption in idle conditions, each node periodically switches between sleep
mode and wake mode.

G. Uniformity in Cluster head distribution:
In the literature, though cluster head distribution is focused more, yet suitable metrics
for computing uniformity in cluster head distribution are completely unexplored, which
might result in longer network lifetime.

5 Conclusion

Only just, more popular are heterogeneous wireless sensor networks (HWSNs) among
various research communities due to their potential applications in large number of
domains such as environmental applications. Specifically, one of the most important
research challenges is, enhancing the network lifetime ofHWSNs. However, Energy usage
in a network is an essential factor, which directly influences the lifetime of the network.

On the other hand, efficient energy utilization in a network can be achieved by
means of grouping the nodes into clusters using effective clustering algorithms. In this
paper, an overview of HWSNs is presented along with the different state-of-the-art
techniques used for implementing energy efficient clustering strategies. Further, future
key directions and research challenges are highlighted in this article which could be
beneficial for achieving energy efficient clustering in HWSNs.
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Abstract. The contribution of Wireless Sensor Network (WSN) towards
commercial sensing application is tremendously progressing day-by-day.
However, it is still shrouded by security problems owing to less practical
applicability of existing research solutions as well as inherent nature of resource
constrained nodes. Key management in encryption technique is one of the most
frequently exercised techniques; however, it lacks the robustness against various
attacks due to flawed in design principle of dependable parameters in con-
struction security solution. Therefore, the proposed system introduced a novel
temporal key-based mechanism that is meant for strengthening the encryption
operation. The study also offers higher flexibility to include different encryption
algorithm for scaling the security feature based on different vulnerability over
the challenging environment of WSN.

Keywords: Wireless sensor network � Security � Encryption � Temporal keys �
Clustering techniques � Energy efficiency

1 Introduction

Due to the sensing mechanism that is cost efficient, a high degree of attention is
attracted towards Wireless Sensor Network (WSN) area [1]. The WSN based issues are
addressed with several solutions in various segments [2–4]. Regardless of the
numerous research-based techniques available, the research community is yet to
address several security issues associated with WSN [5–8]. Execution of a strong
cryptographic protocol is a major challenge in sensor nodes as WSN imposes several
security issues in this context [9]. The memory constraints and low computational
capabilities does not allow execution of prospective encryption algorithms from other
networks in sensor nodes [10]. This imposes a great challenge in designing an
encryption system that is light weight and can balance the computational complexity
and strong security features. Public key encryption is commonly used in encryption
mechanism as management of key plays a major role in this domain. Several loopholes
are also associated to encryption of public key. The performance of computation-
communication in WSN is compromised whereas strong security is provided by public
key encryption. The lack of assurance towards compromise of keys or additional
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protection in public keys is a substantial loophole in public key encryption. Based on
multiple factors like energy and distance for protection of public keys, several
adversaries are filtered. A novel mechanism for this purpose is introduced in this paper.

2 Related Work

A brief of the literature containing recent trends towards addressing the WSN based
security issues and related research is presented in this section. Aissani et al. [11] used
the process of re-keying for management of micro key in WSN. Burg et al. [12]
emphasized on the security issues in IoT devices. The paper also rendered that in cyber-
physical systems, implementation of WSN does not provide adequate security.
Gandino et al. [13] discussed the solution to reduce the computational complexity using
hierarchical approach for management of master key. Gopalakrishnan et al. [14] per-
formed secure routing with chaotic approach that was independent of pre-shared keys.
Enhancement of security measures with an emergency key of special form is presented
by Gope and Hwang [15] using a unique mechanism for exchanging of keys. Haghighi
et al. [16] studied the use of analytical modeling for addressing wormholes. Huang
et al. [17] focused on strengthening of the authentication system using the group key
management concept. Kesavan et al. [18] considered the WSN based mobility aspects
for managing the security issues using clustering to perform processing of dynamic
keying. Other than this, other security addressing approaches like randomization,
composite key distribution, time and energy management, linear programming, iden-
tification of attack, encryption of public-key, optimization, multifactor authentication
and so on [19–30] are studied by several researchers.

3 Problem Description

Irrespective of numerous studies towards key management and cryptographic
approaches towards securing WSN, there are yet two potential problems that are
unaddressed e.g. (i) existing key management techniques are based on some
model/equation that if compromised damages the entire network system, (ii) consid-
eration of dependable parameters to construct encryption algorithm were not much
focused other than conventional random/prime numbers. Therefore, research problem
can be stated as “developing highly dynamic dependable parameters for constructing a
novel secure approach for strengthening the key management in WSN is computa-
tionally challenging task”. The next section outlines about the proposed research
methodology in order address this identified research problem.
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4 Proposed Methodology

The design implementation of the proposed system is carried out using analytical
research methodology. Figure 1 highlights the proposed scheme of secure communi-
cation in WSN with a novelty of implementing temporal key factors as the core
backbone of the encryption approach used.

The proposed system aims to develop a novel temporal key-based mechanism for
offering secure communication in WSN. Initially a communication vector is con-
structed using shortest routing approach followed by dynamic and user-defined cluster
formation. Finally, a flexible encryption approach is introduced that uses different
attributes of temporal keys. The novelty/robustness of proposed system is that none of
the parameters used for temporal keys can be even compromised or extracted by the
adversary as they are highly dynamic in order and at the same time they are also large
in number. A matrix-based mechanism is introduced in order to formulate hops and
clusters where different forms of encryption algorithm can be implemented depending
upon the criticality of the data to be forwarded. The next section discusses about the
design of algorithm and its logic of implementation.

5 Algorithm Implementation

The design and development of the proposed algorithm is based on the fact that is a
need of a novel security system that can offer an efficient balance between commu-
nication performance as well as security performance in WSN. The research aim is
implemented using three different research objectives sequentially viz. Algorithm for
Constructing communication vector, Algorithm for clustering, and Algorithm for
applying encryption. The briefings of these algorithms are as follows.

Algorithm for communication vector Algorithm for Clustering Algorithm for Encryption

Temporal Key 
Factors

active node 
session

duration of 
active node

ANS T1

duration of 
passive node instance of data arrival

dt

time to perform 
synchronization

ET1

duration for exchange 
of RREQ/RREP

ET2

hibernating 
time

ET3

instance for route 
acknowledgement

ET4

T2

Fig. 1. Proposed scheme
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5.1 Algorithm for Constructing Communication Vector

This algorithm is responsible for setting up normal communication vector between two
sensor nodes. The algorithm takes the input of SA (Simulation Area) and N (Number of
Sensors), which after processing gives the output of cvec (communication vector).
(i) Operation of Algorithm: The algorithm performs a random distribution of all the N

sensors with (x, y) being the position of the sensor (Line-1). For all sensors (Line-2),
the algorithm checks for a variable b which is basically a matrix storing all the spatial
information of the sensors with each other. If the value of b is found to be less than
coverage r than it can be assumed that these set of nodes are having large number of
connections with each other (Line-3). Further Euclidean’s distance function euc is
applied between the sensor node with position N(x, y) and base station with position
BS (x, y) in order to obtain distance d (Line-4). A connection matrix a is formed if
distance d is found to be less than coverage r (Line-5). Therefore, Line-6 shows the
process of establishing connection among all the neighboring nodes. Finally, the
diagonal value of the distance matrix is made zero (Line-8). Further, a matrix xy is
formulated in order to connect base-station and current sensors (Line-9). Finally, a
shortest routing protocol function f1(x) is applied with an input arguments of con-
nection matrix a, matrix with position information of current sensor with base station,
and all sensor information.

(ii) Security Benefit of Algorithm: In order to perform secure routing, it is essential
that a proper accountability of the entire sensor should be retained in order to perform
security validation. Normally, such information is retained over hop table that is borne
by an individual sensor. Hence, the beneficial factor of this algorithms are (i) it retains
all sensor node identity-based as well as hop-based information and maintains a record
in the form of dynamic memory system called as connection matrix, (ii) it offer shortest
routing using f1(x).

Algorithm for Constructing Communication Vector
Input: SA, N
Output: cvec 

Start
1. (x, y) SA. rand(N)
2. For i=1:N
3.     α=β≤r
4.     d=euc[N(x,y)-BS(x,y)] 
5.     Ifd<r
6.         α((I,N+1),(N+1,i))=1
7.     End
8.     α 0 
9.     xy [ N(x,y), BS(x,y)]
10.   cvec Apply f1(α, xy, I, N+1)
End
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5.2 Algorithm for Clustering

Clustering plays an essential role in performing communication system. Apart from
energy-efficient data aggregation, it has also bigger contribution towards retaining
higher security. A controlled mechanism of maintaining number of clusters is one of the
best mechanisms to triangulate the adversary, which unfortunately doesn’t exists in any
of existing approaches of clustering. Therefore, the proposed clustering algorithm for-
mulates clusters on the demand of user/application unlike an automated mechanism of
existing system. The algorithm takes the input of s (number of target cluster) which after
processing lead to generate of shortlisted nodes under specific clusters Gid (cluster ID).
(i) Operation of Algorithm: For all the sensors (Line-1), the proposed system first

obtains single hop h1(x) information for all the sensors (Line-2) and retain all this
information in a matrix q1node (Line-2). In case of presence of more number of hops
(Line-3), the algorithm constructs double hops from single hop h1(x) itself (Line-4) and
this results in final two hops matrix i.e. q2node (Line-5). The algorithm then takes the
input of number of cluster and generates a random identity Ridx from all the existing
sensors (Line-8 and Line-9). For all the number of clusters (Line-9), the algorithm
extracts an identity of all the nodes using the expression shown in Line-10 and Line-11
in order to finally confirm the identity of all nodes under demanded number of clusters
(Line-14).

(ii) Security Benefit of Algorithm: Normally, the presence of attacker node will be
either within a cluster or outside of it. However, it is more likely that adversary position
will be definitely within the reach of one of the cluster. Hence, proposed algorithm
benefits by restricting the process of generating number of clusters on the demand of
user/application and hence cannot be controlled by any adversary. Therefore, number
of clusters can be retaining low with coverage of all the sensors. This is the best way to

Algorithm for Clustering
Input: τ
Output: Gid
Start
1. For i=1:N
2.  ρ1node h1(i)
3.  If (ρ1node!=N+1)
4.     ρ2node h2(h1) 
5.     h2(i) ρ2node
6.  End
7. End
8. For i=1: τ
9.     Ifi< τ
10.      getID Ridx((i-1).N/τ)+1, (i).N/τ)
11.   Else
12.     getID Ridx((i-1).N/τ)+1, end
13.   End
14.     Gid(getID)=i
15. End
End
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minimize the search time of validation of member nodes within or outside of a cluster.
Moreover, it generates a random identity of each member node as well as cluster node
and retains under a secured matrix Gid, which is completely inaccessible to adversary.
Therefore, even without using any form of cryptographic approach till this step, the
proposed system offers significant level of data integrity as well as confidentiality.

5.3 Algorithm for Applying Encryption

This is the final step of proposed system which offers resistivity against lethal adver-
saries. This algorithm offers the proposed framework to implement different kinds of
encryption algorithm in order to secure the data packet. The algorithm takes the input
of ANS (active node session), fsize (size of frame), T1 (duration of active node), T2

(duration of passive node), dt (instance of data arrival), ET1 (time to perform syn-
chronization), ET2 (duration for exchange of RREQ/RREP), ET3 (hibernating time),
ET4 (instance for route acknowledgement), pr (priority), and data (data packet), which
after processing yields e (Encrypted data).
(i) Operation of Algorithm: This part of the algorithm considers various temporal-key
based security system parameters, which ensures that it retains record of each instance
of communication with respect to active and passive mode. The mechanism of compute
temporal factor is illustrated in result section. The algorithm generates an arbitrary

index in order to generate arbitrary instances of data being arriving within the networks.
The algorithm also ensures that in case of faster propagation of attack, it must complete
its process of data aggregation by fast forwarding all important data. For this purpose,
the algorithm computes the data arrival time dt and pr to obtain cardinality of all the
important messages (Line-3). The next part of the algorithm is all about obtaining
specific temporal instance dt randomly (Line-4) using some predefined constant flag
(Line-4). Finally, an encryption function enc is applied over the data that is sorted by
the dt in its prior step followed by encryption all the other data.

(ii) Security Benefit of Algorithm: In existing system, the encryption algorithm
encrypts almost all the data but doesn’t schedule the encryption cycle based on time
factor. Therefore, the novelty factor of this algorithms are (i) it offers highly flexible
encryption operation where any form of encryption algorithm can be used, (ii) the
complete encryption operation is scheduled primarily for important data packet and
then for other packets so that it can protect all the sensitive data packet, (iii) it offers
data integrity, confidentiality, non-repudiation, and privacy too, (iv) the algorithm is
equally valid for any forms of attacks in WSN.

Algorithm for applying encryption
Input: ANS, fsize, T1, T2, dt, ET1, ET2, ET3, ET4, pr, data
Output:e
Start
1. init ANS, fsize, T1, T2, dt, pr
2. compute ET1, ET2, ET3, and ET4
3. Cardimpmsg (dt*pr)/100
4. dt(dt(ridx(1:Cardimpmsg))) flag
5. E Enc(data) and compute E 
End
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6 Results Discussion

As the proposed system offers solution towards security problems in WSN, where it
offers higher degree of flexibility to incorporate any form of security approaches,
therefore, it is essential to assess the effectiveness of it. The proposed study chooses the
performance parameters of remnant energy of sensor node as well as processing time to
assess the security implementation in MATLAB. According to last algorithm discussed
in prior section, the proposed system uses temporal keys based security approach where
it initializes ANS as 0.2 and fsize as 1 s. It computes T1 = ANS. fsize and T2 = (1 − ANS).
fsize, ET1 is considered as 20–30% of T1, ET2 is considered as 80–90% of T1, ET3 is
considered as 80–90% of T2 and ET4 is considered as 20–40% of T2. The proposed
system is compared with existing secure and energy efficient routing strategy
SecLEACH [31] and LS-LEACH [32]. The analysis is carried out by combination of
three different encryption algorithms i.e. RSA [33], AES [34], and SEA [35].

The outcome exhibited in Fig. 2 shows some interesting outcomes which is
required to understand thoroughly. An impartial simulation over MATLAB over
similar test variable has resulted in Fig. 2 which visually shows that LS-LEACH with
SEA and LS-LEACH with RSA offers better residual energy. Similarly, SecLEACH
with AES also offers a good residual energy in comparison to proposed system.
However, a logical justification is that proposed system offers more better and prac-

tically efficient energy reduction compared to both the existing system for three rea-
sons: (i) proposed system is completely free from location of complex encryption
algorithm inclusion and it can be changed at any point of time, however, there is no
alteration possible in SecLEACH or LS-LEACH; therefore, it is good from security
viewpoint, (ii) both the existing system don’t have any control over number of cluster
formation; however, proposed system has potential control over cluster formation

Fig. 2. Comparative analysis of remnant energy
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number, and (iii) proposed system offers swapping of active and passive mode to offer
better energy control during encryption, and none of such flexibility existing in
SecLEACH or LS-LEACH. Hence, from this ground, residual energy of proposed
system offers practical outcome in contrast to existing system.

The above numerical outcome in Table 1 showcase that proposed system offers
better result when used with SEA algorithm as well as AES algorithm. However, it also
offer better outcome when used with RSA. The prime reason behind this is proposed
system doesn’t use any form of iterations in order to constructs routes. A very pro-
gressive routing scheme has been presented that result in progressive finding of short,
secure, and energy efficient route using temporal key-based approach unlike existing

system.

7 Conclusion

The present paper introduced one cost effective security approach to show a better
possibility of introducing flexibility in using encryption protocols over secure routing
mechanism. The energy calculation has been carried out using standard benchmarked
first order radio-energy model and when compared with existing system with various
combinations, it shows that proposed system offers higher security from maximum key-
based attacks in WSN with faster response time. The future work will be towards
strengthening key-distribution mechanism as a continuation of it.
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Abstract. Now-a-days the networks which are wireless are characterized
through a constant range policy assignment. A big part of the allocated range is
used occasionally and based on the physical area differences inside usage of
allocated ranges degree is fifteen percent-eighty five percent with an excessive
differences in time. A confined attainable range and incapability within the
ranges utilization lead to a brand-new designed named as Next Generation
Network (xG network) and also cognitive radio network.
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1 Introduction

Due to the restricted attainable ranges and incapability within the range utilization lead
to a brand-new designed named as Next Generation Networks. It can be defined below.

“Next-Generation Network is a network which is a packet-based capable of offering
assistance which include the services by telecommunication and use more than one
communication technique to communicate parallely. The Quality of Service will allow
delivery of technology for which carrier-connected capabilities were impartial by
beneath lying carrier-relationed technologies”.

Now-a-days the networks which are not wired are managed in a way of constant
range mission coverage, that is the range is managed by using the groups which are
governmental which are allocated to the holders who are licensed offering more time
based on the large physical areas. Additionally, a big part of the constant range which is
used occasionally is shown in Fig. 1. The usage of a spectrum is focused more on
positive quantities of a range where as a tremendous quantity of the range will be
remained as not utilized.

NeXt Generation (xG) communication networks will offer excessive bandwidth to
mobile clients through heterogeneous wi-fi design and techniques of accessing the
dynamic spectrum. The ineffective use of a prevailing range may get progressed via
opportunistical entry for a licensed bands without interference of users who are existing
now. The next generation network are imposing number of challenges because of the
spectrum which is having a wide range and also numerous applications of requirements
of the quality of services. These differentiations ought to be caught and changing
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randomly as the terminals of the mobile will move between the architecture of those
which are not wired alongside the spectrum pool which is available [1–3].

2 Next Generation Network Architecture

The existence of the wireless network architecture will lead to differentiation in case of
spectrum policy and communication technology. And more a little part of spectrum
which are wireless have been licensed for the different reasons but still there are few

Fig. 1. Spectrum utilization

Fig. 2. xG network architecture
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bands which are remained as unlicensed. To develop the communication protocol, a
transparent explanation of Next Generation Network design is needed. The architecture
of Next Generation Networks are divided into two types they are the primary networks
and xG networks as shown in the Fig. 2.

• Primary Networks:
The current infrastructure of the network which is existing can be called as a
primary networks which is having an access to the band of the section which is
certain. Example of the primary network are the networks which are cellular and
also the networks which are TV broadcast. A primary network elements are
discussed below:

1. Primary users: Primary users are users who are having a license to drive in a
band of a spectrum which is certain. These accesses are controlled by ele-
mentary base-stations and so these access will not get effected by any of
users who are unlicensed. The elementary users doesn’t require modifica-
tions for co-existing with the current base stations which are xG and the next
generation clients.

2. Primary Base-Stations: The elementary base-stations is also known as the
licensed base-stations which are licensed has constant designed component
for network which is having a base-stations which are licensed trans-receiver
systems present inside cellular systems. This principles, this primary stations
aren’t having any next generation capacity to share it with the next gener-
ation clients. But it will request for having the estate and the xG protocol for
Next Generation users of elementary access of network.

• xG network:
The Next Generation Network (xG network) is also referred to as the cognitive
radio, the network which is secondary and also the network which is unlicensed.
It is not having a licensed band for functioning in particular band. Here the
access of the spectrum is done in a manner which is opportunistic. The xG
network will arrange the infrastructure and the ad hoc networks which are shown
in the Fig. 2. A xG network elements are shown below:

1. xG user: It is not having any license. Therefore, the additional functions are
necessary for sharing the licensed spectrum band.

2. xG base stations: It is constant designed component having xG network
capabilities. This base station will provide one hop connection to the users of
the xG without the access of the spectrum license. By this, the network can
be accessed by the user of xG.

3. Spectrum Brokers: Spectrum Brokers can also be known as scheduling
servers. It is a network which are central and that will make a major role in
distributing resources of spectrum to different xG networks. This spectrum
broker is having a capacity to connect with each other and will serve as a
manager for the spectrum information for enabling the existence combinedly
with the multiple xG networks.
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As referred to the above xG Architecture it is mainly divided into three types:
primary networks and xG network. And there again xG networks are based on
infrastructure xG network and the other one is networks which are ad-hoc. These
were functioned below the heterogeneous environments which consists both the
bands which are licensed and the bands which are unlicensed. The xG user can
interact one another by the multi-hops manner otherwise by using base-stations.
xG network consists of three heterogeneous kinds of access networks which are
explained below:

1. xG network access: In this kind the xG user can use the base-stations by
basing on both the licensed and the unlicensed.

2. xG hoc access: It is used to communicate with others by using the hoc
connection.

3. Primary networks access: In this section the xG users can use the elementary
base stations by the band which is licensed [4].

3 xG Network Functions

As we can see the above architecture we can come to know that the xG architecture is
operated based on the licensed bands or the unlicensed bands. By this the function-
alities of the next generation networks will vary based on the licensed and unlicensed
band users. This section, we will discuss about the xG networks in licensed band and
unlicensed band.

3.1 xG Networks on Licensed Bands

As seen in the Fig. 1 there get exists still the holes of the spectrum which are unused in
the bands of license. Thus, the next generation networks are moved to explore holes of
the spectrum through techniques of cognitive communication. This design is shown in
Fig. 3 where next generation networks exists along with elementary network in the
similar location and also on similar band spectrum. There exists the number of chal-
lenges to the next generation network because of these elementary users. But main aim
of next generation networks is for providing best spectrum which is available and also
licensed bands functions were used for identifying primary users. The holes of spec-
trum which is having the capacity of channel are dependent on primary users. Hence
interference issue of the primary users are very important in the architecture. If the
primary users are visible in spectrum bands which are involved by xG user then the xG
user should move from the present spectrum and go in search of the new spectrum
immediately which is referred to as the spectrums handoff.

3.2 xG Networks on Unlicensed Bands

The policies of open spectrum which had initiated in the industrial scientific and
medical (ISM) bands has been very attractive to many of the technologies and also for
the innovative uses. Due to this it has been interfered in many of the multiple different
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kinds of the networks where the efficiency of the industrial scientific and medical band
is getting decreased. But finally the capability of the access to open spectrums and
quality services will provide depending upon degree by which radio could be planned
for designing for allocating the spectrum efficiently. The next generation network could
be designed for operating upon the unlicensed band so it efficiently can be improved in
the particular portions of spectrum. Since in this there are no licensed users everyone
are having the same accessing right for the spectrum band. Number of next generation
networks exist in the same portion and communicate with each other in the same
portion of the spectrum. In this unlicensed architecture the next generation networks
focuses mainly on the next generation users. Variant to the operations of the licensed
band here the spectrums handoff doesn’t get altered by elementary users. Whatever it
is, here everyone are having the same right for accessing the spectrum and the xG users
must compete with one another in the similar licensed band. If number of xG com-
munity operator’s live within the similar unlicensed bands, the equal sharing of
spectrum between them is essential [5].

4 xG Networks Applications

The applications of xG networks are discussed below:

• Leased Networks: The primary network will provide an opportunity for accessing
its license spectrums with an agreement with the third person that it should provide
the good quality services for the elementary user [11]. Considering an example, the
elementary network can rent accessing rights of its spectrum for the mobile virtual
network operator and also regional community for broadband access.

• Cognitive’s Mesh Networks: The wireless network are becoming a cost-efficient
technology. As it is becoming the cost-efficient it is providing the broadband
connectivity [12]. As the density of the network gets increased then the applications
will require more higher output and then the mesh networks requires the higher
capacity for meeting the requirement of application. The cognitive radios will allow
bigger amount of spectrums, the next generation network are used by mesh net-
works in urban cities. Considering an example, coverage areas of the next gener-
ation network can be increased by the meshed wireless backboned network of the
infrastructure link which are established by the Cognitive access point (CAP) and
also the Cognitive Relay Node (CRN). The capacities of this CAP is connected
through the access of broadband to Internet which is shared over the bigger areas
with CRN. The next generation networks are having the capability for adding the
contemporary or the permanent spectrums for the infra-structure links which are
used for activating in case of the highest traffic loads.

• Emergency Networks: The another area of the next generation networks are the
public safety and the emergency networks [13]. If there is a case of the natural
disasters, during that period there may be temporarily disability of the network and
also the communication infrastructure may get damages at that times there is a need
for establishing these emergency networks. These networks deals with the very
important information, good communication must be possible with the minimum
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latency. Additionally, these communication requires the sufficient quantity of the
radio spectrum for sake of handling the more volume of the traffic like voices,
videos and also data. The next generation network will allow to use present spec-
trums without any need of the framework and it will maintain the interaction
priority and also the responding time.

• Military Networks: The interesting application of the next generation networks is a
military’s radio environment [14]. The next generation networks enables the mili-
tary radio to select the arbitrary, modulation and the coding schemes and the
Intermediate frequency bandwidth (IF). And also the military networks are having
the need of the next generation networks for the protection and the security during
the tough situations. These next generation networks allows the military personnel
for performing the handoff’s for locating the protective band spectrum.

5 Challenges of Next Generation Networks

• Challenges of Routing
Routing is playing an important role but it is an unexplored problem in the Next
Generation Network. Specially in the xG network with number of hop interaction
necessities, the precise characteristic of the open spectrums phenomenon necessitate
novel’s routing algorithm to be developed. Research on the Next Generation Network
is elementarly on the spectrums sensing technique and the spectrums sharing solution.
We emphasize the need for the purpose routing algorithm in open spectrums envi-
ronment constitutes a major matter in Next Generation Networks.

A principal layout choices for routings in xG network is the combination in
between the routing and also the spectrum control. The random spectrum that’s not
continuous in conditions of both the time and area necessitate a technique. Simulation
based comparisons are carried out for cross-layered and decouple techniques for
routings and spectrum managements. The consequences in both works results that a
cross-layered solutions that construct route and determine the working spectrums at the
every time for every hops that outperform a method in sequence where routes are
choosen without depending on the spectrum allocations.

The internal dependency between the routes selection and the spectrum’s man-
agement is inquired. Firstly, the routes selection and the spectrum’s management
method were proposed. In the strategy, the routes selection is done without depending
on the spectrum’s management by using the shortest path algorithm. In this strategy the
routing layer will discover path to the selected routes. As usual the spectrum man-
agement is performed on each hop. The source-based routing strategy is operated by
using a global outlook of network to display the upper bound in attainable perfor-
mance. The simulations in each reveal that cross-layer approach is high quality for
routing in xG networks since the availability of spectrum precisely impacts the end-to-
end act. These two results for routing in xG networks transparently display that cross-
layer approaches together consult the route and spectrum which are necessary for the
Next Generation Networks.
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Another precise project for routing in xG networks is the reformed equipment for
analytical assessment of routing protocols. Traditionally, routing protocols for ad hoc
networks are analysed by the usage of graph models [6].

• Challenges of transport layer
Transport protocols constitute an unexplored field for xG networks when you consider
that there exist no work on this location yet. Many solutions have been suggested to
make better the performance of the TCP and UDP in the conventional wireless net-
works in recent years. These studies concentrate on the mechanism to restrict the
performances degradation of the TCP and UDP that rise up due to the wireless link
errors and the access delays. However the Next Generation Networks are imposing the
unique challenges on the transport layer as described below:

The performances of the TCP depends upon the packet loss probability and the
round trip time (RTT). Wireless link errors and the packet loss probability is not only
depending on the access technology, but also it depends upon the frequency which is in
use, the interference level and the bandwidth which is available. Therefore the wireless
TCP and UDP constructed for the existing wireless access technologies can’t be used in
the dynamic spectrum assignment based Next Generation Networks [7].

• Challenges of the QOE in the Next Generation Networks
In the Next Generation Networks the voice, multimedia and data services will be
assembled into solely networked platform. This will increase the complexity of the
underlying services of the wireless network and also the optical networks. Though they
all are combined into a single platform they must be cost efficient and also the resources
efficient so that the users may get satisfied. Hence, now the service providers are
shifting their concentrations from the network Quality of Services (QOS) to the form of
user Quality of Experience (QOE) which will describe the act of the network from the
perspective of the user. Sometimes the high quality of services can result in the Quality
of experience but it cannot reach up to the highest mark of the Quality of Experience.
Optimizing the Quality of the Experience includes the factors such as application
levelled Quality of the Services, the surroundings which are nearer to the customer
networks, based on the factors of the users and the ability of the final equipment.

The end to end Quality of the experience will depends upon the outcome effects of
the entire system including the network systems, terminals, the surroundings which are
nearer to the customer surroundings and the users. To ensure the Quality of the
Experience of all the vertical network layer operations are needed to performed basing
on the user’s real time of the Quality of Experiences. To achieve all this goals there is a
need to address many of the challenges like Quality of Experience measurement,
management, diagnosing and also the monitoring.

Hence, here we propose the two important components of the end-to end quality of
experience. Those are the Quality of Experience or the Quality of the Services reporting
act which is installed at the TE. And the other one is the managing component of the
Quality of Experience which are installed at the sources and the networks. The Quality
of the experiences and the Quality of the Services reporting components will measure
the QOE/QOS performances received by the users and report them back to the sources
and the networks. The components of the management of the Quality of Experience
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will receive the report and make the necessary modifications to the transport functions
and rearranging the parameters of the application-layer to maximize the user Quality of
Experience. As the networks are maximizing the network independently and locally of
their users, the end-to-end Quality of Experiences can be implemented in the Next
Generation Network that is composite in the nature. And the end-to-end Next Gen-
eration Network still is having many challenging issues, and it will receive great
attention from both the industry and the academia which will give that means which
will generate a revenue and also the growth of a competitive service vendors.

• Challenges of the Next Generation Mobile Networks
In today’s environment the users of the mobile network are looking forward for the
speed connectivity of the 5G network and where the service vendors are going through
challenges in complying with connectivity needs without huge capital investments.
Hence, a new technique came into the existence which is known as Network Function
Virtualization (NFV) which can solve the problem of the service vendors and also
which will change the infrastructure of the tele-communication to make it more cost-
efficient.

The Network Function Virtualization aim is to change the tele-communicational
industry by separating the network functionalities from the underlying notified hard-
ware. The NFV is providing all the benefits for the tele-communication industry hence
all the network based engineers and the researchers are using this technique to have a
smooth way in the industry of tele-communication. Though it is providing a good
challenges in the tele-communication industry it is facing many technical challenges
hence the tele-communication services providers, the academic researchers, IT orga-
nizations are finding a new approaches to overcome this problem. The Network
Function Virtualization is also used to make less the transactions which are occurred on
the physical networks [8].

• Challenges of the Network Management for the Next Generation Networks
The current management of the network have been divided into the two types they are
ITU-T’s recommendations for Telecommunication Management Network (TMN) and
IETF’s straightforward Network Management Protocol (SNMP) that favors the Internet
Protocol networks. Public Switched Telephone Network, Public Switched Data Net-
work, Public Land Mobile Network and the Wireless Local Area Networks etc. these
are the functions which are targeted more on the networks which are not dependent. All
these approaches will be included into a single Internet Protocol based infrastructure
which are going to be considered as the Next Generation Networks in the coming days.
But the complexity of the Next Generation Network will bring a great challenges to the
management of the network.

As the Next Generation Networks are deriving from the tele-communication net-
works and the Internet Protocol based infrastructure, the management architecture and
the control are completely different from each other and will be acting separately
between the Quality of Service enabled transport or the enabled network domain and
the object-oriented application with assigning environment process. Due to the stress
arising from the development of the rapid technology and the competition along with
the fresh perception of the Next Generation Networks will generate a important
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challenges in the fields of the administration, operation and managing the maintenance
of the services and the networks.

• Challenges of the Mobile Ad Hoc Networks
In the coming 10 years, there comes a lot of changes in the Internet which will be
operated by the rapid increase of mobile devices or wired personal computers or the
existing systems. The wireless appliances on the Internet includes the Laptops, mobile
phones, computers, media players etc. and also there are embedded sensors which are
used to sense and control the objects. As now the usage of the computing devices and
the wireless networks are playing a very important role. The internet will act as an
interface between the people and their surroundings. Controlling the objectives and
events of the Internet will again leads to the new methods which are integrated with the
lifestyle of people and their surroundings. The potential impact of the long run wireless
web is incredibly vital as a result of the network combines the ability of computation,
search engines and databases within the background with the immediacy of information
from mobile users and sensors within the foreground. The flow of data and the
interaction between the mobile users, the supporting computer’s infrastructure are
completely different as compared to that of the today’s applications of the Internet such
as email, messages, worldwide web etc. For supporting all these requirements in a
global networking there is a need of bringing the major changes [9].

• Challenges of the Next-Generation wireless sensor networks
The wireless sensor networks have gained a worldwide attention in the recent years
particularly in the area of development of the smart sensor. The wireless sensor net-
works are having a potential to the replacement of the wired networks. These wireless
sensor networks can provide the risk analysing data. Mainly it can help the farmers to
analyse the risk before only like frost damages occurring on the crop, changes in the
climate and making the farmer to get awareness about these changes and making his
crop safe by analysing what damages can occur to his crops if there is a drastic change
in the climate. Not only in the field of agriculture but also the wireless sensor networks
are also used in the medical field as well as for building the secured buildings with low
cost in the developed countries [10].

6 Conclusion

The next generation networks are evolved for solving the contemporary wireless net-
work problem issues on account of the confined available spectrum and inefficiency in
the usage of spectrum by exploring the prevailing wireless spectrum opportunistically.
Next Generation Networks (xG) are also known as the Cognitive Radio Network as
well as the Dynamic Spectrum Access. The next generation networks are supplied with
the intrinsic capacities of the cognitive radio which provides a final spectrum-
awareness communication model in the wireless communication. In this survey, the
next generation architecture, applications and challenges are discussed.
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Abstract. Wikipedia is recognized as one of the largest repositories in the
Web. The term knowledge base was in connection with the expert systems as it
is the part of Artificial Intelligence. A knowledge base can be created for any
entity. The existing system like YAGO, MediaWiki tries to convert Wikipedia
into a structured database to provide a vast knowledge base across the domains.
It is very difficult to get the information which we want across the domains. So,
the solution would be to get a systematic automated approach to build a
knowledge base using Wikipedia on entity which we are interested in. The
proposed system provides a knowledge base built upon the location as its entity.
The system is feeded with seed data, by using these seed data it traverse through
the Wikipedia graph and builds knowledge base using similarity measurement
between seed data and traversed upcoming pages of wiki graph. Any expert AI
systems uses gold standard knowledge base to take any decisions.

Keywords: Natural language processing � Knowledge base � Entity linking

1 Introduction

As digital libraries are regularly increasing in volume, makes it more easy access to the
content or information. But it makes it more difficult for a researcher to get a particular
information. In that Wikipedia is a large-scale source of network, having all infor-
mation through the collaboration of contributors. Wikipedia contains information in
hierarchical level as articles, link between articles, categories of same kind of articles,
multiple language linking etc.

Most records we tend to get from the web in everyday existence is within the style
of texts. These texts contain an outsized range of named entities (e.g. person, orga-
nization, and place) that are the essential components of texts. However, these entities
are extremely ambiguous, thus we want to link them to associate degree existing
content in order that folks will apprehend what the entities ask and perceive the texts a
lot of properly.

A Knowledge base (KB) could be a special reasonably information for sophisti-
cated structured and unstructured information utilized by automatic processing system.
In general, a Knowledge base isn’t a static assortment of data, but a dynamic resource.
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The cognitive content construction must extract data like entities and relationships
between entities from net texts and add them to the cognitive content. Before filling, the
foremost necessary step is to clear up those entities extracted by the system. We have a
tendency to decision this method as named entity linking or entity linking. Entity
linking could be a task of linking named entities in net texts to their corresponding
entities in an exceedingly cognitive content (e.g., DBpedia, and YAGO). The proposed
system aims at creating a knowledge base which solves ambiguity of recognizing a
place if the place is searched using its alias name and helps in retrieving all possible
information about that location.

2 Literature Survey

Beevi and Deivasigamani [1] presented a novel way to deal with the making of
information base by extracting knowledge from unstructured web documents. Pre-
processing techniques, similarity and redundancy techniques were performed on the
extracted documents. The extricated information is sorted out and changed over to
XML archives which was then stored in the information base. Though the system is
effectively conveyed in genuine condition, refinement is possible in knowledge
extraction and representation processes.

Maree et al. [2] Proposed a framework for programmed information base devel-
opment from heterogeneous information sources including space explicit ontologies,
universally useful ontologies, plain messages, picture and video inscriptions which are
naturally extricated from site pages. In the proposed framework a few data extraction
procedures were integrated to naturally make, enhance and stay up with the latest.
Despite the fact that the made information base is utilized to discover arrangements
between heterogeneous ontologies in the ecological and agrarian spaces, further
expansion al ontologies from online metaphysics vaults on the web can be misused to
en-rich and grow the inclusion of the learning base.

Nastase and Strube [3] proposed an approach to derive a large scale and multi-
lingual by misusing a few features of Wikipedia. They described how to expand upon
the Wikipedia’s current system of classifications and articles to automatically find new
relations and their occurrences.

Ma and Zhang [4] proposed the novel approach called economical manifold
ranking (EMR) to interchange the normal similarity activity techniques that are unable
to replicate the $64000 similarity between completely different modalities of knowl-
edge. Though EMR technique will exploit structure of knowledge to ranking and is
additional stable and correct than the normal ways that however as a result of the
dimension of the information are going to be lost when the various modalities of
knowledge are projected to the common feature area, the performance

Of the rule will be reduced. Thus, the EMR rule is combined with the DNN ways to
attain the higher performance for cross-media retrieval.

Saad and Kamarudin [5] concentrated on ascertaining semantic likenesses among
sentences and playing out a near examination among recognized comparability esti-
mation systems. They used a large lexical database of English known as WordNet to
figure the word-to-word se-mantic likeness. The consequence of the exploration

The New Approach for Creating the Knowledge Base 173



inferred that the Jaccard and Dice performs better in estimating semantic closeness
between sentences.

Trisedya and Inastra [6] explored a few sentence alignment methods which are been
used before for another domain and also to check whether the Wikipedia can be used as
one of the resources for collecting parallel corpora of some languages. They had used
two approaches of sentence alignment by treating Wikipedia as both parallel corpora
and comparable corpora which gave positive results. Though the system gave positive
results for two particular ethnic languages, it could not give an expected result when
tested for other ethnic languages.

Effendi et al. [7] constructed an interpretation corpus dependent on different
rudimentary tasks (insertion, deletion, substitution and reordering operations in a
publicly supporting stage to produce multi-rework sentences from a source sentence.
These rudimentary reword tasks can be used for various applications. Though the
system gave good performance for several applications further it can be improved for
the utilization by other applications including summarization and machine translation.

Gupta et al. [8] proposed a method for analyzing interlanguage interfaces alongside
divert page titles and link text titles and it additionally sifted through off base inter-
pretation applicants utilizing design coordinating. They proposed the utilization of page
parameters to give a relativity between the sought string and the interpretation hopefuls.
The technique was helpful for particular do-principle explicit terms since exactness and
inclusion were superior to anything the bilingual.

Content corpus approach. The framework can be additionally created by including
the India dialects which are absent in the online lexicons and by breaking down and

discovering some more parameters for better execution.
Whang et al. [9] proposed definite investigation of semantic corpus construction

advancements, and proposes another website page deduplication calculation dependent
on TF-IDF and word vector separate. The method has established the semantic corpus
of common language under cloud administration stage. Though the system proposed an
calculation to sift through the non-repetitive corpus put away in HBase and can
powerfully store learning in discourse acknowledgment, further it can be improved by
optimizing the web joins evacuation calculation and web content duplication expulsion
calculation.

Nothman et al. [10] have exhibited a strategy for consequently creating named
substance explained message in various dialects from Wikipedia, in light of marking
each cordial connection with the element sort of the objective article. The approach was
highly effective and efficient for creating NER models in resource-scarce langauges. By
using domain-oriented article classification and sentence selection, the method has been
utilized for fast development of substance explained corpora specifically spaces
however has saddled labeling just the four CoNLL NER types disregards Wikipedia’s
di-section inclusion of specialized and prevalent areas. Wu et al. [11] introduced the
troubles and uses of element linking and fixated on the most approaches to manage
those issues. They conjointly listed data bases, datasets and also the analysis criterion
and a few challenges on the entity linking. As per their analysis content is employed in
substance connecting frameworks are disconnected data or extracted from the net
database anyway ailing in programmed update system. To upgrade the exactness of
substance connecting, a few frameworks misuse some propelled models to manage this
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drawback, as genuine AI models anyway that has higher time quality. In this manner,
the framework is frequently improved by executing the approaches to adjust exactness
and registering quality.

3 Methodology

The proposed system takes locations name or its alias name as an input and retrieve the
Wiki-Pages of the location. Then all the categories under that location is retrieved.
Later similarity measurement algorithm is applied to the current page and seed page, if
the similarity is greater than 85% then that page is added to the database. Finally the
API is created which can be used for the location based applications (Fig 1).

The proposed system process as follows:

• Initially, the seed data is prepared manually by storing the location name, its cor-
responding Wikipedia URL and seed categories in the database. If the wikipages
and categories under the pages are describing about a place or a location, then it is
considered as a seed data candidate.

• When user runs the system, creates knowledge base for seed data by fetching the
Wiki-page basic details using query API, extract alias names using query API and
extract the files and multilingual data using the additional mediawiki queryAPI. The
location is covered according to geo coordinates (i.e., latitudes and longitudes).

• Whatever the seed data that have been taken in L1, pages of categories are dis-
played through API. For L2 data considering sub categories of L1 data comparing
with similarity measurements with result more than 85% will be considered as L2
seed data.

• The final product will be the knowledge base for the location.

Fig. 1. Block diagram for proposed system
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4 Results and Discussion

4.1 Experimental Setup

• The proposed system uses mongo dB which is an open-source document database
and leading NoSQL database. Mongo DB is used to store mainly two collections:
Seed categories and Wiki_pages.

• Python 3.7 is the platform to run the proposed system.
• Microsoft Excel Sheets are used to store the seed categories which are collected

manually (Fig. 2).

4.2 Results

The proposed system is efficient than the existing system which fails to identify
whether the searched entity is place or a person. The proposed system redirects into the
correct page when the place is searched by its alias names. This system has a common
API which replaces the different APIs needed for different format of data (text, image,
video and so on) and it resolves the language problem by supporting multi languages.
Figure 3 represents the incremental knowledge base constructed by the system showing
all the seed categories of various locations.

Figure 4 represents database stored in mongo dB which is extracted from the seed
categories and provides the information of the location to the user when they search for
the location by its alias name.

Fig. 2. Excel sheet for seed data
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5 Conclusion and Future Work

Any AI system which is location-based application can use the proposed system’s API
to access the information of that location along with its categories. The proposed
system works only for the Indian places. The ambiguity of redirecting to the exact page
is resolved when the location is searched by its alias names.

In future, the system can be developed for locations all over the world and
Knowledge graph can be constructed by using this knowledge base. Currently the
system is using similarity measurement algorithm which can be replaced with other

Fig. 3. Incremental knowledge base

Fig. 4. Mongo dB database
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Machine Learning process to get more accuracy. Further the knowledge base can be
created for multi entity which closely related or for multilingual so that this knowledge
base can be used for translation also.
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Abstract. Internet of Things (IoT) is expanding exponentially due to the
manufacturing of cheaper electronics and high-speed communication. Block-
chain technology has paved way for the introduction of digital cryptocurrency
called bitcoin. The blockchain is one of the four main technologies that have
enabled cryptocurrency. Conceptually blockchain is a distributed digital ledger
that stores data in blocks, which are cryptographically linked with the previous
blocks. This makes blockchain immutable. Blockchain has gained its popularity
in the scientific community with the success of bitcoin and ever since
researchers are trying to adopt this technology to other areas in order to solve
problems beyond the smart sectors like Internet of Things (IoT), supply chain
and so on. In our research work, we adopt blockchain in IoT and implement
ethereum based IoT architecture for securing the IoT network. We have
implemented a two-node ethereum network where transactions are made at the
expense of ether and each transaction is verified by the miner using the smart
contract written in the ethereum network.

Keywords: Internet of things � Blockchain � Ethereum � Smart contract �
Raspberry pi

1 Introduction

Internet of Things is the basis of intelligent buildings, intelligent energy systems,
intelligent transport systems and intelligent Healthcare, which are key elements of
developing cities that are smart [1]. The trust, identity and the security serves as the
most fundamental requirement for having a speedy as well as a safe implementation of
the Internet of things solutions. The blockchain address the following three appre-
hensions and integrates the all forms of the internet of things under one frame work.
This approach also defines the different roles of each IoT device built on its features
and performance requests because it fulfils the vision of the mobile edge of consumer
electronics.

Current IoT architectures are centralised architectures and are vulnerable to single
node failure. If an attacker can get access to the centralised cloud, then the data that
resides in the cloud is vulnerable. At present, there no efficient way to detect these.
Another threat to the centralised architecture is DDoS attacks [2, 3]. A DDoS attack is
when an attacker directs a huge volume of data to the central unit which makes it hard
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to process the data and the original request for processing by a client node is thus
denied. Centralised cloud-based architectures are trust-based which leads to privacy
issues [4]. IoT data contains sensitive data about the user and storing the same in a third
party doesn’t ensure the safety of the data [5]. There is no mechanism to check if the
data has been copied to a third person without knowledge of the owner of the data.
These issues can be addressed by incorporating blockchain into the IoT architecture.

The blockchain is a digital leger that can store data which are cryptographically
hashed. The blockchain is circulated to all the nodes in the network which means the
same copy of data is stored in all nodes [6]. Data is stored in blocks which are
cryptographically hashed with the previous block. These two properties of blockchain
make it immutable and immune to single node failure. Blockchain on an abstract level
is a linked list where each list is linked to the previous list. In blockchain, the list is
called as a block since it contains multiple number of information. The blockchain is
implemented either in structure data type or in JSON format. Blockchain was first used
in bitcoin by Satoshi Nakamoto in 2008 [7].

Ethereum is blockchain technology which is an open software platform that allows
developers to create and implement decentralized applications. Ethereum can store
code in the blockchain, unlike bitcoin. A smart contract is simply an expression used to
define a computer code that can enable the exchange of money, content, property,
securities or anything of value. When executed in the blockchain, a smart contract
develops a computer program that runs automatically and runs automatically when
explicit conditions are met. Since smart contracts work in the blockchain, they are
executed precisely as intended, with no opportunity of censorship, downtime, fraud, or
third-party intrusion [8].

This paper describes the IoT infrastructure based on Gateway-oriented communi-
cation technology which incorporates ethereum blockchain for securing the network.
A local ethereum private chain is created and a smart contract is deployed on to the
chain which validates the transactions and the devices from which the data is generated.
We propose how low power end devices can be connected to the network and how data
from these devices can be validated.

2 Proposed Architecture

In our IoT-Blockchain architecture, we include a gateway between low power IoT
devices. Low power IoT devices are incapable of handling blockchain due to their low
power and limited memory. Gateway is a small computer system that handles all the
transactions to and from the IoT devices [7]. Copy of ethereum blockchain resides
inside this gateway. Gateways act as miners in this architecture and they validate
transactions that occur in the network [9]. IoT gateway will be discussed in detail in the
upcoming sections (Fig. 1).

2.1 Blockchain

It is a decentralized ledger positioned in a P2P core. System nodes produce and
transmit transactions uninterruptedly. As expected, a blockchain contains of
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cryptographically bound blocks and timestamped pools of transactions. Nodes repeti-
tively check system blocks to oppose malicious invaders attempting to falsify or falsify
dealings. Every dealings in the blockchain is aided with cryptography in Fig. 2, shows
the detail structure of the blockchain.

In customary schemes that are based on a block-chain, the miner will identify the
following block by framing a solution to the mathematical problem that is difficult to
compute, but easily verifiable. On identify the new block by farming the solution for
the complex problem, the identified block is projected as the proceeding block to the
network and assigned under the minor. The broadcast strategy retains the co-ordination
among the pairs using the consensus.

A type of block chain called Etherum uses the smart contract to relate the indi-
viduals connected with the block chain in a particular transaction. The code for the
smart contract in the Etherum is usually complied using the Etherum-VM. It allows one
to completely program the bit coin capacities and control and execute as per it is
programmed. The decentralized nature enables all who are connected to it to access the
information from anywhere [10].

Fig. 1. A simple block diagram of IoT-blockchain architecture

Fig. 2. Structure of blockchain
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2.2 Types of Blockchain Nodes

Miners: Miners are definite nodes that cumulate block transactions and execute
algorithms of the consensus which meet requirement of the system to achieve a benefits
in terms of finance [11]. Miners process a transaction that happens in the network and
controls all incoming and outgoing transactions. Miners practice consensus algorithms
such as Proof of Work (PoW) to authorize a transaction in the network. In the PoW
consensus, the miners in the network have the uppermost computing power [7].

Full nodes: ensures the complete downloading of the block-chain and an uninterrupted
authentication for all the transactions, framework without trust and distributed. Ade-
quate storage and manipulating capability is mandatory to execute a complete node.

Thin clients: ensures the downloading of the blocks header that contains the trans-
action hashes alone. Consequently, it is probable to intermingle with the blockchain by
least storage and calculation necessities. Thin clients don’t mine a block. They can
store a portion of the blockchain due to the memory and processing limitations.

2.3 İmplementation

In our paper, we have used a raspberry pi as a gateway that connects a temperature
sensor to the ethereum blockchain. We have implemented a two-node network where
the raspberry pi acts as the gateway and host to store ethereum private chain. A smart
contract is deployed on the private chain which only accepts data only from the
temperature sensor connected to nodemcu. The filtration is done using ip address
filtering. The contract only accepts data from the specified ip address only [12].
Nodemcu is connected to the raspberry pi via Wi-Fi. Block Diagram of the connection
is shown in the figure. The gateway acts as a full node and an Ubuntu machine is used
as miner which mines the transactions. This is done because of the limited RAM of
raspberry pi. Both the Linux machine and raspberry pi are synchronized in real time
and are connected over the internet. We are controlling a LED on raspberry pi using the
temperature sensor value by spending ether for each transaction.

2.4 Procedure for Deploying Ethereum Private Chain on Raspberry Pi

• Install prerequisites to run ethereum private chain on Ubuntu machine and raspberry
pi. Nodejs, Web3 and git are installed in both machines.

• Pull go-ethereum from GitHub and clone the same on both the machines and build.
• Create a genesis block and synchronise both machines with the private ethereum

chain.
• Create a smart contract that will interact with the temperature sensor and raspberry

pi led status using javascript and run the application.
• Use the ethereum wallet to check the status of the led and temperature sensor.
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3 Evaluation

Memory consumption of the architecture can vary with synchronisation speed. In our
configuration, miner node uses 1.5–2 GB of memory which is practically the equal as
full node while thin clients use around 200 MB of memory. The data rate in blockchain
systems be determined on several metrics and differs according to the employment. In
bitcoin network, a block is created in every 10 min. For the ethereum network, there is
no limit for the size of a block and is dependent on the gas limit for validating a block.
We have set an average gas limit as 20,000 gases which mean a block can contain 224
transactions. Although transaction performance is weak to support large-scale
deployment, it is essential to keep in mind that businesses are produced only by the
gateways of the internet of things and each gateway can hold 100’s of 1000’s of IoT
components.

4 Conclusion

Internet of Things enables smart cities, intelligent transportation, intelligent medical
care and so on. Blockchain integration with IoT will make IoT data fault tolerant and
immune to DDoS attacks. In this paper, we have tried to implement an IoT architecture
integrating ethereum private blockchain. Though the speed of operation and large scale
integration is limited in this particular architecture, it points to a promising future of
integrating blockchain or similar technologies with IoT for making the existing IoT
devices more secure and faster.
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Abstract. Globally, there is an upward trend in the use of two-wheelers, both
for transport and recreational purposes. This has led to an increase in the demand
for a safety device that can act more than a cushioned wall between the wearer
and the point of impact. The proposed solution is an Advanced Helmet with
features like a Head-Up Display which would provide Distraction free Navi-
gation and a Fall Detection system that could potentially reduce the number of
deaths in road accidents by allowing faster Emergency Response through
Accurate Location information being provided within minutes of the incident.

Keywords: Navigation � Head up display � HUD � Fall detection � GPS �
Google maps � Emergency safety � Internet of things

1 Introduction

Road Safety is one of the major concerns in the developing world. Strict rules and
regulations have been introduced by governing bodies for all vehicle users to ensure the
safety of all commuters. Even though there has been an evolution in the services
provided to motorists, be it for safety or for navigational assistance, motorcyclists are
yet to receive any such benefits in a universal and affordable fashion. Motorcyclists
who take long road trips or commuters who travel along solitary roads suffer from a
lack of proper support for Navigation which may cause distractions while driving.
Concern has also been voiced for a dependable post accident alert system which could
help those in need of aid possibly avoid death from common causes like blood loss.
Accident victims are also often subjected to the indifference of passersby due to
mistrust owing to the criminal activities performed under this pretext.

Motorcyclists who often travel long distances on their bikes are at a relatively
higher risk of falling victims to road accidents due to no emergency features or navi-
gational support being provided in their existing safety gear. Using phones to perform
mundane tasks like request navigational support, exponentially increases the chances of
an accident while driving due to the amount of distraction it introduces. It also requires
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the rider to shift their attention between things while driving, because the application
that are being used are not meant to be used while on the move. They present infor-
mation in a manner which requires the user to carefully analyze the information being
presented in order to make a logical decision about their journey, therefore increasing
the cognitive load, which is an additional hazard. In case of accidents, the victims
sometimes remain unassisted for extended periods of time which can lead to unnec-
essary complications or may even result in death.

2 Study of Existing Work

According to data released in 2016 [1], 43 deaths occurred per day, 28 of which were
comprised of two-wheeler riders. The fatality rate has also gone up from 21.6 deaths
per 100 accidents to 31 deaths per 100 accidents between 2005 and 2017 with this
number continuing to grow. States in India which contributed to this data have also
stated that one of every five bike occupants who died in crashes were not wearing
helmet and their total number was 10,135. To identify the underlying issues and public
opinion on why wearing helmets was not considered a necessity when driving two
wheelers despite being required by the law to do so, a survey was conducted with over
100 willing participants from a multitude of varying backgrounds [2]. This survey also
provides insightful information on the most preferred safety measure which is taken by
people and the features that would make them more likely to wear a helmet.

In 2007, a group of three students from the University of California introduced the
idea for an Active Heads-Up Display which would warn the car user when they were
over-speeding. The group made use of a laser based wide area windshield display and
after experimenting with different display styles and by conducting tests they were to
conclude that their system helped achieve a 42% decrease in the amount of time
required by users to slow back down to the legal speed limit. However, based on eye
tracking information it was inferred that the display had potential to be more distracting
than helpful due to the users checking their speed constantly [3].

This was followed by publishers from Honda Research Institute USA who moved
from Direct Displays to Augmented Reality based interfaces which would not only
inform the user of the navigation hints that they needed in their field of vision, but also
allow them to gauge the distance between them and the next turn. The experimenters
recorded visuals, overlaid their HUD on top of it and presented them to test subjects.
Their design while allowing clearer instructions on empty and open roads can also be
viewed as occlusive and distracting on busy roads with objects overhead that require
attention. Based on test results, many users found the display helpful but an almost
equal amount of users raised concerns regarding the cognitive load it would bring. AR
visuals were also shown to have failing effects in studies conducted by the references
that they used [4].

Finally in 2018, a group of students from Graduate School of System Design and
Management, Keio University in Yokohama, Japan presented their research on a
Navigational System for Motorbikes. They adopted a different, more human-Centered
approach towards head-up displays by projecting the information on the visor attached
to the front of the motorcycle. This approach allowed for more information to be
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displayed and did not modify the helmet in any way, thereby not compromising the
safety of the rider. They performed tests on a virtual reality based setup [5]. In a
condition of riding a motorcycle at maximum of 30 km/h, the presenting information
timing shall be 40–55 m prior to the upcoming crossroad [6], the presenting infor-
mation position shall be Lower Left or Lower Right [7], and the presenting information
quantity shall be not more than 5 letters of Hiragana [8].

3 Proposed Solution

3.1 System Architecture Diagram

Figure 1 describes the proposed architecture. The Raspberry Pi will have 3 main functions
namely: The Navigation App, The Location App and the Emergency Monitor App. Their
individual functions will be detailed in the sections that follow. The Raspberry Pi and the
Android Smartphone communicate using Wireless Fidelity Ad Hoc Protocols or WiFi Hot-
spot.TheRaspberryPi and theSSD1306module together act as aNavigationDisplaySystem.
Further, The Raspberry Pi is interfaced with the 6 degree of freedom Controller (GY-521
MPU-6050 3-axis 6-DOF Gyro & Acceleration Sensor Module) using I2C interface.

Rasspberry Pi Zero [9]. Is a single board computer which features a 1 GHz single core
CPU, with the capability to run Linux based operating systems. The Raspberry Pi ZeroW
has an integrated WiFi chip which can be used to connect it to the internet. It also comes
with double row GPIO (General Purpose Input Output) pins which can be used for
interfacing it with a variety of I/O devices. In our case, it is going to be the 0.9 inches
SSD1306 OLED Display Module and the GY-521 MPU-6050 Sensor Module. We will
be installing Debian-based Raspbian OS on the Raspberry Pi and use the Luma library for
interfacing it with the SSD1306 display module. Luma is a python library which provides
a drawing canvas which is similar in function to the Python Imaging Library or Pillow,
and other functionality to support drawing primitives and text-rendering capabilities for
small displays on different types of microcontrollers. It is also highly compatible with all
flavors of Raspberry Pi running Python 2.7-3.5.

Fig. 1. System Architecture Diagram
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SSD1306 OLED Display module. This OLED Display Module measures 0.96” which
is very compact and can easily be accommodated inside a motorbike helmet. The
advantage of using an OLED Display is that it offer more brightness in less amount of
electricity due to the absence of the requirement for a backlight, which is present in
LCD displays. This module supports both SPI and I2C protocols of communication.
This module also supports viewing angles of greater than 160° which would allow the
user to view the screen from any angle.

Firebase Realtime Database [10]. It is a cloud-hosted real-time NoSQL database. It
makes use of WebSocket which is much faster than regular HTTP connections and
provides an API that allows developers to store and sync data across multiple clients.
The data is stored in JSON format, synced across connected devices in milliseconds,
and available even if the app goes offline.

GY-521 MPU-6050 3-axis 6-DOF Gyro and Acceleration Sensor Module [11]. This
is GY-521 MPU-6050 3-axis 6-DOF Gyro Accelerator Sensor Module. GY-521 MPU-
6050 6 axis attitude gyro is a 6 degree of freedom (DOF) device which incorporates an
MPU6050 accelerometer and gyro chip, and HMC5883L digital compass. The
MPU6050 devices combine a 3-axis gyroscope and a 3-axis accelerometer on the same
silicon together with an onboard Digital Motion Processor (DMP) capable of pro-
cessing complex 6-axis MotionFusion algorithms. The parts integrated 6-axis
MotionFusion algorithms access external magnetometers or other sensors through an
auxiliary master I2C bus, allowing the devices to gather a full set of sensor data without
intervention from the system processor.

3.2 Shell Design

A normal helmet consists of the Outer Shell, Inner Lining and the Visor. Due to the
extra components added to the Helmet, a new design is constructed which will feature a
more Aerodynamic design along with improvements that make the helmet much more
visible at night time to other drivers. The components will be properly housed between
the outer shell and the inner lining with ventilation slots to allow for ventilation of any
excess heat (Fig. 2, Table 1).

Fig. 2. Proposed6 Design of The Unit
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3.3 Fall Detection System

The MPU-6050 is the chosen chip for monitoring user orientation and change in
acceleration while driving. Due to the protocol of communication being I2C, this device
works out-of-the-box with the Raspberry Pi Zero W. The data received from the sensor
will be checked at each second. Through trial and error, a set of values have been
determined which are only observed when a person is falling and in a position from
which the driver cannot recover safely. The program continually monitors the output
generated by the MPU6050 chip for these values (Figs. 3, 4).

In case a fall is detected by the system, a notification appears on the phone of the
user saying that a fall has been detected by the system. The user can deny the detected
fall by tapping on it. In case the user interacts with the generated notification within a
set amount of time, any further emergency actions will no longer occur and the system

Table 1. Functions of Corresponding Parts of the Proposed Design

1 Lightweight, Aerodynamically sound,
polycarbonate shell

6 Cooling Vents for Electronic
components

2 Adjustable air vents for ventilation 7 Reflector for better
nighttime visibility

3 The position of Reflection which won’t Distract
or Distort the view field

8 Audio output device for
navigational hints

4 Pop Up Display module 9 Microphone for voice
command

5 The processing unit and 6 DOF Accelerometer
Sensor Module

10 A. Rechargeable Power
module
2600 mAh and
B. USB charging port

Fig. 4. Sample emergency message
Fig. 3. Visualisation of accelerometer values
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will go back to monitoring for any further falls. In case the user does not interact with
the notification within 30 s the system initiates Emergency Action. In this case, the
user’s emergency contacts will be sent a message notifying them of the fall along with
GPS coordinates of the user which is arranged into a convenient Google Maps Nav-
igation URL and urges them to ascertain the information by calling the person as soon
as possible. At this point, the text on the notification changes to state that the emer-
gency has been reported to the emergency contacts. If the user interacts with this
message, they get the option to send out an ‘All-OK’ text to the same contacts from
their own device. This feature has been included to avoid any panic which may be
caused if the user is unable to interact with the notification in time.

3.4 System Methodology

Once the user launches the companion application, they are greeted with a wizard
informing them of the major features that are included in the application. Following this
wizard, a sign in UI is present. Users get the option to use their existing Google
Account credentials to register/login to the application or use their email for the same.
This has been provided to reduce the information load of remembering a new set of
credentials on the user. If the user registers a new account they are presented with a
form asking some basic personal information as well as medical information which can
be useful in case of an accident. Authentication of users and Storage of personal data is
done via Firebase. The user is then requested to provide the necessary permissions and
switch on their mobile hotspot so a connection can be established between the Smart
Phone and the Raspberry Pi (Figs. 5, 6).

Fig. 5. Map view of companion app Fig. 6. Helmet prototype with navigation cue
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In the next screen, a custom interface similar to Google Maps will be provided
using which the user can search for the destination they want to go to and the route they
want to take to get there. A location icon is also present, upon pressing which, the map
will zoom in to their current location. When both source and destination have been
provided, a route will be calculated between the two locations and shown to the user
traced on the map. On pressing the Go button, user’s location will be periodically
uploaded to Firebase Servers to assist in finding the user in case of a mishap. The
Navigation application will then inform the user periodically about their location being
updated in the database. This is meant to help remind the user of the application being
active in the background.

4 Conclusion

Based on a few tests conducted with many users over the course of 2 months, many
different potential issues with the system were identified and promptly fixed. One such
issue was users being unable to respond to the notification in time due to being on a
moving vehicle which needed to be safely stopped in case an emergency was detected
wrongly. This led to panic in users as there was no way to send a rectification message
in the early prototype. Hence, the feature of sending an All-OK text message directly
from the notification was introduced. This feature boosted user willingness to try out
the system, since mistakes could be just as easily rectified. The amount of information
to be displayed was chosen based on different studies conducted by authors who have
previously worked on this subject. User productivity was observed to be highest with
the most minimal information being displayed as unlike existing smart phone appli-
cations which provided information which required more time and attention to process,
this system gave them exactly what they needed.

5 Future Scope

Recent efforts taken by the Road Transport Ministry of India are proof that the gov-
ernment has recognized the need of an update to Motorbike Helmets that are ISI
compliant and provide more comfort to the wearer [12]. This project is meant to
enhance the current amount of functionality provided by motorbike helmets through
several useful additions however, it should be noted that these additions are completely
optional. They do not affect the normal functioning of the safety device. The entire
electronic system is fit in the jaw section and can be made removable as well as user
replaceable for faster emergency aid. Wi-Fi hotspot is used for maintaining the con-
nection between the modules in the helmet and the Android Smartphone as it allows for
the creation and monitoring of several connections at once. It would be however, much
more energy efficient to use Bluetooth 4.0 for this purpose as only a single connection
needs to be maintained and it will be within the operational range for Bluetooth. The
Fall Detection System introduced in this prototype can be isolated as an independent
set of modules comprising of the hardware and the software parts. The Algorithm can
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be used for several other applications like Care Systems for the Children and the
Elderly.

A ‘Safe’ Voice Communication System can be implemented which will allow the
user to receive calls and talk to the caller, provided the vehicle has been completely
stationary for a set duration of time. This system will disconnect calls if the user
attempts to move the vehicle while a call if going on, to prevent any illegal activities or
misuse of the system. It can be implemented with the help of additional modifications
like a highly accurate location sensor which can distinguish between a stationary and
moving user or using a sensor to judge if the user is moving.

The fall detection system was tested for accuracy and it detected each and every
type of conventional fall which it was tested for. However, fall intensity could further
be detected in the system. This functionality will be included in the next prototype and
introduce a range of new features with it. Testing this system with more users in
different situations can provide us with better insights and more useful data to make a
more safety driven project.
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Abstract. In the world various methods are being adopted to create a sys-
tematic identification for their citizens. In year 2009, UIDAI a government body
of India initiated a 12-digit number called Aadhar number, which is generated
out of biometric and demographic fusion of an individual and their identity. In
order to ensure a highest level of data protection as well as privacy preservation
of the Aadhar card propagation through a network, it requires an efficient model
of security that becomes synchronous with the cloud infrastructure. This paper
initially investigates the existing approaches and their limitations towards the
Aadhar card security proposes a security model namely ECrypto-AaDhaar based
on the cryptography approach synchronous to the cloud architecture. The pri-
vacy preservation of the AAdhar card associative demographic and biometric
information is performed considering a statistical crypto-blocking operation
prior propagating it through the network in the context of cloud infrastructure.
The study later also presented an experimental analysis to demonstrate the
performance of ECrypto-AaDhaar technique from a time complexity
perspective.

Keywords: Aadhar � Image cryptography � Statistical Crypto-blocking
mechanism

1 Introduction

The primary objective of the Aadhaar is to facilitate the government schemes to the
Indian citizens by integrating people’s identity as biometric, their demographic details,
bank account, cell phone number with government application portals [1]. One of the
most popular schemes is already realized includes cooking Gas subsidy payment
directly to the consumer bank account [2]. These steps cut down the effect of mid-
dleman and enable good governance to eradicate corruption- Aadhaar is here to stay.
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Currently Aadhaar is mandatory to almost 139 schemes of the government [3]. As of
now approximately 1.19 billion resident of India which is almost 93% of India’s
pollutions are enrolled with the system along with their 10 fingers, 2 irises, face in
reposit [4]. Similar approaches are being encourages by other countries to make these
kinds of initiation more globally extensible and useful. Table 1 shown few examples
for the countries.

The applications connected with the Aadhaar require higher level of availability,
connectivity, scalability, authentication, authorization and fault tolerance in the system
design which is achieved by setting up the eco-system to the cloud. The facilitation
along with cloud can take the government schemes to the remotest place of the country,
therefore the framework shall be robust enough. All these goes to the good part of the
system, but what about the protection guarantee of privacy of an individuals whose
biometric data is a part of the system? The right to privacy of Indian citizens, gov-
ernment drafts and preventive actions are still in ambiguous and initial phases that
brings the focus of study to work on the security aspects of Aadhaar Card [5] The
Aadhaar Act 2016 says that the identity of an individual for any purpose will be
established by the Aadhar Number [6], that has propagated service-oriented architec-
ture (SOA) to build new business models like TrustID to identify many blue color
professionals. In Feb 2017, A consent-based trust-platform in India namely Ongrid
provisions a complete information that includes Aadhar Number, Name, date of Birth,
Mobile, Gender and Aadhaar Address those are very critical and private information for
the banking frauds [7].

Section 2 describes the applications based on the Aadhar and the methodologies
adopted for the security, Sect. 3 described an architectural model for the security
paradigm of Aadhaar over cloud synchronization, Sect. 4 discusses results and finally
the conclusion in Sect. 5.

2 Review of Literature

The evolution of various Internet of Things (IoT) based applications, social networking
and Aadhaar like systems are facilitating large amount of data rather with qualifying
characteristics it may be kept under the Big Data category also. In our extensive survey
on study of the security measures for Bigdata in cloud reveals the security model and
trend of the research in the domain of privacy preservations [1, 2]. In this paper the
major focus in on security models for Aadhaar. The total number of publications found
in the IEEE Xplore a digital library till September 2018 were found only 27conference
papers and one journal/magazine. Moreover, this area of research is less explored when
the specific problem of Aadhaar privacy preservation is concerned.

Table 1. Country wise Program

Country India Brazil GHANA Indonesia Malaysia

Program UDDAI (Abrid). (NIA) eKTP MyKad
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A recent work in a similar direction by Padmavathi et al. [8], introduced a
computational system, in order to secure the automated ration distribution. Here, the
authors have mostly emphasized to build an interactive approach of smart card enabled
ration circulation where Aadhaar card plays a crucial role. It replaces the conventional
ration card by replacing it with a novel approach of RFID based Aadhaar transaction
system where, it contains all the demographic an bio-metric attributes associated with
an individual. The design analyses followed by an experimental set up are exhibited
from a theoretical point of view. Lastly a statistics of analysis of ration beneficiary with
respect to consumption pattern is also highlighted.

Mishra [9] also introduced a mathematical approach which is modeled in order to
formulate an AAdhar based smart card system. The study mainly exploited the design
and executional limitations associated with existing watermarking techniques. Thereby
to achieve the intended security goals with an efficient potential economic develop-
ment, this AAdhar conceptualization id done to a significant aspect where all the
money transactions related activities can be secured. The contextual proposal associ-
ated with [9] influences the economic growth of Indian Railway System, where it
targets to implement verification of passenger details in a ticketless manner. For this, a
simplified authentication method using Aadhaar databases anticipate boosting up the
contributory aspects of local trains in generating maximum share in revenue. The
authors also claimed that this can lead to a better prospect, where the execution of smart
railway system can be visualized in practice.

Shah [10] mostly focused on the low-cost implementation Raspberry Pi supported
bio-metric systems which can be used in Aadhaar-card management systems. On the
other hand Halvi and Soma [11] conceptualized a cloud assisted bio-metric system
which authenticates facial data with extra-layer of security features. The authors claim
that the system is scalable and achieves 96% accuracy when Aadhar card images are
considered for authentication. In the study of Illakiya et al. [12], a secure voting system
is introduced where Aadhaar card and bio-metric sensor attributes authorize security of
each vote. The presented solution targeted to be implemented on cloud storage enabled
platforms with efficient bio-metric solutions.

On the basis of above explored critical study, it is thoroughly observed that
although very few research attempt made, where Aadhaar card attributes play a crucial
role but most of them lacks efficiency in terms of scalability and robustness. It is also
found that not a single research study till date talk about securing Aadhar attributes
with a higher-level crypto-blocking approach prior processing it to the cloud storage as
the futuristic IoT applications are much more exposed and vulnerable in every layer in-
network processing. Thereby, this current issue is needed to be addressed and there is a
need of developing a cost-effective solution which can fill this gap in a significant
manner.

3 System Model: ECrypto-AaDhaar

The existing Aadhar data model is on centralized database [13] which is not effective
enough from various viewpoints (1) Higher ownership cost, (2) Bandwidth optimiza-
tion limitation, (3) Risk of location-based security etc., thus the data need to be kept on
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the cloud infrastructure to overcome all these bottlenecks. Most importantly the model
for the privacy preservation as it is facing some legal conflict too[AR2] because there is
no open draft about the privacy preservation. In odder to overcome the treats on the
biometrics and unique ID stored in a central data servers the proposed model provisions
cryptographic mechanism to push the data to the cloud.

3.1 Aadhaar Input Model

This subsystem of ECrypto-AaDhaar provisions various compressed image format (A0)
of Aadhaar input to be security transmitted to the cloud infrastructure (C). The local
reposit A0 description, Ad = Ap U An. The initial digitization of Ad gives vector
dA =[edAi,j]dim=3, having R(dA), G(dA), B(dA) as RGB format. The down sampled
preprocessed dA is shown in Fig. 1

The preprocessed image dA which is also uniformly resized for the ease of com-
putation, further considered as an input to the secondary sub-system termed as pro-
tector module.

3.2 Aadhaar Protector Model

In this subsystem, a protector image (pI) is considered and intended to maintain the
authenticity and integrity of the preprocessed digitized Aadhaar image dA. pI is located
in the local reposit Pd in a specific compressed format, which is, initially located using
two unique attributes such as Pp and Pn where Pd = Pp [Pn. pI further digitized into a
vector called dp = [edPi,j]dim = 3 and resized.

The resized image will have R(dp), G(dp), B(dp) as RGB format. The following
Fig. 2 exhibits the resized protected image mathematical expression along with its
visual outcome.

 I =  

Down sampled preprocessed Digital Aadhaar ( dA)

Fig. 1. Aadhaar input for security after preprocessing
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The protector model and input models both are analytically designed on the basis of
different operational entities where Digitization is performed to represent a physical
image with digitized numerical form which is illustrated as follows:

3.2.1 Sampling
In this process of numerical computation where the physical image entities are sub-
jected to undergo through a procedure in order to intensify its values within a finite
range. In sampling process the input image is sampled on the basis of a fixed number of
samples.

3.2.2 Quantization
In this computational step the measured sample valued ate replaced with an integer
point. The proposed ECrypto-AaDhaar, here reduces the computational steps by rep-
resenting the array of pixel entities with an uniform pixel attribute which basically
consume very lesser memory space. The quantization process also computed the
digitized elements with respect to 2n –multi-level objective where n can be 256 gray
(8bits/pixel) or 32 gray levels (bits/pixel) (Fig. 3).

The protector image of the individual here, works as a cover image (CI) which
hides the actual Aadhaar data entities considering a Statistical structuring model fol-
lowed by an encoding process in the context of cloud enabled networks which is
illustrated as follows:

3.3 Statistical Structuring Model

This part of ECrypto-AaDhaar subsystems incorporates a novel statistical notion of
probability distribution (PD) by means of a Quantile function execution. The PD
process is evaluated with respect to a Specific value of distribution quintiles. During
this phase of the statistical structuring and modeling, the considered pre-processed
digitized image attributes associated with both I and pI get converted into double
precision form from unsigned integer 8. The transformation of precision format result
in a highly balanced numerical representation which do not impose much

pI =

Protected Image and its mathematical representation (pI)

Fig. 2. Resized and digitized protected image
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computational overhead to the system in terms of space complexity. Statistical struc-
turing also efficiently handles the memory out of range problems, which mostly occurs
when a big floating point number is computed. Thereby, transformation of precision of
data controls the negative effect of complexity up to a significant extent. During this
phase of the design, the precision attributes of both I and pI get converted into double
to reduce the time and space complexity of this structuring and modeling process,
which has a significant impact on speeding up the process of encoding in cloud
environment. The following work flow is designed considering the computational steps
associated with the ECrypto-AaDhaar: Statistical Structuring model (Fig. 4).

During this statistical blocking process, ECrypto-AaDhaar evaluate the statistical
measurement which is standard deviation (b) oriented, where the alpha-Quantile value
(Qa) is defined with respect to a specific range. The statistical measurement of b w.r.t
Qa is stored into a matrix called alpha-MAT where the structure of the data attributes
associate Qa can be explored. Finally b by means of proper ordering and reshaping of
image data I and its pI is executed and also the value for index of each attribute get
stored.

3.4 Analysis of Pixel Transformation Modeling

This computational design process enables a reversible transformation schema of pixel
entities with respect to three different attributes such as Transformation factor Tf, Run-
off Pixel Entity (Rp) and Minor Pixel Entity (Mp). Here the value of Tr always should
be even and the value of Lp < 0. This phase of the execution basically performs a block
based transformation to encode the image attribute and the original image further get

Fig. 3. Flow Design of Image Selection Process
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encrypted and ECrypto-AaDhaar process a computationally efficient encoding mech-
anism to protect Aadhaar I under pI. Finally the encrypted file ef = Encrypt (I[ pI) is
propagated to the networking pipeline in the context of cloud.

3.5 Experimental Assessment of ECrypto-AaDhaar

The extensive simulation of the proposed ECrypto-AaDhaar, under goes through a
computational execution supported with a 64-bit windows machine. The extensive
simulation is performed in a numerical computing platform with respect to different
parameters. The simulation set-up exclusively require computational resources with
minimum of 4 GB of internal memory and 1.2 GHz processing speed. The study in the
first attempt design an simulate the ECrypto-AaDhaar computational process and
further the outcome obtained, got validated on the basis of a processing time analysis
where two other woks of Liang et al. [14] and Rad et al. [15], who have worked on the
similar direction has been considered for the comparison.

The Fig. 5 exhibits a comparative performance analysis, where the performance of
the proposed ECrypto-AaDhaar is validated with respect to the assessment of time
complexity. As the work of Liang et al. [14] and Rad et al. [15] also addressed the
similar security problem of image data in cloud environment, thereby it has got sig-
nificance in terms of baselines and direction of research.

A thorough analysis of the study of Rad et al. [15] reveals that they have
emphasized on enhancing the presented encryption procedure from a complexity view
point. The study performed mainly attempted to reduce the computational time of their
encoding approaches in the context of cloud enabled parallel computing support. On
the other hand the approach of Liang et al. [14] also focused on formulating a secure
image retrieving approach for cloud environment.

A closer interpretation of the above Fig. 5 shows that ECrypto-AaDhaar accom-
plishes the image security requirements with very processing time (Sec) as compared to
the other two baselines. The outcome in terms of processing time is found having more

Fig. 4. Work Flow associated with Statistical Structuring Modeling process
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consistency in the case of ECrypto-AaDhaar as it reduces the cost of computation by
introducing a statistical modeling of b computation. The time complexity here in this
context evaluated with respect to different size/dimension of the input image which are
32 x 32, 64 x 64, 128 x 128, 256 x 256 and 512 x 512 RGB or gray-scale image
components. The digitization process followed by statistical structuring also added
more value to the proposed ECrypto-AaDhaar from a complexity view point.

The crypto-blocking operation of ECrypto-AaDhaar also reduces the space com-
plexity where the variable of input image size increases. Liang et al. [14] and Rad et al.
[15] both work do not impose a consistent processing time when the data size
increases. It is also observed that in that for the image dimension of (512 x 512) Liang
et al. [14], takes more time for the execution as compared to Rad et al. [15].

The space complexity is also reduced in the proposed study by incorporating
precision and block-coding which does not appear in the other two works. The prime
novelty of this work is it has reduced the complexity of crypto-blocking operation
without compromising the security aspects of Aadhar image encoding. Thereby it can
be said that the proposed approach balances the equilibrium between the cloud security
requirements and the time complexity. Here security requirements are imposed towards
preserving the integrity of Aadhar demographic and biometric attributes.

4 Conclusion

Security in the context of cloud computing and big data has certainly gained a much
attention from the researchers. Although, there exist a lots of contribution in the line of
big data security but most of the solutions do not meet the requirement of time com-
plexity which has a significant impact on the economic growth. A thorough investi-
gational study also exhibited a fact that not a single research work has been carried out
towards preserving the high dimensional Aadhar card image attributes not in India or
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abroad. Thereby addressing this open research problem, the proposed study has
introduced a novel cryptography based security approach namely ECrypto-AaDhaar,
which considers high-dimensional AAdhar image attributes such as demographic and
biometric information associated with an individual and attempt towards protecting it
with higher level of security without compromising the cost of computation. The
extensive design and analysis of the proposed ECrypto-AaDhaar is carried out in a
numerical computing environment and the outcome has been justified with respect to
time complexity viewpoint. The comparative performance analysis shows that
ECrypto-AaDhaar accomplishes scalability and robustness even though the dimen-
sionality of image data increases. It also archives consistency during execution of data
which has not been observed in the other two cases. Thereby, the ECrypto-AaDhaar
ensures its adaptability into futuristic cloud enabled IoT solutions for securing Aadhar
data attributes.
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Abstract. Social media is an emerging platform where people share their
opinion about any national or global issue. This opinion attract marketing and
research team to analysis people sentiment over social media for their marketing
of their product. The reviews of end user over social media play an important
role to show the quality of products. This paper discus the analysis and the
evaluation of the sentiment based on the customer review s that are available in
the online for presenting the sentiment based review for the products by using
point wise mutual information of opinion word. The Results shows that using
modified approach gives improved efficiency on feature-based sentiment
analysis.

Keywords: Sentiment analysis � NLP � Crawler � POS

1 Introduction

The analysis that is based on the sentiment is field that studies he humans feelings
based on the opinions given by them. It aims in delivering more useful information
regarding the human assumption on a particular area. early work in sentiment analysis
appears in 2002 by Turney [1] and Pang [2], they proposed conceptual methods that
applied on online reviews to detect the polarity of the individual review. Sentiment
classification is also useful in business intelligence applications where user inputs and
feedbacks can be processed, analysed and summarized to improve the business
strategies.

2 Sentiment Analysis

Sentiment analysis is a part of Natural Language Processing (NLP). It is a field of
Computer Science and Artificial Intelligence that provides interaction between com-
puters and natural language written or spoken by humans. Natural language text could
be social media contents, blogs, speech, or reviews. The purpose of NLP is to train
computers to learn and understand natural language. Many task performed by NLP on
natural language such as parts-of-speech tagging, stop words removal, Named Entity
Recognitions, word and sentence segmentation, parsing, Information retrieval, Infor-
mation extraction, subjectivity identification et.
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Sentiment analysis is not favorable subject for researcher before 2000; very less
work has done before the evaluation of Web 2.0. This is because much less opinion
contents available on the internet. Social media, blogs and shopping portals provide
online platform to people to express their sentiments. Therefore huge opinion contents
are available in digital forms. In 2002 Pang, Lee and Vaithyanathan [2] and Turney [1]
proposed sentiment analysis methods that extract and classify the text contents as
positive or negative. Since then many methods and studies has been proposed and
developed by researchers to make sentiment analysis more applicable at industry level.
In this chapter we discuss the different levels of SA and tasks that need to perform SA.

2.1 Components of Sentiment Analysis

• Crawler: This tool views all the review available in the web page and retains them.
The reviews viewed are retained in a particular format called the indexing files. The
indexing files keeps in reserve the review in the form of a book index with the page
of the content displayed in it.

• Preprocessing: This step ensure the minimizing of the memory usage, by deducing
the stop word in the content applying the algorithm of the stemming.

• POS Tagging: utilized for the assigning of the tags for the adverbs, nouns and the
adjectives.

2.2 Semantic Orientation

The supervised or the unsupervised learning is utilized in enumerating the words
semantic orientations.

2.3 Categories of Classification for Sentiment

(i) Supervised-Learning
(ii) Unsupervised-Learning.

(i) Supervised Learning (SL)
The SL hold labelled data sets for training, each training set has a pair of inputs and the
output that are desired. The SL serves as type of machine learning for producing useful
information’s form the data set provided for training. There are few supervisory
learning methods available which implies on text contents, these methods also called
machine learning methods, these methods are used to build sentiment classifier for
specific domains (Fig. 1).

(ii) Unsupervised Learning (UL)
There are few unsupervised learning methods available which used to detect subjective
information from the text contents. These are machine learning methods that use sta-
tistical data acquired by using Information Retrieval systems.

Sentiment analysis applications are totally dependent on natural language pro-
cessing techniques. Natural (human) language connects humans with computers.
People these days largely express their sentiments in natural language especially in
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English (also in other languages [27]). Now day’s huge amount of digital text data
generated daily on internet because of social media, blogs, online shopping sites,
discussion forums, online news etc. Most of these digital platforms have sentiment
oriented contents. Many companies, governments and organizations use this data for
the improvement of facilities and services. Natural language processing plays a crucial
role in analyzing and processing text contents. Many techniques and tasks of NLPs
used to extract the opinions. There are many sentiment tools like SentiWordNet [10],
SentiStrength [19], Sentic Net 2.0 [28] also available which exploit the concept of
natural language processing. Language processing tasks allows preprocessing that
requires detecting the different features/aspects from the review text. NLP techniques
help in subjectivity classification by identifying the subjective statements. Machine
learning NLP algorithms investigate many statistical methods, decision making
annotation to extract opinion-oriented expressions that contains sentiments.

3 Natural Language Processing

The NLP being a significant section of the artificial intelligence enables the computer to
learn like humans. the latest advancement in the NLP is the methods of corpus.
A corpus is set of documents that contain large set of training examples. Statistical
methods used in NLPs in many tasks like word sense identification, generating
grammars and parsing tree, also in finding mutual information between sentiment
oriented words. Instead of writing rules by hand coding statistical methods take the
inputs from the large set of training set and generate the results based on the proba-
bilistic decisions. Each of these input are attached with real valued weights. Applying
probabilistic decisions on input weights generates relative certainty of the many dif-
ferent possible solutions of problems.

WordNet is another machine learning tool available, is an online lexical reference
system. This NLP tool contains English nouns, adverbs, adjectives and verbs organized
into a synonym set. This tool used in many NLP research and techniques.
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Fig. 1. Basic Sentiment Classifications technique
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4 Literature Review

Gregory and Pasi [11] the author elaborates the significance and the procedure of the
unsupervised learning over the supervised learning.Wu et al. [12] the author discusses
the “Phrase Dependency Parsing for Opinion Mining” Kin [13] the paper discusses the
“A Method for Opinion Mining of Product Reviews using Association Rules” Hamed
and Javad [14] e-business market search engines plays an important role because of
their efficient methods to find requested products quickly. Presenting a framework to
extract the relative information from shopping websites helps search engine to provide
better services. Search engine’s components like crawler, indexer, database and
graphical user interface provides effective tool for web user behavior. Crawler crawls
into websites to get the useful information; indexer stores the crawled information into
indexed files which fasten speed of search engine. Crawlers working on graph search
algorithms treat web pages as nodes and hyperlinks as edges. Suggested framework
improves efficiency by taking advantage of multiple processes, threads and asyn-
chronous resources. We observe that improving efficiency of search engine by inte-
grated framework helps to find helps to mine into product information.

Ye et al. [15] envision that semantic oriented based approach suggested by Turney
can be used in other languages like Chinese or other languages. Tagging of words is
similar by using POS tagger. Semantic oriented based classification methods are able
works fine for Chinese language similar to English classification methods. We found
that estimation of SO of two-word phrases of Chinese language using the pmi-ir
method is same.

5 Proposed Work

The aim of the analysis and the evaluation based on the sentiment is to provide a
summary based on the sentiment of the reviews presented in the webpage by the
customers who visit the site. The study progresses as shown below.

Collecting product reviews or Web Crawler

To collect product reviews from e-commerce site we write a program called web
crawler or web spider [14] which crawls into web pages and copy reviews and ratings
of different products. These reviews and ratings are posted by users who bought
products from shopping website. A web crawler is a program that can access the html
contents of web page and can download the contents from web page like images, audio,
hyperlinks or texts. It is possible to copy texts or images from html tags
like < p > tag, < title > tag or < body > tag and < image > tag. Most of the web
search engines use web crawling technique to improve the searching methods for
finding efficient results. Web crawler helps search engines to update its large web
database. It can download all web pages or can re-visit to pages for web processing by
search engine. In our web crawler we scrap into only those html tags in which reviews,
ratings of products and title of web page are stored. These reviews, ratings and title are
stored in special repository or heap of memory called Inverted indexing files [19]. An
inverted file is a special data structure which provides a word based mechanism for
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indexing text documents. It arranges the text documents in such a manner so they can
be searched easily and speedily. An inverted indexed file contains two parts first is
dictionary which stores all the distinct words in lexicographic order from text docu-
ments and second is posting list which contains all the information of each word of
dictionary like text position, number of occurrence, document ID. An inverted indexed
files system is most effective structure for storing and searching the large collections of
text data.

In our thesis we download the reviews and ratings using web crawler and store
them in inverted files so it can be easily searched when required. The mechanism of
crawler based on the TFIDF (term frequency- inverse document frequency) where TF
represents the word occurrence in text documents and IDF represents document IDs in
which that particular word occur. Figure 2 shows the mechanism of web crawler.

5.1 Text Acquisition and Document Storage

This allows downloading the necessary ratings and the reviews that are available in the
website utilizing the topic based crawler that concentrates only on the specified pages
in the web. The downloaded documents are stored in the document storage in the
compressed form.

5.2 Text Transformation

Text documents are tokenized into index terms used for indexing and searching. Index
terms are individual words. These words are arranged in lexicographical order in
dictionary. Number of occurrence of terms their position in documents and other
information is stored in posting list. Mapping between these two and both list are stored
in inverted indexed files. It is much like metadata of text documents. Tokenization used
to identify each index term.

Fig. 2. Web crawler working
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5.3 Finding Review Sentences

We envision our work by finding those sentences where four specific features are
mentioned in reviews for that product. These four specific features/aspects are camera,
battery, price and processor.More important is that all four features are nouns. Most of
features of products are nouns so they can be easily extracted from the large collection
of reviews using POS tagger technique. All four features are common in mobiles,
tablets and laptops. We choose these four features because they are frequently men-
tioned in product reviews and are the most discussed feature of products in reviews.
The reason for finding the review sentences is that only those sentences will be pro-
cessed where these four features are mentioned and other sentences will be discarded.

5.4 Parts-of Speech Tagging and Opinion Phrase Extraction

We used POS tagger on review sentences to tag the individual words. Tagging helps to
access each word separately and can identify opinion oriented words. We found that
combining two consecutive word express strong sensible sentiments. For example
“very good”, “not bad”, “amazing quality”, “high price”, these two word phrases are
extracted from review sentences. Turney [1] suggest in his research that combining two
consecutive words like nouns with adjective or nouns with adverbs or adjective with
verbs it is possible to extract opinion oriented phrases. These phrases describe the
subjectivity and characteristics of the products. Following the patterns suggested by
Turney [1].

5.5 Semantic Orientation of Phrases (Modified PMI-IR Method)

Semantic orientation of each phrase is measured by using pmi-ir method. SO is the
mutual information between phrases and reference word set. This word set has 18
positive and negative words. These reference words are combined with all the extracted
phrases and stored in text files. We choose 18 different positive and negative words to
calculate the SO instead of using only “excellent” and “poor”. These reference words
display highest level of positivity and negativity.

6 Result Analysis

This work found that among 48 relevant outputs 38 outputs have positive sentiments
about features that means strength of positivity (Average SO) of these feature is greater
than threshold value. Similarly 10 features have negative sentiments whose strength of
negativity (Average SO) is less than threshold value. The Fig. 3 shows the overall
performance of our featured based sentiment analysis (Fig. 4).
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7 Conclusion

Our study presents an unsupervised modified PMI-IR method of classifying opinions of
features of online products as positive or negative. Sentiment analysis is currently hot
topic between the researchers because of its usability in e-commerce sites and social
media. Increasing use of internet and social media platform gives people to express
their sentiments online. Implementation of tasks of sentiment analysis using NLP
techniques makes it more challenging and interesting. The overall performance of our
study is comparable to the results of semantic oriented based approach in the earlier
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studies for product reviews analysis [19, 20], which range from 70% to 85%. Our
system acquires 83.35% accuracy using modified pmi-ir method which is quite good as
compared to other sentiment analysis approaches.
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Abstract. Today’s Digital World is evolving rapidly and the smart-
phone usage has became mandatory. People use smartphones to get ser-
vices like email, education, business, social communication, etc. For each
service category, there are plenty of applications (Apps) available in the
market. Along with Apps usage, it is obvious that a user need knowl-
edge on securing devices and private data. We analyzed Naive Android
Smartphone Users (ASUs) on different Security Areas where awareness
is in need to secure the device as well as the data. The responses indi-
cates that majority of the participants have a fear of Malicious Attacks
on their private data, business information and financial transactions.

Keywords: Smartphone security · Android security features ·
Vulnerabilities · Security awareness

1 Introduction

Smartphones comes with features that are equivalent to a PC with high speed
processing, large storage, HD screens, cameras, etc. The usage of smartphone
growing rapidly as the number of smartphone users expected to increase to more
than 2.8 billion in 2020 (Fig. 1). Smartphones provide services to user with built-
in Apps such as browser, text messenger, Apps stores, e-mail termed as system
apps. And it can run a variety of third party Apps installed from online markets
for different services such as mailing, chatting, social networking, entertainment,
etc. The expected number of Apps to be downloaded for the year 2022 is more
than 250 billion (Fig. 2).

There are a few operating systems(OSs) available for Smartphones. The pop-
ular among them are Google’s Android and Apple’s iOS. As per the statsta
around 1.5 billion smartphones with either Android OS or iOS were sold out.
Among Android, iOS and other smartphone OSs Android leads the smartphone
market with 74.45% of the share and iOS with 22.85% [3]. Popularity of Android
attracted App developers to target Android Smartphones by developing mali-
cious Apps, which makes the device vulnerable to attacks such as hacking, hijack-
ing, phishing, Malfunctioning, etc. It would be a serious problem if the ASUs
unaware of these attacks and the counter measures.
c© Springer Nature Switzerland AG 2020
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Fig. 1. Expected Smartphone Users
Worldwide [5]

Fig. 2. Expected Apps download
Worldwide [4]

ASUs must aware of security features which protect the device and the sensi-
tive (private) data to reduce the risk of attacks. The inability of ASUs in recog-
nizing vulnerable applications and malicious content is due to lack of awareness
on types of vulnerabilities and precautions to take against them. So, it is impor-
tant to the ASUs to possess the knowledge in security areas and confronting
behavior with regard to information security. In this paper, we analyzed the
ASUs of Pondicherry University who belong to different age groups.

2 Android Operating System

Every Smartphone needs an OS to control the functionalities of the hardware
technologies (like Sensors, Camera, Fingerprint, NFC) [12]. OS is responsible
in providing security, running other apps to fullfill user needs. As the Android
leads the Smartphone market we presented introduction on its Architecture, App
Structure and security features that Android OS provide to ASUs.

2.1 Android Platform Architecture

Android is an open source Operating System having a layered Architecture
consisting of various components - Linux kernel, Hardware Abstraction Layer,
Android Run Time, Android Libraries, Java API Framework, System Apps
(Fig. 3).

– Linux Kernel : Linux Kernel make the device manufacturers easy to develop
drivers for the device and allows to take advantage of key security features.

– Hardware Abstraction Layer (HAL): HAL provides standard Android system
interfaces (for hardware components such as Camera/Bluetooth) that allows
developer to access the device hardware from Android OS feature-set [1].

– Android Run Time (ART): Android RunTime (ART) used by Apps for sys-
tem services that executes Dalvik executables and Dex bytecode specifica-
tions. It provides features like Ahead-of-time (AOT) compilation for tighter
install time verification to improve app performance.
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Fig. 3. Android Architecture [1] Fig. 4. Participants age groups

– Android Libraries (AL): ALs consists of Android system components (ASCs)
and services for ART and HAL. These are of two types: Core Libraries that
support ART to write apps in Java and Native Libraries that allows Android
Apps to get access to the Open Graphics Libraries (OpenGL)[6].

– Java APIs framework Layer : Java API Layer acts as an interface between
Apps and the core of the Android Platform. It offers different services to the
apps with different managers, System Views, and Content Providers [1].

– System Apps Layer : It consists of the basic apps that provide services such
as Browsing, Calendar, mailing, SMS service, Keyboard, etc. There can be
third party apps which replaces system apps for specific service.

2.2 Android App Structure

The developed Application contains the compiled code, with data and resource
files archived as an Android Package (called as apk/APK) consists of the core
framework components, a manifest file and resources applied to the device con-
figurations [1].

– App Components: App components defines the life cycle of Android App.
They are Activities, Services, Broadcast receivers, and Content providers [20].

– The manifest file: Components used by App can be declared in the mani-
fest file. In Addition, it contain required permissions, the API level, features
(hardware/software), and API libraries to be linked by the app.

– App Resources: These require to visually present App that define alternative
images for different screen sizes, optimization of app for variety of device
configurations, etc.

2.3 Security Features for Android Smartphone

To make Android as the safest Smartphone Platform, Google trying to develop
different technologies that brace it’s security and over 50 billion apps are checked
daily to confirm their proper behavior [7].
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– Google Play Protect : Google Play Protect acts as a built in malware protection
with Google’s machine learning algorithms as backbone to improve protection
real-time [2].

– Application Sandboxing : Apps Sandboxing insulates and defends the installed
Apps in Smartphone by stopping them to access ASU’s sensitive information
in between them [20].

– Defending with designed Hardware: For Android Platform, the hardware pro-
tects the access to device in the form of securing lock screen, verifying boot,
encryption at device level [7].

– Trusted Execution Environment (TEE): The TEE is a technique used for
Android which provided by secure OS called Trusty. Trusty OS provides an
isolated execution environment to secure App’s sensitive information by exe-
cuting them in TEE which is a highly secured area [8].

– Security Updates: For every layer in Android Platform Google reinforces secu-
rity updates to all device manufacturers, in regular intervals [7].

– User Access control : Android Platform allows ASUs (as the Administrators)
to customize App permissions in accessing App’s data or hardware compo-
nents [17].

3 Vulnerabilities in Android Smartphones

Android Smartphones vulnerable to attack when they are exposed to public net-
works to access services by always-on and always connected. There are different
types of vulnerabilities with which Android Smartphones can be exploited [16]
as follows.

– Denial of Service (DoS): DoS vulnerability can effect the Android Smart-
phone by a malicious app installation or through a website. It makes the
attackers service executed continuously even the malicious app is terminated
[13].

– Overflow : This vulnerability in Android make the phone dead where ASUs
can’t make calls, and can’t access screen [14].

– Cross-site Scripting (XSS): XSS vulnerability steals credentials of the ASUs
by injecting malicious scripts into trusted web pages loaded in browser.

– Web view Vulnerability : It is a customized web view of the web browser dis-
playing the contents of the attacker by running customized functionalities.
There are two web view vulnerabilities namely authorization and cross-zone
scripting based on file [11].

– Repackaging : Android applications can be decompiled, modified and repacked
with Attacker’s code, finally published in official/unofficial market [14].

– Android NFC : Attacker can take full control of NFC (Near Field Communi-
cation) in Android Smartphone by using another hardware or device within
distance to attack any operation can be done [9].

– Social/Sharing Authentication Flaws: The social Apps saving authentication
details in unencrypted form can be vulnerable to that Smartphone device [14].



Analyzing User Awareness on Security in Android Smartphone Devices 217

4 Awareness for ASUs to Secure Android Smartphones

The ASUs must focus on distinct areas relevant to information security in
Android Smartphones. It is obvious that ASUs must have knowledge over secu-
rity areas, and confronting behavior with regard to information security. From
[19], the main security areas broadly categorized as Applications, Browsing and
Accounts, Connecting Mediums, and Device. These security areas elaborated in
the following sections.

4.1 Security Areas

– Application: The careless behavior of ASUs with rooted or jailbroken devices
permits Apps to bypass the application sandboxing mechanism. With respect
to Apps the two sub areas that ASUs must aware of are App installations
and handling, discussed below.
• Installation: In this, ASUs make sure of the App’s source of installation,

and permissions required by it before installing.
• Handling: After installation, While handling the app, ASUs asked for

granting required permissions, changing privacy settings and access con-
trol, and updating the app.

– Browsing and Accounts: ASUs communicate each other by surfing the Inter-
net which in turn expose ASUs to different attacks like phishing, spam links,
account hijacking, etc [13]. This area related to the browsing and device/social
accounts management.
• Browsing: While browsing, ASUs must take safety actions like avoiding

unsecured websites, blocking pop-ups and spam, validating site certifi-
cates, and avoid giving personal details to distrusted web services.

• Device/Social Accounts: Smartphones contain accounts which include
customized privacy and security settings which can be hijacked by attack-
ers to access the multimedia data, payment details and other business cor-
responding information. ASUs can avoid this by using strong passwords,
service specific passwords, updating passwords in a regular interval, and
securing those passwords appropriately [10].

– Connecting Mediums/Channels: Smartphones have connectivity technologies
for information sharing through connecting Mediums (such as Wi-Fi, Blue-
tooth, etc) with distinct properties. Some of them have limited or no secu-
rity/privacy features. To avoid ASUs falling in to these distrusted channels
they can use VPNs, external security tools, and predefined settings.
• Physical channels: Smartphones can connect to physical channels such

as Wired headphones, PCs, memory cards, USB charging ports, different
gadgets and accessories. These are also prone to attacks (like malicious
chargers, replacement screens, etc.) [19]. So, ASUs must aware of risk in
connecting to the physical channels and distrusted components.

– Device: To protect Smartphone device ASUs must have security concerns on
Device OS, Data privacy, and Security systems.
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• Device OS: ASUs must be careful in ‘rooting’ or ‘jailbreaking’ the smart-
phone to get the super user privileges. It may leads to the unofficial or
unsupported OS updation used by malicious entities [18].

• Data privacy: The sensitive information abides in Android Smartphone
need to be protected with privacy settings provided by the device. ASUs
should use SIM card lock, setting Location on or off, encryption of data
and account credentials to avoid privacy related issues [15].

• Security systems: Using security systems (system or user defined) on
top of Android OS helps in scanning malware and preventing attacks
in Android Smartphones [15].

5 User Awareness Survey

Participants were asked to answer the Questionnaire to analyze the knowledge
on Security of Android Smartphone. The details of their responses are illustrated
in this section.

1. Demographic data of the Participants: Majority of the participants (of differ-
ent age groups) are 18 to 25 years of age having education as either graduation
or post graduation (Fig. 4).

2. Different category of apps that participants using frequently: Majority of the
participants are using Chat/Instant Messaging apps (with 92%) and Social
Networking (76.5%), Browser (71%), Education (63.5%), and Entertainment
(56.5%) Apps falls next in the most used apps categories (Fig. 5).

Fig. 5. Category of Apps frequently used Fig. 6. Awareness on App installation

3. App Installation Concerns by ASUs: Related to App installations, from given
options (Ratings & Reviews, Developer information, permission required,
source of installation, and privacy policies), participants ignoring the privacy
policies and permissions required (Fig. 6).

4. App Updation Awareness by ASUs: Regarding App/OS updations, the par-
ticipants (51%) are thinking its only for the Feature Updation. Most of them
are unaware of the fact that the updations meant for security patches and
boosting efficiency (Fig. 7).
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5. Type of data User thinks private: The responses reveal that multimedia data
(like pics, videos, and voice notes) and chat history are considered as more
private to them (Fig. 8).

Fig. 7. Awareness on App updations Fig. 8. Type of data considered Private

Fig. 9. Awareness on Android Security
Features

Fig. 10. Awareness on different secu-
rity systems

6. Android Security Features awareness: Majority of the participants are
unaware of the major security and privacy protection features (like Find my
device, and Data Encryption) provided by the Android OS (Fig. 9).

7. Awareness on Security Systems Usage: Participants aware of additional secu-
rity systems and Android OS Security usage. But, majority of respondents
are aware of Antivirus systems (52) and Privacy Management Applications
(25) and few (15) are using combination of all (Fig. 10).

6 Conclusion

Android has become a prominent smartphone OS used by more than 70% of the
users. Android architecture eases the use of Apps and its openness allows attack-
ers to target the Android devices for ASU’s sensitive information by developing
malicious Apps. We’ve surveyed the vulnerabilities (affects ASU’s information)
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and counter measures (exploits vulnerabilities). In this article we imposed set of
questionnaire on ASUs targeting awareness of security in Android Smartphones.
The analysis revealed that ASUs lack of knowledge on Android OS security fea-
tures and usage of security systems. In this regard we are about to develop an
Android App which provide knowledge on various security aspects and gives
count that indicates the Freshness score of Android Smartphone.

7 Compliance with Ethical Standards:

All author states that there is no conflict of interest. We used our own data.
Humans/aniamls are not involved in this research work. We used our university
students and got approval from the university.
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Abstract. Sensing devices like camera, satellite, earthquake monitoring, video
etc., are producing large number of data. Big data techniques paves the way for
the handling the more number of data along with streaming data. Cloud com-
puting technology make it easy to store, access and manage the data with low
cost. The data compression techniques helps to minimize the data in the cloud
and store the data effectively. The aims of the study is to provide a systematic
review of the data compression on big sensing processing. The image com-
pression is used to minimize the size effectively and useful for the cloud
environment. The deduplication technique is another method is used to com-
press the data in the cloud and helps in minimize the size. The clustering based
compression technique process the cluster for similar data. The three kinds of
compression technique in the cloud are investigated in this study. The investi-
gation of this methods shows that the compression technique is still need to be
increased in the manner of scalability and flexibility.

Keywords: Big data � Big sensing processing � Cloud computing �
Clustering based compression � Data compression � And scalability

1 Introduction

The email, blogs, RSS feeds, social networks, Internet of Things (IoT) etc., are pro-
ducing large number of data and are stored in cloud. This increases the challenges for
the batch learning system such as expensive retraining to process the streaming of data.
The development of the IoT in the various fields involves in creating large volume of
sensing data. For examples, the amount of sensor data by sensor based management
system is huge that makes the storage and management inconvenient. Processing and
analyzing of data is also challenging and time consuming function due to abundant data
available from the scientific workflows technological advances in sensors, detectors etc.
[1–3]. Such kinds of data requires large storage space and more time for execution. So,
the compression techniques are necessary for Big data to represent small subset of
them. Since the presence of contemporary user data compression technique is common
and these methods are efficient due to the available of GPU system.

Cloud computing has the many advantages to store the big data and process them
with the considerable performance. In many real world applications like social
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networks, big sensing process, scientific analysis of protein interaction etc., it is neg-
ligible to deal with the big graph data streams and big graph data [4]. The challenge is
to adapt the method for the streaming of data and processing the large data for pro-
cessing. The data compression technique consume more power and data compression
take time that delay data transmission. To solve this issue, a theoretical model of data
gathering networks with data compression techniques has been recently formulated by
some researchers [5]. The main aim of this review is to analyze the recent research in
the data compression of big data on cloud in the data sensing processing. The latest
research on the data compression are investigated with advantages and limitations.

This paper is organized as analysis of various data compression on cloud is pro-
vided in the Sect. 2 and comparison of several methods of data compression with
advantages and limitations are given in the Sect. 3.

2 Data Compression of Big Sensing Processing

More number of data is generated every data and this is the big data era, that creates new
scientific challenges for big sensing data processing. The data from the sensing system
like camera, video, satellite etc., is having more size. The cloud computing provides the
way to store the more number of data and make it simple to handle. The general archi-
tecture of the data compression of big sensing processing is shown in the Fig. 1.

2.1 Big Data

BIG DATA is the new scientific trend. Driven by the data analysis in the high
dimension data, Big data find the correlation between the data to insight to the inherent
process. The problem is not all the data are relevant and one of the difficulties is that the
obtained information can be noisy, biased, incorrect, misleading, outdated, and thus
unreliable. Hybrid storage provides the promising solution for managing the large data
at low cost that provides large storage capacity and at high speed. Hybrid storage
method distribute the data on the different devices based on the data’s performance
benefit.

Fig. 1. The general block diagram of data compression in big data processing
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2.2 Cloud Computing

Cloud computing has the many advantages to process the Big data and much helpful
for the academic students and professionals. The tech giants like Amazon, Microsoft,
Google etc., are provide their cloud services. This provide new way to store the data in
the remote storage at the low cost with high reliability IoT embedded that generates the
Big data.

2.3 Big Sensing Processing

The connected objects and mobile devices develop the IoT and this technology is
utilized by the various professionals. The data has been chucked to transmit to the
cloud storage and the data can be processed in the cloud for the effective performance.
The cloud computing provides the effective solution for the IoT big data processing
task.

2.4 Review on Compression of Big Streaming Data on Cloud

The data compression in single modality and multiple modality method based on deep
learning approach, which involves in acquires data characteristics and dynamic net-
works. An energy efficient model has been developed for the data compression tech-
nique and each user can able to collect the data and transmit to the health care system.
The investigation of this method shows that the single modality compression technique.

The photo album compression approach based on feature is given in the research
[6] and this is based on the local features rather than pixel value in analyzing. As the
pseudo sequence is much more complicated than natural video, further proposes the
three step process to decrease redundancy of inter-image based on the local features.
The evaluation of the feature based compression technique shows that this local fea-
tures are 10 times more efficient than the JPEG compression.

Parikh et al. [7] proposes the High Efficiency Video Coding (HEVC) technique for
the medical image compression to increase the compression efficiency than the con-
ventional JPEG 2000. The lossy compression in medical image compression are
analyzed in this research. The testing of proposed HEVC method in the compression
shows that this method has the compression performance of 54% over JPEG 2000.

Hua et al. [8] proposed a remote communication service named as Neptune to
increase the efficiency. Neptune effectively transmit the large data between the distance
data center based on a cost-effective filtration method. The filtration method is inter-
preted to minimize the redundancy and compress the similar files. Usually, these are
processed individually in the existing methods. The chunk level compression is fol-
lowed in the Neptune to eliminate the duplicate files and uses approximate delta
compression technique to compress the similar files. Neptune make use of locality
aware hashing method to group the similar file and proposed the short distance for the
data recovery that helps to reduce the computation overhead and complexity. Delta
encoding method highly reduce the redundancy. The unique deltas collections are
considerably more space efficient than their non-encoding equivalents. Encoding deltas
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need to compress the difference between target and source file as a delta. The data flow
of the research in compressing big spatial data [9] is shown in the Fig. 2.

3 Comparative Analysis

The process big sensing data involves in the costly in terms of space and time on the
cloud platform. Many methods are proposed and developed to decrease the cost and
improve the performance. The recent method of compression technique for the cloud
data are investigated in the Table 1.

Fig. 2. The framework of the compression of big data in the cloud [9]

Table 1. Quantitative comparative analysis

Author Methodology Advantages Limitations Performance
evaluation

Data and
platform

Yang
et al.
[9]

The scheduling
algorithm is
developed for
the optimization
of data process

The data size is
reduced
effectively and
low fidelity loss
is achieved

The more
correlation is
need to be
analyzed for the
effective
performance on
big data and
scheduling
techniques is
not flexible

The accuracy is
achieved around
95% and error
bound is less
than 2%

U-Cloud
platform
Sound and
vibrational
data stream
from 500
nodes

Deng
et al.
[10]

Proposed an
online Direction
Preserving
Trajectory
Simplification
(DPTS) and
Bound Quadrant
System (BQS) to
minimize the
compression
time

The compression
time and
construction of
graph is highly
reduced by GPU
aided method

The efficiency
of the method
are need to be
increased

The compression
time is reduced
up to 21% and
compression
time for this
method is 3.95
times faster than
DPTS

GeoLife
dataset
and T-
drive
dataset

(continued)
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Table 1. (continued)

Author Methodology Advantages Limitations Performance
evaluation

Data and
platform

Hou
et al.
[11]

There are two
designs are made
to compress the
Motion capture
data with low
latency
The first method
involves in
process the data
in the frame by
frame manner
and this is
efficient in mocap
data

This method has
the higher
compression
performance
with low latency
and low cost
This method can
be applicable to
various mocap
data

The efficiency is
need to be
increased and
error value is
high

The
computational
cost is low, the
implementation
is easy and
compression
performance is
high

Motion
Capture
database

Hsu
[12]

This research
proposed a
method based on
the three-
dimensional
histogram
Competitive
Hopfield Neural
Network
(CHNN)
clustering
The Block
Truncation
Coding
(BTC) and
regularization are
processed in this
method
The cluster
region is
analyzed by the
modified BTC
with various
compression rates
depend on its
importance

The proposed
method has the
high flexibility
and has better
performance
than several
existing method
This method is
convenient for
the telemedicine
and long term
care

The scalability
of the method
are need to be
improved

The PSNR for
three dataset is
34.378, 32.064,
and 31.222

Medical
datasets
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The MapReduce algorithm is tested for this review to analyze the performance and
this algorithm has been implemented using 1 master and 2 slaves. The dataset size is set
as 1.4 KB and analyze the 2 commonly used text compression method. The achieved
compression rate is 724 Bytes by this MapReduce algorithm.

4 Conclusion

The IoT devices like camera, satellite, earthquake monitor etc., generates the more
number of data in the cloud. The Big data technique helps to handle these data and
store them effectively. The data compression technique in the cloud helps to manage
the data and decrease data size. Many research are presented to provide the data
compression in the cloud to increase the efficiency and scalability. The data com-
pression of streaming data are important for cloud stores the sensing device data. The
three kinds of data compression technique like cluster based data compression, image
compression and deduplication are briefly analyzed in this review. The research of [9]
shows the effective compression, where data compression is carried out in the data
chunks. The cluster based compression shows the effective compression compared to
the other methods. Although, most of the study shows the effective compression and
some research provides scalability, there is still need to improve the flexibility and
effectiveness.
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Abstract. Today’s healthcare system deals with a huge data that needs a larger
storage space and proper updating phenomenon. It is so obvious that big data is
a buzz word in the field of healthcare. Not only specific to engineering field it
ranges from institutional to organizational domain. Also its techniques not only
helpful for doing research also in storing, manipulating with the observational or
stored data. Many online based companies adopt big data analytical techniques
for developing assets or medical equipment, so that respective domain can be
benefited while providing treatment to patients. There are such companies’ deals
with genomic data and helps in finding the specific reason to particular disease.
Applying the big data techniques in medical data helps in finding best result and
provide proper treatment to patients. Now it is possible to avoid such difficulties
found in past time on giving treatment to patients through traditional methods.

Keywords: Healthcare and big data � Big data in medical research �
Examples to complex biomedical information � Personalized medicines

1 Introduction

Exponential growth of huge amount of data in healthcare, which have an onset theory
of doing the manipulation with the information of patients regarding various health
issues and required well maintained database. Laboratory observations to doctor pre-
scription maintained a well formatted database. Study reveals, observational and
experimental data require more synchronised system so that patient records have been
well maintained. Insufficient data storage facilities, lack of proper knowledge and
experience are the major hurdle to manage medical data, laboratory experiment and
observations. Medical information kept, processed and diagnosis of any disease par-
ticular to any patients through computerization. It is important to every patients that the
data regarding medical issues, pathological observations should be well maintained and
managed for getting error freed diagnosis of disease, as well for concerned physiology.
It is quite difficult to manage and absorb such DNA pattern, protein sequences, any
changes in human cell or any disorders found in human body that are present in higher
dimension. Somehow difficulties arise with such complex pattern and higher dimension
while analysing and diagnosing disease which is that a normal eye could do with more
perfection.
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Dermatological changes to human body, disorder to nervous system, any fatal
disease, cardio vascular or any infectious disease to human, the researcher subsequently
analyses and mapped various learning techniques with the high dimensional data. One
of the bigger problems is that the communication and proper interaction between
patients and physician somehow leads to miss interpretation or wrong diagnosis of
disease. Some time it leads to serious and un-filled mistake. Medical analysis or any
diagnosis of disease requires the linkage between other recourses. Data extraction may
be in terms of text mining or data mining, needs the linkage to other resources, and
demands to have huge data or information. Any sequence of genomic expression or any
oral or sound records and integer data needs proper repository where both therapist and
disease carrier be help full, most important researcher be more beneficiary to data
extraction for their worthy research and also for developing latest technology relate to
medical science. It needs hundreds and hundreds of data repository linkage having
number of intra and inters connected data bases. However largely developed databases
are independent as well they are inter-connected naturally and offers a vast of
knowledge and hence give the information about interrelated biomedical entities such
as specified drugs, particular diseases to particular patients, genomes and its structure,
patients, clinical trials and observations, researchers and agencies [1]. It is very com-
mon in exploiting the linkage between intra and inters connected medical recourses
which are very specific to particular medical issues.

It is often observed that many of the symptoms are the cause of some of the disease
and somehow very common to more than one disease i.e. some of the cause are
common to more than one disease. Many disease categorised or belongs to one cate-
gories like fever, diarrhea, cold and cough, other such type of disease are categorized
under infectious disease, blood pressure, diabetes, cancer or cardiovascular disease all
are categorized to chronic disease and also all heart related disease like asthma and
chronic obstructive pulmonary disease (COPD) or failure of heart are sub categorized
under cardiovascular disease. Likewise there are several other health issues that need
proper maintain of database. One database has more than one linkage between other
databases which would be helpful in finding solution to more complex medical issues.
Rather searching one database it will search whole data storage system to any health
issues. Hence it can’t be possible of handling this huge data or any medical observation
through traditional database management system, hence needs some more storage
space as well some latest technology to store huge amount of data in well maintained
format. More often, the medical data or clinically recorded data, may be structured or
unstructured are thus collected and stored electronically. As on demand, of a good
system, it is necessary that the data collected must be sufficient or as enough as one can
develop a carrier between patient and healthcare structure. Because more the infor-
mation and have the fare history of patient record, best will be the treatment procedure.
Maintaining the fare history record regarding patient health condition, leads to develop
or it will beneficiary to deal with a good medical system. Either through EMR or EHR
medical data has been collected. EMR i.e. electronic medical records is a way of
keeping the data in a digital way rather keeping and maintaining the data through
traditional way for each and individual patient [2]. The EHR technology is what exactly
the EMR, of keeping the health issues electronically. Not only observed integer data
but medical images i.e. MRI, vocal recorded data all can be managed through big data.

230 M. Moharana et al.



It is very necessary that data should be managed in a synchronized through intercon-
nected dataset to each other. Such data are very much use full in terms of diagnosis as
well for any kind of medical research because now-a-days one field is not limited to
only that field. Researchers from other background show much interest in medical
domain for which updated data is needed. In recent trends so many web base com-
panies are showing interest in storing medical or health regarding dataset like PubMed,
Medicare/Kaggle, and MEDLINE. Also there are so many such web based companies
which put in interest to provide various healthcare solutions to different issues.

2 Healthcare and Big Data

MRI data signal processing data or any numerically observed data are all along need
proper synchronized database. Big data help in storing, manipulating or processing
with meta data which are kept in different inter connected dataset. It is necessary that
patient current pathological observation along with history of patient should be well
maintained and it will be with different technology like EHR i.e. electronic health
record or EMR i.e. electronic medical record and it is very obvious that all are regu-
larized and practised through big data analytics. EMR under goes various steps to keep
and processed the electronically observed data. The given Fig. 1 shows how EMR
going through different steps to store and manipulate with data whether it is sound
signal or processed image or any observation through pathological or clinical data
along with concerned chemist, druggist or doctors. EHR/EMR [3], before a couple of
year, it was touted or consider as a key for increasing the quality of care. In recent
trends, providers use the recorded patient data for increasing the quality of outcomes
through care management programs.

2.1 EHR

EHR technique helps in finding any queries regarding health issues to any patient. The
technique kept all the information related to patient’s lab observation, physician report
with unique patients ID. So that when diagnosis of disease takes place, it will help in
retrieving the patient details that give the summary of exactly the patient suffering from
which disease. On the basis of EHR when after storing data, the data can properly be
classified as well indexing of stored data could be possible. But when large data
required classification or indexing, or storing and multiplication of patients, this is
become very easy while applying Big Data technique.

2.2 Big Data and Medical Research

Big data spurt most of the healthcare data that are consists of unstructured information
which is difficult to analyze and develop a well defined methodology for any domain
specific like healthcare, or for any organization. Real fact behind big data it is not
confined to a certain facilities, due to its properties like variety, velocity and veracity
[6] it is much more than it is and apogee a new challenge, opportunities & provision in
the area of medical domain in the coming years. It needs a convey in computational
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intelligence so that researchers or developers could able to handle and process over data
easily.

Knowledge and insights gathered with the help of the tools that need to from huge
accretion of unstructured data available through different source like web search that
are improving at this task. There are number of institutions like NIH [8] and companies
which they provide solution to generates, decipher, analyze and visualize combined
clinical and omics data [2]. There are number of companies provide clinical data set
which would be helpful for researcher as well clinicians. Some of them sited below
with the respective web browsing sites [2, 5] (Table 1).

2.3 Examples to Complex Biomedical Information

There are the some of the companies who provides the solution to various healthcare
issues for academic researchers, software developers and mostly pharmaceutical and
medical researchers.

2.3.1 DELL Healthcare Solutions
It gives the solution regarding any healthcare issues. The DELL Healthcare company
provide the proper techniques and technology with which the researchers do their
research to monitories the total healthcare system be a information driven healthcare
system that will accelerate the innovations towards research in new area or sub area of
medical data science. The respective company give a move on through number of
innovations in life cycle with medical records stored electronically.

Summary of 
OPD visit

Laboratory 
observed 

data 

Classifying   
and indexing of 

health issues

Document the 
previous and 

present 
scanned 

medical data

EHR

Synchronization
of clinical 
treatment

Detail of 
registration

and ID 
of patient

Fig. 1. Schematic representation of EHR
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Example: http://www.dell.com/Learn/us/en/70/healthcaresolutions?c=us&l=en&s=hea.

2.3.2 IBM Healthcare and Life Sciences
IBM Healthcare and Life Science Company provide latest analytical techniques and
solutions related to the different healthcare issues and enable the particular health
organization to retain greater efficiency along with different operations of health issues
of patient by merging structured and unstructured data. Thus collaborating the infor-
mation gathered, the IBM healthcare company provide more improved results and
merge the respective in a new way of developing the more tenable, patient-centric
system with more personalized databases.

Example: http://www-935.ibm.com/industries/healthcare.

2.3.3 Intel Healthcare
Intel healthcare helps in making the frame work for IT tools for health issues. The
respective company also provides the services to the governments sector, various
healthcare organizations different technology innovators worldwide. The company
combines the various data regarding health issues and provide best solution to different
issues.

Example: http://aws.amazon.com.

2.3.4 Amazon Web Services
Amazon Web Service is a web based company that provides necessary computing to
reserve solution to the different healthcare organization. The company thus create the
environment that includes CPUs, storage place like RAM, ROM, networking, oper-
ating system for the sake of hardware infrastructure. This provides the necessary

Table 1. Different type database repository and web site

Web based company Web search address

Nextbio http://www.nextbio.com
DNAnexus http://www.dnanexus.com
Genome International Corporation http://www.genome.com
GNS Healthcare http://www.gnshealthcare.com
Pathfinder http://www.pathfindersoftware.com
Context Matters http://www.contextmattersinc.com
Appistry http://www.appistry.com
Beijing Genome Institute http://www.genomics.cn/en
CLC Bio http://www.clcbio.com
Pathway Genomics http://www.pathway.com
Foundation Medicine http://www.foundationmedicine.com
Knome http://www.knome.com
23andme http://www.23andme.com
Counsyl http://www.counsyl.com
Personalise http://www.personalis.com
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service in the field of healthcare and scientific research area, and also in scientific field
in case of biomedical fields.

Example: http://aws.amazon.com.

2.3.5 GE Healthcare Life Science
It furnishes the expatiation and tools for the wide range application. It includes research
like drug discovery research, research about cells and proteins as well provides tool for
supporting large-scale manufacturing companies of bio-pharmaceuticals.

Example: http://www3.gehealthcare.com/en/Global_Gateway.

2.3.6 Oracle Life Sciences
Key functionalities that has been delivered in making of pharmaceutical, medical
device companies and also for biotechnology. Market products that will help in treating
specific diseases which increases the chances of discovering and bringing the more
possibilities through Oracle life science.

Example: http://www.oracle.com/us/industries/life-sciences/overview/index.html.

2.3.7 Cisco Healthcare Solutions
Cisco Healthcare Solutions offers numbers of various solution to the life science, that
have includes cloud computing and specified assets. In includes more secure and highly
reliable data has been communicated and shared across the healthcare community.

Example: http://www.cisco.com/web/strategy/healthcare/index.html.

3 Personalized Medicines

Day-to-day huge amount of omics data needs proper treatment as storing, analyzing,
visualization of data, re-arrangement of stored data [9, 12, 14]. Big data provide its
advanced analytic techniques to fulfil the needs of data to resolve medical issues.
Omics data has been used to produce ‘short’ reports on stored data for researcher and
clinicians for their further research oriented work. Short reports are valuable in terms of
finding new solution or treatment method to healthcare problem. The new genomic
industry required the transformation techniques to deal with huge omics data for
solving conventional health care issues [17]. Somehow cloud computing is the cause of
evolution of genomic industry and providing the solution that has been transplanted in
the medicines and life science world. There is also another solution to deal with
genomic data that changes the path that has been adopted for the transformation and
utilization of genomic data. Graphics processing unit (GPUs) is the technique to big
data which improves in computational power as well, brings the improvement in
conventional approaches to medical science (Table 2).
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3.1 Counsyl

Counsyl is the genetic based testing companies that help in finding afterbirth disease in
offspring of a couple. It screens upon genes of both the partner for 100+ genetic
diseases that could be passed on to their child. Since 2008 it give the service to genetic
test and claims that the genomic test could help in giving the practical applications in so
many life changing decision.

Web address: http://www.counsyl.com.

3.2 Foundation

Foundation, a world-leading molecular insights company that connects physicians and
patients with lab observations for the latest cancer treatment approaches and making
exactitude medicine to reality for thousands.

Web address: http://www.foundationmedicine.com.

3.3 Knome

Knome is one of the genome interpretation company that helps in analyzing the human
gene structure for improving the human living style. It apply the scientific insights to
the human genome for identifying the specific variant, genes & its set of genes which
are very specific to particular disease or particular disease is responsible for which
particular gene or gene set [16]. The company helps many academic, pharmaceutical
and medical researchers providing services and products on human genomes [3].

Web address: http://www.knome.com.

Table 2. Different companies for personalized medicines and omic solution

Company Websites Services

Personalis http://www.
personalis.com

It is a genomic-scale diagnostic service centre
provides accurate genetic sequence data

Foundation http://www.
foundationmedicine.
com

It is a molecular information company provide routine
clinical care to cancer patient

Pathway
Genomics

http://www.
pathway.com

Address a variety of medical issues, incorporates
customized and scientifically validation of data

Knome http://www.knome.
com

Analyze data through software based test for gene
network as well genomes

23andme http://www.
23andme.com

Provides educational tool and information to each and
every individual to learn and for their research on
DNA analysis

Counsyl http://www.counsyl.
com

Provide the test for genome mutation and validation
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4 Conclusion

Medical data and big data both are dealing with a huge data collections and from the
study we found that the requirement of day-to-day medical or healthcare domain, that
should be well managed and should be updated the patient’s health records of
pathological with physician observations. And big data analytics provides a vast
technical support to deal with omic data. For which complications to critical issues of
any patients can now easily diagnosis on applying big data techniques. So many
company come to front with idea of big data analytic techniques and apply in the
medical domain for solving many problems what both the academic and medical
researcher faces problems while dong their researchers.

We found, the strategies of big data analytic techniques have provide numerous
facilities in terms of methodology or techniques while dealing the pathological
observations, gene and its set for genomic problem and also many company deployed
the ideas of same for developing many medical equipments or accessories to avoid or
overcome the difficulties that were faced in past time while diagnosing the disease. The
study is a further step that might be helpful in getting the knowledge of how big data
analytics is required while handling omic data of medical or healthcare data or infor-
mation [15–17].
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Abstract. Accidents are undesirable, incidental and unexpected events that can
be prevented if they are recognized and acted upon, prior to their occurrence.
Driver drowsiness is one of the major causes of road accidents. A solution to this
problem is inclusion of a drowsiness warning system in vehicles to warn the
driver of drowsiness. The main objective of this paper is to develop a non-
intrusive real-time drowsiness warning system by monitoring eye state of the
driver. The proposed system uses eye-aspect-ratio and is implemented in
Raspberry Pi. This system is optimized using three techniques, by re-sizing the
frame to be processed, using a single eye for drowsy detection and by not
processing every frame. The selection of frames is based on analyzing the
redundancy nature of video frames. This system is designed by considering
several factors to minimize frame processing latency to match with Raspberry
Pi’s processing speed.

Keywords: Drowsy driver � Driver state � Haar cascade classifier �
Facial landmark detection � Eye aspect ratio � Raspberry Pi

1 Introduction

Safe driving is a major concern of all societies around the world as transport systems
have become an essential part of human activities. The sensation of sleep reduces the
driver’s level of vigilance, alertness and concentration, thereby increasing the proba-
bility of occurrence of accidents. The early hours of the morning, middle of the
afternoon and late nights are the peak times for a driver to fall asleep. A new tech-
nology called “Drowsy Driver Detection System” has been developed by major
vehicles including Ford [1], Mercedes-Benz, Volvo, Toyota [2], Nissan [3], Renault [4]
and Hyundai. These studies have limitations in terms of usage of expensive hardware
(e.g., sensors and infrared cameras).
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2 Existing Approaches

Methods to detect drowsy driving can be classified as the following four: monitoring
vehicle’s speed and movements, measuring driver’s biological signals, monitoring
driver’s state and hybrid methods. Among all the above methods, monitoring of dri-
ver’s state by using a camera is considered to be the most promising due to its
accuracy, reliability and non-intrusiveness. Table 1 lists the parameters, advantages
and limitation of the different drowsy driver detection techniques.

3 Overview of the Proposed System

This section presents the architectural design, overall flowchart and methodology of the
proposed system. Figure 1 refers to the architectural design of the proposed system.

Table 1. A comparison of various drowsy driver detection techniques.

Technique Parameters Advantages Limitations

Vehicle
response [5]

Change in shift lever,
deviation from lane
position, speed of the
vehicle, steering
wheel movements,
pressure from gas and
brake pedal

Non-intrusive Unreliable, doesn’t
fully differentiate
between normal and
drowsy driving
because it depends on
nature of the road,
traffic and the driver’s
lack of experience

Physiological
technique [6]

Brain waves (EEG),
Eye movements
(EOG), Heart rate
(ECG), Signals from
muscle cells (EMG)

Accurate, determines
decrease in level of
alertness ahead of time
before actual
drowsiness starts

Intrusive, hardware
cost is high,
Physiological signals
are easily
contaminated by
muscle movements of
different parts of the
body

Behavioral
technique [7]

Change in facial
expressions, head
movements, yawning,
blinking

Non-intrusive, reliable Performance may
decrease in limited
lighting conditions

Hybrid
technique [8]

Steering wheel
movements and pupil
diameter

Non-intrusive,
reliability is
significantly higher
than other techniques

Complex, needs
proper analysis for
better accuracy
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3.1 Image Pre-processing

The proposed system has a camera fixed inside the car, right in front of the driver to
monitor the driver’s state. The live video feed from the camera is sent to the Raspberry
Pi which splits the video into frames and is later pre-processed. When the frame to be
processed is large in size, the area to be scanned increases, thereby slowing the rate of
detection. Instead, re-sizing of the frame to a smaller size without the loss of any
information, enhances the speed of detection. Moreover, the proposed system doesn’t
need color information of the image for processing. Hence, converting the image to
gray scale eliminates noise in the image up to an extent, and increases the speed of
computation by removing the color information. The flow diagram for the proposed
system is shown in Fig. 2 where Thr refers to the fixed threshold value for Eye Aspect
Ratio.

NOIR Camera

Power Source

Raspberry Pi

Drowsiness Detection

Alert Generation

Image Processing 

Fig. 1. Architecture design of the system

Eye Tracking - EAR

Initialize Camera

Image Preprocessing

Face Detection using
Haar Cascade

Extract Eye 
Location

Alarm is generatedIf < 
Thr

YesNo

Fig. 2. Flow diagram of the proposed system
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3.2 Drowsiness Detection

Since the eyes are always in a defined area in the face, a shape predictor can be used to
detect the region of eyes. This system uses the facial landmark detector of dlib library
[9, 10] in eye localization. This facial landmark detector produces 68 (x, y) coordinates
that map to specific facial structures. Dlib library has functions to recognize eye, nose,
mouth and ear and these coordinates can be stored in a numpy array.

To monitor the state of the driver’s eye, Eye aspect ratio [11] provides an elegant
solution involving simple calculation based on the ratio of distances of the width and
height of the eye as shown in Fig. 3.

An eye is characterized by 6 (x, y) coordinates, starting from the left corner and
then moving in a clockwise direction for the remaining regions.

It is observed that eye aspect ratio is approximately constant when the eye is open,
but falls down rapidly when an eye blink occurs, but is ever zero. The average of EAR
values of both the eyes is considered as to detect an eye blink.

3.2.1 Comparison and Assigning of Threshold Values
By comparing various values for thresholds, it can be observed from Table 2 that, an
EAR threshold of 0.25 and 10 consecutive frames prove to be optimal conditions for
drowsiness detection.

Fig. 3. Eye aspect ratio

Table 2. Comparison and assigning of threshold values

EAR
threshold

Consecutive
frames

Time to detect
drowsiness

Observations

0.1 – – Unable to detect eye blink, EAR
too low

0.15 5 1.56 Eye needs to be closed very
tightly

0.15 10 2.026 Head position should be very
straight

0.2 5 1.178 Very low detection time
0.2 10 1.932 Late detection of drowsiness

(continued)
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3.3 Alert Generation

An alert is generated to awaken the drowsy driver using mp3 files which is better than
the alternative .wav files because of smaller size. Threads are used to synchronize and
handle multiple processes.

4 Optimization Techniques

Executing a code in computer differs from running the same code in Raspberry Pi due
to the limitation of 1 GB of RAM in Raspberry Pi. That too, real time applications
should not have any delay, as a delay of even a fraction of second in alerting the driver
of drowsiness, may lead a serious accident. We have come up with certain optimiza-
tions for the current system.

4.1 Single Eye Optimization

A person usually closes both of his eyes when he falls asleep. So, when a single eye is
considered for EAR calculation instead of average of both the eyes, the time reduced in
computation per frame is negligible, but when real time processing for long duration is
considered, there is a significant reduce in processing time, hence making the process
efficient as depicted in Table 3.

Table 3. Sıngle eye optimization technique.

Number of
frames
considered

Time taken for processing
when both the eyes are used
(s)

Time taken for processing
when a single eye is used
(s)

Time saved
in processing
(s)

100 4.0 3.845 0.15
500 15.83 13.86 1.97
1000 26.085 23.6 2.485

Table 2. (continued)

EAR
threshold

Consecutive
frames

Time to detect
drowsiness

Observations

0.2 16 3.058 Very late detection of drowsiness
0.25 5 1.232 Too fast detection
0.25 10 1.736 Optimal value
0.25 16 2.936 Too late detection of drowsiness
0.3 5 0.870 Early detection of drowsiness
0.3 10 1.802 Approximately stable detection
0.3 16 2.64 Late Detection of drowsiness
0.35 – – Unable to detect eye blink, high

EAR
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4.2 Optimization by Frame Skip

Processing every frame gives perfect accuracy, but overloads the Raspberry Pi.
A Raspberry Pi board processes around 50 frames per second. When this is done for
over a long period of time, like an hour, thousands of frames need to be processed out
of which some frames wouldn’t bring much change in the face of the driver. A solution
for this problem is by processing every nth frame, instead of every frame. Too high
values for n leads to lower accuracy but faster processing while lower values for n
maintains the accuracy but doesn’t improve the processing. By observing certain values
for n from Table 4, it can be observed that when every 7th frame is considered for
processing, the accuracy is maintained and the performance of the system is improved.

5 Results and Analysis

Various orientations of the face and eye were tested on the designed system and the
following results were obtained.

Table 4. Optimization by frame skip

Frame Processed Time taken to process
500 frames (s)

Percentage of time
saved in processing

Delay observed
in detection

All frames 87.82 0% No
Every 2nd frame 41.568 53% No
Every 3rd frame 29.16 67% No
Every 4th frame 22.469 72% No
Every 5th frame 17.77 79% No
Every 6th frame 15.108 82% No
Every 7th frame 12.34 85% Acceptable
Every 8th frame 11.212 87% Slight delay
Every 9th frame 11.1 87% Yes
Every 10th frame 9.363 89% Yes

Fig. 4. (a) Drowsiness alert. (b) Danger alert
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A drowsiness alert is generated when the driver’s eye remains close for 10 con-
secutive frames as shown in Fig. 4(a). When the driver doesn’t react to the continuous
drowsiness alert given by the system, a danger alert is sounded as in Fig. 4(b), denoting
that the driver’s life is at serious risk and that the driver should stop the vehicle
immediately to avoid any accidents.

When the driver looks at the side mirror or keeps talking to the adjacent person by
facing them, the system sounds an alert to warn the driver to focus on the road as
shown in Fig. 5. Similarly, when the driver has fallen asleep with his head bent down
or when the driver is looking down instead of the road, the system sounds an alert for
the driver to look at the road as shown in Fig. 5.

6 Conclusion and Future Work

In this paper, Eye-tracking and Image Processing are used in developing a non-
intrusive drowsiness detection system. The problems caused by changes in illumination
that influence the eye detection was reduced by using a NOIR Camera and an IR light
source which doesn’t disturb the driver. Efficiency of the system is improved by using a
single eye for eye closure duration calculation, by re-sizing the frame to be processed
and by processing every 7th frame. Various values for threshold of EAR were observed
and an optimal value is used in designing this system.

The proposed system detects drowsiness using eye closure duration and an alert is
generated to awaken the driver. But in some cases, generating an alert wouldn’t be
enough to awaken the driver. In such cases, a future enhancement to the current system
can be made by slowing down the vehicle and halting it when the driver doesn’t
respond to the continuous alerts.

Similarly, in some cases, driver may fall asleep due to tiredness during long and
tiresome journeys. In such cases, a future enhancement can be made such that the
system interacts with the driver to keep him awake. The interaction may be in the form
of reading a joke, or playing a song based on the preference of the driver.

Fig. 5. Alert when driver isn’t looking at the road
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Abstract. A future-oriented, blockchain real estate market could help with
making new plans of action of allying potential buyers and sellers. It is difficult
to assume how properties of numerous sorts could be liquified, tokenized and
exchanged. This blockchain paper will considerately influence transaction times
as property sellers find entrusted buyers and the other way around, instead of
hunting down a certifiable buyer and seller. It is more than likely that the entire
real estate industry will gain advantage by this move, by bringing down the
obstacle of real estate speculation and likewise eradication of center men. New
meanings of property ownership and rental agreement will emerge from this
move in the real estate business. The ownership of property need to be clearly
stated and historically defined by documentation. There are many conflicts in
ownership which is challenged in judicial/legal systems. The provision of
maintaining the clarity of ownership is the responsibility of identified advocates
and provided as Certificate of Title. There is no system taking care systemati-
cally of the overall transactions. The proposed will provide the secured trans-
action maintenance system for land/property transactions to support the timely
verification of titles of said property. Also the implementation would be based
on Blockchain Technology making the system transfer proof in storage of
transactions.

Keywords: Blockchain � Ethereum � Smart contracts � Solidity

1 Introduction

Blockchain is a hotly debated issue right now and it’s essential to really understand it.
In conventional money related transactions, there is a “trusted” (brought together)
outsider who is in charge of confirming the transaction. For instance, on the off chance
that we send cash to another person it will be confirmed by a bank and the bank will
charge an expense for doing this [1]. In any case, blockchain is open-source innovation
that evacuates the requirement for a go-between or “middleman” when making
transactions. Rather, information on each transaction is put away in “blocks” which are
time- stepped and connected together to frame a “chain [7].” The majority of the
information put away in the chain can’t be changed or expelled, which implies that it is
secure and permanent until the end of time [4]. It is a record of transactions that, rather
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than being put away in one explicit (incorporated) area, is put away and encoded on
thousands of PCs around the globe. This trusted advanced record is unmistakable to all
members and it demonstrates each component of the transaction. This evacuates the
need to depend on a middleman to make secure transactions [12]. There’s no com-
pelling reason to confide in a bank. For whatever length of time that the transaction is
recorded, everybody can see it and go to an agreement to check it.

Ethereum, an open programming stage that enables designers to fabricate and
convey blockchain applications (called DApps, in type of smart contracts). It makes
building blockchain applications increasingly effective. In October 2017, Michael
Arrington TechCrunch) has made blockchain history when he utilized an Ethereum
smart contract to buy a loft in the Ukraine. It was viewed as one of the principal times
ever a real resource other than a cryptographic money was exchanged on the block-
chain [5]. This was a critical initial phase in mechanizing the procedure of real estate
buys and disposing of the requirement for one single amazing element that controls the
whole framework. In the event that a smart contract can dispose of the requirement for
an outsider when sending cash, it can likewise disturb a scope of different ventures
where mediators are as of now required to give trust [15]. This has a tremendous
measure of potential for the real estate industry. The primary advantages of blockchain
speed, trust and expelling a focal authority can all apply to the real estate showcase.

Right now real estate is the biggest resource class on the planet and it is worth
around $217 Trillion consistently. Notwithstanding, the market is divided, which
makes it troublesome for financial specialists to buy a bit of a real estate property [11].
Real estate possession has recently been very elitist [9]. Most common individuals can
scarcely stand to buy one home, not to mention put resources into numerous properties.
So as to meet all requirements to purchase a home, buyers must have fantastic credit
and have the capacity to exhibit their strong budgetary standing as a great job and a
hold of advantages.

Tokenization of real estate property dispenses with the issue of illiquidity. It is
conceivable to change over real estate esteem into “tokens” that speak to a benefit, (for
example, an individual real estate offer) and exchange and move those tokens rather, at
any minute in time [13]. Tokenization is when delicate information is supplanted with a
special image to distinguish it, which has the majority of the fundamental data without
trading off security. In this way, basically resource sponsored tokenization implies
changing over the rights to an advantage into a computerized token [10]. When a
property is tokenized, a token is produced on a smart contract and then an incentive is
connected with that Token which compares to the real resource [8].

2 Literature Survey

Snall et al. [1], attempted to separate the hype from the hyperbole of blockchains and
how they might relate to land administration. There is no doubt that in countries
embarking on a mission to embed the notion of title and have it attached to identified
individuals may do worse than consider the advantages that the blockchain concept
may potentially offer. With a largely blank canvas from which to work, the blockchain
might well, to borrow a visual image, stack up against other central forms of land
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registries once some of the uncertainties in terms of its application are ironed out. By
operating without any need for long, ongoing central involvement (if this is possible),
the effect on the public purse is greatly diminished, and with the increased flexibility
offered by a distributed ledger and the ability to have a true peer-to-peer verification
and validation service, greater financial flexibility is achieved. Such advantages may be
significant in countries where there is no central enforceable evidence that one has a
secured and legally binding title to land.

Chandra and Rangaraju [3], describes that two-third of civil cases pending in Indian
courts deal with land related disputes, most of which revolve around establishing
ownership. The existing legal framework, based on the system of presumptive own-
ership, lends itself to litigation as land and property undergo several mutations over
generations that are not always captured on public records. Moreover, data related to a
specific parcel of land is stored in siloed government departments, and in formats that
vary substantially from one state to another. Access to these records is time- and cost-
intensive, as they involve frequent visits and bribes to government agents. For some
time now, there have been suggestions to improve this abysmal state of land records by
introducing blockchain technology. The popularity of cryptocurrencies has brought
forth this new concept of storing and sharing of information between participants.

Gap Analysis: For verifying the documents of both buyer and owner in Real Estate
transactions Government Authority or Real Estate Broker act as third party. Often Real
Estate Brokers or any other third party involved in the transactions perform some
fraudulent activities such as selling properties of Multiple owners predicting himself as
single owner, selling property to Multiple Buyer’s, Encroachments, Dubious Agree-
ments etc. Also SSL (Secured Socket Layer) certificate used in existing system could
only secure the requests that pass through network, but data when stored in database
after passing through network was not secured. Moreover there are conflicts in iden-
tifying the detailed Ownership of Property as well as there is delay in providing the
Title clear documentation by the manual system.

3 Proposed Work

The undesired manipulation of sensitive data in real estate property transactions and
storage is to be provided security so the system aims towards preventing the data by
putting it on Blockchain to stop its manipulation, because it is almost impossible to
tamper the data on blockchain.

A Proof-of-Concept (PoC) is a transaction based framework which is made for a
completely distributed and decentralized application where there is no central expert
and the transaction is acknowledged in the form of an agreement on a shared system
[2]. A duplicate of the ledger is present on every hub of the P2P and every transaction
is included onto the ledger if dominant part of the P2P acknowledges the transaction
through the accord. The major focus is on the fraudulent exercises in the real- estate
advertises for this application. The clients can undoubtedly buy and sell their property
without stressing over fraud and also pay the mediators for a transaction that excludes
anybody other than the sellers and the buyers through the PoC.
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The real Estate transactions are secured using Blockchain Technology because
there is no central point of failure. A hacker would need to attack simultaneously at
least 51% of network in order to alter one record fraudulently because the ledger
(collection of financial accounts) is distributed among many computers [3]. Various
proofs like PoC (Proof of Concept), PoS (Proof of Stake), PoW (Proof of Work) etc.
which are known as Blockchain Consensus can be used to secure records.

A. Architecture:
See Fig. 1.

B. Mathematical Model:

C. Algorithm:

Fig. 1. System architecture

Let S = { X, Y, Fi } be the user's perspective of a successful deal.
Let X be the input document such that X= { X1, X2,X3, } 
Such that there exists function fx1 : X1 {0,1}

X2 is hash code accepted for the document Let X2 = HC(Hash Code) where HC Є X1
There exists a function fX2 : X2 {Hash function }

X3 is the element which checks document Let X3 = documents of various
formats , where X3 Є .jpg , .pdf There exists a function f1X3:X3

Let Y is the buyer
Let Y= F2Y1:Y1{0,1}
Y { Fake Buyer, Genuine Buyer} Let Fi = { F1 ,F2 }
Where F1 = checks the uniqueness F2 = checks the buyer credibility.
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The below code snippet is of whether a seller wants to sell his/her property to the buyer
and the functions associated with it forms the core of our working.

(RealEstateOwner,price,originalNumber,status)=m.g etRealEstateInfoByIndex(_index);

require(msg.sender==RealEstateOwner); //Only owner of this realEstate can make contract!

require(status==1); //Status of realEstate should be 1 which means it is FOR SALE MODE;

addressnewContract=newRealEstateSingleContract(_ index,msg.sender,price,originalNumber,status,_type 
OfContract);

New Contracts.push(newContract); numberOfContracts++;

emit

LOG_NewContractAddress(newContract,msg.sender
,price,originalNumber);//This is for interacting with web3 later.

D. The Advantages of the system are as follows:

1. Property Documents once stored on Blockchain cannot be tampered compared to
existing scenario.

2. The system will try to efficiently retrieve Property Titles as compared to manual
system.

3. The framework is permanent. Nobody can make changes to the information.

4. It is difficult to degenerate the framework. The system depends on accord, which
makes it difficult to mess with.

5. The framework is secure, as the system ensures it against hacking assaults. There is
likewise no danger of downtime.

4 Result and Discussion

DAO (Decentralized Autonomous Organisation) and Ethereum were chosen concern-
ing the choice of systems to integrate for the implementation. Reasons are threefold:

1. Opt for Ethereum over hyperledger because of its consensus mechanism with lower
inclusion time, resulting in higher throughput and thus it’s better suited to match
DAO’s performance;

2. Ethereum provides certificate authority service that all system components can use
to ensure trust across complete system; and

3. Good natural mapping between DAO and ethereum components allow for efficient
deployment.
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This DAPP submits transactions directly from within the app, uses an ERC-20
token to authorize seller and buyer data, and stores data decentrally. Further, it uses
smart contracts to reward miners processing the successful transactions. For retrieval of
data it uses a decentralized app accessing a local Ethereum node.

A. System Specification Requirements:

1. Ethereum Framework

2. Truffle

3. Remix IDE

4. Solidity 4.23

5. Docker

6. Postgres SQL

7. HTML, CSS

8. Javascript

9. JSON

10. Web3

11. Node JS 11.4.0

12. Ropsten

13. Metamask.

B. Realestate Dapp Performance and transaction status:
By the time of compiling, the smart contract is deployed on Ganache which is known
as a Blockchain server and only front end web app remains to perform the transaction
in actual. Smart Contract is written in solidity language version 4.23 and it contains
various code snippets which checks the uniqueness of Real Estate buyer and seller. It
also checks whether a successful deal can be done. Ganache server contains 10 dif-
ferent blocks having different private keys and hashes and a successful transaction
between the blocks using smart contract have been tested. Firstly compile solidity smart
contract which is the basis of transaction between two accounts. Metamask is used to
choose Ropsten test network and show the interaction between accounts. The Fig. 2
shows the contract deployment status.

Contract is deployed from 0x7f1be5223136751111167d1b57c67eccd08976ba
account address to 0xbfe668de3d8dadf0150b98d956bb69df89267233 and the whole
transaction summary i.e. the transaction is successful is seen in Fig. 3.
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C. Statistics:
Our block status gas price and other statistics can be seen in below ether scan window
(Fig. 4).

5 Conclusion

Blockchain as a distributed ledger can help conduct Property Title Retrieval in a
transparent manner, which can also be validated. Secure Storage on blockchain can
form the basis for strengthening the good governance principles of ethical conduct,
fairness and efficiency. Thus Blockchain Technology can be used to reduce reliance on
trusted third parties, reduce costs and reduce number fraud and errors. This technology

Fig. 2. Contract deployment on metamask
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Fig. 3. Transaction summary

Fig. 4. Statistics
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brings Security to Real Estate transactions because there is no central point of failure.
From Security point of view the ledger is distributed among many computers so
attacker needs to attack 51% of network which will be next to impossible. This paper
presents that Real Estate development to assess whether and when Blockchain can be
used as a technology in their organization. Hence this project work eliminates the third
party like Real Estate Broker in the proposed system, which totally relies on the
Blockchain Node Implementation.

6 Future Work

In our research attempt, We have focused on how Blockchain technology brings
security to Real Estate transactions because of it’s transparency and no central
involvement. Thus, our future work would be to extend the use of Blockchain tech-
nology to facilitate an accessible, streamlined Indian Real Estate Market making it
more efficient and effective by employing faster or simpler working methods.
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Abstract. Various organizations use plain text to store data related to day-to-
day computations. Data is stored in the form of plain text documents without
any structure and specifications. Retrieval and searching from structured data
will be easier with various existing database systems. Querying and searching
on unstructured content is difficult. In general, searching on unstructured content
can be implemented using a similarity between input keywords and documents.
Organizations are moving towards cloud to store the data because of high
availability, lower maintenance cost, reliability, and portability. In a cloud
system, sensitive data like personal records are to be protected to avoid mali-
cious access from intruders. But searching data from encrypted content is dif-
ficult. In this paper, we are proposing a scheme called Multi Keyword Search on
Encrypted text (MKSE) which enables searching on encrypted unstructured text
without decryption in the cloud using Cosine Similarity. To store the docu-
ments, we are using CryptDB database where documents are stored in encrypted
form. Thus the multi-keyword search is done on encrypted data in the cloud
using cryptDB for providing data security.

Keywords: Querying � Cloud encryption � Cloud security � Information
retrieval � Cosine similarity

1 Introduction

Latest computing trends involve maintaining various forms of data in the form of
tables, record, files documents, etc. Among these, some of the data is in a structured
format, and some are in unstructured format. Structured data can be stored in the form
of tables, databases, namespaces, etc. Querying from structured data does not require
developing a new application. Existing database software provides efficient and faster
retrieval of data from structured content [1]. For retrieving and querying data from
unstructured content, various methods can be used, which includes searching for a
keyword, ranking the results, feature extraction, discovering knowledge, etc. [2]. In the
latest computing model, huge amount of unstructured content is going to be processed.
It is difficult to maintain such a huge amount of data due to the various risks involved in
providing availability, security, integrity, etc. Due to this customers are moving
towards a cloud computing model.
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With the help of cloud computing, business customers can enjoy on- demand
applications and services provided by cloud providers. There are various benefits by
using the cloud computing model which includes universal data access, high avail-
ability, avoidance of maintenance, storage management, etc. With the advantages of
cloud, large amount of sensitive data are being moved towards cloud such as medical
records, account information, private information, company financial data, etc. Main-
taining the security of this sensitive information is a big challenge. Most of the cloud
service providers offer encryption methods to store documents so that sensitive
information can be secured [3]. But there is a chance of data theft by the curious cloud
administrator. Because of this, documents need to be encrypted at the administrator
side and transferred to cloud providers.

When the data is stored in encrypted format, searching, querying and other pro-
cessing of data is not possible. Various special encryption methods are proposed like
order-preserving encryption, homomorphic encryption, symmetric searchable encryp-
tion, etc. so that the retrieval of information is possible from encrypted content. Order-
preserving encryption [4, 5] enables to perform comparisons between number data
values on the encrypted text. Homomorphic encryption [6] allows performing addition
and subtraction on data values stored in encrypted form. But these encryption algo-
rithms work efficiently on numeric values only, and it is difficult to get efficient results
if data is stored in unstructured text format. In this paper, we discuss a simple process
of implementing Multi Keyword-based search on Encrypted text (MKSE).

The rest of the paper is organized as follows. Section 2 explains preliminaries and
the basic searching using cosine similarity, in Sect. 3 we provide system model and the
design, in Sect. 4, we provide the algorithm steps of the proposed method, Sect. 5
specifies experimental support needed for the work, in Sect. 6 gives the security
analysis and performance evaluation respectively. Finally Sect. 7 gives the conclusion
of the paper.

2 Preliminaries

In this section we will discuss preliminaries required. In this proposed system we use
CryptDB database to store the text files, and we use Apache Lucene API for creating
the index and finding similarity using Cosine Similarity. The details about these are
described below.

2.1 CryptDB

CryptDB [7] provides a design for securing large databases involved in various
applications. CryptDB protects the database system from an unauthorized user who
tries to access confidential information. CryptDB works by sending queries on
encrypted data through Database proxy. The proxy encrypts and decrypts data and
changes query operators for security. CryptDB uses SQL aware encryption strategy.
According to this strategy, SQL consists of several operators like equality checks,
joins, comparisons operators, etc. By using known encryption methods for joins,
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CryptDB encrypts the data so that DBMS executes the transformed queries. Figure 1
represents the architecture of CryptDB.

CryptDB architect ture includes three levels of functionality.

1. Application server
2. CryptDB proxy server
3. Database Server.

Application server

• The user interacts with an application server to send queries and collect the results.
• This application server issues DBMS queries to the CryptDB proxy for one or more

users
• The application server can be altered for providing encryption keys to the database

proxy.

Database server

• Maintains data which is encrypted by CryptDB which includes table and column
names

• It Processes encrypted data stored in tables like normal data as if it were unen-
crypted data

• It provides user-defined functions (UDFs) which are used in cipher text operations
• It has some auxiliary tables (ex. Encrypted keys) used by CryptDB proxy server.

Database proxy

• It is the main component of CryptDB, and it acts as an interface between the
application and actual database.

User Application Server CryptDB proxy server Main DBMS Server

Active
keys P1

Annotated
Schema

Data
(Encrypted)

Encrypted
key table

Key setup

Application
Database

Proxy

CryptDB
UDFs

Unmodified
DBMSUser-1

Password P1

Fig. 1. The architecture of CryptDB
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• It receives the queries from the application, encrypts and sends them to DBMS.
• While maintaining the query’s semantics, some query operations can be modified if

required.
• It decrypts results generated by DBMS Server and sends them to the application

server.

2.2 Cosine Similarity

Cosine Similarity [10] plays an important role in keyword searching applications.
Using cosine similarity, we can find the difference measure, given two vectors. In text
processing applications, TF*IDF values are calculated on text keywords and, then they
are represented in the form of vectors. Here cosine similarity helps to find the docu-
ments which contain key words by finding similarity between TF*IDF vector values
between input documents and query.

3 System Model

The system model of MKSE contains three entities: A data owner, User and Cloud
Server application. Data owner maintains plain text documents to be uploaded to the
cloud. Cloud server application is running in the cloud and interacts with user and
CryptDB. The User is the end user who interacts with the cloud server application to
extract search results.

The system model of MKSE is shown in Fig. 1.
The architecture system model is shown in Fig. 1. It contains three entities: The

data owner, User and Cloud Server application.
Data owner uploads plain text documents in encrypted form to cloud database.

Before uploading, data owner creates an index using Apache Lucene API [9] Library.
After creating index data owner uploads plain text data in cryptDB table in the form of
BLOB type. CryptDB stores the data in encrypted format and allows processing on it
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without decryption. Storing plain text file into cryptDB database enables the data owner
to add any additional parameters and properties along with files into the table. When
new data needs to be added, data owner recalculates index and updates index and files
at the server.

In addition, data owner also transfers the created index to a cloud server. Now
cloud server contains text data files stored in encrypted form by cryptDB and index
entries which are created at data owner. Because the files are stored in encrypted
format, a curious cloud administrator cannot view the data.

Cloud server is the application running in the cloud machine along with cryptDB
database at its backend. Cloud server receives index entries from the data owner.

Cloud Server is the application which interacts with the user to implement the
searching of text. User or client initially sends the keyword(s) to be searched to cloud
server. After receiving the keyword(s) from user, cloud server finds out the cosine
similarity between keyword from query and which are available in files also. Using
cosine similarity, the cloud server returns top k documents which contain the given
keyword(s). The User is an entity which can be a client or customer of business
organization.

4 MKSE Algorithm

The steps of our proposed keyword searching algorithm are:

Step-1: Administrator collects text documents from customers which are be stored at
cloud and uses it for searching in the future.

Step-2: Administrator creates an index on these documents using Apache Lucene
Library. Now the Administrator is having collection of documents and index cre-
ated on it.

Index is created on the documents using apache Lucene API.

Step-3: Administrator uploads documents into CryptDB database as BLOB type which
is running on cloud instance.
He also uploads generated Lucene index to cloud instance so that the application

running on cloud machine uses this index for processing. Now, server is ready to
accept keyword searching.
Step-4: CryptDB user login credentials are given to all users. Users initiate keyword(s)

search by sending them to the application running on cloud server.
Step-5: Cloud server generated top n documents names which contain given keyword

(s) sent by the user using Cosine similarity. This top n documents list is sent to user.
Step-6: Upon receiving top n documents list from cloud server, user logs into CryptDB

and retrieves the respective file from it based on the result.

4.1 Finding Cosine Similarity

The processing of finding Cosine Similarity between documents and given query
keywords includes three steps [11].
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Step 1: Calculating Term Frequency (TF)

Term Frequency also known as TF measures the number of times a term (word) occurs
in a document. The formula for finding Term Frequency is shown in Eq. 1.

TF ¼ no: of times word occursð Þ=total words ð1Þ

Step 2: Inverse Document Frequency (IDF)

The main purpose here is to search out relevant documents matching the keyword. Gen-
erally few keywords occur too ofttimes have in numerous documents. Thus these keywords
have very little power in looking effectiveness. We want how to plague the results of too
ofttimes occurring terms. Additionally the terms that occur less within the document are
often a lot of relevant. We need a way to weigh up the effects of less frequently occurring
terms. Using IDF we can do this. The formula for IDF is shown in Eq. 2.

IDF termð Þ ¼ 1þ logðTotal Number Of Documents=Number Of Documents with term in itÞ
ð2Þ

Step 3: Finding TF*IDF vector

For each term in the query multiply its normalized term frequency with its IDF on each
document. Now we are having TF*IDF vector of input docs/words.

Step 4: Vector Space Model – Cosine Similarity

Cosine Similarity of query and each document is computed and results are sorted in
descending order to retrieve top n document names which contain given keyword(s).

Based on search result user can request and retrieve the contents of any document
using view credentials of CryptDB which are provided to the user by admin.

5 Experimental Setup

For implementing our proposed work MKSE, we used Amazon Cloud Service. The
requirement of proposed work is:

• A platform where CryptDB database needs to be run
• An instance where the server application needs to be run.

The above mentioned two requirements are handled by creating an Instance with
Google Cloud.

The Operating System requirement of running CryptDB database is Ubuntu 12.04
LTS. So we created an Instance with Ubuntu 12.04 LTS OS on Google Cloud Platform
in Asia (Mumbai) region. After creating Ubuntu cloud machine, CryptDB is installed
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by connecting to it by SSH. Our proposed work is developed using JAVA and to be
deployed on Apache Tomcat web server. To run our application on cloud server, JAVA
and Apache Tomcat are installed on Ubuntu Cloud Instance.

Now, our cloud machine is ready with CryptDB database to store documents and
application to accepts keyword(s) then returns top k relevant documents list.

We also created another instance of Ubuntu on Google Cloud in same region and
installed unencrypted database MySQL to compare the retrieval performance with an
encrypted database.

6 Results and Discussion

The proposed work MKSE is tested with set of text files. Initially an index is created on
text files and they are uploaded to Google cloud machine along with index. Inside
Google cloud machine, CryptDB is the destination for text files where they are stored in
encrypted form. Hence any malicious administrator is unable to view the data.

Our algorithm is implemented as web application which is running on Google
cloud machine. The uploaded index is stored with web application which is running
and it can be used for keyword searching.

To compare the performance of keyword search in encrypted text files, we stored
same files on unencrypted database MySQL and implemented same keyword
searching.

Comparison of searching on encrypted files and unencrypted files shows that
CryptDB consumes only up to 10% to 15% extra time for processing. It can be
compromised in the view of data security. Table 1 shows the processing times between
these two methods.

7 Conclusion and Future Work

In this paper, we proposed a methodology MKSE for single or multi-keyword search
on encrypted text data without decryption. Our approach provides data security by
encrypting data at cloud server, makes data always available to retrieve at cloud
instance and avoids the risk of data maintenance. With our proposed approach, it is

Table 1. Performance comparison of searching using secure database-CryptDB and plain
database

File
name

Word
count

Processing time to read file (in Milli seconds) %ge of excess time
for cryptDBUsing encrypted

database CryptDB
Using plain
database MySQL

file1 8135 2546 2240 13%
file2 1548 800 712 12%
file3 1448 516 465 10%
file4 1328 418 362 15%
file5 1005 290 262 10%

262 V. Sridhar and K. Ram-Mohan Rao



proven that as the word count increases, the performance of the algorithms may not
increase beyond five percent. This work can be extended for multi-cloud environment
that leads to high availability of data and fault tolerance of database system.

Acknowledgement. All Author states that there is no conflict of interest.
We used crypt Database from http://css.csail.mit.edu/cryptdb/.
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Abstract. Traffic congestion has become a major problem in the world wide.
So we need efficient system which monitors the traffic and updates the time
setting in traffic signal. The cameras installed in the road junction will be used to
capture the real time traffic and these images will be processed to count the
number of vehicles in each lane. MATLAB Platform is used where it develops
the various object detection algorithms for the combination of many image
processing algorithms. The real time object detection and tracking will be
generated by control signals where Arduino programming will provide an
interfacing hardware prototype. The centroid value will be calculated in each
lane. Based on the centroid values obtained from the system, the signals will be
sent for the traffic pole as the output.

Keywords: Zigbee communication � Arduino � MATLAB

1 Introduction

The increase in population in the world has created increase in number of vehicles in day
today life, which leads to the traffic congestion problem that occurs in different coun-
tries. Due to traffic congestion people are not able to reach their destination on time and
it also makes people to wait for longer time. Because of traffic, people are violating the
traffic rules and also we can come across some accidents that happen due to the traffic.
Traffic congestion also harms the environment by creating pollution which would also
influence the health of the people. To overcome traffic congestion problem, one of the
method that is proposed is RFID-based on smart traffic control context for emergency
vehicles [1]. Based on RFID technology it controls and manages the traffic signal at the
junction and make an easy way for an emergency vehicle to travel from the traffic jam.
RFID technology helps in computing the density of vehicle to control the traffic.

In common traffic jam is associated with many more problems like mismanagement
of traffic signals which leads to the loss of time, loss of fuel as well as loss of money.
People nowadays are very busy, so that they don’t want to waste the time. It is very
necessary to develop fast, economical and efficient traffic monitoring system. To avoid
such problems there are a many techniques available. But no technique is perfect as the
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real time situations keeps on changing. But we have made an attempt to reduce the
traffic congestion problem by monitoring the traffic signal with the help of image
processing technique, where the camera is present at the centre of the four lanes and
capture the images of the vehicles.

The images which are captured are sent to the MATLAB, where the images are
processed and centroid values are calculated. If the centroid value is more, then for that
particular lane green signal is provided with the help of Arduino. The information from
the MATLAB is transferred to Arduino through Zigbee communication link. Thus the
traffic signal is change accordingly. The cycles are repeated after every thirty seconds
which is the pause time that has been provided. In general, when the count of vehicles
in one particular lane is more, traffic monitoring technique will help in resolving the
traffic problem.

2 Literature Survey

In 2018, Mousa et al. [2], Lah et al. [6] proposed a system where the possible solution
includes an IoT Cloud system for traffic monitoring and quick warning. Geo-location
and speed data are collected by a GSM/GPRS/GPS TK103 tracker based on the system
installed in vehicles and the data is sent through OpenGTS servers which are stored in a
SQL database, presenting instantly OpenStreetMap visualization of traffic outline. The
disadvantage is that it fails to plan to inspect the impression of the reliability in system
which not used in future.

In 2018 Celesti et al. [3], Nagmode and Rajbhoj [5] proposed a system where the
implementation is done which senses the existence of such gases and uploads the data
to the website and sends the information to the concerned people. The next part of this
work is vehicle monitoring unit, which can be static in vehicles. The system will track
the location of the vehicle, detect the accidents that cause to the vehicle, monitors its
engine temperature and presence of poisonous gases. This system also contains the
feature where it locates the vehicle and avoid it from moving till the message is sent by
the owner. The further part of the system is that vehicle which do signal jumping are
detected and punished. This system is used in the countries where the traffic is more
violated. The drawback of this system is that it is not used for future.

Recently in 2017, Soleh et al. [4], Nagmode and Rajbhoj [7] proposed a system
where vehicle traffic flow is monitored by vehicle detection, tracking, counting. Here
the vehicle detection is done by background detection algorithm and morphology
operation. The detected vehicle is tracked by adaptive measurements. The vehicles are
counted by the counting lines when the vehicles pass after it. This system efficiently
counts the vehicle by adaptive tracking; yet it is recommended to use the method which
combines the calculation with distribution state estimation method like kalman filter.

Recently in 2017, Ye et al. [8], Dubey and Rane [9], Talukder et al. [10] proposed a
system in which real time vehicle traffic is monitored by using IOT including Sensing
Technology. In real time application ultrasonic sensor are used to distinguish the traffic
at different tracks. Then the managed and identified data is moved to server through
WIFI. However the disadvantage of the system is, it makes use of sensors which need
to be placed on each lane of road.
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In 2016, Gao et al. [11], Tian et al. [12] planned a system where innovative method
is used to detect the traffic thickness and user attention jointly which uses the wireless
private communication system which is real and consistent. The proposed method will
detect the records and estimate the traffic data using the real time and ancient traffic
data. But the system is designed for the prediction of traffic not for proficiently
monitoring a traffic.

In the literature to summarize the traffic congestion is controlled by various
methods using sensors like ultrasonic sensor which is used to detect the vehicle traffic
level. The existing systems also make use of RFID, camera, Vehicle Ad-hoc Network,
Image processing algorithm, such as Haar-cascade and Background subtraction and
also make use of traffic dataset. But the existing system is not so efficient in solving the
traffic congestion problem. In order to overcome, the proposed framework an image
processing technique is used to monitor the traffic which would not led in traffic
congestion.

3 Methodology

Figure 1 portrays the detailed diagram of the proposed framework.

The proposed system consists of following stages:

Stage 1: The images are captured from the camera which is located at the centre of
the traffic lane and the captured images are processed.
Stage 2: The background subtraction method take place where the objects are
tracked and the foreground elements are extracted from background models.

Fig. 1. Block Diagram
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Stage 3: The feature extraction. Where the images are extracted as given input so
that the extracted images can be used as the relevant data.
Stage 4: The object recognition is done. The vehicles present in the traffic lane are
recognized and density is calculated.
Stage 5: Counting the number of vehicles present in the particular lane. Each traffic
lane vehicles are counted and estimated.
Stage 6: When once counting of vehicles is done then the centroid value of each
lane is estimated. If the centroid value is more than the particular lane consist of
high centroid value that traffic signal is made green. Thus the signals are outputted
to traffic lane.

4 Experimental Setup

Figure 2 appearances the several segments of the proposed system which embraces
Arduino Uno microcontroller, Zigbee segment, LED lights and power supply. These
segments are unified for proficient traffic control. The results of the processed images
are transmitted to Zigbee module. Arduino Uno accepts the data since the Zigbee
segment. According to the data received by the Arduino Uno the traffic signal are
given.

Figure 3 demonstrate the experimental arrangement of the proposed framework.
Small toy cars are used to pretend a traffic consequence on the traffic junction.

Fig. 2. The Hardware experimental arrangement
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Video recording of each lane is done by the camera which is installed in the traffic
junction. Images are captured from the video for every 5 s. The captured images are
processed and the objects are identified. The total vehicle count in each of the four
lanes is calculated. The calculated count of the vehicle is transmitted to Arduino Uno
through Zigbee module. The Control signal is sent for the traffic light by Arduino. So
the green signal is activated to the lane with maximum vehicles.

5 Results and Discussion

The Table 1 shows the number of vehicles present in the lane_1, lane_2, lane_3 and
lane_4. The first row in the table shows that lane_1 has more number of vehicles
present than other lanes, so the lane_1 will be provided with green signal and rest other
lanes are provided with red light. In second row, lane_1 has more number of vehicles
so the green signal will be updated and other lanes are provided with red signal. The
third rows represents that lane_2 has got more number of vehicles so green signal is
updated to lane_2 and rest lanes are updated with red signal. The fourth row represents
that lane_5 and lane_4 will be having same number of vehicles and lane_2 and lane_4
are having 0 numbers of vehicles. Now the preference given to the lane that is cal-
culated first, so lane_1 will be provided with green signal rest lanes are provided with
red signal.In the fifth row the lane_4 has more number of vehicles compare other lanes
so the lane_3 will be provided with green signal and rest lanes are provided with red
signal. To avoid the accidents in real time we introduced a minimum of 5 s delay
between switching the lights from green to yellow then red. In this way the vehicles are
calculated in the lanes and based on the more number of vehicles present in the lanes
the green signal will be updated to the lane.

Fig. 3. The implementation of vehicle traffic monitoring system

268 M. Pinto et al.



The results are processed in the MATLAB by calculating the centroid values of the
object in the images. These calculated values are sent to Arduino using Zigbee wireless
connection. The traffic signals are altered according to the results received by the
Arduino. The lane with highest vehicle density gets the green signal.

6 Conclusion

To address the difficulties in Traffic management, an efficient traffic monitoring system
is introduced, which monitors the traffic in real time. The snapshots will be processed to
extract the details of the vehicle density at intersection of each side and the time slots
for the traffic signal will be computed. As the development is object-driven, the system
has a scope for modification. In future, if anyone wants to build a complex system for
handling complicated roads, they can easily develop complex systems over our pro-
posed system or use our system as a module in it. Experimental results show that this
system has good performance and robustness, which can satisfy the need of time
monitoring. Certain intelligent traffic monitoring system successfully implemented on
some particular region will not be successful on some other regions.
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Abstract. Data Mining Techniques easily handle and solve the problem of
handling the massive amount of data due to heterogeneous data, missing data,
inconsistent data. HealthCare is one of the most important applications of Big
Data. Diagnosis of diseases like cancer at an early stage is also very crucial. This
paper focuses on the prediction model analysis for the breast cancer diagnosis
either benign or malignant at an early stage as it increases the chances for
successful treatment So predicting breast cancer at benign increases the survival
rate of women. Data mining classification algorithm like SVM, Naive Bayes, k-
NN, Decision Tree compares a variety of statistical techniques like accuracy,
sensitivity, specification, positive prediction value, negative predictive value,
area under curve and plotted ROC curve in R analytical tool which is promising
independent tool for handling huge datasets is proven better in a prediction of
the breast cancer diagnosis.

Keywords: Big data � Cancer � Breast cancer �
Data mining classification algorithm � R analytical tool � Prediction

1 Introduction

Breast cancer mostly endows in women usually sustain in women breast’s duct or
glands. Breast cancer diagnosis is of two types Benign and Malignant. In benign the
cancerous cell spread slowly throughout the other body parts and malignant is the
dangerous one as it spread very rapidly throughout the other body parts and effects
lungs, kidney, brain, skin, etc. So the diagnosis of breast cancer at preliminary
increases the chances of overcomes from the cancerous cells. For the analysis and
extraction of information from the large massive amount of datasets is quite chal-
lenging for analyst and also faces the problem regarding the prediction analysis of
diseases because of noisy data, inconsistent data, missing values in large datasets. So
the Data Mining techniques with Big Data Analytical tool come into the pictures. Data
Mining Classification Algorithm always play a vital role in Prediction analysis, which
compares a variety of statistical techniques for different Data Mining Classification
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Algorithm that analyzes the current and historical facts to make predictions about the
unknown events (either benign or malignant).

This paper is organized into section as follows. Section 2 summarizes the back-
ground followed by a brief discussion of breast cancer-related research work. The
experimental setup steps are discussed in Sect. 3. Section 4 is all about the brief intro-
duction of the classification algorithms like naive bayes, decision tree, SVM, k-NN.
Problem definition for Predictive analysis of breast cancer followed by dataset collection
attributes information, comparative analysis is discussed in Sect. 5. Section 6 is the
conclusion, summarizes a brief overview of the proposal followed by and future work.

2 Background

Breast cancer is very different and complicated disease occur in one’s breast’s ducts
and gland with multiple symptoms like pain in breast part or may be a pain in nipples,
rosiness or decrease in the density of breast or nipple, irritation in nipples and many
more. It can be easily analyzes in blood tests, MRI test, mammogram test or in CT
scan. Result gives the details of effective biopsy tissues and that area of breast goes for
advanced treatment like surgery, chemotherapy, radiation, hormone therapies. When
the breast cancer is diagnosed in benign stage it can be easily cure within 5 years but if
it is diagnoses as malignant it is very different to recurred it. Since to focus on the
breast cancer related research, some related work on breast cancer is provided. Sakri
et al. [1], evaluated the naive bayes, k-NN and fast decision learner in order to increase
the accuracy of breast cancer recurrences prediction model by using feature selection
i.e. Particle swarm optimization with an objective to reduce the number of attributes
and the naive bayes generates the best output among all the other classifier with PSO
and without PSO. Alwidian et al. [2], proposed a new prediction technique with new
pruning methodology i.e. WCBA for weighting and pruning with an objective to
produces more accurate association rule based on a statistical measure in order to
enhance the accuracy level of association classifier. Asri et al. [3], compares the
Wisconsin breast cancer datasets performances on different classifiers like the random
forest, naive bayes, idk on WEKA which gives best and high accuracy results for naive
Bayes. Tripathy et al. [4], introduces a new technique i.e. Parallel SVM for risk
analysis with an objective to generate best and an efficient way to work on large
datasets based on map reduce. Bhardwaj and Tiwari [5], introduces a new genetically
optimized neural network algorithm to classify breast tumor benign or malignant with
an objective to deal with classification issues and compares the performances like
accuracy, sensitivity, specificity, confusion matrix, ROC curve, area under curve.
Gupta et al. [6], presented the overview of all the latest research on breast cancer using
a data mining algorithm to upgrade the breast cancer detection and prediction.
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3 Experimental Setup

The systematic diagram of the proposed prediction analysis model as shown in Fig. 1,
sketched after studying number of papers. Initially, breast cancer data are collected
from Kaggle and then datasets are subjected to data pre-processing in order to remove
noise, inconsistent, outliers and missing values. Then data mining classification algo-
rithms is applied and obtain the output as performances statistical results, we compared
the all statistical measures like accuracy, sensitivity, specificity, auc, ROC cure, ppv,
npv for different data mining classification algorithms. And in the final step, we will do
a prediction based on result analysis.

4 Classification Algorithm

In the research area, data mining has appealed a lot of consideration because of the
excessive amount of data and for extracting the new information and insight pattern for
unknown events. Data mining is also known as Knowledge Discovery Databases
(KDD), used for exploring new and appropriate information from a massive amount of
datasets [7].

4.1 Decision Tree

It is a very simple classifier represent in the form of a tree diagram that exhibits the
range of possible outcomes and after the initial decision, the subsequent decision comes
into the picture (Tables 1, 2 and 3).

Fig. 1. Schematic diagram for prediction analysis [1–5]
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4.2 Naive Bayes Classifier

Naive Bayes classifier is the collection of classifier family where all the pair of feature
shares the common principle but independent to each other based on Bayes Theorem.

4.3 Support Vector Machine

SVM is used for text classification like assignment, detecting spam and sentiment
analysis. It is mainly used for image reorganization as well as in aspect-based classi-
fication and also in colour based classification [8–10].

4.4 k-Nearest Neighbour

k-Nearest Neighbour is also known as the lazy learning algorithm which classifies the
datasets based on their similarity measures with a neighbour and k stands for the
number of datasets items that are considered for classification [9] (Table 4).

Table 1. Advantages and disadvantages of decision tree

Advantages Disadvantages

Easy to understand and generates rules Training cost is high, over fitting
Reduces problem complexity Document connected to one branch

Table 2. Advantages and disadvantages of naive bayes

Advantages Disadvantages

Fast in train and classify the data Assume independence of features
Handle discrete, streaming data, missing value Outcome is very biased results

Table 3. Advantages and disadvantages of support vector machine

Advantages Disadvantages

High accuracy & less over-fitting Training time is high for large data
Uses small and clean datasets Less effective for noisy data

Table 4. Advantages and disadvantages of k-NN

Advantage Disadvantage

Non-parametric & best performing text classifier Difficult for similarity measure
Handle large amount of predictors Computationally expensive
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5 Problem Definition of Predictive Analysis of Breast Cancer

5.1 Data Source

To classify all the classification algorithm, we have used Kaggle Wisconsin Breast
Cancer datasets. The datasets consists of 31 attributes and one class attribute i.e.
diagnosis with 699 instances. Figure 2 presents the attribute specification of datasets of
breast cancer.

5.2 Comparative Analysis

A Confusion Matrix helps in finding the comparison between classifier by computing
Accuracy, Sensitivity, Specificity, Area under curve and ROC curve [12]. Confusion
Matrix table for breast cancer diagnosis is shown in Table 5.

Fig. 2. Detail description of dataset [11]

Table 5. Confusion matrix for breast cancer

Diagnosis Classified as benign Classified as malignant

Benign TP FN
Malignant FP TN
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Table 6 gives the performance result of classifier algorithms. According to per-
formance table the SVM gives the highest accuracy i.e. 97% as compared to other
classification algorithms.

True Positive: Probability of (+) given the individual has the Benign stage.
False Negative: Probability of a Benign stage tests negative (-).
True Negative: Probability of (-) given the individual does not have the benign
stage, have Malignant stage;
False Positive: P(+|M) = Probability of a Malignant stage tests positive (+).

Figure 3 represents the ROC curve for the different classification classifiers and
SVM classification techniques is the superior algorithm as compared to other classifier.
SVM gives higher accuracy and higher area under curve.

Table 6. Performance table of classifier algorithms

Classifier Acc (%) Sen (%) Spec (%) PPV (%) NPV (%) AUC

Decision tree 91.15 93.85 87.50 91.04 91.30 0.9516
Naive bayes 95.33 97.49 66.51 83.06 94.00 0.9649
SVM 97.35 61.07 41.99 63.93 39.04 0.9888
k-NN (Roc) 85.94 97.48 66.51 83.05 94.00 0.8572
k-NN (Acc) 74.99 81.23 22.16 63.73 41.22 0.8147

Fig. 3. Roc curve of different classifier
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6 Conclusion and Future Work

Data mining classification algorithm enhances the work of predictive analysis we have
presented the results of our experiments on popular classifying algorithms, NB, DT,
SVM and k-NN and SVM generates better output in both field accuracy and ROC
curve as it produces highest area under curve as compared to other classification
techniques. In future work we will try to implement model, in association rule mining
techniques on Breast Cancer Wisconsin-datasets.
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Abstract. The design and analysis of Coplanar waveguide fed antenna for ultra-
wideband application is proposed in this paper. The designed antenna has a
compact size of 28 mm � 32 mm and provides impedance matching over a
bandwidth of 3.07–11.58 GHz. The characteristic parameters such as return loss,
voltage standing wave ratio, current distribution and gain are simulated and these
parameters compliance with existing UWB standards. The results are simulated
and analyzed using Ansys HFSS Electromagnetic Solver Version-16.2.

Keywords: Coplanar waveguide � Defected ground structure �
Ultra-wideband � Beveled radiating strip

1 Introduction

The term ultra-wideband (UWB) was introduced by US Department of Defence
(DoD) around 1989. It refers to signals having relatively large bandwidth. It is this
large bandwidth that distinguishes UWB signals from conventional signals/systems.
Generally signal bandwidth refers to the range of frequencies containing certain energy
content or a certain power level of a signal. Federal Communication Commision
(FCC) officially released regulations for UWB technology in 2002. The UWB covers a
bandwidth of 7.5 GHz (3.1–10.6 GHz). Recently UWB system achieves a lot of
attention because of its properties such as high data rate, low power consumption,
reliability, immunity to interference and its applications in areas such as radar, data
communication, location and tracking, image sensing etc. [1, 2].

Now a days most of the wireless portable devices require antenna operated at different
frequencies for various wireless transmission functions. This may result in challenges in
antenna design such as antenna space limitation, multi antenna interference etc. Inorder to
solve this problemwe need to have ultra wideband antenna. OneUWBantenna can be used
to replace multiple narrow band antenna there by effectively reducing the antenna number.
In the last decade various omni directional UWB antennas have been developed alongwith
wireless system miniaturization and increased operation bandwidth. It mainly consist of
two types, planar monopole antenna and printed monopole antenna. Planar monopole
antenna can be realized by simply replacing conventional wire monopole with planar
monopolewhich is located above the ground. Various geometries of planarmonopole such
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as circular, elliptical, trapezoidal etc. provides wider bandwidth. But the planar monopole
needs a perpendicular ground plane which may result in increased antenna volume. So for
most wireless portable devices prefer printed monopole antennas. Printed monopole
antennas have a monopole patch and groundplane. CPWormicrostrip line is used to excite
the monopole. Compared to omnidirectional UWB antenna directional UWB antenna has
higher gain. Most popular among them is the printed wide slot antenna. It consist of wide
slot tuning stub fed using CPW or microstrip line. Here the slot shape plays an important
role in improving the bandwidth compared to the shape of tuning stub. The slot shape
includes rectangular, circular, tapered, hexagonal etc. The simplest among them is rect-
angular slot. In addition to the regular slot or tuning stub several irregular shapes are also
introduced for UWB application. Sharma et al. [3] proposed a CPW fed antenna for UWB
application. Here the slotted rectangular patch is used to obtain a wide bandwidth. The
antenna proposed by [4] consists of two symmetrical strips having two steps and CPW
feeding. This design provides good impedance matching and low dispersion. A number of
techniques have been introduced to make better the bandwidth of the antenna. These
techniques include the use of beveling plate, double feed or an asymmetrical feed
arrangement, trident- shaped feeding strip, etc. [5–12].

In this paper, a miniaturized CPW fed antenna with an area of 28 � 32 mm2 is
proposed. The design and simulation of the antenna are done using high-frequency
structure simulator which is based on the finite element method. The antenna provides
an impedance bandwidth of 3.07–11.58 GHz with VSWR < 2. Appropriate gain and
radiation pattern are also obtained.

2 Design of Proposed Antenna

The theoretical values of Wand L are obtained from Eq. (1) for the centre frequency
f0 = 6.85 GHz. The parametric optimized values of W and L are obtained using high
frequency structure simulator (HFSS). These values are shown in the Fig. 1.

Fig. 1. The proposed antenna geometry
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The antenna is printed on FR-4 epoxy substrate with a size of 28 � 32 mm2 and a
height of 0.8 mm with dielectric constant 4.4 and loss tangent 0.001. CPW means
coplanar waveguide. That is the radiating strip and ground plane are on the same side
of the substrate. So it is easy to integrate with MMICs. The CPW feed has a charac-
teristic impedance of 50 X. 50 X is used as a standard characteristic impedance value
since the characteristic impedance for maximum power transfer is 30 X and for min-
imum attenuation is 70 X. CPW fed Antenna with Bevelled Radiating Strip and
Ground Plane is a good candidate for ultra-wideband application. Introduction of
beveled radiating strip can increase the upper frequency band. Inorder to obtain the
desired range, the beveling angle should be adjusted. The antenna has irregular wide
slot. In the upper part of the ground a slot similar to the shape of beveled radiating strip
is created to obtain the desired bandwidth.

W ¼ L ¼ c
2fl

ffiffiffiffiffiffi
eeff

p ð1Þ

3 Simulation and Results

The antenna performance is evaluated using HFSS software. For this antenna, the basic
parameters are simulated.

3.1 Return Loss (RL)

Refection coefficient is the amount of signal that get reflected back to the source while
it is transmitting through a line. The amount of signal that is lost when it is reflected
back is the return loss. For an efficient antenna the ‘RL’ should be more negative. RL of
the antenna is given in Fig. 2.

A bandwidth of 8.5 GHz is obtained and return loss values of −16.07 dB,
−37.08 dB and −24.46 dB are obtained at 3.74 GHz, 6.89 GHz, and 10.4 GHz
respectively.
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Fig. 2. The RL characteristics of the presented antenna
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3.2 VSWR

VSWR is Voltage Standing Wave Ratio. It is the amount or degree of mismatch
between antenna and line. The simulated VSWR results of the antenna are shown in the
Fig. 3. From the graph, we can find that antennas impedance bandwidth extends from
3.07–11.58 GHz with VSWR less than 2. For an efficient antenna the value of VSWR
should be closer to 1.

The values of VSWR are 1.37, 1.03 and 1.12 at 3.74 GHz, 6.89 GHz and
10.4 GHz. This antenna shows good performance for UWB applications since it covers
the spectrum defined by FCC for UWB.

3.3 Gain (G)

The simulated ‘g’ of the proposed antenna is illustrated in Fig. 4.
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Fig. 3. VSWR of the presented antenna

Fig. 4. ‘g’ of the presented antenna
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A stable gain with an average of 4.05 dB is obtained over the entire UWB oper-
ating band.

3.4 Radiation Pattern (R)

The ‘R’ of the proposed antenna is shown in Fig. 5.

In order to plot the radiation pattern of the presented antenna, we use two planes.
The x–y plane plots the E plane while y–z plane plots the H plane. The antenna has
good omnidirectional radiation pattern at 3.74 GHz frequency. At 6.89 GHz the
radiation pattern has deviated from omidirectional pattern. At 10.4 GHz the radiation
pattern gets more deviated from the omnidirectional pattern.

Fig. 5. ‘R’ of proposed antenna at (a) 3.74 GHz (b) 6.89 GHz (c) 10.4 GHz
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3.5 Current Distribution

Figure 6 shows the surface current distribution of various peak frequencies.

At 3.74 GHz the electric current density is concentrated at the sides of the ground,
feed and lower portion of the patch. At 6.89 GHz the electric current density is con-
centrated at sides, the upper and lower portion of ground, feed, and sides of the patch.
At 10.4 GHz the electric current density is concentrated at sides and lower portion of
ground, feed, the upper and side portion of the patch.

Fig. 6. Surface current distribution of antenna at a 3.74 GHz, b 6.89 GHz, c 10.4 GHz
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4 Conclusion

A compact novel coplanar waveguide fed UWB antenna is presented. The antenna
shows a bandwidth ranging from 3.07–11.58. UWB band is achieved by beveled
radiating strip and ground plane. The miniature size and simple structure of the antenna
makes it a good candidate for UWB applications. In the future, this work is going to
integrate with transreceiver system for wide range of coverage. Ansys HFSS electro-
magnetic solver is used to simulate various antenna parameters.

Acknowledgment. Authors are greatly acknowledged Centre for Engineering Research and
Development (CERD) for the financial support given for doing the project.
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Abstract. Text summarization is the process of shortening a text document in
order to create a summary covering important points, aspects of the original
document. Text summarization methods are based on extractive model and
abstractive model. Two-level text summarization is used to form summary of
different news articles. In the first level, multiple news articles are read and first
level summary is generated. These multiple summaries are then analyzed and a
single summary concerning the news topic is generated in second-level. Tex-
tRank with TF-IDF algorithm is used which is an extractive summarization
technique to create news summary. The performance of the summary is eval-
uated using ROUGE matrix.

Keywords: Text summarization � Extractive-based summarization �
Abstractive-based summarization � TextRank algorithm � TF-IDF algorithm �
ROUGE matrix

1 Introduction

There is surfeit of textual material available on the internet, and it is growing every
single day. This data is very large and the best we can do is to navigate it through
search and skim the results. Due to immense amount of text data available on the
internet, it has become difficult to find information which is relevant to user’s
requirements. To obtain such relevant information from the internet, user needs to
jostle through entire article which causes a glut of information. Also, it leads to wastage
of time and efforts. To overcome this problem, text summarization will help people to
get relevant data from much condense form of a document. Text summarization curtails
length of source document into significant content without adulterating main thought of
document. With this, user can understand the idea of the document within short period
of time.

There are two different approaches for text summarization which are abstractive
and extractive.
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1.1 Extractive Text Summarization

In extractive based summarization, predominant sentences are selected and merged to
generate concise summary without altering the sentences from source text. The major
task of extractive summarization is to determine which sentences from source docu-
ment are notable and credible to be included in the final summary. To select the
sentences from source document we assign a score to each sentence based on its
characteristics. After assigning score, sentences which rank highest are likely to be
included in the final summary [1]. There are various methods used for extractive text
summarization such as term frequency-Inverse document frequency method, Cluster
based method and Graph based method, etc. [2] proposed the use of TextRank algo-
rithm—a graph-based ranking model for text processing. The model is used in various
natural language processing applications.

1.2 Abstractive Text Summarization

In abstractive based summarization, first we need to understand the source text and then
generate summary which are not copied from source text and the result text may
contain new text phrases. To generate abstractive summary we need to use natural
language processing techniques. Abstractive summary contains new sentences that
aren’t the part of original source text [1]. Structured based approach and semantic based
approach are different types of approaches for abstractive text summarization.

Shouzhong and Minlie [3] proposes the use of TextRank model with TF-IDF factor
for extracting user interests keyword in microblog texts. Our proposed system presents
similar concept in creating the news summary. We are referring multiple articles to
summarize the broader picture of the news. The generation of summary is divided in
two levels. At first level, TextRank algorithm is applied on each news article to create
first level summary. At the second level, these summaries are referred and TextRank
algorithm with TF-IDF factor is applied to create the final summary. In addition to this,
we are using sentiment analysis in the second level to understand if any sentence is
biased and if that sentence is included in the final summary, then that sentence is
highlighted. ROUGE matrix is used for evaluating the performance of the summary.

2 Related Work

2.1 Two-Level Text Summarization

Two-level summarization helps to extract relevant information from different sources in
the first level and generate a concise single summary in the second level. Mirani et al.
implemented Two-level Text Summarization from online news sources, they used
extractive based technique to form the summary [4]. In the first level, the news article
URLs are fetched and provided as input. Two/Three summaries were generated by
assigning scores to sentences based on frequency of words. They performed sentiment
analysis to show whether news channels have any different views. The second level
summary is generated by extracting important sentences from two/three first level
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summaries, using the same algorithm. ROUGE matrix is used to evaluate the perfor-
mance of the summary.

2.2 TextRank Algorithm

TextRank algorithm is a graph-based unsupervised model which helps in under-
standing the relations among the sentences. The algorithm ranks the sentences and the
higher ranked sentences are selected for final summary. Mihalcea et al. proposed the
TextRank algorithm, which is based on Google’s PageRank algorithm [2]. The algo-
rithm creates graphs from the texts written in natural language. The graph is used for
ranking the sentences. They evaluate the application of TextRank to two language
processing tasks consisting of unsupervised keyword and sentence extraction. For
sentence extraction, each graph vertex represents a sentence to be ranked. The simi-
larity between vertices(sentences) is measured depending on their content overlap. The
two vertices are connected if they are similar. The algorithm analyzes the information
from the source text, and thereby identifies the most important sentences in the text.
Another important aspect of this algorithm is that it can be adapted to extracting very
short summaries.

2.3 TextRank with TF-IDF Factor

TextRank algorithm with TF-IDF factor can be used in multi-document text summa-
rization. Shouzhong et al. presented a framework for mining and analyzing personal
interests from microblog text, with an algorithm which integrates term frequency-
inverse document frequency (TF-IDF) with TextRank [3]. Their system preprocessed
the posts, comments and reposts in various categories to select the keyword. The
keyword appears in both category system and microblogs. Later, weight is assigned to
each category to calculate the weight of each keyword to get TF-IDF factors. This helps
in obtaining the keyword of interest. An improved model was proposed (named as
TextRankTFIDF) by introducing the TF-IDF factor in the iterative calculation of the
TextRank algorithm. This model blends the advantages of both TextRank model and
TF-IDF model and gives better results.

2.4 Sentiment Analysis

Sentiment analysis give the overall sentiment of a piece of text, i.e. it judges the
positivity and subjectivity of a sentence. Bhelande et al. presented their work on
sentiment analysis which identifies controversial news [5]. The core idea is that con-
troversial news is the one that contains mixed sentiments in it. Once the sentiment is
found, then based on several outputs, controversial news can be identified. They col-
lected news from Twitter, as controversial news in social media affects the accuracy of
online content. Finally, they displayed the controversial news via a user interface.
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3 Architecture and Methodology

Different documents will be passed as input to our system. The content of the document
will be related to each other. We will carry the summarization process in two steps. In
the first level, we generate summaries of related documents using extractive method.
After this, we perform sentiment analysis to identify potentially biased statements and
finally, generate second level summary using the TF-IDF approach. The block diagram
of our architecture is shown in Fig. 1.

3.1 First-Level Summary

As our system will summarize online news articles, links of news articles will be
provided as input. These articles are generally raw data, so it will be noisy. To remove
noise we have to do some pre-processing (methods for preprocessing). The system will
web scrape the whole page and will remove HTML tags from the documents. After
this, the article will be converted into lower case and all the punctuation characters are
removed. To remove stop words from our documents, each sentences in the document
is splitted and then sentences are splitted into words. Stop words are then removed by
comparing each word with dictionary. After this we store clean sentences in vectors.

Now we will use extractive summarization to generate summaries for each article.
First, we fetch vectors (with the help of the GloVe word vectors) for each word in a
sentence and then take mean of those sentences to obtain a vector for the sentence.
Thus, we find the vector for each sentence in the article. Next, we find similarities

Fig. 1. Block diagram
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between sentences using the cosine similarity approach and generate a graph where,
each node represents a sentence and each edge represents the similarity score between
two sentences. Now, we apply the TextRank formula to obtain the sentence rankings
and select the top N sentences (based on rankings) to generate the summary.

3.2 Sentiment Analysis and Second-Level Summary

Here, we will have different summaries of related documents. First, we perform sen-
timent analysis on each sentence. This gives us the subjectivity and polarity of each
sentence. If there is a subjective sentence, which has a polarity different from other
sentences, it means that it has the potential to represent biased views. More work needs
to be done on this part to detect biased statements more accurately.

While generating second-level summary, task will not be as tough as it was to
generate first-level summary. Here the data will contain less noise which will help to
generate much more concise summary. We provided article links as input in the first-
level. Here, in the second-level, different first-level summaries will be provided as
input.

The process to generate the summary will be modified a bit, by introducing TF-IDF
factor in the formula. TF-IDF factor helps in understanding how common or rare is a
particular word. The higher the TF-IDF factor, the rarer the word and the smaller the
TF-IDF factor the more common is the word.

The TF-IDF factor for a particular word is calculated as follows:

1. We first calculate the Term-Frequency (TF) of the word in the entire article.

TF ¼ no:of times the word appears in the document
no:of words in the document

½3�

2. We then calculate the Inverse Document Frequency (IDF) of the word

IDF ¼ log
total no: of documents

no: of documents containing that word

� �
½3�

3. Multiply TF*IDF and the resultant value is called as TF-IDF factor.

The TF-IDF factor is introduced in the formula to increase the probability of
jumping to vertices with higher correlation. Finally, the modified TextRank algorithm
(i.e. TextRankTFIDF) is used to generate second level summary.

4 Evaluation of Summaries

The summaries are evaluated using ROUGE Matrix, which stands for Recall-Oriented
Understudy for Gisting Evaluation [4]. ROUGE is a human-based evaluation of
summaries. In this the summary generated by computer is compared with human
summary on the same topic. There are two values computed for evaluation, these are
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Recall and Precision, Recall tells us how much of the source reference summary
(human summary) is the computer generated summary covering. It is calculated as

number of overlapping words
total words in reference summary

Precision tells us how much of the system generated summary was required or
needed. It is calculated as

number of overlapping words
total words in system summary

These values are evaluated for different n-grams (unigrams, bigrams, etc.), these n-
grams refer to the number of words the summaries (both system and reference sum-
mary) are considered. For instance, in unigram the source summaries are divided into
single word and then it’s precision and recall are generated. ROUGE-1 refers to overlap
of unigrams between reference summary and system summary. ROUGE-2 refers to the
overlap of bigrams between reference summary and system summary. The reason
higher level ROUGE-N are computed is to evaluate the fluency of the system generated
summary. If the words are in same order as the reference summary then that means the
system summary is fluent. ROUGE-N technique is used after the second level summary
is generated. It helps in evaluating the key points present in the final summary.

5 Conclusion

The intent of two-level text summarization is to ensure that the user is provided with a
factual and verified summary. The technical approach in the form of extractive sum-
marization establishes the purpose. The summarization system possesses tacit knowl-
edge of the content and vocabulary to generate precise judgement for intelligible
summaries. Multiple articles are referred to ensure the broad coverage of a news [2].
The accuracy achieved by TextRank algorithm is competitive with the previously
proposed state-of-the-art algorithms [3]. We have improved the TextRank algorithm by
integrating TF-IDF factors. The algorithm aggregates the benefits offered by both the
models and outperforms other methods in terms of average Rouge scores (precision,
accuracy and recall). In the future, the research can be extended to studying the effect of
neural network in text summarization. As the news articles have certain important
words, we can assign different weights to that particular word, which will change the
weights of statements in the news article. These sentences can be inputted through axon
to a suitable activation function which can summarize the article much more accurately.
The important thing that neural network can bring is that the synaptic strengths (the
weights) are learnable and so we can control the strengths of sentences influence in
summary.
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Abstract. Authentication is a critical step in initializing a bank transaction.
Core banking and net banking systems use ID cards, passwords/PIN, OTP, etc.
for authentication. However, these methods are still prone to forgery and
hacking, due to which unauthorized person could gain access to user’s account.
We propose a methodology which uses an image share as authentication key.
This has been created using visual cryptography and other image processing
techniques to encrypt authentication parameters. It is encrypted such that the
share becomes incomprehensible to human eyes and non-decryptable by hacker,
thus protecting the data from forgery or hacking. This paper proposes a double
authentication system where user is identified by decrypted image and PSNR
value. Hence this system provides a very high level of security.

Keywords: Authentication � Cryptography � Decryption � Encryption �
Extended visual cryptography � PSNR � Watermark security

1 Introduction

Authentication is validating user’s identity. It is used in banks to determine whether the
given user is the rightful owner of concerned account, to decide whether to allow or
deny access to user. We propose a system where a unique image known as ‘Encrypted
share’ is given to each user by the bank, which is used for authentication. Core banking
uses signature, photograph, or ID card details like pan-card/UID number for authen-
tication. Since public knows what details are used for verification, forgery of the same
is possible. If authentication parameter is undisclosed, forgery is avoided. Hence, our
image share is designed to hide verification parameters. Net Banking uses OTP to
authenticate transaction. OTP can be accessed if device is cloned. Our encrypted share
designed is incomprehensible to recreate. It is made accessible only via linked devices.
The hackers cannot provide the same image as input to bank application from their
side. Decryption of images is harder than decryption of string of alphanumeric data as it
is multidimensional entity; hence generation of image key is preferred.
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Visual Cryptography is a method to generate multiple noisy shares of an image
which are encrypted such that combining these shares reveals the hidden image. We
combine our authentication parameter as a secret image with a color image, for gen-
erating encryption share using a variation of visual cryptography approach. Unlike
other cryptography techniques, we do not hide the secret image in encrypted share,
rather form a different image altogether that can be mapped to secret image if keys i.e.
color image and passkey are known.

2 Literature Survey

In [1], secret sharing is used to encrypt secret image into some specified cover image.
This paper uses symmetric secret key for encryption of image and secret shares are
generated from this image. It produces meaningful shares. Secret key ensures security
of scheme.

In [2], a complex algorithm divides image into some parts for encryption process.
k–n secret sharing scheme is special type of visual cryptographic scheme. Encryption
of the image is done using random integer generator.

In [3], multiple images can be hidden in all image types using image rotation in
various angles. Direct binary search using halftone had good quality shares resulting in
good recovered image with good contrast and less pixel expansions.

In [4] the secret image shares are watermarked with different cover images and are
transmitted. At the receiving side, the cover images are extracted from the shares and
stacked one by one which reveals the secret image progressively.

3 Methodology

In the proposed algorithm bank decides the identification parameters to be used for each
user to form his/her information available to bank. It is saved as a secret image in a
secured database created for authentication. A color image is taken as an encryption key,
this image would be known to bank authentication database only. After using password
decided by user, an encrypted share is generated by these three elements and given to the
user. User should have both, password and encrypted share for verification. In net
banking, password and share are generated like OTP and sent to device linked to the
concerned account. Our system performs decryption on encrypted share, and compares
decrypted share with secret image in authentication database using PSNR. The PSNR
value is stored in that authentication database for every user. On every authentication
request, if the encrypted share is correct and password is exact, then decrypted value of
PSNR will match the value stored in database. Change in any one of these parameters
will give a different PSNR value resulting in denial of access (Refer Fig. 1).
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4 Implementation

Implementation is done in 2 parts. 1. Encryption 2. Decryption.

• Encryption
Database is created in banks for every user. Steps used in the encryption algorithm
to create the cryptographic image are as follows:

A. Creation of watermark shares

Step 1 The unique secret image that is provided to user is converted into binary.
Step 2 Generate random matrix same as size of the image.
Step 3 Generate three different matrix by shuffling the pixels from original image

randomly. Watermark shares are shown in Fig. 2.

B. Split color image into its R-G-B planes
As shown in Fig. 3.

Fig. 1. Methodology

Fig. 2. Watermark shares

Fig. 3. RGB planes
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C. Creation of encrypted image
• One watermark share with one plane of color image is taken as input every

time.
• Passkey controls generation of verification matrix which becomes our

encryption key.
• Map each element of random matrix to a pixel position in color image plane,

this is known as mapping pixel.
• Determine conditions using properties of mapping pixel and its neighbors.
• According result of conditions given above and pixel value of watermark

share assign two bit value to the mapped pixels in encrypted image.
• We obtain three different encrypted images for each combination of color

image plane and a watermark share.
• Combine these three shares to form an encrypted share which will be present

with the user for authentication.
Encrypted share seen in Fig. 4 will be given by bank to the user.

• Decryption
Inverse operation is performed in decryption to extract the secret image from the
encrypted image. Function asks user to enter encrypted image and the passkey, and
accesses color image stored in its database. Figure 5 shows flowchart for decryption
of image.

Encrypted share

Fig. 4. Enrypted share
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PSNR is used to find the correlation between secret and decrypted image. PSNR is
given by:

PSNR ¼ 10 � log 2552=MSE
� � ð1Þ

MSE ¼ 1= M � Nð Þ
XX

I i; jð Þ � I0 i; jð Þ½ �2 ð2Þ

The decrypted image after following the reverse procedure is as shown in Fig. 6.

Fig. 5. Flowchart for decryption

Fig. 6. Decrypted image
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5 Results

Decrypted image gives high and constant PSNR value if share and password both are
correct, if different password or share is used, PSNR value drops drastically. PSNR
value varies for different users. Figure 7 shows two cases of result of image with
correct password and decrypted image with wrong password (Refer Table 1).

6 Conclusion

We have implemented a system where a user will be given a unique encrypted image
which can be used for authentication in banks to handle core or net banking applica-
tions instead of sign/cards which are presently used. This system will avoid forgery by

Fig. 7. Results

Table 1. Testing results

Secret image Encryption passkey Decryption passkey PSNR

LENA 1234 1234 173.91
1234 1264 48.5
768 768 173.91
768 76 48.5

ELIZA 234 234 153.61
234 281 43.4
896 896 153.61
896 348 43.4
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hackers where the OTP or password can be hacked. Every share is randomly created in
this system which increases its efficiency. The hacker is not able to extract the hidden
image due to randomness which is otherwise possible in visual cryptographic systems.
The drawback of the other systems being, revealing the information of the secret image
is eliminated in our algorithm. This system has multi layer symmetric key encryption.
Every user has specific PSNR value for his/her image. User does not have access to the
database contents hence decrypted image and PSNR value is not known to the user as
well as the hacker. The system may result in loss of data due to noise. The future scope
for expansion can be achieved by combining biometric authentication along with our
project. It can also be integrated into cloud for a more secure option with OTP.
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Abstract. By integrating various unmanned vehicles with ground station on a
cloud infrastructure for data streaming, monitoring and visualization processes
in real-time has been considered as a challenging task. In a traditional approach,
data collection method for unmanned sensors is not flexible and it has various
limitations when it is dealt with the humongous volume of data. To address this,
we propose a cloud data framework for sensing, securing and maintaining the
sensors from cloud for surveillance and take quick decision based on the input.
The another main intention of this framework is to enhance the system
throughput, reduce the man power and cost by leveraging unmanned sensors
and all integrated sensors. In order to meet the above, we create a platform to
support in all levels, such as infrastructure, network and software to simplify the
processes and services. In addition, all integrated sensors tend to have multiple
roles, all should be monitored, data should be captured and captured data will be
analyzed and visualized.

Keywords: Data acquisition � Cloud computing � Microservices � Kafka �
Containers � Elasticsearch � Kibana

1 Introduction

Data acquisitions from the sensors generate a large volume of data, which is also
known as big data. We are in the era of big data, which is characterized by the fastest
collection of ubiquitous information and which incorporates the endless information.
The actual challenge is about collecting data and managing it as well. Earlier data
acquisition system with Graphical User Interface (GUI) is providing valuable infor-
mation about speed, altitude and GPS. Here altimeter and airspeed modules are
interfaced with aurdino Uno microcontroller which is used to gather all real time data
and reading of UAVs location and altitude. The data acquisition system is transmitted
wirelessly via the XBee radio model to GUI. The disadvantage is the structure of an
aurdino Uno model not support to build project with large data. Other approaches for
the data acquisition system is by using proprietary data loggers and one is by building
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the own system. The disadvantages of both the approaches are lined with more cost and
the person should have the full knowledge of platform for controller [1]. The coordi-
nation of the data acqusition system with Graphical user Interface is developed [2].
This provides valuable information about speed, and altitude.

UAV resources are developed as a web services and provide their resources and
services using the uniform interface through the Restful HTTP architecture. This
concept is developed based on the internet of the things where the smart objects are
connected to the internet for a unique identification. It provides smart objects with
interfaces to be accessed through the World Wide Web. In our proposed method, using
Restful HTTP architecture, integrating all unmanned sensors into Cloud paradigm
where the unmanned sensors become part of the cloud infrastructure and can be
accessed ubiquitously [3].

Existing System
On existing technology, integration of UAV helps to achieve a specific task. Currently,
to control and monitor, the UAV’s are required man power and resources in huge
numbers. This is due to, minimal utilization of resources and lack of knowledge in
technologies. To utilize the UAV’s resources and services efficiently, UAV’s are
integrated with cloud computing to ubiquitous access of their services. Resource
Oriented Architecture (ROA) model is proposed to utilize by UAV to access the service
and send request through Application Programming Interface (API).

Client-server architecture uses a Representational State Architecture as a broker to
efficiently utilize the resources. UAV register their services on broker, and requester
can request a service from the broker. This approach has implemented by Cloud
Computing technology. UAV and other devices on the network has connected using
Internet of Things (IoT) and accessed and monitored the services through the concept
of Web of Things (WoT). Cloud Computing is a shared pool of service provider and
enabled ubiquitous, convenient, on-demand network and provisioned usage of
resources. So this approach can be efficiently used by collaborative UAVs. This paper
is proposed to design and develop a system to automate surveillance, which is capable
for streaming the data from sensors and transfer the data to cloud for analysing and
visualization [4].

2 Proposed Method

2.1 Background Cloud Architecture

Open Stack Cloud Infrastructure
Cloud computing is a tending to be a future of computing for resource utilization and
services with reliability and security. Its providing a broad network access, flexible
resource allocation, flexible capacity and application can deploy quicker than tradi-
tional methods. Data store on cloud ensuring data backup thus offering access to
previous log data even when the unmanned sensors out of service and it increase the
reliability. Sensors required continuous connectivity to the cloud and they can access
the service and resource through standard API. Openstack is used to deploy the services
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into cloud, the hadoop cluster is created for the purpose of integration and this is done
for ubiquitous access and secure storage [5].

Microservices
Microservices are software architecture and that delivers functionality by composing
small runtime services. This functionality is discrete, lightweight services with a well-
defined API and it greatly improves the reliability and scalability. Functionality
exposed through a browser UI and each service in the microservices is independent.

Docker Container
Docker is a computer software that is used for virtualization in order to have multiple
os running on same host [6]. It is a client server type of application where clients relay
to the server so called docker daemon. Docker images are source code for containers
which helps to build containers. Containers are instances of Docker Image.

Applications like data acquisition, data persistence, and data visualizations are
running as single microservices, hence each application run as single microservices,
each microservices are further broke down into the processes which is running as a
Docker container. Docker container can be indicated by Docker file and Docker
composes.

2.2 Event/Data Streaming

Data streaming is the process of sending data continuously rather in batches. One of the
popular tools used for streaming data is the Apache Kafka.

Fig. 1. System architecture
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Kafka
It uses distributed publish-subscribe messaging system and a queue that can handle a
large amount of data and enables message passing from one point to another point [7].
The data which is acquired from the sensor is the large volume of the data. Kafka is a
distributed messaging system that collecting the high volume of data from the sensors
with low latency. Once the messages are published, the consumer subscribed to the
particular topics and read the messages from consumer [8]. The Kafka REST API
provides a Restful interface to a Kafka cluster. Where can produce and consume
messages by using the API.

2.3 Data Storage

It is the process of storing the data in the storage medium. KSQL is the streaming the
SQL engine and powerful interactive SQL interface that enables real-time data pro-
cessing using apache Kafka. In this project KSQL database is used as a storage medium
since the data from Kafka is stored to the KSQL database.

2.4 Data Visualization

Visualization
To presenting huge amount of information, visualization is an art which can be
accessible in a form of graph. Acquiring the data is not enough to understand about the
data; hence to visualize it for better understanding of the data. In this project to
visualize the different data we are using the Kibana tool.

Elastic Search
It is a search engine based on the real time search platform. To make search faster, it
uses concept of indexing and it is a big data technology and schema less. The document
will be indexed and representative fields are mapped the document stored in the form of
index. It is also known as a database to store enormous amount of the data. Elastic
search is used as the inter process communication between the Kafka and Kibana.

Kibana
Kibana ease the analysis and visualization. It queries with the elastic search engine
which acts as both data store and visualization engine. In Kibana, the various types of
graphs can be plotted depend upon the data which is used to visualize.

3 Implementation

The proposed project is to design a framework of data acquisition from different types
of sensors and integration same to the cloud paradigm. The real time streaming data
acquired from various integrated sensors and saved as CSV, JSON or XML format in
offline mode for further data processing. Once huge volume of data is collected, it has
to publish and subscribe as streams of records using Kafka under different topics. For
implementation Apache Kafka has used for distributed streaming to replicate data on
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multiple servers with low latency and high throughput. The major keystones of Kafka
are the producers, brokers and consumers, and a key concept is the topic. The producer
API which is reading the data from CSV, JSON or XML file and writes messages to a
topic as a log in the order they arrive. Each message has an offset number which makes
it possible to get the specific message’s position in the log. The offset number starts at 0
and is increased for each message. Likewise distributed multiple streaming API writes
data to Kafka topics which is managed by Kafka brokers. Multiple Kafka brokers form
a Kafka cluster and it manages the data between the producers and consumers. And
consumers can subscribe the data by topic and messages can be processed by using
Kafka Streams. Producer and Consumer Kafka API’s developed by Java.

The Fig. 2 shows how the producer and consumer read the record data using topics
in the Kafka cluster.

The Kafka producer will send the data where Consumer will consume that data.
The overall creation of Kafka producer and consumer is shown in Fig. 3. To create a
Kafka producer, we need to pass a list of bootstrap servers (a list of Kafka brokers).
Which also specify a client id that uniquely identifies this Producer client. The message
body is a string, so we need a record value serializer as records value field. The
message id will be passed through a Kafka’s records key.

Here we need to specify a Key serializer and a value serializer. To create a Kafka
consumer, define properties which pass through the constructor of a Kafka consumer.
The bootstrap server’s configuration is to define the list of broker and its value, that is a
list of host/port pairs that used by consumer to establish an initial connection to the
Kafka cluster. The group id configuration identifies the consumer group of this con-
sumer. The key deserializer class configuration is a Kafka deserializer class for Kafka
record keys that implements the Kafka deserializer interface. The next process is data
persistence and the data is stored into Ksql database. Spring Boot is a structure that

Fig. 2. Kafka producer and consumer

Fig. 3. Creation of Kafka producer and consumer
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made easy development of web applications. It contains a many pre-configured
modules which help to eliminate the manual addition of dependencies which is needed
for developing an application with spring. The steps are explained below [9].

Steps:

• Create a java Maven application using spring starter libraries.
• With dependencies, create Artifact Group and Name for maven web project using

spring boot and java, which will generate ZIP file to import as a maven project.
• In a workspace, spring boot application has created. After API has tested using REST

controller. Output can be viewed while running and accessing the end point of API.
• To run the application as a Docker container, create a Dockerfile that will contain

the steps to be executed by Docker to create an image of this application with all
dependencies and run that image from Docker.

• JAR file create by Maven commands should be added in the pom.XML file.
• To do this process, clean up the target folder using maven clean and maven install.

This procedure will create a jar file.
• These are the steps included in the dockerfile to create docker image.

FROM JAVA
EXPOSE 8080
ADD/target/kafkadrive.jar kafkadrive.jar
ENTRYPOINT [“java”, “-jar”, “kafkadrive.jar”]

• Docker image is created and create the container by execute the docker image.
• Now the Spring Boot application is running as a docker container on local system

with port 8080.

To data visualization module is done using the elasticsearch and the kibana. The data
can be loaded to the elastic search using logstash from Kafka. Elastic search is a way to
categorize data and make it easily available [10]. It is a highly scalable, distributed and
full-text search engine. Elastic search is developed in Java. Elastic search is a standalone
database server, which is written in Java and using HTTP/JSON protocol, it’s takes data
and optimized the data according to language based searches and stores it in a primitive
format. Logstash is a plug-in based data collection engine. Logstash input plug-in is used
to collect the data from where it is placed as a queue. Filter plug-in which is to read the
data and the input and output filter can be termed as codec plug-in. The configuration file
is written by using the I/O plug-ins to read the data from the Kafka and stored into the
elastic search [11]. The configuration file as shown below.

Fig. 4. Loading of data from Kafka to Kibana using elasticsearch
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Input {
Kafka {

Bootstrap_server = “localhost: 9092”
Topic = [“datastream”]

} 
} 

Output {
Elasticsearch {

Host = [“local host: 9200”]
Index = “sensordata” 
} 

} 

The configuration file is written by using the logstash plug-ins to read the data from
the Kafka and stored into the elastic search. Once the data is stored into the elastic
search using logstash and the data loaded into kibana and discover the data using
discover tab. This can be done by creating an index pattern, Using similarity from the
SQL world, indexing is similar to a database. And the data is visualized by using
different types of the graphs as shown in Fig. 4. For an example the data which
contains latitude and longitude can be visualized as a co-ordinate graph etc. Finally,
microservices are integrated with cloud using Openstack.

4 Results

Surveillance system is used for analysis and exploration of object behaviour, moni-
toring and track the movement for take quick decision. Figure 5 shows the results
obtained after data Visualisation, here the dashboard is created for various data like
temperature data, weather data, terrorism data and titanic data.

Fig. 5. Data visualisation dashboard
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5 Conclusion and Future Work

Finally we conclude that this survey on data acquisition and data streaming with
effective frameworks, works successfully with limited bandwidth and low latency.
While acquiring and processing the data, it also requires ubiquitous access and security
by handled cloud environment. In this paper, we discussed a Data Streaming Frame-
work on Cloud Platform for Surveillance of Unmanned Sensors, which acquire the data
from the integrated sensors efficiently and the data is used for further process like data
visualisation and data persistence. Data has read in the form of messaging queues by
using the Kafka, the data visualisation is done using elastic search and Kibana, the data
persistence is by Ksql database, these applications as microservices that are integrated
to cloud platform by using container on open stack cloud platform for ubiquitous
access for surveillance.

For future research, data preprocessing of real-time streaming data should be
considered rather than reading data as a batch. For realtime streaming, apache spark
preprocessing model can be used and machine leaning algorithm can be apply on spark
for scalable and integration with other tools. When data is increases in large size, data
inspecting on dashboard is becoming complex and impractical. To inspect data on
kibana dashboard, machine leaning algorithm can be used for better predictions and
analyzation.
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Abstract. In today’s word, high-speed data streams are continuously generated
via a variety of sources like social media and organizational business related
data. We have listed the basic characteristics of big data and challenges in
handling big data and data streams. This paper shows present work on pro-
cessing and analyzing big data and data streams, real-time data analytics,
decision making, and business intelligence. Our aim is to research different
trends in distributed data analysis, a study on security of big data, applications of
big data and processing of data streams. Even though there is vast research
happening in the field of big data across the globe, still there is a scope of
improvement in this field.
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1 Introduction

1.1 Big Data and High Speed Data Streams

Data collection is the collection of data values and variables which are correlated to
each other in some aspect and are different from one another in some another aspect.
The size of data warehouses is growing massively. This leads to the development of the
tools which are capable of extracting knowledge from the data. The information is
created which is suitable for making decisions from the collected and analyzed data [1].
So, the data provides a resource for knowledge extraction and support of the decision.
This database is the collection of organized data so that it can be accessed, managed
and updated easily. Data mining can be defined as the process of discovering relevant
knowledge such as associations, modifications, important structures from huge data
stored in databases. This definition of data mining is widely accepted.

Based on this definition, data mining is an extremely complex extraction of pre-
viously unknown and useful information about the data required. It presents the hidden
information patterns and relationships of a large amount of raw data. Big data is one of
the newly postulated terms which are used to detect datasets with large size and having
more complex data. So, this complex data cannot be stored, studied and analyzed with
the currently available technologies of data mining software. The big data is a col-
lection of heterogeneous structured as well as unstructured data. This has the capability
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for extracting relevant information from the large sets of databases or the data streams
which are currently impossible its volume and variety.

Big data is the collection of structured and unstructured data. The main reasons for
the appearance and the growth of data big are the speed of processing, availability of
data, increased storage capacity. It refers to the use of large data sets that handles the
collection of data that serves the business and other industries in their decision making
process. The data project on general, public or private aspects. This is featured with
three respective V’s i.e. Volume, Velocity, and Variety.

These are explained below:
Volume: refers to the size of data which is larger than terabytes and petabytes. The
large size and increment of size make the storage and analysis of data very difficult.

Velocity: tells that the data should be used in a large amount in pre-defined time. The
already existed method requires a huge time to control such a volume of data.

Variety: this big data originates from the different sources in which both structured as
well as unstructured data is involved. The traditional systems were created to address a
small volume of structured and reliable data. This big data is the geospatial data, 3D
data, audio and visual, unstructured [2] text involving log and social media files.
Later, as the research advanced, below dimensions have been identified:

Veracity: according to IBM, it is defined as the unreliability of data with data sources.
For e.g. sentimental analysis is using social networking websites like facebook, twitter,
etc. to subjects their uncertainty. The reliable data is distinguished from the uncertain
data which further is helpful to manage the unnecessary data.

Variability: variability and complexity are the two additional dimensions. The incon-
sistency in the big data analysis leads to a variable flow of data, which is called variability.
Data are formed from several resources and the complexity is increasing which disturbs
the data management. Data generated from different resources have different scenarios.

Low-value density: Data which is present in its original format is not much effective
and remains unused. Data is used to discover high value for e.g. logs are taken from the
websites which cannot be used in their original form to get desired business values. It
should be analyzed to check the user’s behavior.

1.2 Challenges in Big Data

Even though extensive studies are being carried out across the globe in the field of big
data mining, there is still a huge scope of development and research. Some limitations
and challenges in existing are listed below:

Scalability and Storage Issues: The data has grown much faster than the existing mining
and processing systems. The system is not able to store this amount of data all its sudden.
There is a need to introduce such a system that can and store a huge volume of data.

Timeliness of Analysis: The data is increased with time. Many applications like fraud
detection, insurance, banking need real-time or likely to be the real-time analysis of the
transmitted data.
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Representation of Heterogeneous Data: With the development of cloud architectures,
data is collected from a variety of resources. This combined data is not necessarily in
the same structure or format. Thus, the need to handle such heterogeneous data is
growing. Data formats like images, audio, visuals, social media are difficult to be stored
and processed using tools like SQL. The data like images, video, music, word files, etc.
are now able to be stored and shared with the help of smartphones. The use of
smartphones is interestingly increasing and forcing our brains to work more. The
process of representation of data like images, video, audio lacks efficient storage
capacity.

Data Analytics System: Traditional methods like RDBMS are appropriate for storing
structured data, however, they lack in scalability and expandability characteristics. As,
non-relational databases are required for processing homogeneous data in an
unstructured format, but there are still performance-related problems. The tradeoff
should be achieved between traditional relational models and new non-relational
models to maintain flexibility and get better performance.

Lack of talent pool: With this advancing technology, the need of expert developers and
data architects is also growing. According to the report of the research, approximately
140,000–190,000 skilled people are required to handle big data analysis.

Privacy and Security: Cloud computing is a new methodology that provides a gateway
to access and the storage of information for the study. The IT architectures are at huge
risks due to its data security and intellectual infrastructures. Privacy related concerns
are increasing due to direct access to the personal data file, buying preferences and [3]
call records. Researchers are proposing new infrastructures just to have access to the
data from any resources including social networking sites. These infrastructures can be
used for future purposes also, however, the users are not aware of the potential of
knowledge that can be extracted from data warehouses and data streams.

Not always better data: Researchers are highly influenced by the potential of knowl-
edge obtained by social media mining. Twitter is one of the most common and popular
social media sites. The users are not globally represented. Big data is not always
complete data. The tweets today contain references to pornography and other spam,
which should be properly checked and removed. This kind of spam references leads to
inaccurate topic frequency.

Out of Context: Current mathematical models and data mining computations are
complex and computationally expensive. Thus, wasting resources on meaningless data
or noisy data is not desirable. Thus, more research work is needed for data reduction
techniques. The addition of data during data abstraction is [4] very difficult to perform.
Data that is out of content loses its meaning and values.

Data errors: The large datasets which are extracted from the internet have more risks of
errors and losses. The data should be properly understood by the source in order to
minimize the errors caused by multiple datasets. To fit incoming data streams into
existing models, errors from data need to be removed. Data relationships should be free
from ambiguity.
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2 Literature Review

2.1 Distributed Data Analysis and Topology Based Analysis

Hu and Zhang obtaining quality data [5] from social media is difficult. This paper
explains an efficient selection method based on important attributes like space or time.
The selected or filtered data is later ready for effective clustering and mining. The
filtered dataset has a small volume. However, it has qualities of efficient classification
with high precision. The paper proposes an effective selection method for clustering
mining and space data analysis. The proposed method divides a large amount of data
from the space-time dimension and quality. Various experiments were conducted and
show the result that the proposed method can quickly and effectively extract data from
the Weibo data set and shows the distribution of the Wuhan business circle. These
extracted data sets have different features and applications of high clustering and high
precision. Therefore, the research draws some conclusions from the experiments that
obtaining a reliable dataset is possible by removing redundancy and uncertainty that
can be used in the crowd sourcing process of geographical data.

HongJu et al. analyzed [6] the problems of data management in data analytics like
huge data volume, heterogeneous data, highly rated data generation and more time
requirement for data processing. The paper used data for a critical application like army
data. The data was widely separated all over the network and fetched selectively. This
respective paper provided army data analysis construction; especially the data man-
agement gave some basic idea for building and managing the important research.
Therefore, the researcher highlighted key issues in traditional data management in
critical applications in handling a variety of data types, time criticality, distributed data,
data integration and proved that advanced scientific research techniques need to be
adapted.

McHugh et al. presented [7] Semantics Toolkit (SemTK), a framework that was
accessible through big data stores and provides the appearance to all captured data
within the knowledge graph. The proposed method allowed storing data on multiple
locations like Data stores such as Hadoop, graph databases, and semantic triple stores
which gave the best-suited location for all of them. The best platform was provided to
each data type and maintains a single interface and access points given to each user
across the data. Therefore, the researcher concluded that the proposed technique was
improved and maintained a good balance between the complex applications and
exposed data to the user.

Moon et al. designed [8] a policy for public goods by studying the big data analysis
throughout the world. The study showed that there are so many researches available on
this topic of the big data analysis. The author found that the research performed on the
big data analysis was very much active on social as well as on the public areas. There
are nine methods available for big data analysis like; Hadoop, method, cloud, analysis,
social, mobile, privacy, health and policy. The researcher tried to bridge the gap
between technology developers and business developers and policymakers. Therefore,
the result obtained from the research is that the respective paper analyzed the features
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of each research method and their effect on public services and products. It is combined
with three criteria: data structure, policy tool, and market regulation. This helped to
build an ecosystem that can be managed legally and politically and used in organizing
market-based services on big data technology and utilizing contents.

Yang et al. proposed [9] a model for the big data analysis enterprise decision-
making management system. Due to high market competition; managers are more
focused on the decision making aspect of big data like trend analysis. Big data analysis
is one of the most important methods being used by many researchers and scientists
and they are still working on it. Big data analysis has generated influential and relevant
theories on the decision making management project. The paper focused on varies steps
of decision-making processes like data acquisition, data analysis, data screening, and
data application. It identified the gaps between current big data decision-making
applications and actual requirements and optimization of current processes.

Sunghwan et al. proposed [10] ORANGE method based on Apache Hadoop
methodology. As, there is no specific technique that can handle large data at the same
time so, in order to overcome this issue the researchers had proposed this method. This
technique entirely worked according to the Hadoop methodology. ORANGE loaded
the vector and data based on the Hadoop Distributed File System. It managed the
metadata and created an index for the data using this proposed technique. Therefore,
the improvement made by this method made the platform to process faster on large
scale data analysis. The researcher concluded that the introduced method was two times
faster than the legacy based RDMS databases.

2.2 Study on Security and Privacy of Big Data

Strang et al. demonstrated [11] big data program commence in 2011 and the production
increased exponentially from 2011 to 2012 which was approximately based on Weibull
distribution which captured 82% variance. The paper recommended more work and
study on this big data analysis privacy and security. Therefore, the researcher showed
that there were 13 other topics capturing 49% of the big production of data in journals
from 2011–16. However, security and privacy were the most concerning issues still
faced by technology. Various experiments were conducted which showed various
results that the proposed approach was effective and time-saving as compared to any
other techniques (Fig. 1).

Rong et al. [12] focused on cloud-based data security in data mining. As the current
trend is to outsource data mining operations, security plays a vital role more than
before. The paper developed a kNN computation extended to preserve privacy in
cloud-based distributed environments. The researcher had identified that due to fre-
quent data transfer between client and server, traditional single key based security
options are failing. They had proposed a collaborative kNN computation with safe
building blocks and proved that the privacy improves and also the access patterns were
hidden.
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2.3 Applications of Data Streams and Big Data

Zhang et al. studied [13] the impact of two bus fares adjustment policies in Beijing on
the transport sharing rate. This method was designed and developed on big data
analysis by application of SPSS and went through the respective suggestion of bus
fares. The main objective of this paper was to introduce the changes in public transport
and select the two typical public transport fare policies as a time node.

Balan et al. proposed [14] two techniques i.e. R and Tableau to analyze the tobacco
smoking trends amongst the youngsters in the United States of America. Various
results had put forward that the smoking trend is increasing rapidly in the USA in
almost every age group. The paper also concluded that more than 51% of young
smokers are interested in quitting smoking. The paper analyzed smoking trends in
young male and female smokers. Therefore, the results focused on the different and
more modernized techniques that can be used to control this smoking habit; proper
health advice and counseling should be given to every individual the one who smokes
and the one who wants to quit. This can be done by spreading awareness through
different modes like open sessions, social media and so on.

Xianglan et al. proposed [15] big data-specific technical methods like data retrieval,
storage, integration, processing, and visualization extended and applied to the coal
mine industry. The paper also focused on managerial aspects like copyright protection,
organization rules and standards, ad hoc scheduling and effective visualization. The
model showed five layers which include resources, data collection, processing, pro-
tection, and data presentation. The architecture considered an innovative business
model of coal mines and data preservation for a longer period than before. This model
helped the sustainable development of coal mine enterprise.

Kang et al. compared three algorithms [16] to compare high speed and high volume
data generated by an IoT market. The paper considered Support Vector Machine
(SVM), Ridge Regression (RR) and Decision Tree (DT) algorithms. The researcher
found the optimal algorithm which can efficiently manage the energy based on big data

Fig. 1. Research topics and their relative percentages
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by compromising the analyzed data using the proposed algorithms. Therefore, the
researcher concluded that the accuracy was increased in DT > RR > SVM this order.
However, if the processing speed was considered then this order can be modified as
RR > SVM > DT. The author showed that the proposed method was much more
effective than any other proposed techniques (Fig. 2).

2.4 Data Stream Processing and Clustering

Ramírez-Gallego et al. presented [17] the latest enhanced and widely spread method
nearest neighbor method being accepted by the present scenario. It was discovered by
Apache Spark which distributes the metric-space for faster research. Moreover, an
interesting incremental method was proposed for the selection of massive data. The
data which was selected using the proposed approach was continuously updated and
the outdated data was removed from the base. The researcher has performed some
experiments on the set of massive data and shows that the proposed algorithm was able
to give a more efficient solution with great speed and data streaming. This research
paper suggests distributed Relative Neighborhood Graph Edition (DS-RNGE) algo-
rithm which is proved efficient for high-speed data streams.

Therefore, the researcher concluded that the cost obtained from the edition can be
increased by removing the unnecessary data and also maintains the effectiveness of the
original data. Also, DS-RNGE implementation develops a tree-based classification
approach that can be executed in parallel in distributed environments. This algorithm
requires lesser in memory storage.

Yang et al. [18] designed and implemented a data retrieval method based on elastic
search. The data will be stored on the system and searches the big data policy more
effectively and relies on index data for their real-time performances. The big data policy
has its own applications like policy data having applications of time, category and
source; hence the main objective of this paper was to propose multidimensional data
analysis. The science and technology work together in different platform and solves the
distributed problems of the data. But there are some policies which do not collaborate
with each other and do not provide any solution.

The paper implements Long Short Term Memory Network. It is used to classify
policies based on technology and other disciplines like science. The policies are

Fig. 2. Process of data capture, cleaning and knowledge extraction
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divided into 15 groups. The algorithm is based on real-time performance. Also, data
visualization is implemented for knowledge extraction.

Therefore, the researcher concluded that the respective algorithm takes different
categories of policy platforms, time, regions were considered as the analytic keywords
from the comprehensive features and most importantly provides a reference to different
departments.

Awaghad et al. proposed [19] a scheme that performs a very efficient retrieval of
data from complex and high-speed streaming of data from the crowded place. The
proposed system performs sufficient processing from the raw and non-uniformly dis-
tributed data from different locations so that processed data is distributed, the storage
and analysis and knowledge extraction can be performed in less processing time with
higher accurate degrees. The data accuracy is quite good than the existing approaches.
Therefore, the researcher was able to investigate and include more complex data and
forward the performances in a more efficient and sophisticated manner.

Chen et al. presented [20] a data analysis technique that is based on traditional
cause and effect relationships. Microscopic analysis was formed according to the
quality and quantity of trend estimation analysis. This helped to decide if current trends
will keep occurring or not. This big data has a basic effect on the previously defined
data. This approach worked according to the current correlation analysis and the latest
trends in the analysis. Casual traditional analysis to interdependence analysis, the
extraction of knowledge from data mining to model fitting, from logical reasoning to
associated rules and regulations are some correlation analysis outcomes. The research
proposed major differences between traditional data analysis and big data analysis
considering how data objects and analysis results are created and operated. The
research suggested that traditional data analysis is non-real time, based on cause and
effect analysis and also prone to multiple errors. On the other hand, big data analysis
handles real-time data, works on correlation analysis and prone to fewer errors. The
result concluded that big data analysis requires rebuilding traditional data analysis
models to handle distributed data sources, huge data processing capabilities for com-
plex services, distribution and utilization.

3 Conclusion

Big data is giving great power to decision makers to extract hidden facts and knowl-
edge. However, handling big data streams is an immensely challenging task.
Researchers all over the globe are putting their efforts to make this information
effective to store and analyze. This paper gives an insight into current research trends in
big data streams operations.
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Abstract. Sensor cloud is the integration of cloud computing and wireless
sensor networks (WSN). This integration is beneficial for both WSN providers
and cloud service providers. WSN data can be kept over cloud which can be
efficiently used by several applications and cloud provider can provide sensor-
as a- service through this integration. In sensor cloud, there are multiple physical
sensor networks which are mapped with the virtual sensor networks using a
cloud to provide services to the users. End users are facilitated to execute
multiple applications of WSNs through such VSNs. Some applications can also
demand more than one WSN at a time. Virtualization supports to achieve this
goal in sensor cloud. Although sensor cloud has several advantages, still it has
many research issues like energy efficiency, security, data transmission, QoS,
etc. This paper presents a survey on energy efficient data transmission in sensor
cloud that discusses and compares the existing techniques of this field.

Keywords: Sensor cloud � Cloud computing � Wireless sensor networks
(WSN) � Virtual sensor networks (VSN) � Energy efficiency � Virtualization

1 Introduction

Sensor networks are widely used in various applications these days. Sensor cloud merges
sensor network with the cloud computing to provide shared processing resources to the
end users. It is a technique that focuses on physical sensors to assemble the data and
transmit it into the cloud to serve multiple applications of end users [11, 15, 25]. Sensor
cloud provides scalable and efficient computing infrastructure for real-time applications.

This combined infrastructure can be treated as an extension of cloud computing that
can manage the physical sensors of WSN in order to meet the enhancing need for large
scale wireless network applications. Figure 1 shows the basic architecture of the sensor
cloud. The architecture of sensor cloud uses virtualization to create virtual sensor
networks.

Sensor cloud infrastructure merges WSN and cloud computing in such a way that it
provides on demand services for real time data processing and storage of sensor data.
This integration has a lot of advantages but it has some research issues and challenges
too. Energy efficiency [12, 18, 21, 22] and security issues [16, 19, 20, 23] are few of
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them. Data transmission is one of the important issues in sensor cloud. During data
transmission, sometimes data compression is also essential. Data compression is
implemented in sensor networks if execution of the compression algorithms does not
require much energy for each transmission otherwise the compression process is done
at the gateway. Gateway is a platform that provides management of sensor nodes and
also acts as an interface to the real world [17]. This paper provides a brief survey on
energy aware data transmission in sensor cloud.

Rest of the paper is organized as follows. Section 2 describes the basic termi-
nologies and preliminaries of sensor cloud. Section 3 presents a brief survey on power
aware transmission of data in sensor cloud. At last Sect. 4 concludes the paper with
some future research directions.

2 Background

Some basic terminologies and preliminaries of sensor cloud are discussed in this
section as below.

2.1 Wireless Sensor Network

A WSN also termed as a collection of spatially distributed self-directed sensors. These
sensors generally have the low processing power and storage accessibility. Few con-
trolling and monitoring application accept and evaluate information from the envi-
ronment and then transmit the data to the user. It can be categorized into two types i.e.,
structured and unstructured. For the unstructured wireless sensor network, its physical
sensor can be deployed in an ad-hoc manner whereas structured network must be a pre-

Fig. 1. Sensor cloud
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plan for deploying either one or more of the sensor nodes. Based on the operation done
by the entire system, it can be described into two sub-systems: data analysis and data
acquisition.

Figure 2 shows the architecture of WSN. Wireless sensor networks are often used
for many reasons unexpected Environmental Monitoring. There is also low battery
power consumption in WSN [13, 14, 16], so various plans have been developed to
minimize the consumption of energy at the time of processing the data.

2.2 Cloud Computing

loud computing is defined as process of computing, which gives general concept for
delivery of services over the internet. It provides basically three services namely SaaS,
PaaS and IaaS [24]. All of the cloud services (e.g. software, platform, infrastructure
etc.) are delivered to the user through the internet. Cloud computing can be thought as a
model of network computing which is based on pay per use technique. It is also known
as the virtual storage of data because it uses the concept of virtualization. Figure 3
describes the cloud computing and its services.

2.3 Sensor Cloud: Major Applications, Advantages and Issues

The architecture of the sensor cloud is capable of providing an open, extensible,
intelligent and interoperable sensor network. Whenever a request is made, the services
are automatically provisioned. Sensors are made free when the requested tasks are
completed. The owner of the sensor can track the physical sensor usage. End users do
not have to think about the precise places of sensors and extended description of the
sensors and they can independently control services. There are various applications of
sensor cloud. Some of them are mentioned as below:

(i) Transport monitoring
(ii) Military use
(iii) Weather forecasting
(iv) Health care.

Fig. 2. Wireless sensor network
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Cloud computing is integrated with WSN to provide the promising solution in
many ways such as agility, flexibility, reliability, portability etc. Advantages of this
integration are as follows:

(i) Scalability
(ii) Visualization
(iii) Multi-tenancy
(iv) Resource optimization
(v) Quick response time.

There are many issues such as designing issues, continuous data flow, engineering
issues, reliable connections, issues of electricity etc. In the different real scenario such
as the health care industry, hospital etc. Different problems are encounter while
structuring a system for them.

(i) Energy efficiency
(ii) Bandwidth limitation
(iii) Network access management
(iv) Pricing
(v) Interface standardization.

2.4 Data Transmission in Sensor Cloud

Data Transmission or Data communication is the branch of telecommunication related
to the transmission of information which is performed, on the basis of Protocol, rep-
resented by symbol or analog signals. The term “data transmission” is also apply to the
actual process of transmitting the information. Such information is called data. Data

Software-as a-service (SaaS)

Application

Platform-as a-service (PaaS)

Infrastructure-as a-service  (IaaS)

Infrastructure

Platform

Fig. 3. Cloud computing and its services [24]
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transmission can be done in two ways: Parallel and Serial. Serial communication is of
two types. First is Synchronous and second is Asynchronous. Figure 4 explains the
transmission of data in sensor cloud. The intermediate node, is a built-in real node of
sensor for VSN, which transmits information in the cloud via a set of bridge nodes.
This task basically focuses on finding a best rule to work with bridge node with
concern of a Virtual Sensor Network. This work improves the energy efficiency of
VSN completely.

A WSN can be made up of network of devices that can communicate information
accepted through a monitoring area through a wireless link. Data is distributed over
more than one node, and with gateway, the data is connected to other networks, such as
wireless Ethernet. The wireless storage system, which is part of the wireless network,
has not been used in large-scale.

3 Literature Survey

In this section, a survey on various energy- efficient data transmission approaches is
presented. This survey focuses on the energy-efficient methods for the sensor cloud
which are categorized on basis of six categories such as sensing techniques, data
transmission techniques, scheduling techniques, data processing.

Chatterjee [1] described that built-in real sensor nodes transmit the information to
the cloud via a set of bridge nodes.

Dinh [2] proposed an interactive model of energy efficient sensor-cloud for latency.
On-demand integration supplies more than one application at time with various delay
requirements. In this model, they prepared the aggregation system for total application

Virtual sensor network

Sensor Cloud Infrastructure

First hop bridge nodes

Final hop bridge nodes

Fig. 4. Data transmission in sensor cloud
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requests for sensor-cloud so that the workload required for the forced sensor nodes
could be reduced to save energy. Interactive model guarantees the latency demands of
many applications.

The energy-efficient techniques are classified for different categories of sensor
cloud and also been analysed using each technique for different standards is proposed
by Das [3]. Several applications such as environmental monitoring, smart homes,
health care services, designing of the vehicular network and complex event monitoring
need optimization of energy as well as QoS parameters. From their analysis, they found
that most energy-efficient technique ignores the parameters, quality of service, network
lifespan and scalability.

Rahman [4] proposed an efficient sensor-cloud communication approach that
minimizes the enormous bandwidth and time requirement by using statistical classi-
fication based on machine learning as well as compression using deflate algorithm with
a minimal loss of information.

Napolean et al. [5] presented an innovative technique to improve energy saving.
For each cluster head, sink data calculates several paths for transmission.

Ghai and Yan [6] presented a power aware model to reduce the power consumption
of routes. It sets a sleep mode for sensor node.

Grace [7] had proposed a model which is based on energy-efficient at middleware
also known as Sense Controller, a collection of both cloud gateway as well as sensor
gateway. This is helpful in dealing in different environment in case of long and con-
tinuous term tracking of data. (SCA) Senud reduces compression algorithm Suitable for
data replication and numerical data Compression. It is structured for numerical value
sensor data that exhibits with large data.

Sheng [8] proposed a approach to reduce the energy consumption of an application
processing in for MWSN in order to minimize the consumption of energy so as to meet
the requirements. Their solution give significant saving in terms energy.

Nguyen [9] had given design and its implementation for water quality monitoring
system which uses a reliable wireless sensor network. The cellular protocol is used for
data transmission to the cloud in order to reduce power consumption. Data in the cloud
is mined so the warning notification in real time can be transferred to the users.

Yan [10] proposed energy saving approach. In this approaches both node level and
network level energy savings methodologies is presented and their test have been
proven successful.

The comparison of related work is given in Table 1:

Table 1. Comparative study of the related work

Authors Contribution Technique

Chatterjee
[1]

Power-efficient transmission of
data in sensor-cloud

Optimal decision rule and Bayesian
classifier

Dinh [2] Interactive model of an efficient
sensor-cloud for latency on-
demand

Interactive model

(continued)

322 M. F. Khan et al.



4 Conclusion and Future Directions

This paper presents model for data transmission very efficiently in case of sensor cloud.
Several types of research are carried out nowadays in this direction. Various archi-
tectures are provided to minimize the energy for data transmissions in sensor cloud.
Some frameworks can reduce the strong bandwidth demand of sensor cloud commu-
nication where the loss of data will be negligible and the demand time for the trans-
action has also reduced to some extent. This results in efficient data transmission.

There might be some future directions to protect the transmission of data in the
sensor cloud.
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Abstract. In real world, visually challenged people face the great challenge of
understanding nearby objects and movements going on in their vicinity. They
mainly depend upon their auditory or physical abilities of touch to recognize
things that are happening around them. Being able to describe the surrounding
environment and objects that are present around them using properly formed
sentences could only be done if a normal person is present and can describe it to
them. We plan on creating an application that can solve this very challenging
task by generating description of a real-time video captured from a mobile
phone camera, which will aid the visually challenged in their day to day
activities. In this paper, we are using concepts of Object detection and Caption
generation and present our approach for the same, this which will enable us to
run the model on smart phone devices in real time. The description pertaining to
the objects, as seen in real time video generated will be converted to audio as the
output. We train our proposed model on various datasets so that the generated
descriptions are correct and up to the mark. Using the combinations of Con-
volutional Neural-Network and Recurrent Neural-Network and our own modi-
fications, we tend to create a new model. We also are implementing an Android
application for the visually challenged people to show the real-life applicability
and usefulness of the Neural Network.

Keywords: Image captioning � Object detection � Neural network

1 Introduction

The concept of creating a language description of a video which is also called Video
Captioning is new trend going in Artificial Intelligence. Extending this concept further,
where the caption of only a static image is generated, we need to implement a method
which generates the caption pertaining to a dynamic real-time video. As we all know
that the sense of vision is not available to visually impaired people, a unique method is
implemented in this paper to convert caption of the video generated to an audio format
so that it will help visually impaired people to hear about objects in their surroundings
using the application on their smartphone. This application will be so designed that it
will help people who are visually challenged to gain more independence by giving real-
time auditory cues about objects, text, and people around them. We will be able to
provide a real-time update to the person in audio format about the objects around them
which will also provide safety while moving around in the open environment. This
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system will focus not only on the real-time description but also will help the user to
differentiate between similar objects present in the environment. The system will
mainly focus on the indoor and semi-open environment like parks, malls, airports etc.
The C.N.N detects the features pertaining to the image and the R.N.N generates a
description pertaining to image provided as the input. In this paper, we propose a new
approach that combines the techniques of C.N.N and R.N.N to generate a description of
a real-time video and convert it to audible format as the output for the visually
challenged.

2 Overview

Our model tends to create a descriptions of real-time video captured from the user’s
phone and convert it to audio format. The below images are the actual output of the
mobile application that converts the video in front of the camera to audio output. The
captions generated below the screenshots taken from the actual output is the same that
is heard by the user in audio format. The main aim of this application is that it would
eventually help visually impaired people to identify various objects and scenario in
their surroundings. We have used Flickr30k and MS-COCO datasets [4] for training
our model. At first we created a model that corresponds the objects to the description of
the objects of the model. We train this model on training data Set so that it can identify
the objects when sampled. Successively, we convert the caption generated in the video
to audio format and produce it as output.

Following is the implementation methods block diagram of Real-Time Video to
Audio Conversion (Fig. 1).

Fig. 1. Block diagram for representation of our model.
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The first step of conversion of audio to video conversion is the pre-processing
module which mainly consists of dataset training on MS-COCO and Flickr30k dataset.
Then all the low-level objects are detected from the image and then the initial module is
set for training. The adjacent module to the pre-processing module is the video analysis
module. The real-time video is captured on an application, and the algorithms of C.N.N
and R.N.N are used to obtain objects from the video. The features from the earlier step
and the current features extracted from the video are compared and then the caption
pertaining to real-time video is generated. Finally, the caption generated is converted to
speech in audio format.

3 The Proposed Model

The model takes a input of a instance of the video and is trained to max the probability
of P (S|I) where S is the sequence of words generated from the model and each word is
generated from a dictionary built from the training dataset.

The input image I is fed into a deep vision C.N.N which helps in detecting the
objects. The image encodings are passed on to the Language Generating R.N.N which
helps in generating a meaningful description for the given image as shown in the figure.
An analogy to the model can be given with a language translation RNN model where
we try to maximize the p(T|S) where T is the translation to the sentence S. However, in
our model the encoder RNN which helps in transforming an input sentence to a fixed
length vector is replaced by a C.N.N encoder [3].

A L.S.T.M network follows the pre-trained VGG16. The L.S.T.M network is used
for language generation. LSTM differs from traditional Neural Networks as a current
token is dependent on the previous tokens for a sentence to be meaningful and LSTM
networks take this factor into account. C.N.N are a category of Artificial intelligence
which has proven to be much effective in the field of objects reorganization and
classification. They have been used extensively for the task of object detection, self-
driving cars, image captions etc. The first convnet was discovered in the year 1990 by
Karpathy and Fei-Fei [1] and the architecture of the model was called the LeNet
architecture (Fig. 2).

The entire architecture of a convnet can be explained using four main operations
namely:

Fig. 2. Steps in a convolutional neural network.
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1. Convolution Operation
2. Non- Linearity (ReLU)
3. Spatial-Pooling
4. Image Classification.

3.1 The Convolution Operator

We consider filters of the size smaller than the dimensions of the image. The entire
operation of convolution can be understood with the example below. Consider a small
2-dimensional 5 � 5 image with binary pixel values. We slide the 3 � 3 matrix over
the real image by 1 pixel and calculate element-wise multiplication of the 3 � 3 matrix
with the sub-matrix of the original image and add multiplied output to get a final
integer that will form the elements of the output matrix.

3.2 Introducing Non-linearity

An additional operation is applied after every convolution operation. The most com-
monly used Non-Linear function for images is ReLU.

The Re LU operation is a pixel by pixel operation which changes the -ve pixels in
the image to zero. Since most of the operations in real-life relate to non-linear data but
the output of convolution operation is linear because the operation applied is element-
wise multiplication and addition.

3.3 Spatial Pooling

The pooling operation reduces the dimensionality of the image but preserves the
important features in the image. The most common type of pooling technique used is
max pooling. In max pooling, you slide a window of (N � N) where N is less than side
of the image and determine the maximum in that window and then shift the window
with the given stride length.

3.4 Fully-Connected Layer

The convolution and pooling operation generate features of an image. The task of the
fully Connected layer is, Map these feature vectors to the classes in the training data.
The advantage of using a ReLU layer over sigmoid and tanh is that it accelerates the
process (Fig. 3).

Also unlike the extensive operations (exponential etc.), the ReLU operation can be
easily implemented by activating the zero matrices. For our purpose, however, we need
not classify the image and hence we remove the last 1 � 1 � 1000 classification layer.
The output of our CNN encoder would thus be a 1 � 1 � 4096 encoded which is then
passed to the language generating R.N.N. There have been more successful CNN
frameworks like ResNet [7] but they are computationally very expensive since the
number of layers in ResNet was 152 as compared to VGG16 which is only a 16-layered
network.
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R.N.N are a type of artificial neural network in which connection between units
forms a directed cycle. The advantage of using R.N.N over conventional feed forward
net is that the RNN can process an arbitrary set of inputs using its memory. Recurrent
neural nets in simple terms can be considered as networks with loops which allows the
information to persist in the network.

For the Android implementation of our real-time model [13], we used the interface
provided by “Tensorflow Android Camera Demo” [7]. In the initial step, the CNN
model is trained and a proto buffer file is generated. We need to hold and save the
values obtained to save our CNN graph.

Then by using Android tool, our Application can load model with values and read
output values. The application that we have designed streams the live video from users
phone, and ones instance of the video is used for object detection. And then the
detected results are captioned in real time.

4 Conclusion

We have implemented an effective real-time synchronized video to audio description
system to help visually challenged people that can be run with low-end hardware and
processing Devices. We have created a application on the phone that can easily be used
by the visually challenged people in their day to day activities. Our model can detect
and locate objects such trees, people, bench, etc. using various object detection algo-
rithms like CNN and RNN as explained earlier.

We have improved the pre-existing algorithms so that we can produce results in real
time even for devices with low processing power. Finally, We are able to prove an
application that will help Visually Challenged people in real life situations. The

Fig. 3. Representation of a fully connected network.
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application can be further extended to various environments and complex scenarios and
improving the camera quality and adding new sensor application to the system can
definitely increase the accuracy of the system.

5 Result

Tested our application on real-life scenarios and these are some of the results.
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Abstract. “The next Industrial Revolution”, Internet of Things (IoT) is the
technology giant which is rapidly gaining ground in the scenario of modern
Wireless Sensor Networks (WSNs) where physical objects (or “Things”) are
connected through the common platform i.e. Internet. The Internet of Things
paradigm is paving the way towards success, providing services in different
domains. Single architecture is not enough to provide essential services in all
domains. The Reference model can be made to provide a starting point for
developers looking further for developing strong IoT solutions. In order to
facilitate future research and to help the product builder to choose from the
different architectures, This paper does an analysis of Layer-Specific, Do-main-
Specific and Industry defined IoT architectures. Intel, IBM, and CISCO have
also made a push towards developing new models that aims to standardize the
complex and fragmented IoT Industry by releasing IoT platform reference
architectures. This paper contributes the IoT, basic elements of IoT, systematic
classification of different IoT architectures and comparison of industry-defined
architectures.

Keywords: Internet of things � IoT-architecture layers � Domain-specific
architecture � Industry-defined architecture � CISCO architecture �
IBM Architecture � Intel architecture

1 Introduction

INTERNET OF THINGS (IoT) term was introduced for the first time in the year 1999
by Kevin Ashton, which is an intelligent network infrastructure that allows numerous
individually identifiable objects (sensors, actuators, wireless devices etc.) to inter-
connect with each other to perform intricate tasks in a supportive manner [1].
According to 2020 conceptual framework, the term Internet of Things (IoT) can be
represented using the following general statement:

IoT = Sensors + Data (or information) + Network + Services [2].

The International Telecommunication Union (ITU) described about IoT in a report in
2005 that: “IoT will interconnect objects from the world together in an intelligent and
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sensory manner” [3]. In the IoT foresight, the term “things” is a pervasive term that
embraces various physical objects, moveable personal items such as smart phones,
digital cameras, and tablets [4]. As the Internet-connected devices are rapidly growing
in number, the traffic generated by them is likely to augment considerably. For
instance, Cisco guesstimates about the generation of internet traffic by IoT devices will
climb to 70% in year 2019 from 40% in 2014 [5]. One more anticipation made by
Cisco is that the number of Device-to-Device (D2D) connections will augment from
24% (in year 2014) to 43% (in year 2019) of all connected IoT devices [6].

IoT is a parasol term that comprises of diverse categories [7]: Wireless sensors or
actuators, RFID tags, wearables connected to internet, devices with Internet connec-
tivity facility, Bluetooth-enabled smart phones, smart homes and connected cars etc. So
single architecture is not enough that go well with all these applications of IoT for their
diverse needs. Vendors like CISCO, INTEL and IBM have come up with their own
reference architectures. When the enthusiasts and the researchers are developing any
IoT product, the scarcity of comprehensive knowledge regarding these IoT architec-
tures put a ceiling on them to prefer any one particular architecture [8].

The rest of the paper is arranged as: Sect. 2 presents the basic elements of internet
of things in tabular form, In Sect. 3, architectural considerations are summarized.
Section 3.3 demonstrates the comparisons of different IoT based Industry-defined
architectures. Section 4 describes the conclusion of the paper that shows the usefulness
of the work presented in this paper.

2 Basic Elements of IoT

To better understand the concept of the emerging technology- Internet Of Things, one
should have the general knowledge of the basic building blocks of this technology. IoT
implementation includes the following basic elements as shown in Table 1 [9].

Table 1. Basic elements of IoT

Elements of IOT Description

Sensors Sensors perceives information from the environment
Actuators Actuators performs the actions
Things Responsible for communication and gathering the data without any human

involvement
Gateways Acts as a middleware between the devices and network enables connectivity among

devices and other infrastructures and during the information flow, it provides
security and management facilities

Network
infrastructure (NI)

NI IoT devices includes: Routers, Aggregators, Gateways, Repeaters, It provides
data flow control from services or things to the cloud infrastructure and during flow
of data, it also enables security

Cloud infrastructure
(CI)

CI IoT devices are: Virtualized Server (VS) and Data Storage Unit (DSU), It allows
advanced computing functionalities and the storage facilities

RFID Tags Physical objects are equipped with Radio Frequency Identification (RFID) tags or
other identification bar-codes. Smart sensor devices can sense these codes [28]
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3 Architectures of IoT

There are numerous architectures that have been proposed by various researchers in the
recent years of emergence of IoT technology. They can be classified in 3 different ways:

i. Layer-specific architectures
ii. Domain-specific architectures
iii. Industry defined architectures

These are further classified as shown in Figs. 1 and 2.

3.1 Layer-Specific Architectures

On the basis of number of layers, IoT Architectures can be classified as shown in
Fig. 2.

3-Layer Architecture: According to the work performed in paper [10], it comprises of
three layers: (1) Perception Layer (or sensor layer/recognition layer) [11], is the lower
most layer that interrelates the physical things and components via smart devices
(sensors, actuators, RFID tags etc.) (2) Network Layer, well-known as gateway layer or
transmission layer, is imposed as the central layer of IoT architecture [12]. It allows the
integration of various devices (switches, hub, gateway etc.) and various communication
technologies (like- LTE, Bluetooth, WiFi, etc.) (3) Application Layer, or business
layer, is the upmost layer in IoT architecture [13]. It receives the information trans-
mitted from the network layer and use this information to allocate required services
[10]. Advantages: simplicity, effortless problem identification and flexibility. Limita-
tions: absence of application layer security [14].

4-Layer Architecture: P.P. Ray, in his work [16], describes a service layer, that acts as
a middleware between network and interface (or application) layer, that is responsible
for providing the data services in IoT. Following this concept, a Service-oriented
Architecture (SoA) have recently been introduced by the researchers to sustain IoT [13,

Fig. 2. Classification of layer-specific archi-
tecture [8, 10, 16, 18, 9, 20–22]

Fig. 1. Classification of IoT architecture
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15]. Its main functions are: the SOA based IoT helps in reduction of time of product
development, it helps in designing the workflow in simple way and it makes the
process of marketing the commercial products easier.

5-Layer Architecture: Rafiullah Khan in [18] illustrates the IoT architecture as
arrangement of 5 layers as shown in Fig. 2. Main functions of layers of 5-Layer model
are: (1) Perception layer perceives and gathers the information about physical objects
and pass it to the next layer (2) Transmission layer, helps in secure transmission of data
to the next layer. It encompasses wireless networks like LTE, Wifi, Wi-Max, Zigbee
etc. (3) Middleware layer, is associated with data storage (4) Application layer, per-
forms the function of application management (5) Business layer, the up-most layer,
helps in data analytics and based on that, it takes the further decisions [19].

6-Layer Architecture: In paper [20], the author introduced a 6-Layer architecture in
which 2 new layers are augmented into the previous IoT model. These are: (1) MAC
layer, that helps to monitor and control the devices (2) Processing and Storage layer,
that helps to process the queries, analyze and store the data [19]. In paper [21], 6-layer
architecture was proposed for IoT as shown in Fig. 2. The different functions of these
layers are: (1) Focus layer, is mainly concerned with identification of devices
(2) Cognizance layer, determines the sensing adequacy (3) Transmission layer, allows
transmission of data (4) Application layer, determines the collection and categorization
of information according to the necessity in the application region (5) Infrastructure
layer, provides facilities that are concerned with SOA (6) Competence business layer,
allows to analyse the business networks of the IoT systems.

7-Layer Architecture: Researchers proposed a 7-layer architecture [9], which consists
of 7-layers as shown in Fig. 2: (1) Application layer, gathers data about a particular
task according to client’s needs (2) Application support and management layer,
determines the security and is responsible for management of IoT devices and their
operations (3) Services layer, determines various activities performed by the developers
in order to provide essential services to the customers (4) Communication layer, pro-
vides a connection between the sensing layer and service layer to transmit the data
(5) Network layer, helps devices in transmission and processing of data through
internet (6) Hardware layer, allows the integration of hardware components that are
needed for deploying the IoT system [21].

Fog and cloud based Architecture Layers: In paper [8], a Fog layered architecture
[22] is presented which comprises of 6 layers as demonstrated in Fig. 2: (1) Physical
Layer, is concerned with the analysis of things. (2) Monitoring layer, monitors the
factors like resources and services by the customers and diverse responses. (3) Pre-
processing layer performs the functions like processing, filtering and analyzing the
data. (4) Storage Layer performs the function of storing the information and dis-
tributing the data when needed. (5) Security layer, ensures the security and privacy of
the data. (6) Transport Layer, is the uppermost layer that allows transmission of data.
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3.2 Domain-Specific Architectures

CloudThings Architecture: In his work [23], J. Zhou described smart home based
scenario for IoT. In this perspective, a CloudThings architecture was introduced that is
a cloud-centric IoT platform which with Cloud presents a feasible approach that
smooth the progress of development of an application [14].

Industrial IoT Architecture: The architecture for green Industrial IoT is demon-strated
in Fig. 3. It comprises of: (1) Sense entities domain that involves Sense nodes (SNs),
Gateway nodes (GNs), Control nodes (CNs). (2) Constrained RESTful Network
(3) Cloud Server (4) User applications [24].

Smart and Connected Communities (SCC) IoT Architecture: In their work [26], the
authors introduced an IoT based SSC architecture for smart cities that comprises of 4
different layers, as illustrated in Fig. 4: (1) Responding layer (or Sensing Layer) is the
outer most layer which contains smart devices that interact with the IoT system
(2) Interconnecting layer allows information exchange and data transfer among different
devices and different domains (3) Data layer performs the tasks like storing huge amount
of heterogeneous and trivial data, extracting necessary knowledge from perceived data
(4) Service layer provides the interface between IoT system and users in the town.

3G-PLC (Power Line Communication) Architecture: In paper [27], the authors
described 3G-PLC based IoT architecture, which collaborates 2 complex communi-
cation networks: Third generation (3G) network and Power Line Communication
(PLC) network. Scalability factor is the main motive after using the 3G and PLC
networks. The IoT framework layers such as perception layer, network layer, aggre-
gation layer, and application layer are integrated with the purpose of discovering a new

Fig. 3. Energy efficient IIoT architecture[25] Fig. 4. IoT architecture for smart and con-
nected communities [26]
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3G PLC IoT based architecture. Advantages: Enhanced services as compared to
backhaul network opponents, Reduced cost of network construction. Limitation:
Deficiency of incorporation of network heterogeneity factor [14].

MobilityFirst Architecture: In paper [29], the authors introduced a name-specific
Future Internet Architecture (FIA) termed as MobilityFirst that helps in addressing
various challenges related to mobile phones when they act as spontaneous gateways of
WSNs in IoT systems. The capacity of the system is analyzed and compared to the
sensor data rate at a given hotspot. Advantages: Ad hoc services, high security.
Limitation: lack of incentive mechanisms for mobile contributors [14].

3.3 Industry-Defined Architectures

• CISCO Architecture: It follows an Edge model, the processing layer of five-layer
model is divided into 3 layers, where data aggregation like collecting data from
group of devices is done by data abstraction layer, storage is done by data com-
munication layer and real processing is done by edge computing layer [8, 30, 31].

• IBM Architecture: IBM’s cloud computing architecture has been converted to
model suitable for IoT with some modifications like device handling and device
management [31]. Most of the IBM architecture for IoT deals with middleware
rather than the complete architecture. Bringing the power of IBM’s Watsons IoT
[35] with CISCO’s Edge computing, the architecture components revolve around
the four major components: Connect, Information Management, Analytics and Risk
management [8].

• INTEL Architecture: The INTEL System Architecture Specification (SAS) archi-
tecture comprises of 8-layers: the business layer, application layer, control layer,
management layer, data layer, communications and connectivity layer, Security
layer and developer enabling layer [32].

• Google Architecture: Google reference architecture for IoT introduced by Google
Cloud platform comprises of three basic components: (1) Device: includes
hardware/software that have direct contact with the world and establish connection
to a network for communication among each other, (2) Gateway: helps devices to
connect to the cloud services, (3) Cloud: device data is sent to the cloud for
processing and combining it with the data generated from other devices [31].

• AWS IoT Architecture: Amazon Web Services (AWS) Reference Architecture for
IoT released in 2015, is a managed cloud platform within Amazon IoT solutions. It
comprises of- device gateway, message broker, rules engine, security and identity
service, thing registry, device shadows, and device shadow service [32].

Comparison of industry-defined architectures for IoT

K.L. Lueth, 2015 [42] performed a survey to know about the top most internet of things
companies. The author collected the data from different sources like- Google, LinkedIn,
Company Websites, Twitter, and IoT Analytics as described in Fig. 5.
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Based on the scores gathered from different resources, it was clear that the Intel
company has overtaken Google in 2015 in terms of searches on Google and LinkedIn
survey of the number of employees that carry “Internet of Things” as their tag.
Therefore on this basis the growth of the companies can be represented in terms of a
bar chart as shown in Fig. 6 which represents the top 5 IoT company’s rankings.

4 Conclusion

As IoT is rapidly gaining popularity in the technological environment, there is also a
need of specific standard architecture. However there is no one particular architecture
standardization. Therefore in order to gain knowledge about the IoT architectures, This
paper summarized the current state-of-art of Internet of Things architectures that are
classified on three different basis i.e. Layer-Specific Architectures, Domain-Specific
Architectures and Industry-Defined Architectures along with the comparison of the
industry-defined architectures. However, IoT architecture in some application domains
like in agriculture, in noise detection systems etc. still need to be explored.
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Abstract. Visual Secret Sharing (VSS) schemes address the security
concerns of digital images. Rotational VSS schemes are unique in that the
shares stacked with the specific rotated shares reveal the secret images.
However, these schemes iteratively process huge pixels in sequence. We
propose a GPGPU based rotational (2, 3) VSS scheme which leverages
concurrency inherent in the traditional rotational schemes. The proposed
scheme also makes use of contemporary hardware resources efficiently.
The reduction in the memory band-width demand and increased data
transfer speed further accelerates the speedup of this scheme. A signif-
icant improvement in performance with an efficient resource utilization
is observed.

Keywords: Gpgpu · Transparencies · Cuda · Pixel

1 Introduction

Visual Secret Sharing (VSS) schemes address one or more of the security concerns
of digital images. The commonality in most of the VSS schemes is that each
scheme encrypts the secret image into a number of shares. Individual shares are
not sufficient to restore the secret image. This enables safe communication of
these shares over the public Internet channel. The combination of the prescribed
number of shares can construct an image approximate to the secret image. This
technique is different from the traditional cryptography schemes mainly in that
the encryption is less-computational and decryption is computation-less. This
difference is obvious owing to the size of the secret images to be encrypted
and decrypted in the VSS schemes. The assumption here is that the shares
are photocopied on to a number of transparencies. When these transparencies
are stacked on each other in a certain manner, human visual system perceives
the sufficient secret image. It is in this context, the shares are also called as
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transparencies. Most of the VSS schemes allow randomness to certain extent
so that restored image is approximately equal to the original secret image. The
rotational VSS schemes differ from the traditional VSS schemes mainly in that
the secret image is restored after stacking the subset of shares with the predefined
rotation. However, these schemes suffer from the problem of pixel expansion in
the generated shares.

Images over the Internet can be considered the mid-size massive data. Image
in the computer is basically a 2-dimensional discrete values. Visual secret shares
are also the encrypted images and hence they are the 2-dimensional data. The
techniques of creating visual shares intuitively amenable to huge data paral-
lelism. On the other hand the emerging General Purpose Graphic Processing
Unit (GPGPU) technologies intend data parallel tasks. They are throughput
efficient devices rather than Central Processing Unit (CPU) like latency effi-
cient devices. The GPGPU technologies are evolving faster, and they are part of
almost all “things” of Internet of Things (IoTs). Hence the speed at which the
security concerns are met, is also an added important security concern therein.
The use of GPGPUs in rotational VSS schemes is a significant solution to reduce
the increased time needed to generate the expanded shares. This use enables
rotational VSS schemes for real-time applications. The cost concerns of such
rotational GPGPU VSS schemes are also met as they are scalable. The speedup
of such schemes is considerably significant when the image size and the number
of transparencies are more. These rotational GPGPU schemes require parallel
designs and implementations to make use of the GPGPUs.

The Compute Unified Device Architecture (CUDA) is NVIDIA’s heteroge-
neous data parallel platform. The CUDA provides Application Program Inter-
faces (APIs) to manage the operations of GPGPU. There are many wrappers of
these APIs. PyCUDA keeps python features and facilities accessing CUDA APIs
to program the GPGPUs. The CUDA is also evolving to facilitate the advanced
features of evolving GPGPU technology available to the programmer. As a result,
there exists many speed accelerators available in CUDA. The judicious choice of
these catalysts in the parallel design can bring better speedup. For the GPGPUs
to perform data parallel tasks, the data need to be transferred from CPU mem-
ory to the GPGPU memory. For the rotational VSS schemes, these data are the
original image and the expanded share images. Like traditional VSS schemes, the
rotational schemes are also less-computational in generating encrypted shares.
Introducing concurrency to perform this task certainly improves the speed at
which these shares are generated. This gain is due to the volume of data to
be processed in the images. Moreover, reducing the speed of large data trans-
fer between CPU memory and the GPU memory considerably reduces the time
required to generate the shares. The page locking is such a technique to boost
the performance of GPGPU implementation of the rotational VSS scheme. The
paper contributes the parallel design and implementation of the page locked
GPGPU based rotational VSS scheme. The speedup over the conventional rota-
tional speedup is analyzed. We achieved a better performance gain due to the
improved data transfer speed between the CPU and the GPGPU.
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2 Related Works

2.1 The VSS Schemes

The title Visual Cryptography (VC) was coined by Allusse et al. [1]. They pro-
posed an image encryption mechanism that avoids computation for its decryp-
tion. Assume that there are two participants and hence two transparencies or
shares need to generated, say S0 and S1, out of a single binary secret image I.
This scheme generates two (2 × 2) basis matrices M0 and M1 as shown in the
Table 1:

Table 1. The basis matrices for n = 2.

M0 =

[
0 1

0 1

]
M1 =

[
0 1

1 0

]

M0 and M1 can be considered the reference matrices for the transparent
and opaque pixels in I respectively. For a given transparent pixel of I, any one
row of M0 is encoded in corresponding two sub-pixels of S0 and S1. Similarly
for the opaque pixel in I, randomly one row of M1 is encoded in S0 and S1.
This scheme suffers from pixel multiplicity or expansion problem. In this example
width of the transparencies are doubled. In general, this scheme can be extended
to yield shares of any size larger than the original image. The secret image
can be deciphered only when two shares are overlapped. This scheme can be
extended to yield a threshold k out of n or (k, n) scheme. In this scheme, n
shares containing concealed image information are generated. Then superposing
of minimum k shares properly aligned, decrypt the secret image [12]. This scheme
costs additional storage overhead for the basis matrices and the larger shares.
While maintaining confidentiality aspect in secured transactions, shares need to
be communicated. Hence, they consume additional traffic bandwidth. Moreover,
this scheme requires additional cumbersome effort in designing appropriate code
books or basis matrices [3].

However, the image encryption proposed in [8] dates back to the Visual Cryp-
tography(VC) [3]. There are many traditional VSS schemes in the literature.
Most of the VSS schemes evolved later are refinements of the schemes proposed
in [8,12]. Hence, these schemes can be considered belonging to two classes of VC
models namely, deterministic models and random grid models [6]. However, the
proof in [5] showed that these two classes are closely related and they are the
variants of different thresholds. The main issues in all these VSS schemes are the
visual quality, the pixel multiplicity and the randomness [6]. The visual quality
and pixel multiplicity are closely related in deterministic models of VC [6]. The
main objective in the scheme proposed in [18] is to improve the visual quality
of the recovered image of a random-grid model. The technique proposed in [7]
tries to minimize the randomness in generating transparencies.
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The rotational VSS scheme proposed in [14] is a (2, 3) scheme which makes
use of technique of the (2, 2) scheme. The used (2, 2) scheme generates two
complementary pair of pixels in one share and the same pair in another share,
for the corresponding white pixel in the secret image. For the given black pixel
in the secret image, it also generates two complementary pair of pixels in one
share and a pair of pixels in another share that is complementary to the earlier
pair. Obviously it results in 50% contrast degradation of the recovered image for
the white pixels. The width of these transparencies is doubled due to the pixel
multiplicity ratio of 1:2, with respect to every pixel of the secret image and each
transparency.

The (2, 3) scheme in [8] uses three secret images to generate three trans-
parencies. The (2, 3) means that among three transparencies generated, when
specific two transparencies properly aligned and superposed can construct one
concealed image. This proper alignment is done by appropriate rotation of one
transparency relative to the other. Similarly other concealed images can also be
deciphered.

2.2 Parallel Rotational VSS Scheme

The scheme in [10] proposed a parallel design for the technique in [14] using
NVIDIA GPU and CUDA. The three input secret images and the allocated three
share images are copied to the GPU memory, Then a GPU kernel function is
invoked. The number of threads created is equal to the height of the image. Each
thread executes the kernel, processing distinct pixels according to the technique
in [14]. The integer thread block index (blockIdx.x), each thread index within
a block (threadIdx.x), and the total number of threads per block (blockDim.x)
determines which element of the inputs the thread supposed to process. Each
thread is thus responsible for generating the encrypted pixels in all columns
corresponding to its row. The encrypted shares are then transferred back to the
CPU memory.

2.3 Trends in Heterogeneous Computing and CUDA

The collaboration of both Central Processing Unit (CPU) and the GPGPU or
in short GPU in computing is called heterogeneous computing. The term accel-
erator also refers to GPU with regard to its purpose in computation. In this
collaboration, the work needs to be divided for CPU and GPU. The CPU also
gains performance in this work distillation A. There are two types of architec-
tures supporting heterogeneous computing. They are fused architecture where
CPU-GPU are integrated in the same chip [19] and discrete architecture in which
CPU and GPU are separate chips connected by Peripheral Component Inter-
connect Express (PCIe). In the context of HC, CPU is the host and GPU is
called the device. There is a rapid evolution that has already taken place in the
architectural features of both CPU and GPU. Table 2 reflects these trends. This
evolution will continue further in future. This is indeed a motivation to explore
possibilities of exploiting performance through this heterogeneous computing.
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Algorithm 1. To set the pixel values in a single row of the three shares
using three input images with their corresponding white pixel values.
Input: Three images I1, I2, I3. Assume their widths (w) and heights (h) are

equal.
Output: Three shares S1, S2, S3 of size (2 × w) × h with their first row pixels

values corresponding to the WHITE PIXELs in the first row of the
input images

1 Allocate memory for three output shares of size (2 × w) × h ;
2 Set p = 0; q = 2 × w − 1; n = w − 1 ;
3 For j ∈ [0, ..., w/2] do:
4 if(random == 1) :
5 if (I1[i][j] == WHITE PIXEL) : Check I1 —Left
6 S1[i][p] = WHITE PIXEL;S1[i][p + 1] = BLACK PIXEL;

Set S1 —Left
7 S2[i][q] = WHITE PIXEL;S2[i][q − 1] = BLACK PIXEL;

Set S2 —Right
8 if(I2[i][n] == WHITE PIXEL): Check I2 —Right
9 S3[i][p] = WHITE PIXEL;S3[i][p + 1] = BLACK PIXEL;

Set S3 —Left
10 if (I3[i][j] == WHITE PIXEL): Check I3 —Left
11 S1[i][q] = WHITE PIXEL;S1[i][q − 1] = BLACK PIXEL;

Set S1 —Right
12 if (I1[i][n] == WHITE PIXEL): Check I1 —Right
13 S2[i][p] = WHITE PIXEL;S2[i][p + 1] = BLACK PIXEL;
14 Set S2 —Left
15 if (I2[i][j] == WHITE PIXEL): Check I2 —Left
16 S3[i][q] = WHITE PIXEL;S3[i][q − 1] = BLACK PIXEL;
17 Set S3 —Right
18 n = n − 1; p = p + 2; q = q − 2;
19 End

The CUDA GPGPU framework by NVIDIA is a matured framework with
which a sequential program can be easily reformulated to a parallel program to
utilize GPGPU capability [17]. This reformulation of the sequential programs
to fit on GPGPU can be considered as novel approaches in research [17]. The
algorithms that can utilize GPGPU fits to their use in real time applications [4].
The CUDA platform is the best choice for image processing applications as it
offers good performance with an affordable cost [2]. The GpuCV framework for
parallel implementation is useful in computer vision [1]. This framework inte-
grates OpenGL-GLSL (OpenGL Shading Language) and NVIDIA CUDA API
and contributes best from each. There are many application case studies dis-
cussed in [9] that are conducive for the GPU computing. The CPU parallelism
and the GPU parallelism with their salient differences are mentioned in [15].
The PyCUDA python library augments CUDA [16] with its programming con-
venience. Parallel processing is the viable alternative to such applications [13].
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Table 2. Trends in features of processing units [11].

Features CPU GPU

1. Transistor count >10 Billion 8 Billion

2. Core count >60 in near future 3072

3. LLC size 96 MB 2048 KB

4. 3D stacking Available Available

5. Interconnect-Bandwidth NVLink promises to offer 5× to 12× band-
width compared to PCIe-Gen3

All these reviews cue that the use of GPGPU enables VSS schemes apt for the
real-time applications with an affordable cost and efficient resource utilization.

3 The Proposed Page Locked GPGPU Streaming
Rotational VSS

The scheme proposed in [10] uses GPGPU for generating transparencies. In this
scheme, the inputs to the kernel are the three secret images and also the allocated
three transparency images for the output. These transparency images are double
in width than their input images. The memory allocation to all these images is
done by the host or the CPU in host or the CPU memory. However, this memory
is a paged memory. Many virtual pages maps to the same CPU memory page.
Hence, the allocated pages of the images may have to be frequently removed
and reloaded by the operating system before those pages get transferred to the
GPGPU memory. Moreover these data transfers are done in large chunks using a
technique called Direct Memory Access (DMA) for efficiency considerations. In
addition to this, theses massive data need to be transferred from host memory
to the GPGPU memory or the device memory. The CUDA driver makes this
data transfer in small chunks through a memory called page locked memory or
a pinned memory. It means that chunks of input images gets copied to pinned
memory and then to the destination. Figure 1 depicts the paged data transfer.

This double data transfer can be reduced to one, if the allocations are done
directly in the pinned memory. On the other hand, there is a considerable dis-
parity in bandwidths offered by the host memory and the device memory. The
bandwidth of the host memory is less than the bandwidth of the device memory.
This disparity in the bandwidths results in resource underutilization and also
poor performance. Also, the Compute to Global Memory Access (CGMA) ratio
is significantly less in this scheme. It means that the amount of data transfer is
much more than the GPGPU computation. It allows room for the better perfor-
mance if data transfer is optimized. The CUDA provides an advanced feature
called page locked memory [9] with which the allocation can be done directly
in the page locked memory. These allocated pages in the page locked memory
instead of the paged memory cannot be paged out by the operating system. This
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Fig. 1. The paged data transfer.

reduces the data transfer or the communication overhead between the host and
the device. This also improves bandwidth. With the advancements in the CPU
memory technology, judicious utilization of pinned memory is viable solution to
improve the performance. Figure 2 depicts the page locked data transfer.

Fig. 2. The page locked data transfer.

The cudaHostAlloc() function is used to allocate page locked memory to the
input images. The cudaFreeHost() frees the page locked memory.

The Algorithms 2, 3, and 4 show the procedure involved in the proposed
scheme.

4 Experimental Results

The PyCUDA with OpenCV is used to implement the scheme proposed in this
paper. The execution is done on a high-end system namely, PARAM Shavak
super computer. This super computer has Intel(R) Xeon(R) -E5-2670 CPU inter-
faced to an NVIDIA Tesla K40c GPGPU through PCIe. The hardware configu-
ration is shown in Table 3. We observe from Table 3 that the GPGPU has massive
number of streaming processors compared to the number of CPU cores.
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Algorithm 2. To allocate memory, invoke kernel and reconstruct the
secret images (Host module)
Input: Three secret images I1, I2, I3. Assume their widths (w) and heights (h)

are equal.
Output: Three recovered images R1, R2, R3 of size (2 × w) × h.

1 Convert I1, I2, I3 to their corresponding binary images, Ib1, Ib2, Ib3.
2 Allocate three (w × h) page locked memory and copy Ib1, Ib2, Ib3 images to the

allocated memory using cudaHostAlloc() function.
3 Allocate (2 × w) × h page locked memory using cudaHostAlloc() function for

the three outShare1, outShare2, outShare3.
4 Copy Ib1, Ib2, Ib3 to device global memory (GPU memory).
5 Invoke GPGPU Encryption

Kernel(Ib1, Ib2, Ib3,outShare1, outShare2, outShare3)
6 Copy the outShare1, outShare2, outShare3 available in device global memory

to host pinned memory.
7 Invoke Image Reconstruct(outShare1, outShare2, outShare3,R1, R2, R3)
8 Output R1, R2, R3.
9 Free the page locked memory with cudaFreeHost() function.

10 End

Algorithm 3. GPGPU Encryption Kernel: To generate shares in device
memory (Device module)
Input: Three secret binary images Ib1, Ib2, Ib3 with allocated

outShare1, outShare2, outShare3.
Output: Three shares outShare1, outShare2, outShare3 of size (2 × w) × h.

1 j = 0
2 For m ∈ [0, ..., width] and n ∈ [width, ..., 0] do:
3 Let each thread compare the pixels of Ib1, Ib2, Ib3 row-wise, accord-

ing to algorithm in [14] and generate j and (j + 1)th pixels of
outShare1, outShare2, outShare3.

4 j = j + 2
5 Return outShare1, outShare2, outShare3 device global memory.
6 End

Algorithm 4. Image Reconstruct: To reveal the secret images (Host
module)
Input: Three shares outShare1, outShare2, outShare3 with allocated recovered

images R1, R2, R3.
Output: Three recovered images R1, R2, R3.

1 R1 = Overlay outShare1 with the 180◦ anticlockwise rotated outShare2.
2 R2 = Overlay outShare2 with the 180◦ anticlockwise rotated outShare3.
3 R3 = Overlay outShare3 with the 180◦ anticlockwise rotated outShare1.
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Table 3. Super compuer PARAM Shavak specifications.

Features CPU GPU

Intel(R) Xeon(R)- E5-2670 Tesla K40c

Clock 2.30 GHz 745 MHz

Cache memory 30720 KB 64KB(L1), 1.5 MB(L2)

RAM 8 TB 12 GB VRAM

Number of cores 2 with 12 cores each 2880

Memory bandwidth 68 GB/s 288 GB/s

Many images of varying features are used as test cases. A sample secret image
with the respective generated share and the reconstructed image upon stacking
is shown in Figs. 3, 4 and 5 respectively.

Fig. 3. A sample input secret image for the proposed scheme.

Fig. 4. The encrypted transparency generated by the proposed scheme.

Execution time of the proposed scheme is compared with the execution time
of the PRVC, and the corresponding values are shown in Table 4. Figure 6 plots
the execution of times of the PRVC and the proposed schemes. There is signif-
icant decrease in the execution time of the proposed scheme com-pared to the
PRVC. The speedup of the proposed scheme over the PRVC decreases as the
image size increases because the speedup is taken over the parallel counterpart
rather than the sequential traditional rotational scheme.

Fig. 5. The recovered secret image by the proposed scheme.
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Table 4. The speedup of the proposed scheme over Parallel Rotational VC (PRVC)
scheme.

Sl.no Image Resolution Execution time in milliseconds Speedup of the
proposed scheme

PRVC Proposed scheme

1 256 × 256 0.565 0.278 2.03

2 400 × 400 0.578 0.321 1.8

3 760 × 570 0.618 0.345 1.79

4 2048 × 1536 0.721 0.452 1.6

Fig. 6. The execution of times of PRVC and the proposed scheme with different Image
resolutions.

5 Conclusion

We propose a page locked GPGPU rotational VSS scheme for the gray scale
images in this paper. Most of the VSS sharing schemes are intuitively less com-
putational but more data intensive. The proposed scheme makes use of GPGPU
for this data intensive share generating process. Moreover the scheme proposes
a data transfer optimization thereby reducing communication overhead. We
achieved a significant performance gain of 1.8× due to the improved bandwidth.
Reformulating a sequential design to a GPGPU design itself being a novel app-
roach, the use of advanced features of a matured platform like CUDA enables
the VSS schemes to meet the matured demands like speed. But the GPGPU
capacity constraints and the mutually conflicting features must be taken into
consideration while exercising with those advanced features. For example the
pinned memory is a limited resource. This memory can not be oversubscribed.
A single application consuming more pinned memory can have very serious con-
sequences as it degrades the performance of virtual memory.
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In future we refine the proposed scheme using other design alternatives to
overcome this limitation. There are many VSS schemes which can be reformu-
lated to leverage the advanced features of GPGPUs.
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Abstract. Support Vector Machine (SVM) is a learning model which can be
used as data analyzer for classification by its associated algorithms. SVM
classifies the data by finding the hyper-plane that maximizes the gap between
two classes. The structure of decision tree consists of root, branches and leaf
nodes and the tests performed on an attribute and leaf nodes were represented by
internal nodes which denote the result of the test. In this paper, a model to
classify data using an ensemble of decision tree and support vector machine is
proposed on a dataset collected on the topic of ‘Engineering Degree’. Com-
bining the decision tree and support vector machine can be an effective method
for classifying the data as it reduces the testing and training time of the data
collected. The analysis of the result has been performed on a sample set of data
taken from a large collection stored in the cloud using Hadoop.

Keywords: Support vector machine (SVM) � Decision tree algorithm �
Classification � Hadoop hive � Engineering degree

1 Introduction

A classification is a form of data analysis that extracts models describing important data
classes. A well-designed data classification technique allows essential data to be found
and retrieved easily. Classification can help an organization to meet legal and regu-
latory requirements for retrieving specific information in a given timeframe, and this is
often the motivation behind implementing data classification technology.

Data mining is an ever updating and an important topic in the current technological
world. There have been many ensembles of classifiers created and experimented upon.
A number of papers are presented based on data mining and machine learning and out
of which a few are listed below.

• In [1] an approach using a combination of SVM and decision tree has been pro-
posed. The aim is to reduce the number of data points that require SVMs’ help in
getting classified.

• Somvanshi and Chavan [2] proposed a brief summary of data mining classification
by using the machine learning technique in their paper. Machine learning is used to
get a machine to learn by observing recurring patterns or by observing which
pattern leads to which outcome.
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• Zhao et al. [7] presented a paper on classification techniques by combining support
vector machines and decision tree into one multi-class classifier to solve multi-class
classification problems in their paper.

• Pachghare and ParagKulkarni presented a paper where a comparative study of the
decision tree algorithm is done. An investigation of SVM models and the choice of
which can be used for implementation and evaluation is found out in their paper [4].

• In the paper by Sangita et al. [3] the authors proposed a method for classifying the
speed of wind in an area by using a decision tree, support vector machines, and
Naive Bayesian classification.

• Yasodha and Prakash proposed a classification method for managing the organi-
zational talents using Support Vector Machines.

• In one of the recent papers by Thamilselvan and Sathiaseelan, the authors proposed
a method for classifying images using a hybrid of the data mining algorithms like
GA-SVM, EKM-EELM, Decision tree- Naive Bayes [7].

• [9, 10] are papers wherein Hadoop has been used in for effective data analysis and
make time efficient predictions.

2 Basic Principles of the Decision Tree

The structure of decision tree consists of root, branches and leaf nodes and the tests
performed on an attribute and leaf nodes were represented by internal nodes which
denotes the result of the test. The classification or regressions are built by decision tree
in the form of tree structure. It breaks down a dataset into smaller subsets and an
associated decision tree is incrementally developed at the same time. This working
principle of the decision tree is represented in Fig. 1.

The splitting attribute can be selected based on a number of parameters. One such
value is the Information Gain. The formula used is given in Eq. (1).

INFO Dð Þ ¼ �
Xc

i¼1

pilog2p
i ð1Þ

In Eq. (1), c represents the number of distinct classes.

INFOA Dð Þ ¼
Xk

j¼1

Dj

�� ��
Dj j log2

Dj

�� ��
Dj j ð2Þ

In Eq. (2), j represents the number of distinct values for attribute A in dataset D.

INFO GAIN Að Þ ¼ INFO Dð Þ� INFOA Dð Þ ð3Þ

Out of the list of attributes, the one with the maximum gain is selected as the
splitting attribute. After which the dataset is split based on the selected attribute and
checked if each one of the newly created datasets has a single or multiple labels. If
single label then splitting for that data set is stopped else if there are attributes left out in
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the list still then the data set created is further split based on another attribute using
information gain as attribute selection measure and then checked for a single label. If
there are no attributes left and the obtained new data set is not containing a single label
then the dataset is assigned the label with the maximum count.

3 Basic Principles of Support Vector Machine

SVM is a very powerful machine learning algorithm and a best-supervised classifi-
cation technique. It can be used for regression and classification problems. It uses a
technique called kernel trick to transform the data and finds an optimal boundary
between the outputs based on the transformations obtained. It captures much more
complex relationships between the data points without performing difficult transfor-
mations. An SVM classifies the data by finding the hyper-plane that differentiates the

Fig. 1. Working principle of decision tree
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classes of objects very well. Consider the given scatter plot in Fig. 2. The hyperplane
required to differentiate the classes represented in Fig. 2 is as given in Fig. 3. The plane
was found using SVM. The properties of the SVM include the degree of the plane
polynomial have to differentiate the classes and the kernel is ‘linear’ and the decision
function shape is ‘one vs rest’. The planes were generated using the SVM classifier
provided by the python’s third-party module sklearn.

4 Engineering Dataset [8]

In this paper, an engineering dataset is considered. The dataset consists of a basic
survey on the people’s view about undergoing the undergraduate course in engineering
degree. It consists of the timestamp as to when the record was created, gender of the
person, age of the person, what do they prefer after UG course from parents point of
view, the expected cost of the degree, the changes required to be made in the current
engineering system, the quality of the engineers produced every year and the fate of the
future engineering graduates. The dataset also collects the information about what
effective steps can be taken to improve the education quality in the country. Basically,
the age attribute in the data set is categorized into four types less than 21, 21–35, 35–
50, above 50. Similarly, gender is classified into male and female, preference after
undergraduate (U.G.) as work, studies, own wish etc. The following sample code
represents the classification details of the collected data.

Out [4]: [‘E:/Less than 21.csv’, ‘E:/More than 50.csv’, 
‘E:/21-35.csv’, ‘E:/35-50.csv’]
Out [6]: [‘E:/Male.csv’, ‘E:/Female.csv’]

The following Table 1 gives the list of attribute column in the dataset.
Furthermore, for the sake of classification purpose, the age, gender and preference

after UG column have been considered. The preference after UG column contained
many values most of which was either ‘work’ or ‘higher studies’. So the entries in that
column have been modified as to either ‘work’ or ‘higher studies’ or ‘others’. This
classification is represented in the Fig. 4.

Fig. 2. Scatter plot for random sample with two classes
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Fig. 3. Hyper-plane separating two classes

Table 1. Attribute column in the dataset

Timestamp Gender Age What do you
prefer after
UG? (parents
point of
view)

Cost of
engineering
degree

Changes
required on
current
engineering
system

Quality of
engineers
produced

Fate of
engineers
and future
graduates

Fig. 4. Attribute values reassignment
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5 Workflow of the Proposed System

The workflow for the suggested model involved first processing the dataset using the
decision tree after which the results obtained were furthermore processed using the
SVM classifier produced by the sklearn package in python. First, a sample of 100
entries is selected using querying in Hive software and 80% is taken as training data
and 20% is taken as testing data. The dataset is classified using decision tree algorithm.
The structure of decision tree consists of root, branches and leaf nodes and the tests
performed on an attribute and leaf nodes were represented by internal nodes which
denote the result of the test. Decision tree builds classification or regression models in
the form of a tree structure. The initial class labels for the type of comment on the
quality of engineers produced is generated by the Text blob package which computes
the polarity of the comment and if polarity negative the comment is negative else if the
polarity greater than zero then positive else if zero then neutral.

The work here consists of two phases. The first phase involves creating a model
which makes use of 80 entries as training data. The model is created with the help of
the decision tree. The splitting attribute is selected based on the information gain and is
performed using the Eqs. (1), (2), and (3). The distinctions of three classes are rep-
resented using the variable c in Eq. (1). Using these initial conditions, the splitting of a
dataset is based on ‘Age’ attribute into four datasets. Each of the datasets does not
contain single class hence furthermore another attribute is selected using information
gain for each of the new datasets separately until each newly created dataset contains a
single class.

The next phase involves passing on the polarity values and the computed class
labels using the decision tree into the SVM classifier specified by the skilearn package
with the degree of the hyper-plane polynomial as 3 since we have three classes (POS,
NEU, NEG) and the kernel s a linear one and the generated planes are represented by
non-weighted. The workflow displayed in the following Fig. 5 is applied to the 80% of
training data set and the results obtained are described in Fig. 6.

Fig. 5. Splitting of dataset into training and testing set
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6 Analysis and Result

The results after the initial split based on ‘Age’ attribute followed by split using
‘Gender’ attribute and ‘Future’ (i.e. preference after UG) is as in the below Table 2.

Fig. 6. Proposed workflow

Table 2. Classification result using decision tree

Age Preferences Gender Count Total

Less than 21 Work Male POS 12 25
NEU 4
NEG 7

Female POS 0
NEU 1
NEG 1

Higher education Male POS 2 22
NEU 10
NEG 4

Female POS 2
NEU 1
NEG 3

Others Male POS 3 6
NEU 1
NEG 1

Female POS 0
NEU 0
NEG 1

(continued)
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Table 2. (continued)

Age Preferences Gender Count Total

21–35 Work Male POS 0 2

NEU 0
NEG 2

Female POS 0
NEU 0
NEG 0

Higher education Male POS 0 5
NEU 1
NEG 3

Female POS 0
NEU 0
NEG 1

Others Male POS 1 1
NEU 0
NEG 0

Female POS 0
NEU 0
NEG 0

35–50 Male Work POS 0 7
NEU 0
NEG 1

Higher education POS 1
NEU 0
NEG 2

Others POS 1
NEU 2
NEG 0

FEMALE Work POS 0 9
NEU 1
NEG 2

Higher education POS 2
NEU 2
NEG 2

Others POS 0
NEU 0
NEG 0

More than 50 Male Work POS 0 2
NEU 0
NEG 1

(continued)
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The gender attribute has two divisions such as male and female. The age attribute is
classified as less than 21, 21–35, 35–50 and more than 50. The resultant decision tree is
represented in the following Fig. 7.

Fig. 7. Decision tree for the proposed dataset

Table 2. (continued)

Age Preferences Gender Count Total

Higher education POS 0

NEU 1
NEG 0

Others POS 0
NEU 0
NEG 0

Female Work POS 0 1
NEU 0
NEG 0

Higher education POS 1
NEU 0
NEG 0

Others POS 0
NEU 0
NEG 0

80
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The first splitting attribute is ‘Age’ which creates four datasets following which
each one of the new datasets is split further either based on ‘Gender’ or ‘Future’. The
results from the phase II i.e. the SVM classifier is given in Fig. 8 (Fig. 9):

In order to evaluate the accuracy of the model proposed, the confusion matrix is
employed. TP means both the predicted and the actual class label are the same and true.
TN means both the predicted and the actual class label are same and negative. FP
means the actual label is negative but the model has predicted it as positive. FN means

Fig. 8. Scatter plot for the given dataset with three classes

Fig. 9. Hyper-planes segregating the resultant classes
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the actual label is positive but the model has predicted it as negative. The given Fig. 10
represents the confusion matrix for the proposed model using the 20% test data.

The accuracy of the proposed model is calculated using the Eq. (4).

Accuracy ¼ TPþ TN
PþN

ð4Þ

The values of TP, TN, P, and N can be obtained from the confusion matrix. For the
proposed model the accuracy formula is slightly modified as it has 3 classes. It is
calculated based on the Eq. (5). The accuracy rate is 60.00%.

Accuracy ¼ Tneg þ Tneu þ Tpos
negþ neuþ pos

ð5Þ

The error rate of the proposed model is calculated using the Eq. (6).

Error rate ¼ Fneg þFneu þFpos

negþ neuþ pos
ð6Þ

The values of Fneg, Fneu, and Fpos can be obtained from the confusion matrix. The
error rate of the proposed model is around 40%. The confusion matrix for the test data
using decision tree is as in the following Fig. 11.

Fig. 10. Confusion matrix for the proposed system
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The accuracy rate obtained using decision tree is obtained using the same formula
as specified above. The accuracy rate is 50% for the test data. So it is pretty much
obvious that the ensemble of two classifiers produces improved accuracy than a
classifier used alone.

7 Conclusion

The result on the quality of engineers produced as of now is ‘NEGATIVE’. Most of the
people have provided a negative review on the quality of engineers produced. Also, a
major portion of the people in the dataset has provided ‘NEUTRAL’ comments on the
topic. There may be deviations due to various thought aspects of people. So maybe
after all the engineers produced are not that bad. The combination of both the decision
tree and the support vector machine (SVM) was used to obtain the overall result. Also,
the accuracy of the model proposed is nearly 60% which is 10% more than the
accuracy produced by using decision tree alone.

Also, these results represent a sample part of the entire population of data in the
cloud. Constructing and executing this model in Hadoop environment provides
improved results as well as efficient processing. This model can furthermore extend to
larger datasets too.

Compliance with Ethical Standards. All author states that there is no conflict of interest. We
used our own data. Humans/animals are not involved in this research work.

Fig. 11. Confusion matrix for the dataset using decision tree
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Abstract. The Controller Area Network is a simple, well designed, highly
efficient and reliable in-vehicle bus standard widely used since its development
in 1983. Controller Area Network is a serial communication protocol that
supports distributed real-time control in Automotive Electronics. CAN is a
thrust area for the past two decades in multi-disciplinary research, encompassing
various tools and concepts for solving real-time problems. In this paper steering
based headlight control system using CAN bus is implemented. The model
consists of a steering control unit which determines the direction of the headlight
according to the changes in the steering position. The Headlight control unit is
varied from −16° to +16°. The proposed model is efficient in comparison with
the conventional gaze controlled headlight system in terms of reduced trans-
mission time, the speed of transmission and provides safety to the drivers during
night time.

Keywords: Support controller area network � Headlight control system �
CANalyser � Data transmission � MCP 2515 CAN controller

1 Introduction

The rate of accidents are increasingly higher at night time due to driving without seat
belts, low beam/high beam headlights, distracted and drunk driving, speeding, reckless
driving, poor weather and climatic conditions, design defects, tailgating, wrong-way
driving, teenage drivers, drugs, potholes, tire blowout, animal crossing and construc-
tion sites [7]. A review by law offices of Michael pines statistics states that 40 percent
of all fatal car accidents occur at night [8]. Among all the factors mentioned the
condition of driver and car has a significant role in preventing accidents. The driver’s
perception is limited by the combination of headlight and road lights, darkness and
curves in the roads. Jessica and Jermakian [5] stated that the average annual crashes
relevant to adaptive headlight systems are 29,000 for Non-fatal crashes and 2,484 for
fatal crashes. Hence, automotive and intelligent headlight systems are sought after to
minimize accidents during night time. The concept of intelligent and automotive
headlight systems is available in sophisticated cars like Mercedes-Benz Chevrolet,
Audi, BMW, Nissan, etc.
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The Intelligent and Automotive Headlight Systems [IAHS] are aimed at improving
safety in dim light and poor weather conditions [10]. The core of the IAHS is the
Controller Area Network [CAN]. CAN be developed by Robert Bosch Cooperation
limited in 1983 and its official release was in 1986 by the Society of Automotive
Engineers [3]. CAN is a simple, reliable in-vehicle communication bus providing a
high-performance solution for automotive and automation industries. CAN have a
maximum signalling rate of one Megabit per second (Mbps) between nodes in the
network. CAN is an event-oriented multi-master serial bus comprising of two standards
ISO-11898-2 and ISO-11898-3 for high and low-speed applications among controllers,
sensors and actuators [13]. This setup improves CAN FD which extends the length of
the data section up to 64 bytes per frame. CAN protocol employs CAN transceivers to
exchange data from one node to another. The applications of CAN in automation are
Auto Start/Stop, Electric Park Brakes, Parking Assist, Collision Avoidance, Auto
Brake Wiping, etc. [2]. Adaptive Headlight System is one of the essential applications
implemented for collision avoidance during night time in roads.

CAN incorporate Adaptive Headlight system that provides an efficient control
around the corner of roads with robustness and reliability. In the proposed model exact
position of the Steering control unit is transferred to the Headlight control unit through
the CAN bus. Three positions are considered in steering control unit viz balanced, left
rotation and right rotation. Arduino UNO uses as the controller and MCP2515 for the
CAN communication. Master Arduino will receive the data from steering control unit
and transfer to the Receiver Arduino through CAN bus. The data from Slave Arduino
controller is used to control the headlights. The angle of rotation of light varies from
−16° to +16° by the steering position.

The organization of the paper is as follows: in Sect. 2 the related work in com-
parison with the conventional techniques is discussed. Part 3 gives a brief overview of
the proposed architectural setup. The proposed steering based headlight control system
is explained with necessary hardware in Sect. 3. In Sect. 4 experimental result and
discussion are elaborated. In Sect. 5 the conclusions are stated.

2 Related Works

The progress in vehicular systems, technologies, and applications are always a sig-
nificant scope of research as it accounts for safety and sophistication of people. The
Current state-of-art vehicular technology employs several hundreds of high-end RISC
Processors communicating over several networks to manage entertainment and navi-
gation functions, central locking mechanisms, lighting, and other vehicle systems [14].
Controller Area Network is the defacto standard in a large variety of networked
embedded control systems [6]. Researchers have contributed to the development of
Controller Area Network as the most prominent technology in the automotive sector for
the past three decades. Various projects and models on advancements in vehicular
technology and communication have been devised. A detailed literature review is
presented as follows.

Sunil Kumar Reddy Guram has implemented CAN Bus in an autonomous All-
Terrain Vehicle (ATV) in [12]. The prototype employs CAN Protocol with the LIDAR,

374 M. Dhivya et al.



GPS and IMU connected to the ECU. The author has designed the firmware with a
compact design enabling the future insights of development. Control algorithms for
adaptive front light systems were designed by Antony and Manoj [1]. The model
features a leveling functionality which provides an intended positioning to the low
beams according to the steering wheel angle, the vehicle speed and the direction of
cornering. Giradhkar and Khanapurkar [9] have implemented the Adaptive Front Light
System of Vehicle Using FPGA Based LIN Controller. The authors have simulated the
model and controlled lateral roll angle of the vehicle body, and longitudinal irradiation
distance of the vehicle’s front light on curve roads by safe stopping distance of
vehicles.

Cameras can also be incorporated with the adaptive headlight system which
enhances the driving safety during night time. Captured images are processed, and
details of road curvature are obtained. Then the processed images are given to the
motor drive. PWM input from the LPC 2148 based on 16bit/32bit ARM7TDMI-S are
provided to the motors for left-right rotation [11]. Adaptive headlights can be con-
trolled using the necessary vehicle and road states obtained from the proposed algo-
rithm. Stepper motor is interfaced with ATMEL 89S52 microcontrollers to control the
headlight [4]. From the detailed analysis of literature, an efficient model is developed in
this paper using CAN Protocol for the headlight control system.

3 Proposed Architecture

The proposed Steering Based Headlight Control System using CAN bus is shown in
Fig. 1. It is categorized into three modules.

• Sensor Module – Steering Control Unit
• Controller Module – Arduino Controller, MCP2515 CAN controller
• Headlight Control Unit – Servomotor, Relay, LCD

The sensor modules consist of a steering control unit which is used to determine the
position of the steering angle. The steering wheel angle is acquired using a poten-
tiometer—measurement of Angles from the balanced position to the left and right
direction. The message from the steering control unit is given to the ARDUINO control
unit, and the corresponding steering angle is determined. If the steering is in a balanced
position, no action will take place to the headlight. When the steering rotates to the
right, the headlight also rotates in the same direction. Likewise movement of steering to
the left side causes the headlight to turn in the left direction. There are two Arduino
controllers: one for the control of the steering system, and another for the control of the
headlight module. Communication between each module is through wireless technol-
ogy through the CAN protocol. The algorithm used to implement steering based
headlight control using CAN bus is given below.

ALGORITHM:

(1) Start of the function.
(2) Steering Control Unit detects the position.
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(3) Master Arduino receives the data from sensor module.
(4) If the position is between 125 and 127 – Balanced Position
(5) If the position is between 127 and 255 – Right Rotation
(6) If the position is between 126 and 0 – Left Rotation
(7) Transmitter CAN receives the corresponding position
(8) If the Baud rate is equal to 100kbps data transmits to the Receiver CAN
(9) If the condition failed CAN module is not initialized

(10) Slave Arduino Receives the data and servomotor is controlled for headlight
rotation.

3.1 Sensor Module

A 10 k potentiometer is used to measure the angle of rotation of the steering control
unit. The range of steering angle varies from 0 to 255. Three Conditions are considered
to identify the position of steering.

• The steering angle is between 125 and 127 – Balanced Position
• The steering angle is between 127 and 255 – Right Rotation
• The steering angle is between 126 and 0 – Left Rotation.

Fig. 1. Architecture of steering based headlight control system
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3.2 Controller Module

a. Arduino UNO

An Arduino UNO microcontroller is used to control the entire steering based headlight
control system. The data from the Sensor module is given to the Master Arduino
controller and transmits to the Slave Arduino controller through CAN bus. Slave
Arduino controller is connected with LCD, Relay, and Servomotor.

b. CAN Controller

An MCP2515 CAN is used for the wireless transmission between Transmitter and
Receiver unit. Standard and extended data and remote frames can be transmitted and
received through the MCP2515 controller. CAN bus is used for the wireless com-
munication between transmitter and receiver. It will enhance the speed of data trans-
mission and hence reduces time delay in the system.

3.3 Headlight Control Module

Headlight control Unit consists of servomotor, Relay, and LCD. LCD display is used to
display the steering position and CAN ID.

a. Servomotor

Automatic movement of the headlights are enabled by using SG-90 MINI; a position
controlled servomotor. The rotation of servomotor ranges from 0 to 180 degree.
Headlights are mounted above the servomotor. The headlights are controlled from −16°
to +16° according to the steering position.

b. Relay

One channel relay board (JQC-3FC T73) is used to indicate the left and right rotation of
the headlight mounted above the servomotor. When the steering position is between
125 to 127 Relay is in the off state. If the steering position is greater than 127 one of the
LED blinks and if the position is less than 126 other LED blinks.

4 Results and Discussion

The proposed Steering based headlight control system has been simulated using
LabVIEW. LabVIEW (Laboratory Virtual Instrumentation Engineering Workbench) is
a platform and development environment for a visual programming language from
National Instruments (Luo et al. 2013). A knob is used to determine the position of
steering. The Arduino controllers and CAN module transmit data from the transmitter
to the receiver to control the headlight. When the steering control is shifted to the right
side the command is first transferred to the CAN controller unit. The output of the CAN
controller unit is then given to the second Arduino controller is used to control the
position of the headlight. According to the command from the controller, the headlight
will also change its direction to the right side as shown in Fig. 2. When the steering
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control is shifted to the left side Arduino controllers will control the entire action to
perform the left side rotation of headlight as shown in Fig. 3.

Fig. 2. Right-side rotation of headlight

Fig. 3. Left side rotation of headlight
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Further hardware setup of the proposed system is implemented. The signal trans-
mitting through the system can be viewed using DSO. Table 1 shows the speed of data
transmission through transmitter and receiver and the frequency obtained through
Relay. The position of steering is varied from 0 to 255 to obtain various parameter
values.

Figure 4 shows the graphical representation of the speed of transmission through
transmitter and receiver. Figure 5 shows the Frequency of Relay in Different Steering
Position.

Figure 4 shows the graphical representation of the speed of transmission through
transmitter and receiver. Figure 5 depicts the frequency measured using the period of
the signal while data is transmitting. Variation in steering position from left to right can
be indicated using a relay.

Table 1. Parameters obtained during data transmission

Steering
angle (in
degree)

Speed of data
transmission in
transmitter (in mV)

Speed of data
transmission in receiver
(in mV)

Frequency of
signal through
relay

0 36 15 5
29 64 20.8 5
61 80 35 5
93 120 41.33 0.9
126 144 55 3.33
159 160 64.6 0.5
191 216 81 1
223 224 93 1.1
255 231 119 1.25
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Fig. 4. Parameters during data transmission
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Figure 6 shows the controllers used for the transmission of data. Controllers used
for the entire setup are Arduino UNO controller and MCP 2515 CAN controller.
Figure 7 shows the hardware setup of the steering-based headlight control system.
A DSO is interfaced with the system to represent the signal transmission.
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Fig. 5. Frequency of relay in different steering position

Fig. 6. Controllers used for data transmission Fig. 7. Hardware setup of steering based
headlight control using CAN bus

Fig. 8. Hardware with steering setup Fig. 9. Steering position and CAN ID
in LCD display
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The DSO is used to capture, process, display and store data of the signals according
to the operations. An Arduino controller, MCP2515 CAN controller, Potentiometer,
Relay and LCD are used to implement the hardware setup. LCD is used to indicate the
position of the steering and CAN ID used for the MCP2515 controller. The entire
hardware is mounded with a steering setup as shown in Fig. 8. Steering is attached with
the potentiometer to control the servomotors.

Figure 9 shows the steering position and CAN ID in LCD. Table 2 shows the
various input resistance reading of the potentiometer corresponding to the steering
position. The input resistance is obtained in kilo-ohm, and the range increases at the
initial state and decreases at the final states.

Table 3 shows the average voltage obtained during the transmission of data from
transmitter to receiver and also in the relay. Average voltage is observed from 5 to
100 ns. The Fig. 10 shows the graphical representation of average voltage of the
waveforms during data transmission. Average Voltage of the waveform is obtained for
different time period Table 3 shows the average voltage obtained during the trans-
mission of data from the transmitter to the receiver and also in the relay. The average
voltage is observed from 5 ns to 100 ns. The Fig. 10 shows the graphical represen-
tation of the average voltage of the waveforms during data transmission. Average
Voltage of the waveform is obtained for a different period.

Table 2. Input resistance of different steering position

Steering position (in degree) Input resistance (in KX)

0 0.0019
40 1.56
80 2.56
119 2.99
126 3.02
145 3.64
190 2.7
239 1.65
255 1.11

Table 3. Average voltage during different time period

Time period (in
ns)

Vavg in transmitter (in
mV)

Vavg in receiver (in
mV)

Vavg in relay (in
V)

5 80.9 352.0 12.0
10 70.0 373.0 14.3
20 68.8 416.0 11.8
50 68.4 310.0 11.3
100 69.0 195.0 12.1
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5 Conclusion

The proposed system is an adaptive headlight which rotates to left and right according
to the change in the steering control system. The maximum angle of rotation provided
in this project is +16°, and the minimum degree of rotation is −16°. This design also
improves the safety and comfort of the automobile driving and increases its reliability.
The system is also in line with current automotive electronic safety, energy saving,
environmental protection, intelligence, and information technology trends. In the
future, the intelligence of the system can be increased by adding the function of
headlights low beam and high beam automatic switching when two automobiles meet.
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Abstract. Wireless Sensor Networks (WSN) are rapidly developing technologi-
cal platform with tremendous applications in several domains. Body Sensor Net-
work (BSN) plays a major role in the fields of social welfare, medical treatment
and sports. Themajor problems identified in health care based sensor networks are
energy consumption and lifetime. These two factors directly depend on cluster-
ing and routing and hence this research resolves in enhanced uniform clustering
of the sensor nodes. Initially, routing with better load balancing is determined
by tree clustering technique. The K-Nearest Neighbor (K-NN) algorithm is used
to enhance the uniform clustering of sensor nodes. Secondly, the biometric iris
fusion based trusted anonymous secured routing protocol is proposed to preserve
two factors namely anonymity and unlinkabilty of the wireless body area network.
Finally, secure routing technique based on retina with DNA coding is made with
the help of onion routing to avoid computational overheads.

Keywords: Sensor network · LEACH · Anonymous · Authentication · Energy
efficiency · Clustering · Biometric security

1 Introduction

WirelessBodySensorNetwork (WBSN) systemplays amajor role in health care services
which is similar to that of normal wireless sensor network. It is a wireless network of
wearable computing devices. Wireless Body Area Networks (WBANs) is promising
paradigm to advance health care delivery, diagnostic monitoring, disease-tracking and
related medical procedures. It comprises of various lightweight materials and smaller
than expected sensors which could be put on the body as little part, coordinated into
fabric or embedded under the skin or installed profoundly into the body tissues. The
fundamental design is to empower specialists and restorative staffs to securely screen
the status of patients. The framework is likewise used to permit consistent checking of
patients signs and to screen their physiological signs.
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Fig. 1. Enhance saving energy clustering architecture

Fig. 2. BFTASR architecture

Energy saving is the main concern in enhancing the lifetime of sensor nodes. In the
wireless body sensor network, battery is the main power supply of a sensor node which
consumes most of the energy in sending and receiving packets. However, the battery
energymust be stable in a sensor node and draining of energy couldmake the sensing area
uncovered. In traditional researchmethodologies, the system is continuously monitoring
the patients by bedside sensor nodes attached to the monitors. When upgrading this
system to wireless sensors, then there is no relation between sensors and the bedside
equipment [1].
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2 Literature Review

Recently several authors reported on body sensors in body area network. Milenković
et al., discussed about issues presented in personal health care monitoring [2]. Amid the
most recent couple of years there has been a noteworthy increment in the quantity of dif-
ferent wearable wellbeing checking gadgets going from basic heartbeat screens, action
screens and versatile Holter screens to refined and costly implantable sensors. Customar-
ily therapeutic observing frameworks like Holter screens have been utilized just to gather
information. Various sensors, for example, physiological sensors can screen fundamen-
tal signs, ecological sensors (temperature, moistness, and light), and an area sensors can
be incorporated into a Wearable Wireless Body/Personal Area Network. They made a
WearableWireless Body/Personal Area Network model to check the issues in planning a
wearable remote sensor organize. TheWWBAN comprises of smaller than usual sensors
that can take into account long haul wellbeing observing with quick input to the client
about the present wellbeing status and ongoing updates of the patient medicinal records.
Ragesh et al., built up a PCmanaged framework can be utilized for early identification of
ailments [14]. For example, shrewd heart screens can caution the clients about ailments
or give data to a specific administration. It portrays aWWBANengineering just asmodel.
WWBAN structured utilizing Telos bits and application-explicit flag molding modules.
The model comprises of a few movement sensors that can screen the client’s general
action and ECG sensor for checking heart action. WWBAN has equipment and pro-
gramming stages for therapeutic observing, examines open issues, and presents answers
for time-synchronization. It gives productivity on-sensor flag handling, and thus called
vitality effective correspondence convention. Liu et al., have exhibited a framework on
the scope of normal forWBANwith utilization of sensors, applications utilized, produc-
tivity of intensity, conventions utilized for correspondence, security necessities, realistic
undertakings in WBANs and face met by remote body territory networks [10]. They set
forth exchange on prerequisite of vitality, security and issues in various layers ofWBAN.
In light of correspondence conventions a few review are made by Cao and Chen et al. [3,
4]. Ehyaie et al., dissected productive vitality use in sensor nodes to give a long life time
to the system [5]. They explored the impact of adding a transfer system to the system of
body sensors to decrease vitality utilization of sensor nodes when transmitting informa-
tion to the sink. Braem et al., introduced a vitality effective opened MAC system within
the sight of aWireless Autonomous Spanning tree Protocol (WASP) [6]. This convention
has been utilized for on-body bundle steering. Ali et al., built up a security system utiliz-
ing Keyed Hashing Message Authentication Code (HMAC-MD5) to ensure the fighters
and patient’s close to home data, for example, beat oximeter information, pulse and heart
yield [7]. Kim et al., announced an effective directing convention dependent on position
data in portable remote body zone sensor systems [8]. Miao et al., exhibited a novel
key dispersion arrangement which permits two sensors in a single body sensor system to
concur on an alterable cryptographic key [9]. They have connected a fluffy vault to verify
the arbitrary cryptographic key produced from Electrocardiographic (ECG) signals. Bao
et al., proposed a novel answer for handle the issue of element validation in body zone
sensor organize (BASN) for m-Health [11]. It was completed on 12 solid people, each
with 2 channels of photoplethysmogram (PPG) caught all the while at various pieces
of the body. Ramli et al., exhibited an outline of body region organize and their related
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issues accentuation in security issue [12]. Kumar et al., exhibited a rundown of body
zone arrange and their associated issues worry in security drawback [13]. WBAN could
be a little scale organize that incorporates short interchanges differ together with the
correspondence in/on a person’s body.

3 Proposed Work

The proposed methodology is more effective and provides better solution. This method
uses a K-Nearest Neighbor (K-NN) uniform clustering to make a cluster-tree routing
to reduce data transmission distances and improve the lifetime of total network. The
authentication in routing is made by an iris and retina fused with DNA coding. The
approaches are discussed in this research are explained briefly in the following sections.

A. K-Nearest Neighbor (K-NN) Based Clustering of Health Care Sensor Nodes
The health monitoring systems need to allow continuous monitoring for long period.
During critical conditions, the failure of sensor nodes occurs due to the following reasons
such as quick discharging of battery nodes and routing. In order tomake effective routing,
this work aims to develop a dynamic energy efficient protocol architecture with K-
Nearest Neighbor (K-NN) based uniform clustering which finds the nodes on the basis
of the uniform cluster location [15]. The K-Nearest Neighbors algorithm (K-NN) is
a non-parametric method used for regression. It is a type of instance-based learning
where the function is only approximated locally and all computation is delayed until the
classification. The K-NN algorithm is one among the simplest algorithm of all machine
learning algorithms. Enhanced Saving Energy Clustering Algorithm(ESECA) achieves
reduction of energy consumption.

The data transmission distances between the sensor nodes can be reduced by employ-
ing an adaptive multi hop approach. A cluster-tree routing architecture is created for sen-
sor nodes by using centralized and cluster based techniques. Finally, the overall power
in wireless body sensor network is reduced and its lifetime is improved for applying in
large scale detecting and sensing environments. The transmission distance between two
nodes is also reduced considerably.

B. Authentication and Routing Using Iris Fused with DNA Coding
In recent body sensors networks, sensors are used to communicate to other control nodes
of medical units through the control nodes like smart phones or medical sensors that can
be interfaced with auxiliary types. This work aims to preserve two factors unidentifiably
and unlinkabilty as essential characteristic of the wireless body area network. Traditional
protocols are susceptible to the attacks of counterfeit routing packets, yet the node
individualities are confined by pseudonyms. This research developed a new Biometric
Fusion Based Trusted Anonymous Secured Routing Protocol (BFTASR) which assures
prevention against such attacks [16].

Initially, the route request packets were authenticated by an iris fused with DNA
coding to generate a dynamic complex group signature. Iris particular has exceptionally
high acknowledgment precision in correlationwith numerous other biometric highlights.
In which edge location is performed both in vertical and level headings. The iris pictures
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in database have iris span 80 to 150 pixel and student range from 30 to 75 pixel. The
yield of this strategy brings about putting away the range and x, y parameters of internal
and external circles. In the event that the space is not exactly the limit it speaks to non
impediment of eyelids.

The iris recognition process comprises of five noteworthy undertakings. The main
assignment is the picture securing of an individual’s eye at check time. The second
assignment is to portion the iris out of the picture containing the eye and part of the face,
which confines the iris design. The third assignment is the standardization in which the
iris example will be separated and scaled to a predefined estimate. The fourth undertak-
ing is the layout age here the iris data’s are sifted, extricated and spoke to in a designed
code. The last assignment is the coordinating stage, where two iris codes will be thought
about and a likeness code is processed. After completing these processes, it is neces-
sary to secure beside possible active attacks exclusive of preventing the node identities.
Finally, it also prevented revealing real destination to intermediate nodes by adapting
key-encrypted pairing onion. From the observed experimental results, the efficiency of
the projected BFTASR protocol is improved with enhanced performance.

C. Secure Routing Technique Based on Retina with DNA Coding
Secure routing is necessary because the medical report gives a detailed view for diag-
nosing. To make it effective there is a need to develop the secure routing technique that
converts the extracted features in the form of binary data of retina to a DNA based rep-
resentation string. The proposed Retina Biometric Fusion Based Trusted Anonymous
Secured Routing Protocol (RBFTASR) provides highest protection of them all. There
are numerous advances in this field to translate binary data to a DNA string and these are
identified as DNA coding technology. Here, a new DNA coding technology is proposed
to convert binary data to DNA strings.

Tomanage secure transmission by public key generation this method adapts Elgamal
algorithm. TheElgamal algorithm is selected because the security of the elgamal depends
on the difficulty of computing discrete logs into a large prime modulus. Another merit
is that the same plaintext gives a different cipher text each time it is encrypted. For the
whole process, it uses The Onion Routing (TOR), which helps in encryption for reliable
and protected data transmission.

Onion routing is a layered communication technique over a computer network. In
an onion network, messages are captured in layers of encryption. The encrypted data
is transmitted through a series of network nodes called onion routers. Here each node
“peels” away a single layer, uncovering the data’s next destination.When the final layer is
decrypted, themessage arrives at its destination. The sender remains anonymous because
each intermediate nodes know only the location of the immediate preceding nodes and
following nodes.

4 Experimental Results

The simulation is done usingNetwork Simulator (NS2) to simulate the proposedmethod-
ology. This proposed work undergoes two different kinds of simulation results. In the
first simulation, the performance is analyzed based on the behavior beneath the packet
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dropping, throughput and end to end delays in the presence of attacks with different lev-
els. The second simulation is to evaluate the routing performances of proposed protocols
after malicious attacks. Here assumed that 20% of the nodes are malicious nodes.

Table 1 shows the performance comparison of Packet Delivery Ratio (PDR),
Throughput and End-to-End delay with increase in number of sensor nodes after Mali-
cious attacks. When compared to the traditional protocols, the packet delivery ratio
of RBFTASR is increased 17% tentatively under high density network (1000 nodes).
Throughput also follows similar trend as PDR but end-to-end delay gets minimized.

Table 1. Comparative analysis of protocols before malicious attack.

Sensor nodes Protocols Packet delivery ratio
(%)

Throughput (%) End-to-end delay (ms)

1000 RBFTASR 87.3 82 31

BFTASR 85 79.5 33

ESECA 82.3 68.2 35

LEACH 70 59.4 42

Table 2 shows the RBFTASR protocol using retina authentication requires less pro-
cessing delays than the other protocol. If the protocol is under a heavy attack, it will
initiate new route discovery for the broken routes, which cause more delays in usual.

Table 2. Comparative analysis of protocols after malicious attack.

Sensor nodes Protocols Packet delivery ratio
(%)

Throughput (%) End-to-end delay (ms)

1000 RBFTASR 96 78 23

BFTASR 91 74.5 25

ESECA 89 69.5 27

LEACH 58.5 55.6 42

Compared to the attacked BFTASR, ESECA and LEACH the proposed RBFTASR
reduces the need of re-routing, resulting in 23 ms less of delay in average. Experimental
results show that the extremely highest Packet Delivery Ratio of 96% and Throughput
of 78% in the presence of attacks with different levels are achieved by authorized node
of WBAN.

5 Conclusion

In this research, a security framework is designed to secure the body sensor nodes
communication with minimum overheads by using iris and retina information. To make
an effective routing a K-Nearest Neighbor (KNN) based uniform clustering made a
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cluster-tree routing architecture. To authenticate the information, this exploration work
proposed an iris combined with DNA coding approach that can display unmistakable
biometric data and validate message marks among body sensors with high precision.
BFTASR directing convention is fit for performing trusted steering practices as per
the trust relationship among them. In BFTASR directing convention, every node can
help commonly to accomplish a target supposition about another node’s performances.
Based on threshold limit, the nodes can adaptable select whether and how to perform
cryptographic activities. Subsequently, the computational overheads are decreased in
routing.

The results prove that onion routing has high throughput and packet delivery ratio,
provided by authorized node of body sensor network and significantly decreases the
average end to end delay and more secured.
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Abstract. Now-a-days, more services depend on Information Technology
(IT) systems. Some of these services such as health care service and financial service
are very crucial to the customers. Even a very small amount of data loss or a short
downtime could lead to huge economic crisis or social issues. Somost of the important
business and public services use disaster recovery technique for protecting important
data and reduce the downtime caused by catastrophic system errors. In this paper, we
proposed an efficient replica management based disaster recover using Elephant
Herding Optimization Algorithm (EHO).in this paper, initially, the data are uploaded
into could with the help of EHO algorithm. Then, to avoid data loss, we create the
replicas for each data. Finally, the request based data are back up and retrieved.

Keywords: Data replica � Disaster � Loss � Cloud computing � Recovery �
Herding optimization algorithm � Uploading

1 Introduction

Cloud computing has become very common in many fields and various businesses as the
cloud users have to pay only for the resources that are being actually utilized. Cloud service
providers have been providing different services based on the needs of the users. Rapid
growth in technology and the large scale usage of internet have to lead to the era where a
very huge amount of data is being handled every day [1]. This has caused a huge range of
cloud expansion. The very first necessity for cloud storage is that it should be capable of
delivering data reliability efficiently and effectively at a reasonable cost. But providing
reliable storage at a reasonable cost can be very difficult especially in large scale systems
[2]. The cost of cloud storage and the reliability of data stored in the cloud are two primary
concerns in current cloud storage systems [11]. So as to lower the utilization of cloud
storage while fulfilling all the data reliability requirements, a cost-effective technique that
ensures aminimum number of replicas can be used. The system failure can happen anytime
in the cloud as it cannot be protectedwith absolute security. In such cases, the datamight get
corrupted or totally get lost [3]. To tackle this situation, the data in the cloud are replicated
and stored in the cloud in another geographical location. These data can be recovered after
the disaster strikes. This is known as the disaster recovery process [12].
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The important issue about Disaster Recovery is that it has to provide an effective data
backup and recovery process with high data availability while maintaining low costs. The
disaster recovery solutions should be capable of recovering IT systems, critical data and
components to guarantee normal business operation [4]. These solutions assist systems in
surviving unforeseen or extraordinary failures whether they are caused by users or natural
catastrophic events [5]. Cloud-based disaster recovery solutions can be very helpful in
dealing with the issue of designing a fault tolerant strategy to store, process and share an
enormous amount of data. Most of the effective solutions generally replicate the data and
infrastructure to a remote cloud. But a replication method has to be established prior to
the disaster for the recovery to take place [6]. Various kinds of strategies have been
adopted in disaster recovery systems such as continuous synchronization of data or
backing up of data at regular interval. Disaster recovery is one of the primary approaches
for data security and data reliability in the cloud.

A real-time distributed wide area storage system SeWDress has been designed,
analyzed and implemented by Zeng et al. [7] for disaster recovery. Network failures
and disk failures are considered in this work. An efficient data organization method
RSR AII, called Replication-based Snapshot Redundant Array of Independent Image
files, which consolidates erasure-coding and replication strategy has been introduced.
The results have been very effective. Wu and Ni [8] have introduced a new disaster
recovery technique. The system has been combined with P2M and P2P to generate a
hierarchical IT infrastructure spread across various locations. The results have shown
that it guarantees to maintain the data with high availability and avoid data losses.
Dhanujati and Girsang [9] have provided a detailed study on the evaluation, planning,
and implementation and testing of the disaster recovery solution. All the data gathered
from these studies have been stored in Data Center-Disaster Recovery Center for future
use. Suguna and Suhasini [10] have presented a new approach in which the massive
data storage process has been analyzed and the Enriched Genetic Algorithm has been
utilized for efficient disaster data recovery. Results have shown that the presented
approach has been suitable for many of the data disaster recovery processes.

2 Proposed Replica Management

The main objective of the proposed methodology is to recover the data when a disaster
occurs in the cloud. In distributed computing, enormous information storage is one of
the extraordinary challenging tasks in term of dependable storage of delicate infor-
mation and nature of storage administration. Among different cloud safety issues, data
disaster recovery is the hugest issue which is required to be considered. Because the
disaster occurs in customer side means, the cloud definitely has the backup data but
disaster occur in the cloud means data will be lost. It will definitely affect the cus-
tomers. So, in this paper, we develop a replica management based data disaster
recovery process using Elephant Herding Optimization Algorithm (EHO). EHO
algorithm is a recently developed optimization algorithm; it captures the herding
behavior of elephants. The proposed work comprised into four phases namely (i) file
uploading phase, (ii) replica generation phase, (iii) data backup phase and (iv) disaster
recovery phase the overall diagram of disaster recovery is given in Fig. 1.
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2.1 Data Uploading Process

Nowadays, many companies or organizations have been uploading their data and
building their business into the cloud. For the data uploading process, each file of the
incoming file should be stored in a minimum transfer cost node. To upload the files, the
client must provide his/her information like that name and password. The valid
authentication client can connect to the cloud and upload the data file by providing its
details namely data name and email. Let us consider, cloud has N number of node
(Ni, i = 1,2,…,N) and M number of data file (Fj,j = 1,2,…,M). To reduce the com-
plexity of the recovery process, in this paper, we schedule the upcoming files and
stored on cloud node using Elephant Herding Optimization Algorithm (EHO).

Step 1: Solution initialization
Solution initialization is an important process for scheduling. Here, we schedule
uploading the file into the corresponding cloud node. To decrease the complexity of the
recovery process, in this paper scheduling process is included. Initially, we randomly
assign each file to a different node (clan). Here, the solution is represented as an
elephant. For example, we consider ten files and three nodes. The randomly assigned
initial elephant is given in Eq. (1).

Si ¼ 1; 3; 2; 3; 3; 1; 2; 1; 1; 2f g ð1Þ

The length of the elephant represents the total number of files. The Eq. (1) repre-
sents file 1 stored in clan 1, file 2 is stored in clan 3 and file 3 will stored in clan 2 like
that all the files present in the elephant are stored.

Step 2: Fitness calculation
After elephant initialization, the fitness of each elephant is calculated.

Step 3: Solution Updation using EHO algorithm
After fitness calculation, in each clan, the elephant’s positions are updated using the
following equation,
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Fig. 1. Proposed methodology of recover data
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Snewi ¼ Si þA � Sbest � Si
� � � r ð2Þ

After that, the fittest elephant positions are updated in each clan, which is described
in the Eq. (3)

Sinew ¼ B � Scenter ð3Þ

Scenter ¼
Xn

i¼1

Si;d
�
ge ð4Þ

Then the worse elephants presented in the clans are separated using the following
equation,

Siworst ¼ Smin þ Smax � Smin þ 1ð Þ � randðÞ ð5Þ

Based on the above equations, the elephants and their positions are updated.

2.2 Replica Generation

To avoid the data file from disaster, we generate the replica files. In this paper, we
generate three replicas for each file and store the replica file to a different node. In this
any node will be affected by the disaster, we can retrieve the data from another node.

2.3 Data Backup Process

In the Data backup process, the user sends the request to the cloud service provider and
retrieves the corresponding data file. The step by step process is explained below;

Step 1: Initially, the client sends the backup request to the cloud service provider
CSP. Then, CSP transfer request to request buffer to check the client is already
registered or not. The request is canceled when the client has not registered already.
Step 2: Then replica scheduler read every request from the request buffer and find
out each request storage location. In this paper, we create three replicas for each file.
All three replica locations are found out.
Step 3: Cloud service provider save all the replica location on Metadatabase when the
transmission is over. After that, completed requests are deleted from the request buffer.
Step 4: Then, the Cloud Service provider sends an acknowledgment to clients to
capture corresponding data, which can be used to restore certain data from CSP.

3 Result and Discussion

The proposed replica management based disaster recovery process is explained in this
section. The performance of the proposed approach analyzed in terms of scheduling
time, uploading time, memory utilization and cost.
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Figure 2 shows the performance of the proposed EHO approach along with existing
Particle Swarm Optimization (PSO) and Firefly Algorithm (FA) based on the
scheduling time. The iterations of 10, 20, 30 and 40 have been taken for analysis. On
iteration 10, the scheduling time of EHO is 10543 ms, the scheduling time of PSO is
10020 ms and the scheduling time of FA is 9845 ms. The order of value is the same for
all the remaining iterations. The scheduling time has to be lower for an approach to be
efficient. Here the proposed approach has the lowest scheduling time. The performance
analysis of the proposed algorithm, PSO and FA based on uploading time has been
shown in Fig. 3. On the iteration of 40, the uploading time of the proposed EHO
approach is 2416 ms, the uploading time of PSO is 2643 ms and the uploading time of
FA is 2864 ms. the order of the values has been the same for all the remaining
iterations. An approach can be known as the efficient one when it takes the lowest time
to upload data. Here, the proposed EHO approach has the lowest uploading time. In
terms of memory utilization, approaches which consume or use lesser memory are
known as the effective approach. The performance analysis of the proposed EHO, PSO
and FA based on memory utilization has been shown in Fig. 4. Here the memory
utilization of the proposed EHO approach for all the iterations is 2.56, 3.08, 3.46 and
4.34. The memory utilization of PSO is 3.52, 3.75, 4.43 and 4.96. The memory
utilization of FA is 4.52, 5.43, 6.13 and 8.48. On analyzing all these values, it has been
clear that the proposed EHO approach has utilized lesser memory. Figure 5 shows the
overall data backup cost for the proposed EHO approach, PSO and FA approach. When
the iteration is 10, the backup cost of the proposed EHO approach is 2.45, the data
backup cost of PSO is 3.95 and the data backup cost of the FA is 4.26. The proposed
EHO approach has the lowest cost when compared with the other two. This order of
values is the same for all the remaining iterations. On analyzing all the performances, it
can be concluded that the proposed EHO approach has performed superior to PSO and
FA approaches in terms of scheduling time, uploading time, memory utilization and
data backup cost.

Fig. 2. Proposed based on scheduling time performance analysis
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Fig. 3. Proposed algorithm performance depends on uploading time

Fig. 4. Proposed algorithm performance depends on memory utilization

Fig. 5. Cost of overall backup data
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4 Conclusion

Replica management based data disaster recovery process is explained in this paper.
The proposed approach involves four major phases where each phase has its own
functionalities. The data have been uploaded to the remote servers in the first phase.
EHO algorithm has been used here to schedule and upload the files on the cloud node.
Replica of the files has been generated and stored in various locations in phase two of
the presented approach. Three replicas have been generated for each file. This helps in
retrieving a file at least from any one of the locations. The third phase involves the
backup process of the replicated data. The user’s backup request to the cloud service
provider triggers this phase. The locations of the replicas have been shared with the
user so that the user can access those locations and retrieve data. Data retrieval has been
the fourth and final phase of the proposed approach. Here, the users are authorized and
their data have been retrieved. The proposed approach has presented a much better
performance than the existing PSO and FA methods in terms of scheduling time,
uploading time, memory utilization and overall data backup cost. İn future work, we
will incluide the security scheme in replication process. This will be increse the system
performance. Moreover, we will include hybrid optimization algorithm for fitness
calculation.
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Abstract. Utility mining is a prospering trend in data mining area. High utility
itemsets are those ones that yield high profit when sold together or alone, in
other words groups of items that generate high returns/profits in the customer
transaction database. Regard of finding high profitable products, this is neces-
sary to understand the recent preference of the customer. Detecting of HUP in a
single phase with customer purchase behavior for a time period is addressed in
this paper. In this paper not only consider the individual profit and quantity of
each item in a transaction but also consider the customer preference of an item
for a given time period. We propose an algorithm and a list structure for finding
high utility patterns over large volume of data on the basis of sliding window
technique and time cube. The objective is to discover groups of items periodi-
cally purchased by customers and generate large profits to the sales revenue.

Keywords: High utility pattern mining � Sliding window technique
Time based mining

1 Introduction

Our work inspires us to follow the problems of the industrial area. If a set of certain
products generates high profit, managers can set up more profitable production plans to
increase the production of these products so that the plant’s revenue can be maximized.
And the manager also has to consider customer preference for a specific period of time.
For example, customer-friendly product information for a specific period of time is
significantly more essential than the products currently in use. Although few items
before generate high profits, if they currently not generate high profits, they are less
important. In this regard, if customers purach some products frequently for a particular
period of time, then we may understand that at this time period these particular
products are valuable products . Therefore, plans can be drawn up in industrial areas on
the basis of such information in order to maximize profits. The time they can be
observed is therefore important.
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2 Related Work

A Two-Phase Algorithm [1] uses apriori-like approach for generating candidate pat-
terns. In this process, for the calculation of TWU values of produced patterns, addi-
tional database scan is needed. The number of patterns generated at each level is
therefore very large, so that extensive computational resources are consumed here for
the mining process.

Sliding window techniques are used in the earlier time of HUPM [4, 7, 8]. THUI
Mine was proposed to mine high utility patterns in a window. Since this algorithm has
indistinguishable issues of two-stage, tree-based algorithm, for example, HUPMS [5]
and SHU-Growth [6] have been proposed. SHU-Growth decreases the assembled TWU
values of its structure. Hence, the candidate patterns that SHU-Growth generates is far
lesser than HUPMS. But these two algorithms have limitations as they need enormous
runtime to calculate the candidate pattern’s actual utility. So we are proposing a time-
based high utility pattern mining algorithm based on sliding window technique that
does not produce candidate patterns.

Table 1. Example database

TID ITEMS TU TC

T1 A(3), B(2),C(5), E(2) 24 D1

T2 A(2),B(3), C(4) 21 D1

T3 A(1), C(3),E(2) 10 D1

T4 C(1), D(2) 10 D2

T5 B(1),C(2) 7 D3

T6 A(2),B(2),E(1) 11 D3

TB1

TB2

TB3
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3 Proposed System

Table 1 shows an example database. Each number in a “blanket” indicates the internal
utility of an item. Table 2 presents the external utilities of items. The following defi-
nitions are employed in the previous studies.

3.1 Mining High Utility Patterns Over Data Streams Using Sliding
Window Technique

An algorithm for High Utility Pattern Mining (HUPM) based on the time cube and
sliding window technique is introduced in this section. Introduce a list structure here
that helps to avoid the generation of candidates to remove the utilization of compu-
tational resources to verify the patterns of candidates. There is also a new pruning
strategy to reduce HUPM’s search space dependent on the sliding window model.
Photograph. Figure 1 Shows our algorithm’s complete procedure.

Table 2. External utilities of items

Item A B C D E

External utility 2 3 2 4 1

Remove old 

Update SHPM List

High Utility pattern for 
a given time period

Partitions database into Time 
batches 

TB2 TB3TB1

C
onstruction of SH

PM
 List

Mining high utility 
patterns from a window

Fig. 1. Procedure of algorithm
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3.2 Problem Definition

Let D is given data stream and it can be split into multiple time batches in the basis of
transaction time. Time batch, TB = {T1, T2, …, Tn}, is a transactions set. n is the size
of each time batch. Diversely window has set of batches SW = {TB1, TB2, …, TBm} is
a set of time batches and size of window is indicated by m. An user specifies the sizes
of a window and the time period.

3.3 Construction of List Structure

At first, SHPM List is created for every pattern in transaction contain only single item.
In other words every item in the given stream of data changes into 1 length pattern. The
list of 1 length patterns are called global lists. Global lists are kept up in main memory
the whole time all together to process data. A pattern list is made out of each trans-
action, which includes the pattern as its secondary pattern. So as to save all vital data
for enerating high utility patterns which does not generate candidate pattern, wtid, an
identifier of transaction; wup, pattern’s utility; wu, pattern’s remaining utility.

The remaining utility [9] is used as a pattern’s vastly underestimated utility to trim
unimportant patterns and lessen HUPM’s search space using list structures. Subse-
quently, the information of the most seasoned group can be expelled from records
effectively.

3.4 Updating Global SHUP-Lists

The proposed algorithm’s mining process can be led to discover high utility patterns
from the window on the off chance that a window is full of recent batches. Be that as it
may, before leading the mining procedure, the wu values in the global SHPM-Lists
ought to be refreshed dependent on an ideal TWU rising request so as to play out the
mining procedure too effectively. The cause is that for the mining forms that use list
structures, the development of records dependent on a TWU rising request is recog-
nised as the more productive way [13].

3.5 Mining High Utility Patterns from the List Structure

Mining procedure of the algorithm performed well after ru values of global SHPM
Lists are fully updated. The algorithm’s mining process is performed based on the
depth - first search method. The algorithm consolidates three global lists of three
distinct patterns so as to produce the contingent rundown of an pattern, which is a ultra
pattern of the three pattern. The blend of three lists are carried out by looking at the
sections of the three records.

3.6 Mining Patterns with TCs

Let I = {i1, i2, …, In} Be a set of items in a database and D. Each transaction is
associated with an identifier transaction ID (TID), a time stamp ts a set of items. For all
transactions, ts ay T is the total time span of the database. Let st, et[t] where st is the
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time of beginning and et is the time of end. And st < and so on. For example, (3, 8)
Month is the 3rd to 8th month interval. TC is defined to deal with temporary portions of
transactions. Figure 2 is a pictorial representation of a database partitioned three-time
hierarchy. Instead, for more than three time hierarchies, the term hyper cube is used.
A partitioning of equal length is used according to the minimum interval of the user,
knowing the hierarchy of time and its domain. Initial cubes are called Basic Time
Cubes (BTCs) [11].

Time hierarchy shown in Fig. 2, It is possible to consider an hour, a day, a month to
define a BTC 1�1�1. It is not possible to overlap any two elements in BTC such that
BTCi \ BTCj = ∅ [11].

3.7 Algorithm 1: SHPM Algorithm [10]

Carry four inputs, database D, minimum utility threshold mu, batch size TB, and
window size SW. Above all else, D is divided into different batches. The transactions
that belong to the batch are processed one by one for each batch. By collecting
transaction utilities, TWU of an item is acquired for each item in a transaction.

Year

Day Month

Fig. 2. Example of three time hierarchies

Algorithm 2: Mining [10]
Input - a set of lists, L;
HP : A set of High utility patterns;
Mu : A minimum utility threshold ; 
Function: Mining (L,HP)

1. For each list l in L
2. If the pattern’s utility in l is greater than or equal to mu
3. Enter the pattern into HP;
4. End if
5. For each list l’ that can combined with l
6. If psum + rsum of I is no less than mu
7. Through combine I’ and I create a new list in L 
8. End if
9. End for
10. recursively call the function mining
11. Call functionMining(L,Hp,mu)
12. End for
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Furthermore, if there is no list in global SHUP - Lists, the item list will be constructed.
And new transaction entry will be added to the list. If a window is filled with data of
recent batches, processes are performed from the window for mining high utility
patterns. First, Wu entry fields are updated in TWU’s optimal upward order. High
utility patterns are then mined by calling the Mining process from the window. Users
will be provided with the results of the mining process.

The Mining algorithm is used to perform SHPM, the proposed algorithm’s recur-
sive mining process. To carry out recursive mining processes, the procedure receives
the following parameters. The first parameter L is a set of SHPM-lists of k-lengths
patterns diversely. Mu and HP is used in the current window respectively to determine
high utility patterns and to store high utility patterns extracted in the memory. First, the
algorithm selects items from List one after another. If the utility of pattern is in l is
greater than mu then its added to HP. Then generate a new list using combine two lists.
If the summation of psum and rsum is no less than mu, considering the batches of two
lists, the function call joins two lists to create a new one. The function calls itself after
all lists are combined to perform recursive mining processes.

(a) Support (%)

(b) Support (%)
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Fig. 3. Solution time of the proposed algorithm against different minimum supports
(a) a = 30%. (b) a = 50%
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4 Result Analysis and Discussion

The dataset is a synthetic transaction database made from 01/01/2016-00:00:00 to
01/01/2017-00:00:00 by 100 items. Then a pattern is selected as a solution for the
target. The goal behind using such a large data set for analysis is to ensure that any high
utility pattern mining problem can be handled by our proposed algorithm. Time
hierarchies of the time stamp, i.e. month, day, hour, a specific time interval is selected
to increase a pattern. Objectset{65,73,92} is a high utility pattern from the apriori. We
assume that this pattern is frequent in the first three months of 2016 between 7 and 9 A.
M., 1st and 2nd days.

This time interval contains 3 = 2 = 3 BTCs. 100 transactions are increased for each
BTC, including only items 65, 73, and 92. The proposed algorithm is coded by the Java
programming language and runs on a notebook computer using an Intel Corei7,
2.5 GHz CPU with 16 G of memory and running windows 10. Target solution, i.e.
pattern {65,73,92}, has been mined at a reasonable time in the specified time interval as
expected. Figure 3 Displays the relationship between the time of the solution and the
minimum density supports. The lower the minimum support, as we can see, the higher
the time of the solution. It is also worth noting that in addition to the target solution,
many other useful patterns are found with support level below 20 percent. While there
are no significant differences between solution time with different density threshold, we
now guarantee that found data patterns are valid and there has been no overestimation
of time periods.

5 Conclusion

This paper introduce a technique used to extract the utility of itemsets, which finds high
utility patterns without generating candidates with customer purchasing behavior at
particular time period. It is therefore feasible for the establishment of cost effective
production plans in different industrial areas. In order to manage the time based data a
list structure called SHPM List was drawn up. And For reducing the search space of
high utility pattern mining introduce a pruning strategy sliding window. For future
work, we will design alternative algorithms for High utility pattern extraction.
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Abstract. India is an agrarian economy, with three-quarters of its rural popu-
lation relying on agriculture as their primary means of livelihood. Agriculture
shares 17% of the country’s GDP. With rising demands due to the ever-growing
population, increasing farm productivity is the need of the hour. However,
annually more than one-third of the crop yield is affected by the diseases in
India. Thus, identification of the disease in the early stage is essential to provide
proper treatment. Traditionally, the disease identification is done by visual
examination, which often is done after major damage has already been done to
the crop. With the help of state of art technologies like deep learning and cloud
computing, the same can be achieved on a real-time basis. With the help of
Convolutional Neural Network architectures, researchers propose a system that
focuses on detection and identification of the plant disease with a mere click of
leaf picture and provides solutions. Furthermore, the system also generates heat
maps, which provides insights about disease spread in a region, thereby easing
out the data analysis process.

Keywords: AI in farming � Cloud computing � Machine learning �
Crop disease detection

1 Introduction

Crop diseases affect the yield of the crop to a large extent. The farmer based on their
past knowledge and an intuition tries to identify and take remedial steps accordingly
[1]. However, researchers in this attempt to automate the process, only require an
infected leaf as an input.

The Application guides the farmer to take a proper image considering the light as
well as orientation thereby minimizes the computations further. Pre-processing is done
with the help of scaling and segmentation before feeding into convolutional neural
networks. The proposed system thus identifies the diseases and proposes the measures
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to be taken considering the geographic conditions like soil, weather. The data analysis
model captures the geolocation of the region where the query was generated, at the
same time and effectively generates statistics with the help of heat maps. Such a system
can prove to be useful for the farmers to get assistance on a real-time basis regarding
the crop disease queries. Also, it can help the scientific fraternity, government and
private organizations to get insights about the region-wise spread of disease.

2 Overall View

As shown in Fig. 1. farmer will click an image through a smartphone camera and the
same will be uploaded to the firebase datastore. In the result of successfully uploading
of image, Firebase datastore returns a downloadable image URL which in turn is fed to
the own custom API running over Azure cloud service. Client side will wait for the
image to be processed and ResNet 50 model will then eventually predict the disease
class to which the leaf belongs over the cloud. If the received result is of healthy of
status then no remedial solution is mapped and the message is displayed to the farmer.
Otherwise, the mapping will be done between disease and its remedial solution and the
same will be displayed over the farmer’s smartphone application screen. Meanwhile, in
the background, a disease Case will be created in object-oriented approach where the
location of Farmer, image_url and infected disease name will be recorded for the data
analysis purpose which can be used by any organization in order to get insights of the
area under the spread of plant disease.

As shown in Fig. 2. After receiving the image_url from the smartphone at Web
Service (API) hosted at Cloud Service image is being downloaded at the server side. As
model requires the image to be resized in the format of 227 � 227 pixel pre-processing
steps are performed. Before feeding to the ResNet50 model image is first checked
whether an image is of a leaf or not. Further prediction steps are performed only when
the condition of integrity of the image is satisfied. ResNet 50 model will then make a
prediction on the 38 classes of diseases based on the input image. Based on the disease
detected remedial solution is suggested. All the generated information is then parsed
into the JSON formatted string and returned to the client end with an appropriate status
code.

3 Implementation

As detection of disease from a provided leaf picture is a difficult task to learn for human
as well as the machine. As more features are required to be learned by the network to
classify the image among 38 classes, Residual Network is being used because of the
following reasons:
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1. Deeper CNN is required to learn complex features.
2. Deeper the network more problem of vanishing gradient arises.
3. Deeper the network more problem of Exploding gradient arises.

In order to avoid these problems, Residual Network creates a shortcut link between
multiple stages thus remembering the image fed for the larger part of the network.

The system inputs image from farmer and image is then fed to Residual Network
using CNN in foreground outputs the predicted disease if any. The input image is
rescaled to the size of (227,227,3) and fed to the ResNet shown in Fig. 3. After being
processed inside the network result is extracted from the network specifying the class
number to which the leaf disease is being assigned.

Complete Network is broken into 5 stages excluding Input and Output Layer.
Inputted image is padded with zeros with size (3,3) in order to keep the pixels at edge

Fig. 1. Client-side flow of action Fig. 2. Flowchart of API side working
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safe for deeper layers [2]. In stage 1, Image is the convoluted with kernel_size of (7,7)
and 64 such filters are used to make the depth of 64 [3, 4].

Similar patterns are used for further 4 stages as well. Table 1 shows the kernel_size
used for convolution at that stage, the number of Convolutional Blocks and Identical
Blocks used.

As shown in Fig. 4 there are three components in Identical Block.
Each component is convoluting the output received from the previous layer (x) then

normalized result is then passed through ReLU activation function [5, 6]. However,
before applying the activation function in stage 3 intermediate result is added with the
previous layer output (x).

Table 2 shows the stagewise distribution of the number of filters used for convo-
luting each component.

Fig. 3. ResNet 50 model structure

Table 1. Kernel size, number of ConvBLOCK and number of Identity Block stagewise
breakdown

Kernel size Number of ConvBLOCK Number of identity block

Stage 1 (7,7) 0 0
Stage 2 (3,3) 1 2
Stage 3 (3,3) 1 3
Stage 4 (3,3) 1 5
Stage 5 (3,3) 1 2

Fig. 4. Identical block
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Convolutional Block is same as that of Identical Block with one additional com-
ponent as shown in the Fig. 5 where the component (CONV2D shortcut) will make
previous layer output (x) compatible for addition with the intermediate output received
from the last component in the sequence before applying the ReLU activation function.

Table 3 shows the stagewise distribution of the number of filters used for convo-
luting each component with one additional column for shortcut component.

The result obtained from stage 5 is then average pooled and flattened [7]. More-
over, the flattened layer is then converted to a fully connected layer having 38 output
unit representing distant classes applied under SoftMax activation function to output
maximum probability of prediction class [8].

4 Evaluation

The output from the model shown in Fig. 3 will be 38 values ranging from 0 to 1.
These output values will be then log (q(x)) and expected value for that particular unit is
represented by p(x). Both entities are multiplied and summed over the dataset. Result
obtained is multiplied with −1 in order to get a positive entity as shown in formula
number 1.

Table 2. Identical block number of filters

Stage Conv2D Conv2D Conv2D

Stage 2 64 64 256
Stage 3 128 128 512
Stage 4 256 256 1024
Stage 5 512 512 2048

Fig. 5. Convolution block

Table 3. Convolutional block number of filters

Stage Conv2D Conv2D Conv2D Conv2D (shortcut)

Stage 2 64 64 256 256
Stage 3 128 128 512 512
Stage 4 256 256 1024 1024
Stage 5 512 512 2048 2048
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H p; qð Þ ¼ �p xð Þ log q xð Þð Þ ð1Þ

The categorical cross entropy loss function used in formula number 1 then opti-
mized with the help of Adam optimizer in order to minimize the loss and model will
change its weights eventually learning the complex features. Results obtained from the
model are then checked based on the accuracy which is computed with formula as
following [9, 10].

Accuracy ¼ Number of examples correctly labeled
Total number of examples

ð2Þ

5 Graphs and Reports

Data is split into 75% training data, 12.5% Validation data and 12.5% Testing data.
Model is trained for 14 epochs. Accuracy for training dataset keeps on increasing but
validation set accuracy increased to epoch number 10. Thus, epoch number 10 gives
the optimal weights as epoch number 10 onwards model starts to overfit over the
training dataset and doesn’t perform well on validation data [11]. The graph of
Accuracy versus Number of training epochs is shown in Fig. 6.

Fig. 6. The training accuracy versus Epochs in Red curve and validation accuracy versus
Epochs in green curve.

Table 4. Accuracy breakdown for ResNet50 model

Train Validation Test

Alone 97.50% 90.50% 92.52%
Combined 98.32%
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The results shown in Table 4 are obtained after the training the model for 14
iterations. Combined training accuracy obtained on a number of images 17,752 is
98.32%. Test accuracy obtained on a number of images 2,192 is 92.52%.

As shown in Table 5 ResNet 50 is giving maximum accuracy for the given labeled
dataset of Plant Disease Detection. Other methods were close enough to generate
similar results but applying the shortcut link in Residual Network benefitted the model
in remembering features learned in earlier stages of Convolutional Neural Network.

6 Conclusion

With the help of state of art technologies like Deep learning, the process of disease
detection, identification can be semi-automated with minimal human intervention. The
proposed system achieves 92.52% of accuracy which proves to more reliable compared
to the other algorithms studied. The remedial measures proposed by the system can be
followed by the farmer to cure the infected plant. Data analysis can be done by the
government as well as private organizations from the insights through heat maps
generated to analyze the region-wise disease spread. Altogether the system proves to
use to boost the farm throughput.

7 Future Scope

The system proposed is a semi-automated solution for the problem faced by farmers.
However, human intervention can also be eliminated with the help of drones/robots that
monitor the field with an onboard camera. With the help of IoT sensors, the system can
directly supply the amount of the prescribed solution in the right proportion. Hence, the
cure can also be taken care of automatically. Thus, the proposed system can be made
completely autonomous.

References

1. Bhatia, G.S., Ahuja, P., Chaudhari, D., Paratkar, S., Patil, A.: FarmGuide one-stop solution
for farmers. Asian J. Converg. Technol. 5(1)

2. https://medium.com/machine-learning-algorithms/what-is-padding-in-convolutional-neural-
network-c120077469cc

Table 5. Accuracy comparison with the other CNN architecture

Model Training Testing

ResNet 50 [12] 98.32% 92.52%
AlexNet [13] 95.35% 87.78%
VGG16 [14] (small) 97.84% 76.82%
VGG16 [14] (big) 98.04% 86.59%
MobileNet 87.47% 87.63%

414 G. S. Bhatia et al.

https://medium.com/machine-learning-algorithms/what-is-padding-in-convolutional-neural-network-c120077469cc
https://medium.com/machine-learning-algorithms/what-is-padding-in-convolutional-neural-network-c120077469cc


3. https://towardsdatascience.com/deciding-optimal-filter-size-for-cnns-d6f7b56f9363
4. https://www.saama.com/blog/different-kinds-convolutional-filters/
5. https://keras.io/layers/convolutional/#conv2d
6. https://keras.io/layers/normalization/#batchnormalization
7. https://keras.io/layers/pooling/#averagepooling2d
8. https://keras.io/layers/core/#dense
9. Janocha, K., Czarnecki, W.M.: On loss functions for deep neural networks in classification,

submitted on 18 Feb 2017
10. Kingma, D.P., Lei Ba, J.: Adam: a method for stochastic optimization. In: Published as a

Conference Paper at ICLR (2015)
11. Ghasemian, A., Hosseinmardi, H., Clauset, A.: Evaluating overfit and underfit in models of

network community structure, submitted on 1 Mar 2018
12. He, K., Zhang, X., Ren, S., Sun, J.: Deep residual learning for image recognition. Cornell

University Library, submitted on 10 Dec 2015
13. ImageNet classification with deep convolutional neural networks. https://papers.nips.cc/

paper/4824-imagenet-classification-with-deep-convolutional-neural-networks.pdf
14. Simonyan, K., Zisserman, A.: Very deep convolutional networks for large-scale image

recognition. Cornell University Library, submitted on 4 Sep 2014 (v1)

Plant Disease Detection Using Deep Learning 415

https://towardsdatascience.com/deciding-optimal-filter-size-for-cnns-d6f7b56f9363
https://www.saama.com/blog/different-kinds-convolutional-filters/
https://keras.io/layers/convolutional/#conv2d
https://keras.io/layers/normalization/#batchnormalization
https://keras.io/layers/pooling/#averagepooling2d
https://keras.io/layers/core/#dense
https://papers.nips.cc/paper/4824-imagenet-classification-with-deep-convolutional-neural-networks.pdf
https://papers.nips.cc/paper/4824-imagenet-classification-with-deep-convolutional-neural-networks.pdf


Study and Implementation of Ethernet Based
Synchronization in Distributed Data

Acquisition System

Jismi S. Manjaly1(&), Abi K. Krishnan2, and P. L. Bonifus1

1 Rajagiri School of Engineering and Technology, VLSI and Embedded
Systems, Kochi, India

jismimanjaly149@gmail.com,

bonifus@rajagiritech.edu.in
2 Naval Physical Oceanographic Laboratory, SCH, Kochi, India

abi@npol.drdo.in

Abstract. In the recent past, acoustic detection and ranging techniques has
become more advanced and sophisticated. In general, the sonar systems consist
of distributed data acquisition systems. For accurate ranging these systems needs
to be synchronized in time. This can be achieved by custom synchronization
techniques or through standard mechanisms like IEEE 1588 PTP (precision time
protocol). This project outlines the implementation of a synchronization
mechanism with minimal hardware support. The main objective is that it will
minimize custom hardware requirements. Using a standard hardware interface
like Ethernet will rule out any signal integrity related issues at the physical layer.
The accuracy of synchronization across the systems has to be measured and
tuned. The implementation will be done on the Microzed board using the
Vivado 2018.1.

Keywords: IEEE 1588 � Precision time protocol � Vivado

1 Introduction

The clock synchronization, a subject that has become considerably relevant in some
industrial fields such as automation, robotics and sensor networks. This is especially
important for automated control systems, wherein the knowledge of the exact time of
an event is critical for the correct function of the entire control process. Synchro-
nization protocols are used to precisely synchronize independent clocks throughout a
distributed system. Synchronization allows transactions between distributed systems to
be controlled on time basis.

Periodic Clock synchronization is necessary in distributed systems as the internal
clocks of several computers may have offsets. Even when initially set accurately, the
clocks may slowly drift apart, because of the inherent difference in the accuracy of
different clock sources. There are several factors that occur as a repercussion of clock
rate differences. The precise time data has an incredible significance for distributed
systems in computerization innovation. Protocols like IEEE 1588 [8] focuses on
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distributing synchronized time stamps across the network with an accuracy of under
microsecond by means of Ethernet systems.

Synchronization is the process of taking multiple devices and making their infor-
mation identical. The synchronization accuracy required depends on the application
under consideration. Some applications might require the time to be synchronized
between the distributed systems with a tolerance of few milli seconds. But this variation
might be completely unacceptable to some other applications like autonomous vehicles
or distributed digital signal processing. The aim of this implementation was to achieve
a distributed timestamp with an accuracy better than 10 ls. The implementation is done
using a Microzed board [10], which is a development platform for Xilinx ZYNQ FPGA
[7]. The achieved accuracy was measured using a PPS signal generated on the GPIO
pins available in the PMOD interface of the board [9].

2 Literature Review

Fubin et al. and Yubo et al. [1] proposed a mechanism for improving the accuracy of
IEEE 1588 in synchronization protocol. The authors realized that IEEE 1588 syn-
chronization protocol plays a major role in the packet based synchronization mecha-
nism, also enables accuracy in sub Micro–Second range. From the principle of IEEE
1588 it is clear that there are several factors affecting the accuracy of grand master and
slave devices. They are offset between master and slave devices, transmission delay in
the network and finally the position of time stamp generation. Mahmood et al. [2] and
Exel et al. proposed an IEEE 802.11 wireless local area network synchronization
(WLAN) system using the IEEE 1588 precision time protocol and software assisted
time stamps. In this work authors investigated the individual sources of delay and jitter
mechanism. The author also proposed a novel measurement to quantify the hardware
and software related delay and jitter mechanisms.

The IEEE 1588 [3–5] convention assumes a noteworthy job to give a high level of
exactness and accuracy both in wired and remote systems. Dissimilar to other syn-
chronization protocol [6], it has the adaptability across different time stamping methods
with varying accuracy. From the writing overview, we have seen that different sifting
methods have been examined to improve the slave exactness. The execution of the
IEEE 1588 protocol has been assessed for a Master-Slave progressive system. The
primary objective of this proposal is to explore ways to implement the well established
IEEE 1588 protocol on a hardware which is not PTP aware and compare the accuracy
in different time stamping scenarios.

3 Architecture Design and Implementation

In this section we describe the basic architecture of clock synchronization, and we
desribes the IEEE 1588 synchronization protocol.

Study and Implementation of Ethernet 417



3.1 IEEE 1588 Synchronization

It is based on a message exchange mechanism. These messages are routinely
exchanged between the master and slave so as to decide the offset and the message
travel delay through the network. The realization mechanism [11] shown in Fig. 1.

One-Step Clock

The One-Step clock strategy exchanges three time estimation messages among master
and slave:

1. Sync Message

2. Delay-Request message

3. Delay-Response message

The specific steps are as follows:

Step 1: At the time of t1 (based on master clock), the master clock send sync message
to slave. The slave system receives the message after the network transmission delay.
The slave records the time in the local clock, when the sync message is received, as t2.

Fig. 1. One-step clock
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Step 2: At the time t3 (based on slave clock), the slave send Delay Req message to
master clock by unicast transmission, and marks the causing time stamp. The master
marks the time from the local clock, when the Delay Req message is received, as t4.

Step 3: The master sends Delay Resp message to slave, in which it embeds the time t4.
Therefore, the slave obtains four time stamp: t1, t2, t3, t4.The difference between the
Master and the Slave timer is denoted by toffset and the time taken by the message to
travel from one system to another is denoted by tdelay. Delay and offset are calculated
by Eqs. (1) and (2).

3.2 Architecture Design

The time stamping of the messages between the master and slave is the critical element
in deciding the accuracy of synchronization. The variability in the process will dete-
riorate the performance of the algorithm. Closer the time stamping to the wire, better
will be the accuracy. For best result, the time stamping has to be done at the Ether-
net PHY level [9]. This requires special PHY devices which are PTP aware and this
may not be feasible in the already existing hardware modules. The next opportunity to
time-stamp the packet is when the packet enter/leave the Ethernet MAC. This is also
specific to the MAC IP used and will not be portable across designs. In proprietary
Ethernet MAC IPs it may not be feasible to implement custom time stamping. In this
implementation hardware dependency is completely avoided, at the penalty of accu-
racy, and the time stamping is done in the software. Figure 2 shows the software based
time stamping.

Delay ¼ ðt2 � t1Þþ ðt4 � t3Þ
2

ð1Þ

Offset ¼ ðt2 � t1Þ � ðt4 � t3Þ
2

ð2Þ

Fig. 2. Software based time stamping
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3.3 Implementation

The software based time stamping can be done with the help of any high resolution
timer available in the system. In our implementation, the Triple time counter (TTC) in
ZYNQ FPGA was used to implement the time stamping. Once initialised the timer runs
independently without any processor involvement. The time can be adjusted by the
processor at any instant through a set of registers.

In order to measure the achieved synchronization accuracy, a PPS output is gen-
erated with the help of the GPIO of the ZYNQ [10]. The PPS signal is generated based
on the TTC timer and hence directly provides an indication of the distributed time
synchronization. TTC is configured to generate interrupt at periodic intervals to gen-
erate the PPS signal. The GPIO output is routed to the PMOD header on the evaluation
board. Two Microzed boards were used for implementation and testing, one of them
acting as the master and the other as slave. The PPS signal from both the boards
through the PMOD header was connected to the CRO for the measurement. To study
the impact of variability in the application software timing, on the accuracy of syn-
chronization, two methods were used to implement the algorithm.

1. Ethernet data transmission with IP stack
2. Raw Ethernet Data Transmission.

Ethernet Data Transmission with IP stack

In this mode, the application is configured to run on an operating system and a separate
IP stack. FreeRTOS was chosen as the operating system and lwIP stack was used [12].
Both are open source software, integrated in to the Xilinx Vivado SDK along with the
required BSPs for Zynq. lwIP was configured in the socket mode, so that standard
socket programming can be directly used in the application development. The presence
of OS and IP stack provides abstraction and lot of flexibility in the application
development, but introduces extra overhead in terms of the execution time.

Raw Ethernet Data Transmission

In this mode, the application is written in the bare metal mode, where in the application
directly runs on the processor, without any OS and IP stack. In this mode Ethernet data
is transmitted by directly initiating the DMA transfer from the memory to the Ether-
net MAC, by the application software. Hence the overhead of the OS and IP stack does
not exist in this case. Based on the method mentioned in the Sect. 3.1, message
exchange is carried out in both the modes and time values t1, t2, t3 and t4 are obtained.
From these, the delay and offset are calculated by the slave system. The timer at the
slave is then adjusted with the offset value to match the Master timer.

4 Experimental Setup and Result

Figure 3 shows the test setup for the accuracy measurements. Two Microzed boards are
connected to each other through Ethernet cable. The PPS output from both the systems
are connected to the CRO. Master program was downloaded to one of the boards and
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slave program to the other. The same setup was used for the testing of both bare metal
application and application with OS and IP stack. The time difference between the
edges of the PPS signals from both the boards were measured for different timer
resolutions. Timer resolution was varied with the help of prescalar register of the TTC
timer. Figure 4 shows the output of the CRO, after synchronization message exchange
between the systems, and the corresponding timer corrections. Table 1 lists the time
accuracies achieved in both the configurations for different timer resolutions.

Fig. 3. Setup diagram of synchronization accuracy test of IEEE 1588

Fig. 4. Syncronized output signals
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5 Conclusion

One-Step clock message exchange method is implemented and tested on a PTP una-
ware hardware using software Time-Stamping. The achieved accuracy was close to
1 ls and it deteriorated with software overheads. The deterioration of the accuracy with
OS and IP stack can be attributed to the variability in the processing delay in the IP
stack from packet to packet. For applications requiring synchronization times of the
order of 10 ls and above, the software time stamping method can be used. For
applications requiring sub-microseconds accuracy, hardware based time stamping at
Ethernet MAC or PHY will have to be explored.

A suggestion for future work is the IEEE 1588 time stamps should be generated in
hardware or the timestamp should be captured as close as possible to the hardware.
During hardware based time stamping, if the packet exchanges are instantaneous there
will be no delay and the time difference can be computed accurately.
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Abstract. DDoS (Distributed Denali of Service) attack majorly issues on
vehicular Ad hoc network (VANET). When two or more vehicle exchanges
information to each other either direct or indirect, DDoS attack effects on
VANET networks. VANET networks can manage communication by using trust
management model for predication and detection of DDoS attacks. Trust model
based on Hash encryption key and Identity based technique will work ageist
DDoS attacks node. Trust Management System is divided in to three Steps.
Step-I: System Initialization, Step-II Trust-Value Updating and Step-III:
Vehicle to Vehicle Authentication and Trust Evaluation. Its method applies
scenario 20 nodes, 40 nodes, 60 nodes, 80 nodes, and 100 nodes and totally
taken 15% malicious nodes on a given scenario. With the help of NS2 simu-
lation tool through which calculate PDR, E2E and Throughput parameters
during Simulation. Analysed result based on three protocol AODV, DDo-
SAODV and TAODV that’s by TODV perform better result compare to another
protocols on the bases of parameters.

Keywords: DDoS attacks � VANET � Trust model � Hash function � NS2
AODV

1 Introduction

Wireless mobile methods under nodes have been part in wireless mobile structure
which contains different nodes. Auto two wheeler & four wheeler transferring &
applying devoted precise amplitude connection property [1]. Also maintain auto two
wheeler & four wheeler connection under exchange which provides comfort & relief
for users with support of connecting information. Safety organization merges inter-
section mark contact compressing, auto car-stake clash warning, and lane situation
advice & location elaborate support. In the same manner consolation organization
merges auto car leftovers, automatic motor way payment collection, entertainment &
World Wide Web [2]. Moreover under wireless mobile methods of nodes, safety has
been important factor as comfort information that has growth essential documents
connected. Decision & spot build safety arrangement apply for knowing originality in
auto car & information, that differentiates with each but might unable to handle safety
problems completely [3]. Assurance authority compulsorily authorized assurance limit
in source & comfort information. Additionally under wireless mobile methods nodes,
assurance authority possesses text excellent experiment & very low performance
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process but on the other hand it’s remaining a complex task which described in given
research article [4]. On the other hand a free safety inquiry under wireless mobile
methods junction that wherein a junction assures comfort information brings to second
junction. Mark under applying assurance authority & committee facilitate each junction
under wireless mobile methods for differentiating false junction [5].

I. Trust Organization & Structure: Under Wireless mobile method of nodes,
assurance earlier safety provides an important part to made well established wireless
mobile systems of nodes under adjacent situation. Outstanding assurance controlling
systems necessarily merge continuation in requested features, which given as [6]
redistributed assurance authority, functional, elegant in safety matter, regulate for
various dimensions, vigour, layout limit safety. Assurance may design in middle under
authorized layout [7]. Graphically build for authorization & growing under its own
preparing form. Main task in assurance committee have been confirm authorized dis-
tribution in middle of nodes wherein few assurance controlling systems are suggested.
Assurance systems categorizes as [6, 7]: documents set assurance systems: clarify
reliability in classmates, messages having assurance systems core surround getting
reliability in messages & build up assurance systems. Primarily verify reliability under
assistant determined feature in message. Assurance controlling in middle of nodes
greatly build on binary types which may be express as straightforward & circular
methods [8].

II. Related Works: This paper proposed neighbour correspondence based trust in
which board conspire for verified interchanges under Wireless mobile method of nodes.
Also authorized redistributed, versatility & strength accompanied by security assur-
ance. Main goal in plan confirms & set up assurance under Wireless mobile method of
nodes renew street security & increase rush blockage with distributing wellbeing in
formations in the midst of suggests Wireless mobile method of nodes. Given research
article is summarised: Class 3 suggesting assurance which executes conspiring detail.
Class 4 shows anticipated outcomes & in the end Sect. 5 represents the end comments.

2 Related Works

Security under Wireless mobile method of nodes may presents in form of utilizing
encryption build arrangements or trust the executives based arrangements. Primarily,
the researchers build encryption approach [9–13] however it can’t beat different inside
assaults and did not execute according to the desire. The customary cryptography based
arrangements are effectively overwhelmed by noxious confirmed client. Henceforth, to
conquer insider aggressors and to fill the hole of cryptography based plans, as of late
scientists have proposed different trust the executives based plans. Amid our writing
overview.

Ahmed et al. suggested Wireless Node to Node connection possess an important
approach under field including sending & shifting that provides medium support
wireless nodes in connecting & sending information to its corresponding nodes that
dynamically shift harder data for ex: problem creating information. Now becomes
mandatorily given messages will be authorized, comfortable also should be perfect.
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Additionally movement in wireless nodes makes unique environment under wireless
nodes reporting under dissimilarity needed which supports assurance organization.
Suggested approach target under make accurate & perfect system for organization
assurance in middle of large distance nodes connection also in privacy & safety
dimension. From one side, researchers suggests an idea that functions under giving
quality wise system & organization for assurance which have wireless node to node
authentication also have important properties system that necessarily accepted. Dis-
covery in published research article works under binary methods i.e. Researchers
suggests approximately sixteen procedure which will gives excellent assurance orga-
nization which support wireless mobile nodes connection than also calculate several
assurance systems build under suggested procedure [9].

Virginia N. L. Franqueira, suggested Wireless mobile nodes facilitate an extraor-
dinary path which supports wireless mobile nodes network knowledgeably shifts dif-
ficult processed documents. For ex: complexity creating information. Hence also
should be obvious particular documents should be comfortable & identified that means
obtained with support of proper assurance wireless mobile nodes network. Assurance
development by wireless mobile nodes may verify safety in wireless mobile nodes
system through authentication corrupted wireless mobile nodes & remove important
documents accompanied through destructive texts. As completely understanding this
situation, numbers of assure systems suggested beside at present on the other hand
neither any quality wise path as in middle of wherein assurance system perform on
worst situation. From one side, researchers suggests an idea of assurance description &
organization structure that provides well established prototype which supports in
making, organization also description included assurance system under several envi-
ronment including destructive wireless mobile nodes. Given structure giving authorized
build errors detected system & foreign build problematic method which supports in
determining complexity across difficult situation. Assurance description & organization
made by support of free available processing climate that combines both processor
climatic observations using discontinuous counterfeit. For ex: Simulating application
like simulation of urban mobility, free medium wireless mobile nodes system simu-
lating structure, objective modular network test bed under C++ [10].

Castillo et al. suggesting that In Modern age wireless mobile nodes are growing with
the support of generation to generation services that leads to facilitate everywhere
associated message for controller & remaining members as starts of running. Moreover
on growing in configuring of wireless mobile nodes hold on, upcoming needed in
wireless mobile nodes network has been developing. Published circumstances describes
real basics in wireless mobile nodes systems converting under undated approach said
generation to generation in wireless mobile nodes. We again describing currently sug-
gested connections of set of rules which prepare incomplete combination also working
function in generation to generation wireless mobile nodes. In the end researchers &
analysers describing upcoming generation to generation wireless mobile nodes method
which will need again study by support of wireless mobile nodes group [11].

Abdul et al. broadly discovered & suggesting addressing core set of rules with
support to comfortable & capable broadcasting messages under wireless mobile nodes
system. Current research article describing wireless mobile nodes network climate
build by original rush hour documents & study growth in addressing core documents
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broadcasting. Present analysis featuring following of given targets which are as fol-
lows: firstly study force including with effective rush hour climate in the outlining
include documents broadcasting methods, secondly featured addressing core docu-
ments broadcasting under form representing approximate action under set of rules
features, qualities & deficiency also study upcoming new technique under field of
message broadcasting build address. Wireless mobile nodes rush hour climate differ-
entiated build as natural features for ex: velocity, inter wireless mobile nodes length,
closeness strength, rush hour contents. Original rush hour documents study &
describing route rush hour climate build for the evaluation in natural guideline &
climatic situation [12].

3 Trust Based Recommended Scheme

Trust model is divided in to three steps. Step-I: System Initialization, Step-II Trust-
Value Updating and Step-III: V2V Authentication and Trust Evaluation. It utilizes
an Identity based and Hash encryption key. Before author talk about the proposed
model, this paper present VANET framework design demonstrates, which is utilized in
our experimental work [13] (Fig. 1).

I. Network Architecture: Given research article assuming Wireless mobile method of
VANET Systems i.e. obtained completely from Wireless mobile method of nodes
components for ex: Assure authentication, highway beside, agent of assure authenti-
cation, Regional post office,,auto motor sources two wheeler & auto motor sources four
wheeler highway besides Wireless mobile method of nodes which create path in middle
of each & every wireless nodes point to make wireless mobile system of connection.
The rundown of documentations utilized in this paper are recorded in Table 1 [13].

II. Step-I: System Initialization: Each ATA, RSU and vehicle (OBU) does offline
registration with TA before they take part in VANET.

Fig. 1. VANET system architecture
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• Each ATA registers with TA within its coverage area by its real identity RIDA. TA
then uploads following keys in ATA.

ATA ¼ ðPrKA;PuKA;PuKT&SrKÞ ð1Þ

• Each RSU registers with corresponding ATA by its real identity RIDR and then
ATA uploads following keys in RSU.

RSU ¼ ðPrKR;PuKR;PuKAi&SrKÞ ð2Þ

Finally, each vehicle ‘V’ first registers with TA and then with ATA by its real identity
RIDV. The TA and ATA then uploads following keys, initial trust value (TrustV = 0)

Table 1. Notations used and their description

Notation Description

RTO Regional transport office
APO Area post office
APC Area postal code
TA Trusted authority
PuKT Public key of TA
PrKT Private key of TA
ATA Agent of TA
PuKA Public key of ATA
PrKA Private key of ATA
RSU Road side unit
RIDR Real-ID of RSU
PuKR Public Key of RSU
PrKR Private key of RSU
OBU On board unit
AU Application unit
V The vehicle
RIDV Real-ID of V
TrustV Trust-value of V
PsIDV Pseudo-ID of V
PrKV Private key of V
PuKV Public key of V
SrK Secrete-key
MSG Original message
SMSGV Safety-message of V
HC HMAC calculated by RSU or receiver vehicle
TmSt Time stamp
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encrypted by TA’s PrKT key and Pseudo-ID (PsIDV) respectively as shown in Eqs. (3)
and (4).

V: (PrKv,PuKv,EnprKrðTrustvÞ& Put) ð3Þ
V: ðPrIDV;PuKAi; SrK;&APCÞ ð4Þ

(Here, APC is Area Postal Code of vehicle)

III. Step-II: Trust-Value Updating: In Step-II as of late enrolled vehicle’s trust-regard
(Trustv) will be invigorated. This stage is considered as the warm-up-period of as of
late register vehicles. Let vehicles Vi are as of late selected vehicles with Trustvi = 0
and Vj are neighboring vehicles of Vi with Trustvj > 0. Acknowledge that TrustV is
institutionalized regard, accordingly, the characteristics ranges from 0 to 1. The going
with advances talk about the nuances of Trustvi refreshing [13].

• The neighboring vehicle Vj imparts the test-message to Vi for checking its
dependability.

• The Vi at first checks Vj and test-message resulting to getting test-message. A short
time later it progresses a comparative test-message to objective.

• The neighboring vehicle Vj sends its trust-regard Trustvi on Vi to TA either
Trustvi = 1 in case it gets the certification for its test-message from objective
vehicle or Trustvi = 0 by and large.

• TA figures and revives the basic trust-estimation of Vi in the wake of tolerating
trust-values on Vi from in any occasion n (100) Neighbouring vehicles Vj. TA
figures New Trustvi of Vi as showed up in Eq. (5).

NewTrustvi ¼ 1
n

Xn

j¼1
VjðTrustViÞ ð5Þ

• The updating of trust-estimation of Vi will be finished by TA as and when the data
is gotten from any of its neighbouring vehicle Vj as shown in Eqs. (6) and (7):

OldTrustVi ¼ NewTrustVi ð6Þ

NewTrustVi ¼
OldTrustVi þV 0

j s trustvalue on Vi

2
ð7Þ

IV. Step-III: V2V Authentication and Trust Evaluation: In Step-III the vehicles
which are enrolled in Step-I can just participate in V2V correspondences. The point by
point ventures of V2V verification and trust assessment are talked about in the
accompanying Algorithm-1. The sending vehicle gets ready and communicates the
safety message SMSGV which contains unique message, hash encryption key code,
sending vehicle’s trust esteem and Pseudo-ID mark and time stamp as appeared in
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Eq. (5). When the collector node gets the SMSGV it should first verifies the sending
vehicle and check for message respectability of got message by ascertaining hash
encryption key code (HC’) utilizing shared mystery key SrK as appeared in Eq. (6). In
the event that the determined HC’ is same as gotten hash encryption key code it implies
sending vehicle is validated and message trustworthiness is fulfilled generally not,
subsequently they got message is dropped. When the node and message confirmation
are done, the subsequent stage is to check the trust benefit of sending vehicle. The
accepting vehicle initially confirms the trust benefit of sending vehicle by decoding
encoded trust esteem utilizing open key of TA and afterward checks with got trust
esteem. On the off chance that both trusts esteems coordinate, at that point it checks
whether got trust esteem is over the edge esteem. The wellbeing message will be
disposed of if trust esteem is beneath the edge esteem else it will be acknowledged, and
refreshes the sender vehicle’s trust esteem [13].

4 Simulation Results

In this scenario 20 nodes, 40 nodes, 60 nodes, 80 nodes, and 100 nodes and total taken
15% malicious nodes on given scenario. With the help of NS2 simulation tool through
which calculate packet delivery ratio, End to End Delay and Throughput parameters
during Simulation. For the usage and for execute the program required the framework
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setup as point by point. Processor: PC with 2.6 GHz and Core i3 processor. RAM:
8 GB. Available Hard Disk Space: 1 TB on system drives with Operating System:
Linux.

1. Comparison of nodes with different protocols in Packet Delivery Ratio: PDR is
nothing but of packets that are successfully sent to a receiver compared to the number
of packets that have been sent by sender. The Graph 1 and Table 4 are showing the
effect to the packet delivery ratio (PDR) measured for the AODV as a without attack,
DDoSAODV as with attack and TAODV as a prevention protocols when the node
Density is increased. It is measured that the packet delivery ratio (Table 2).

Analysis of Packet Delivery Ratio: In this case Graph 1 analysed packet delivery ratio
with 20, 40, 60, 80 and 100 nodes based on three protocol AODV, DDoSAODV and
TAODV that’s by TODV perform better result compare to another protocols on the
bases of Packet Delivery Ratio.

2. Comparison of nodes with different protocols in Throughput: The average of
successful message delivery over a communication channel is known as network

Table 2. Packet delivery ratio

Packet delivery ratio (%)
Nodes Without attack (AODV) With attack (DDoSAODV) Prevention (TAODV)

20 99.78 0 99.75
40 99.57 0 99.63
60 98.46 0 98.94
80 87.19 0 61.19
100 74.15 0 74.15
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throughput. This data may be delivered through a logical else physical channel or even
can pass through a certain network router. The throughput is always measured in kbps
second or data packets per time slot (Table 3).

Analysis of Throughput: In this case Graph 2 and Table 4 analysed Throughput with
20, 40, 60, 80 and 100 nodes based on three protocol AODV, DDoSAODV and
TAODV that’s by TODV perform better result compare to another protocols on the
bases of Throughput (Table 3).

3. Comparison of nodes with different protocols in End-to-End Delay: This is the
delay between the sending of the packet by the source and its destination at the
corresponding receiver. This includes all the delays found during route processing
buffering and acquisition at intermediate nodes.

Analysis of End To End Delay: In this case Graph 3 and Table 4 analysed End to End
Delay with 20, 40, 60, 80, 100 nodes based on three protocol AODV, DDoSAODV
and TAODV that’s by TODV perform better result compare to another protocols on the
bases of average end to end delay.

Table 3. Throughput

Throughput (kbps)
Nodes Without attack (AODV) With attack (DDoSAODV) Prevention (TAODV)

20 38.5 0 38.49
40 38.5 0 39.03
60 38.5 0 39.38
80 31.94 0 27.75
100 46.02 0 53.11
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5 Conclusion

In this paper NS-2 used for simulation which the performance metrics like packet
delivery ratio, throughput and average end to end delay based in mobile nodes on
VANET. Our scenario apply 20 nodes, 40 nodes, 60 nodes, 80 nodes, 100 nodes on
VANET network. In this paper basically predict and detect using trust base scheme to
remove DDOS attack on VANET. For simulation AODV algorithm apply for routing.
For DDOS attack predication and detection basically three way first without attack
AODV simulation for routing second with attack DDoS AODV simulation for routing
and third Trusted AODV (TAODV) for routing on VANET. After simulation result we
compared based on three parameters and three protocol AODV, DDoSAODV and
TAODV that’s by TODV perform better result compare to another protocols on the
bases of three parameters packet delivery ratio, throughput and average end to end
delay.
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Table 4. End-to-End delay

End-to-End delivery (ms)
Nodes Without attack (AODV) With attack (DDoSAODV) Prevention (TAODV)

20 11.17 0.39 13.45
40 11.18 5.26 8.93
60 23.09 4.5 20.08
80 27.54 5.6 20.54
100 34.22 5.04 11.51

Prevention of DDoS Attack Through Trust Management System 433



6 Limitation and Future Work

Given analysis trust based model that as definite quality & framework of mobile nodes
create its character different from other systems. As quantity under analysis are careful
in several protocols problems under VANET, after this now a day’s much part remain
that need safety & security. In future we will predict another security attacks may be
checked i.e. black hole, Sybil, sink hole etc.

• In future we will predict another security attacks may be checked i.e. black hole,
Sybil, sink hole etc.

• In future we will apply game theory based algorithm for detection and prevention of
DDOS attacks in VANET.
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Abstract. In data analysis, clustering is one of the important tasks. In this
context many clustering methods are proposed in literature for big data analysis.
Density based clustering (DENCLUE) is one of the powerful unsupervised
clustering methods for the huge volume of data sets. In denclue, hill climbing
plays important role to find the density attractor. In this paper, we apply Dif-
ferential evolutionary algorithm in the place of hill climbing to find the global
optimum solution. In this model, we propose Gaussian based mutation function
in DE to improve the accuracy and execution time on spark platform. We test
this approach on big data sets presented in literature. Experimental results shows
that the proposed approach outperforms other variants in terms of execution
time.

Keywords: Denclue � Differential evolution � Spark � Clustering

1 Introduction

In recent years, due to the advancement of technologies, data are growing exponentially
from different sources. This huge volume of data requires special data processing
methods. The traditional data mining algorithms cannot handle such huge volume of
data for data analysis. Usually, classification has been differentiated in two methods;
supervised and unsupervised classification (clustering). There are two phases in
supervised classification; (i) training phase to construct the model and (ii) testing phase
for validating the model. In order to train and test the data, it is divided into two
segments [1].The other classification methods for supervised learning are; KNN [2],
ANN [3], and SVM [4]. Unsupervised classification covers the clustering, where
similar features can be arranged in a cluster manner without any previous knowledge.
The different types of clustering methods are represented in Fig. 1 [5].

Partitioning-Based Clustering: In partition-based clustering data are divided into
different groups and merged on certain measures to get the desired cluster.

Hierarchical-Based Clustering: In this clustering, data are separated into two groups
as; top down approach and bottom up approach [6]. In top down approach, data are
gathered into a distinct clusters and then form a single cluster hierarchically. In bottom
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up approach, all objects in the database form as a one cluster and then recursively
combine them to form a final cluster.

Density Based Clustering: The main aim of this model is regarded as their density
regions to determine classes of random shapes.

Grid Based Clustering: It classifies the number of data objects that form a grid. It
directly apply the algorithm on grid instead of applying the algorithm directly on the
data.

Model based Clustering: In model based clustering, data are generated on the bases of
selected original model and finally form the cluster.

1.1 Density Based Clustering

The density-based clustering algorithms, for instance DBSCAN, OPTICS and DEN-
CLUE are applied to cluster the objects of different profiles.

DBSCAN: [7] It consider two parameters such radius and minimal number of points
that occur within the radius. In this, the method takes an entity o of the data, if M(o) is
the area of radius r with minimum number of points objects, then M(o) builds a cluster.
Later, other interrelated items may be added of an object o. Density-Based Spatial
Clustering of Applications with Noise (DBSCAN) is not adaptable in nature due to its
sensitivity towards parameter change.

OPTICS: Ordering Points to Identify the Clustering Structure (OPTICS) [8] is one of
the density based clustering method. It address the drawbacks presented in DBSCAN.
This method requires two parameters as radius and minimum number of points to form
a cluster.

DECNLUE: Initially, density- based clustering; DENCLUE was proposed for large
multimedia databases with suitable mathematical foundations [9]. This algorithm is a
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Fig. 1. Taxonomy of clustering forms [5]
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special case of the Kernel Density Estimation (KDE) [10–12]. KDE is a method of non-
parametric estimation to find dense area points. The functionality of dense function f
(x) with the random variable is defined as;

f ðxÞ ¼ 1
np

Xn
t¼1

k
x� xt
p

� �
ð1Þ

where n is the number of elements in the data and p is a parameter on x, k is the kernel,
p controls the approximation point of smoothness. k is frequently designated as a
density of a standard Gaussian function presented in the following manner [12].

kðhÞ ¼ h2

2
expf�h2

2
g; where h ¼ x� xt

p
ð2Þ

The idea of hypercube was presented to approximate the density of a point x having
d - dimension, such that x = (x1, x2, …, xd). The volume of hypercube is presented in
the following manner [13].

volðPdðpÞÞ ¼ pd ; ð3Þ

where Pd is d - dimensional hyper cube
Further, the Eq. (3) is derived to estimate the density as;

f ðxÞ ¼ 1
npd

Xn
t¼1

k
x� xt
p

� �
ð4Þ

From the above, the kernel density estimation is derived as;

kðhÞ ¼ 1

ð2pÞd2
expf�hTh

2
g; where h ¼ x� xt

p
ð5Þ
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The main aim of this method is; in designing of parameters which can affect the
values between them and reflects in density function. For this, the Gaussian function is
applied as;

fGaussðx; yÞ ¼ exp�
dðx;yÞ2
2d2 ð6Þ

where x and y represents the influence between two points and d(x, y) represents
distance between two points, d represents the radius of the region containing x.

fDðxÞ ¼
Xn
i¼1

fGaussðx; xiÞ ð7Þ

where D is the density function and n will be the cardinal of the data base. From the
density attractor the required clusters are formed from this cluster. Local maximum is
estimated using Hill Climbing approach as shown in Eq. 3.

x ¼ x0; xiþ 1 ¼ xi þ r
rf DGaussðxiÞ
rf DGaussðxiÞk

�� ð8Þ

f DðxlÞ\f Dðxlþ 1Þ, where l 2 n and r is step size and x� ¼ xk as density attractors.
In [14], authors have applied hyper-cubes in pre-clustering phase. Each hyper cube

is represented by feature vector of different dimensions. This procedure permits an easy
management for the data to form densely populated cubes. DENCLUE works in two
phases; first, pre-clustering phase and second the clustering phase. In pre-clustering
phase, a hyper rectangle is constructed to determine the populated cubes. From pop-
ulated cubes, it will find the density attractors to form final cluster. The detail process is
presented in Fig. 2.

In the process of finding density attractors, hill climbing method is applied. But, hill
climbing possess certain limitations, in terms of the quality of clustering and the
execution time. To overcome these limitations, different Denclue methodologies have
been implemented as; DENCLUE-SA and DENCLUE-GA and DENCLUE-IM
[15, 16]. These algorithms works in the place of hill climbing to find the density
attractor to form final cluster. Despite of good performance these methods are not
scalable in big data environment.

1.2 Differential Evolution Algorithm (DE)

DE it is one of the most powerful search heuristics evolutionary algorithms [17]. DE
attracts many researchers from various fields for its different characters such as
robustness, simple to implement, and computationally efficient [14]. When DE is
compared with GA and PSO, DE is more efficient in terms of time and accuracy [18].
This algorithm is mostly used in multi object optimisation and parallel computing.
Main steps of the DS algorithm are listed below.
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Initialization: First, in the search space, the population representing possible solutions
is initialized randomly:

xj;i ¼ xj;min þ randi;j½0; 1�:ðxj;max � xj;minÞ ð9Þ

where xj;i represents jth position of ith individual i = {1,2, …, N} and N is size of
population; j = {1,2, …, D}; D is the search space dimension; randi;j½0; 1� is the
variable randomly distributed between (0, 1); xj,max and xj,min are the pre-defined max
and min values of parameter j.

Mutation: The mutation function si is calculated as by selecting the three individuals
of the population;

si ¼ Xr1 þ scale:ðXr3 � Xr2Þ; ð10Þ

where the scale lies between (0, 1) and the population Xr1, Xr2 and Xr3 are randomly
selected to satisfy the condition as r1, r2, and r3 to I (where I is the current solution).

Crossover: In the crossover the trial vector is generated form mutant vector and current
vector. The trail vector is represented as Ti;G ¼ ðTi;1;G; Ti;2;G. . .Ti;D;GÞ

Ti;j;G ¼ Ti;G; If randj 0; 1ð Þ�CRj ¼ jrand
Xi;G; Otherwise

�
ð11Þ

Here, CR = (0, 1) predefined parameter, randj (0, 1) is the random number between
(0, 1) and jrand indicates the jth dimension D.

Selection: In this process from current solution Xi and trial solution the greedy solution
is applied. If Ti is better than Xi, then Ti is represented in next generations instead of Xi.
The population is updated from generation to generation by applying mutation,
crossover, and selection operators until a stopping criterion is met. To explore different
regions, the algorithm uses different mutation functions with different vectors. In this
process, it carries mutation, selection, and crossover.

Xi;Gþ 1 ¼ Ti;G; If f ðTi;GÞ� f ðXi;GÞ
Xi;G; Otherwise

�
ð12Þ

2 Proposed Algorithm: DENCLUE-DE

The proposed approach replaces the hill climbing algorithm with differential evolution
to find the density attractors. Here, we find the global optimum solution using
stochastic gradient decent calculations based on the Algorithm 1.
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Algorithm1: DENCLUE-DE algorithm
Begin
Step1: Read the dataset and apply the Gaussian function to find the influence of 
data points   
Step2: Estimate the populated cubes for the data points. To find the final cluster 
apply DE on populated cubes find the density attractor.
Step3: Initialize the population G=0
Step4: while stop condition is not satisfied do

for i=1 to N
generate the mutation vector from eq. 13

generate the trial vector from eq. 11
Step5: Evaluate the trial vector

if f(Ti,G) f(Xbest,G) then
Xi,G+1=Ti,G;

if f(Ti,G) < f(Xbest,G) then
Xi,G+1=Ti,G;

end
end

else
Xi,G+1=Xi,G

end
Step6:Update the crossover Rate

end
G=G+1

end
Connect best representative of DE to form final cluster

Proposed mutation function:

si;j ¼ Nðl; rÞ ð13Þ

Nðl; rÞ is the Gaussian random function, where l is the mean and r is the Standard
deviation l ¼ ðXbest;G þXi;GÞ=2, r ¼ ðXbest;G � Xi;GÞ. Like other methods, in DE, the
parameter cross over rate may influence the performance of the model. The probability
of cross over rate is larger then the trial vector Ti,G has more chance to attract the
components of mutant vector generated between Xbest;G and Xi;G. So, from trial vector,
Ti,G approaches to Xbest;G and from Xi;G also approaches to Xbest;G and finally it leads to
parametric convergence. Hence to avoid this problem the parameter cross over rate is
considered as small value to slow down the convergence speed.
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3 Experimental Analysis

To evaluate the proposed method, a three cluster node setup with the following
hardware: Intel(R) Xeon(R) E5645 CPU, 2.40 GHz with 16 GB RAM for name node.
Intel i7 CPU, 2.40 GHz with 8 GB RAM as two data nodes. With UBUNTU 2.1 OS
and Apache Spark on top of Hadoop. To estimate the proposed model performance, we
use different datasets in our experiment. Initially, the dataset epsilon is collected from
[19] which consists of 4601 instances with 57 attributes. Second dataset is ECBDL-14
dataset collected from [20], where it consists of 631 instances and 320000 attributes.
The third dataset is Amazon customer reviews dataset [21], which consists of 10,000
instances with 1500 attributes. The dataset information mentioned above is presented in
Table 1.

3.1 Cluster Validity Metrics

Several methods have been proposed to evaluate the performance of the clusters such
as; Dunn Index, the Davies Bouldin Index and the Cluster Accuracy Index [22].

Dunn Index: Here high index value indicates the better clustering.This method is used
to assess the intra cluster similarity between the individuals of their degree of
separation.

Cluster Accuracy Index: In this index, the highest value indicates the better clustering
accuracy. Clustering is performed on the bases of class label.

Davies Bouldin Index: In this index, the smallest value indicates the better cluster to
evaluate the separation degree of intra-cluster.

3.2 Cluster Performance

The performance of proposed model is presented in Table 2. For the first data set,
Amazon customer reviews, the DBI index and CA performs well, where the DI per-
forms second best. For the second and third data sets ECBDL14 and Epsilon DI, CA
and DBI performs well in comparison with other models. On the other hand, the
execution time of each model is depicted in Fig. 3.

Table 1. Dataset Description

Sno Data sets Instances Attributes Class

1 Epsilon 4601 57 2
2 ECBDL14 631 320000 2
3 Amazon customer reviews 10,000 1500 50
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4 Conclusion and Future Scope

In this paper, we have proposed a new variant of DENCLUE algorithm for big data
clustering under apache spark framework. In this model, we have made an attempt to
replace the hill climbing with differential evolutionary algorithm with Gaussian
mutation function in DENCLUE. The proposed method seems to be efficient for

Table 2. Performance of DENCLUE-DE on different data sets

Measures Algorithms Amazon customer reviews ECBDL14 Epsilon

DI Delclue 0.681 0.821 0.768
Delclue-GA 0.698 0.832 0.764
Delclue-SA 0.698 0.845 0.765
Delclue-IM 0.695 0.861 0.769
Denclue-DE 0.691 0.891 0.782

CA Delclue 0.571 0.732 0.711
Delclue-GA 0.574 0.781 0.841
Delclue-SA 0.565 0.776 0.854
Delclue-IM 0.563 0.721 0.847
Denclue-DSA 0.597 0.785 0.863

DBI Delclue 0.952 0.897 0.986
Delclue-GA 0.941 0.881 0.982
Delclue-SA 0.940 0.872 0.984
Delclue-IM 0.921 0.841 0.814
Denclue-DSA 0.897 0.816 0.951

Fig. 3. Execution time of proposed model in comparison with other models
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finding the global optimal solution in the search space. The results presents the clas-
sification accuracy and execution time for large datasets with scalability. In future we
try to improve the cluster quality for big data.
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Abstract. Data mining is the process of identifying patterns in data sets by
applying appropriate methods with cluster of machine learning techniques. In
recent decades, high utility itemset (HUI) mining has become the emerging
research area, which focuses on frequency and also on utility related with the
itemsets. Each itemset has a value like profit or user’s interest, called as the
utility of that itemset. HUIs are present in a customer transaction database which
yield a high profit. The target of HUI is to discover the itemsets that have utility
value higher than the threshold value. The issues faced in HUIs are dealing with
negative item values and number of database scans, mining in XML database,
candidate sets and distributed computing network. This paper presents a survey
of various algorithms and their restrictions in mining HUIs and the performance
analysis of the surveyed algorithms.

Keywords: Data mining � Association rule mining � High utility itemset
(HUI) � Utility mining � Negative item values � Distributed computing

1 Introduction

Data mining is an algorithmic method that accepts information or data as input and
generates significant patterns, like, classification rule set, association rules, itemsets, or
summaries, as output. This led to the discovery of more comprehensive algorithms to
refine the ideas of the already existing applications in other fields. The goals of data
mining are (1) Prediction - determining the behavior of certain attributes, (2) Identifi-
cation – identifying patterns in itemsets, (3) Classification – partitioning of data into
various classes, (4) Optimization – improving the use of limited resources like memory
space, execution time or materials. Data Mining is closely associated with Knowledge
Discovery in Database (KDD). The purpose of KDD is discovering significant and
useful information in extremely larger itemsets in the database.

Two elementary issues in KDD are frequent itemsets mining (FIM) and association
rule mining (ARM). Conventional Data Mining algorithms were focused on discov-
ering correlation between items that appear commonly in the database. But it absolutely
was inappropriate for the practical applications wherever factors such as gains of items
and purchase amount got to be examined. High utility itemset mining is an area of
research, which is applicable to a wide collection of applications which include stock
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market prediction, retail-market data analysis and recommended systems [1]. This high
utility itemset (HUI) mining mines a transaction database that consists of transactions,
where unit profit of every item is also taken into account, in addition to purchase
quantities [2]. Before going ahead, some basic preliminaries have to be focused.

1.1 Association Rule Mining (ARM)

Association Rule Mining is the process of finding frequent patterns, associations or
correlations in itemsets from transactional databases. This mining also helps in finding
the association between the itemsets, which are present in large databases [3]. One of
the best examples of ARM is market analysis, in which, the frequently associated items
are discovered in a transaction. An example of frequently associated items are (bread,
jam) and (butter), that is, when a customer purchases bread and jam, then he is 80%
likely to buy butter along with bread and jam. ARM can be divided into the following
two steps, (1) Generation of frequent itemsets, and (2) Generation of association rules.
The major challenging task in ARM is identifying the frequent itemsets. The task of
generating association rules is quite uncomplicated; the focus of most of the researchers
is on generating the frequent itemsets.

1.2 Frequent Itemset Mining (FIM)

FIM is the method of discovering the itemsets that seem often unitedly in the trans-
actions [5]. The focus of FIM is to witness the entire set of itemsets those appears
frequently in the transactional databases. It helps in finding descriptive patterns that
exceeds a threshold. This mining ignores the factors such as, utility, profit, cost and
quantity related with the item in the itemset [6]. The occurrence of the itemset
exclusively may not be sufficient, as it depicts only the number of transactions that
holds the itemsets. Nevertheless, utility of an itemset like, quantity, weight and profit
are also significant for treating the real-world decision making problems that involves
maximizing the utility in an organisation. To treat this problem, a new algorithm,
weighted association rule mining was proposed by Shankar et al. [8]. The conventional
method may find a huge sum of frequent itemsets which are low-valued and hence loses
the information on priceless itemsets which have low marketing frequencies [4].
Therefore, it cannot be able to satisfy the user’s requirement, who desires to locate
itemsets with high utilities, in other words, high gain. To cover these kinds of con-
sequences [9, 10], a utility based itemset mining came into existence.

1.3 High Utility Itemset Mining (HUIM)

The fundamental motivation behind Utility Mining algorithms is to distinguish the
itemsets with highest utilities, over a specific threshold, by taking into account the
profit, quantity, cost or other user preferences [7]. If the support of an itemset surpasses
a minimum support threshold specified by a user, that itemset is taken into account as
frequent. The utility of an itemset is portrayed as the outer utility increased by the
interior utility. A HUI has its utility esteem is higher than a client indicated least edge
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esteem; vice versa is considered as a low-utility itemset [11]. Evidently, this process
couldn’t endure the problems of a search space, when databases hold lots of lengthy
transactions or there is a fixed low minimum utility threshold. HUIM is necessary for
many applications like market analysis, streaming analysis, biomedicine and mobile
computing. Recently hinted compact tree structure called UP-Tree preserves the data of
transactions and itemsets, helps the performance of mining and avoids scanning of
master database repeatedly. This paper concentrates on deep view of the existing utility
mining algorithms and list of methods that has been used to acquire the outcomes
efficiently and also an analysis is performed to improvise the state-of-the-art algorithms
to refine the results.

2 Literature Survey

This section briefly discusses about the manuscripts that deal with certain problems in
utility mining and their respective solutions.

Wu et al. (2018) proposed the recent method of association rule mining for itemsets
that involve low-frequency itemsets along with high frequency itemsets. For the low
frequency itemsets in order to gain either the utility or the frequency or both, the
method of mixing the utility along with frequency aided for developing different
association rule [31]. In case of different business strategies, it is proved that the
different association rule should be used for best result. To achieve the candidate
itemsets, Single phase FP-Growth algorithm is applied for calculating frequency,
utility, support, and confidence measure to achieve the association rule. Index structure
is used for generating the utility values, which is used in FP-Growth for achieving the
candidate itemsets depending on support values. The performance of the algorithm can
be further increased for computing the utility itemsets in future. Using the advanced
algorithms, it is aimed that without using the candidate generation, the high utility
itemset to be generated, so that it will minimize the time taken for generating the
needed association rule for all type of itemsets.

Generally the HUI deals many data sets consisting of different values but,
Kannimuthu & Premalatha (2014) proposed GA approach to handle the enormous
number of different items and transaction [23]. This proposed algorithm will be opti-
mum on important issues, such as, time complexity and space complexity. GA has been
placed in main role in data mining applications because of their ability to handle
enormous search efficiently. To resolve the leading problems in utility mining like
space complexity and database-dependent minimum utility threshold, GA-based
method is used for mining HUIs from the database, which also contains negative item
values in itemsets.

Most of the utility mining problems deal with client server computing so; Kan-
nimuthu et al. (2012) aimed at introducing a new procedure for mining the HUI in
distributed environment, called Knowledge as a Service (KaaS) [20]. KaaS makes use
of iFUM algorithm to help in providing data independency and reducing the data
integration cost in the distributed computing network.
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The investigation of the utility mining problem presented by Kannimuthu & Pre-
malatha (2014) is the infusion of HUIs from the data base that remains as the major task
in mining. In case of XML data, it is very challenging to perform the mining because of
its high complexity [24]. This paper proposed a distributed approach for mining the
HUIs in databases that are represented in XML format. It is already known that KaaS is
used for reducing the integration cost in centralized environment. Similarly, to reduce
the data integration cost in distributed environment, KaaS integrated with HUI-
MINERXML algorithm has been developed. The algorithm proposed is tested with
XML database obtained from IBM synthetic dataset (T10I4D10K), Mushroom and
Kosarakand Accidents by varying the minUtil threshold.

A challenge in utility mining is encountering high utility itemsets accompanied by
negative values from prominent databases. This issue has been investigated through
Kannimuthu et al. (2015). Various strategies of mining like data structures, pruning
strategies and many utility measures of utility mining algorithm have been talked about
in this paper [27]. For mining HUIs with negative values, UP-GNIV algorithm has
been suggested. To eliminate the negative utility values, RNU and PNI filtering
strategies have been used in the databases. For generating the PHUIs efficiently, UP-
Tree algorithm has been used. IBM synthetic dataset is used to evaluate the proposed
algorithm.

Following generation data mining technologies are mainly focusing on treating of
disseminated data sources that are implemented as web services. Kannimuthu et al.
(2012) proposed a work that uses the process of parallel mining in distributed database
to generate the candidate itemsets that are parallel at different slave sites, for mining the
HUIs in distributed databases [20]. This algorithm has comparatively less execution
time, when compared with centralized version of utility mining algorithms.

Many of the utility mining algorithms operate fine on infrequent and short utility
patterns. But they went wrong in extricating the patterns efficiently in dense and
extended patterns. Erwin et al. (2007) analyzed the problem of mining with dense and
long pattern data sets and developed an algorithm, CTU-Mine algorithm, such that the
anti-monotone problem is eliminated while using utility based pattern [13]. The pro-
posed algorithm has been compared with existing Two-phase algorithm with same
value of transaction weighted utility. The result shows that the proposed algorithm
works efficiently than the existing ones.

Most of the approaches used for mining the association rules will inherently con-
sider that the utilities of the itemset will be always equivalent. However, Yao et al.
(2004) presumed that utilities of the item set may diverge and analyzed different
transactional databases and theoretically found a solution to increase the efficiency in
utility mining, by identifying the utility bound property as well as the support bound
property(by analyzing the utility relationship among the itemsets) [12]. Based on these
properties a mathematical model has been designed for utility based mining.
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Even though there are innumerable significant perspectives based on HUI itemset,
there occurs a problem in producing large number of candidate item set when database
consist of lots of long transaction. To handle this issue, Tseng et al. (2010) presented a
resourceful algorithm named UP-Growth for mining HUI itemset miming from
transactional databases. UP-Tree data structure has been proffered for preserving the
information of HUIs [18]. Hence, the potential HUIs can be effectively prompted from
the UP-Tree by scanning the database only twice. In the demonstrations, synthetic and
real datasets have been employed to judge the performance of the algorithm. The
mining production has been improved extensively because the proposed strategies
effectively reduced the search space and the number of candidates. The UP-Growth
algorithm outperforms when there are lots of long transactions present in the database.

The discovery of temporal high utility patterns in data streams has been a major
challenging task. However the main limitation of FIM is it does not eliminate the non-
periodic itemset, so that the efficiency of mining will be decreased which lead to
decline in the profit of the retails. Viger et al. (2016) proposed an algorithm for filtering
the non-periodic pattern in the database. A built-in disadvantage of the conventional
high-utility item set mining procedure is that they are incompatible in discovering the
recurring customer behaviour on purchase [29]. For example, some products can be
bought by the customer frequently for every week or month. This limitation can be
overcome by the use of periodic high-utility item set mining. This type of mining
algorithm detects the class of items that are bought by the customers periodically for
generating high gain. This algorithm helps in filtering a high amount of non-periodic
patterns for discovering the needed periodic high-utility itemsets only.

The detection of High utility pattern in the data stream owing to immense appli-
cation on numerous domains was a demanding task. Liu & Qu (2012) discloses that
Utility-list data structure provides the pruning information for HUI-Miner along with
the item sets utility information. A very immense number of candidate itemsets are
being processed by conventional algorithms during the mining process. Candidate
generation process has been skipped while using HUI-Miner for mining high utility
item sets [21]. This obviates the utility computation and costly generation of candi-
dates. This HUI-Miner procedure has improved production concerning memory con-
sumption and running time.

FIM has a concern that it presumes all items has same significance and generates
the itemset which produces low profit. To resolve this issue, HUIM [26] algorithm has
been proposed, which resolves the issue to some extent, but the utility of an itemset is
neither monotonic nor anti-monotonic. So to make the algorithm more efficient, Viger
et al. (2014) proposed an algorithm called FHM (Fast High-Utility Miner), which
consolidates the strategy EUCP (Estimated Utility Co-occurrence Pruning)that is used
to scale down the number of joins during the mining of high-utility item sets by
utilizing the utility-list data structure. This pruning approach is experimentally proved
to diminish the search space by 95% and is faster than HUI-Miner algorithm by six
times.
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HUIs mining continues to be very time consuming, though it is a foremost mining
algorithm for countless applications. Zida et al. (2016) brought in EFIM to revamp the
efficiency of mining in terms of execution time and memory consumed. This algorithm
depends on two upper-bounds for pruning the search space, namely, local utility and sub-
tree utility [29]. These upper-bounds are calculated using an array-based utility algorithm
called as Fast Utility Counting. This approach calculates the upper bound in linear time
and space. High-utility Database Projection (HDP) and High-utility Transaction Margin
(HTM) are the two techniques that are used for database projection and transaction
merging in order to reduce the cost of database scans. EFIM algorithm consumes
comparatively less memory than other algorithms such as, FHM [ref 2], UP-Growth + ,
HUP-Miner, HUP. EFIM out performs on both dense and sparse datasets.

HUIs are mined in complex event sequences by incorporating utility mining with
episode mining. Wu et al. (2013), discovered UP-Scan algorithm, in order to estimate
the utility of episodes, the external as well as internal utilities are considered. Complex
event sequences holding concurrent events are taken into consideration, which provides
users with high utilities and information concerning the relationships between episodes
[22]. UP-Scan (Utility episodes mining by Spanning prefixes) has been introduced for
mining the entire set of high utility episodes efficiently. TWU model and EWU
(Episode – Weighted Utilization) model has been used for episode mining and for high
utility episode mining tasks respectively. DGE (Discarding Global unpromising
Events) and DLE (Discarding Local unpromising Events) have been introduced and are
integrated with UP-Scan algorithm to diminish the number of candidates and to
increase the performance of those tasks regarding execution time and memory con-
sumption. Exploratory results on real and synthetic datasets indicate that UP-Scan
algorithm performs better than baseline approach and has good scalability measures,
especially under higher minimum utility threshold. Serial episodes containing simul-
taneous events are only considered. Other kinds of episode such as injective episodes,
parallel episodes, and closed episodes have not been taken into account.

Even though there are many papers regarding HUI mining, there aren’t many
researches on the incremental database. Ahmed et al. (2009) proposed three tree
structures for handling incremental databases, with the presently available memory size
for operations such as insertions, modifications and deletions [16]. The IHUPLTree is
easy to construct and handle, since there is no requirement for any restructuring
operation, despite of, gradual revision of the databases. IHUPTF-Tree requires less
memory, whereas, IHUPTWU Tree requires less time for execution. To obviate the
level-wise candidate generation and test methodology, a pattern growth approach has
been used. The entire above mentioned tree structures follow “BUILD ONCE, MINE
MANY” property, that are satisfactory for interactive mining. All the three structures
need two dataset scans at the max. These tree structures are effective for interactive and
incremental high utility pattern mining. These perform better than the conventional
algorithms in regard to execution time and memory usage. They are scalable to handle
a large number of distinct items and transactions.
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A dispute of utility mining is locating HUIs with negative values from transactional
databases. This concern has been scrutinized through Philippe Fournier-Viger (2014),
who proposed an efficient algorithm named FHN (Fast High-Utility itemset miner with
Negative unit profits), which can be used for mining HUIs, where item units may be
positive or negative [17]. This algorithm provides a supplement to FHN algorithm for
HUI mining. Practical outcomes manifest that the FHN algorithm is almost 500 times
faster and uses at the max of 250 times less memory when compared with HUINIV-
Mine algorithm. This algorithm outperforms on the dense datasets too.

Chu et al. (2019), handles the problem of detecting high utility item sets with
negative item values in large databases. HUINIV-Mine identifies high utility item sets
with negative item values in large databases [32]. The proposed HUINIV-Mine helps in
identifying high utility item sets with negative value in less high TWUI effectively,
such that, the mining time taken for execution of high utility item sets with negative
values can be reduced. This algorithm generates fewer candidate item sets for finding
high utility item sets with negative item values with higher performance compared to
other traditional algorithms.

Viger and Zida (2015) proposed FOSHU (Fast On-Shelf High Utility item set
miner) algorithm to mine high utility item sets consisting of negative utility values and
considering shelf time of items. This algorithm doesn’t hold the candidates in memory,
as it is a single phase algorithm and relies on a depth first search strategy [28]. In this
algorithm, mining of itemsets are done in all time periods simultaneously, instead of
mining each period separately and performing post-processing of the results of each
time, which is costly. This algorithm introduced an idea of using total order, where
negative items handle negative external utility values efficiently than the traditional
algorithms. The experimental results confirm that FOSHU is faster than three orders of
magnitude and uses up to ten times less memory than TS-HOUN.

3 Comparative Analysis

The comparative analysis of various utility mining algorithms, the itemsets used by
these algorithms, their results on various problems in utility mining, the data set used
have been discussed in Table 1.
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4 Conclusion

The frequent itemset mining was discovered on the proposition that the itemset that
appear more customarily in the transactional databases are considered to be in the top
of user’s wish list. Still, in reality, the mining of itemsets, by taking into account only
the frequency of itemset, is a challenging task, as it has been proved in many appli-
cations that the itemsets that bestow to the most are not inevitably the frequent itemsets.
Utility mining attempts to bridge this gap by making use of utility factors such as profit,
quantity or cost based on user’s view. This paper delivered a quick analysis of the
various algorithms involved in mining of high utility itemsets from transactional
databases. Most of the algorithms were focused on reducing the number of scans done
on candidate itemset generation and finding the high utility itemsets with negative
values. In future, we will be developing an algorithm for high utility itemset mining.
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Abstract. The Internet of Things helps in filling the space between the real
world and the virtual world, which is one of the forthcoming networking
regions. Our daily lives have been changed by the role of the mobile appliance.
Devices can interact among themselves where protocol played a key role in IoT
implementation. The simple protocol of IoT technology is designated here. We
can classify the IoT protocols into four categories such as data link layer pro-
tocol, network layer protocol, transport layer protocol, application layer proto-
col. Depends on the disparate benchmark, comparison of data link protocols is
done. After comparing all protocols, we can’t determine which integration of
protocol is the best for the implementation of IoT.

Keywords: Bluetooth � Cellular � Data link layer protocol � IoT protocol stack

1 Introduction

The updated version of Internet technology is IoT. Before IoT comes into picture
internet technology is used for connecting each and everything in the globe but
sometime. Some techniques like Zwave, Bluetooth, Cellular, and ZigBee, Wi-Fi etc.
are prevailing techniques but for the advancement of the system of the Internet of
Things, there are many techniques present. Liable on the various parameter such as
range, the requirement of data, safety, battery usage, handiness, cost and some other
factors of several protocols one can choose which one is the finest. Internet protocol has
the advantages of reliability and flexibility. Depending on these factors, the Internet
Engineering Task Force (IETF) make another protocol for connection among the IoT
appliances. Based on the topic of different layers of standards protocol of IP stack,
several kinds of white paper are introduced by the Internet Protocol for Smart Objects
(IPSO) alliance and also published about adaptation layer by which smart objects can
be communicated. We can define IoT stack which is consist of 5 layers i.e. application
layer, transport layer, network layer, data link layer, and physical layer. Figure 1
describes the layers of IoT stack [1].

1.1 Physical Layer

The physical layer [1] is basically used for connecting physical medium with the
mechanical or electrical interfaces to achieve a synchronous communication. It takes
care of bit-level transmission between them. It takes care of the physical connections of
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the networks like cabling, a standard of cabling, connectors and its types etc. but not
the physical medium.

1.2 Data Link Layer

It is the 2nd layer of the IoT protocol stack. It is obtain the process, by which the data is
sent through the medium like the radio wave, copper wave. It is also obtain the process,
by which packets are coded through the medium [2].

1.3 Network Layer

This layer responsible for sending IP datagram from source network to destination
network. It executes the task of the host addressing and packet routing. The datagram
hold the source and destination address, by which source to destination route is decides
This layer has two sublayers: Routing layer and Encapsulation layer in network stack.

1.4 Transport Layer

This layer has the ability to transfer the end to end messages in a particular network. By
the help of handshake or without handshake protocol message transferring is done.
Congestion controls and segmentation functions are execute here.

Fig. 1. IoT stack
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1.5 Application Layer

The application layer has standardizes communication depends to set up host-to-host
data transfer, it is depend on transport layer. It is divided into two sub layer one is
security layer and another is session layer [1].

2 Related Work

This section presented, the survey of data link layer protocols related papers worked.
Salman [1] presented a survey paper, which is describe about the different standards
like IEEE, IETF supported IoT technologies and data link layer, network layer,
application layer and session layer protocols briefly discussed. Mohammed et al. [6]
presented a review paper on enabling technologies and describe some protocols and use
cases. Pathak and Tembhurne [4] this paper provides a general view of IoT and it’s
used standards. Patel and Tusher [3], compare various internet of things protocol. They
can conclude which combination of protocol can be used together to get the best way
for the implementation of IoT.

3 Data Link Layer Protocols

In [1] this section presents different type of data link layer protocols.

3.1 IEEE 802.11 (Wi-Fi)

IEEE 802.11 is broadly used in wireless local area network (WLAN). The speed of the
data transmission rate is 1 Mb/s up to 6.75 GB/s. It has low cost. It uses CSMA/CD.
Network topologies defined are star and mesh. It’s network communication is bi-
directional and its power consumption is less convenient i.e. 100 mw. It uses direct
sequence spread spectrum techniques. It supports Advance encryption standards
(AES) [1].

3.2 IEEE 802.3 (Ethernet)

IEEE 802.3 is a first broadly used in local area network technology (LAN). It is
simplest than token local area network. The speed of the data transmission rate is 10,
100, 1000 Mbps. It has a very cheap cost. It uses CSMA/CD methods. IEEE 802.1
network architecture is used in the IEEE 802.3 technology [2].

3.3 IEEE 802.15.4

This standard is famous for WPAN. It Operates on ISM band. and Uses CSMA/CD
methods. Power consumption is minimized due to infrequently occurring very short
packet transmissions with low duty cycle (<1%). Transmission, for most cases, is line
of sight (LOS) and Standard transmission range varies between 10 m–75 m and the
Best case transmission range achieved outdoors can be up to 1000 m and Networking
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topologies defined are star and mesh. It is suitable for home networking, automotive
networking and industrial networking [1].

3.4 ZigBee

It operates on 2.4 GHz like Bluetooth and Wi-Fi. It is based on the IEEE 802.15.4
protocol. Data rate range around 250 kbs and the physical range are around 10–100 m
[10]. ZigBee is suitable for home automation, it has some significant advantages like it
uses low power, higher reliability, high scalability, larger nodes count. Zigbee has three
types: ZigBee coordinator (ZC), ZigBee router (ZR) and ZigBee End Device
(ZED) [8]. Zigbee network tree has a root, this root known as Zigbee coordinator.
There is single hop connectivity to any other devices. ZigBee router (ZR) is Capable of
running Program, as well as relaying information between nodes connected to it.
ZigBee End Device (ZED) has the ability to communicate with the parent node and to
collect information it cannot depend on other devices. Nodes are permitted to sleep for
a certain time for that battery life is extended. Memory requirements and cost of ZEDs
are quite low, as compared to ZR or ZC [11].

3.5 Z-Wave

It [3] is a technology intended for home automation products. It is also a low power RF
Communication Technology which basically works in the band 1 GHz. Z-Wave used
for reliability and short latency communication for transmitting small packet and Data
rate of 100 kbits/s. It does not require coordinator because it supports the mesh network
type topology. So a greater number of devices can be connected up to 232. It supports
quality data transfer in a faster way so widely used nowadays in the home environment
and LAN. The standard used nowadays is 802.11n which deliver an efficient
throughput, which is of hundreds of megabits per second. It is good for transferring
data but the disadvantage is that power consumption is very high which is not
appropriate for the IoT devices [2].

3.6 NFC

It works inside the range of 4–10 cm and has a less power consumption than others i.e.
15 mA. It is a simple contactless two-way communication technology among elec-
tronic gadgets. It let numerous contactless operation like amount transfer, digital
content, and contact of electronic expenditures like card without any contact. Basically
it is similar to RFID technology. NFC is used in Low-power home automation systems,
Parcel tracking, Computer game synchronized toys, Information tags in posters and
advertisements, Smartphone based payments [12].

3.6.1 NFC Device Types
All NFC types are similar but communicate in different ways. So very animated NFC
technology which is known as the FELICA, is commonly found and mostly used in
JAPAN. The contemporary once, TYPE A and TYPE B NFC are used in the rest part
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in the world. Primarily NFC devices are two types: passive and active device. Passive
devices contain information which is readable by other devices [8] (Fig. 2).

3.7 Sigfox

Sigfox is a company, founded in 2009 which is emerged in Toulouse, France. It gives a
web application interface for device management. It uses ultra narrow band technology.
It has standby time is very high i.e. 20 years with 2.5 mAh battery as compared to 2
years for cellular. It is a scalable network in which any number of devices are con-
nected up to kilometers. Power consumption is less so it is suitable for smart appli-
cation such as security device, street lightening etc. and operates in 1 GHz band
wireless network. It is also used in agriculture, healthcare, intelligent buildings, public
transport, and utilities [3].

3.8 Nuel

It is just like Sigfox, functioning in the sub-1 GHz band and also customs TV whites
pace spectrum to achieve greater scalability, greater coverage, less power, and less cost
wireless network. Nuel is a weightless technology particularly intended for IoT and
also it contends with GPRS, 3G, CDMA, and LTE WAN solutions. It consumes less
battery as 20–30 mA batteries can run up to 10–15 years and data rates can be from few
kbps to 100 kbps for the same link [2].

3.9 LoRaWAN

It is also similar to Sigfox and Nuel used for WAN. Consumption of battery is 10 mA so
battery life upturns to 10 years. It is optimized for low power costs. The Data rate range
of LoRaWAN is 0.3 up to 50 kbps and physical rage is around 2–5 km in an urban area
and 15 lm in the suburban area It is used in smart city and industrial purpose [3].

3.10 Cellular

It supports high data rate and long distance transmission of IoT data with the help of
GSM/3G/4G but it has a disadvantage of high power consumption. The important
factor in this technology is Square EE and CELL1.0 low-cost development board and

Fig. 2. NFC types
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linking board with Raspberry Pi and Arduino platform. It provides data projection with
low power consumption and low transfer rate by the help of sensor-based with low-
ering the bandwidth [10].

3.11 Bluetooth

It is heavily used for IoT connectivity. This is particularly used for short-range com-
munication personal area network and to transfer data using Bluetooth between two
mobile devices. This mobile devices, of course, need to have the Bluetooth radio to be
supported and now most of the mobile phones particularly the smart phones they are all
enabled with Bluetooth. So one can transfer files, music, videos so on and so forth. One
of the good thing about Bluetooth is security. In Bluetooth there are three types of
radio, class a, class b and class c. class a range is 100 m basically it is used for
industrial purpose then class b range is 10 m which is used for mobile devices and class
3 range is 1 m [9].

3.12 HART & Wireless HART

It is the latest release of highway addressable remote transducer (HART) protocol [1].
HART standard was developed for networked smart field devices. The wireless pro-
tocol makes the implementation of HART cheaper and easier. HART encompasses the
most number of field devices incorporated in any field network. Wireless HART
enables device placements more accessible and cheaper-such as the top of reaction
tank, inside a pipe, or at widely separated warehouse. Main difference between wired
and unwired versions is in the physical, datalink and network layers. Wired HART
lacks a network layer [8].

4 Conclusion

In IoT, There is existed many technologies which are a part of the datalink link layer
protocol. In all of them, it is difficult to find out which one better. This paper is
presented here with a brief description of the data link layer protocol. They are used in
many different types of application. In this paper, different types of the data link
protocol are compared using the different type of factor like cost, privacy, battery life,
spreading factor, complexity, data rates etc. but which one is best for faster and secure
for IoT application does not conclude. In future work, I will research on LoRaWAN
data link layer protocol on IoT devices. It has low power consumption, less cost and
used in many IoT applications. Comparing of these data link layer protocol is given on
above Table 1.
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Abstract. The deaf & dumb (or the Mute community) find it a tedious task to
converse with ordinary people through sign language. This stands as a hindrance
in even the most basic of their activities. It affects their personal development,
interpersonal relations and limits the contributions they could otherwise make to
society. The prime motive of this project is to provide an easy to use platform
for the hard of hearing people to express themselves despite the sign language
barrier. We aim to achieve this motive through gesture recognition. Using
gesture recognition, we compute the mathematical interpretation of human hand
gestures to recognize the signs conveyed by American Sign Language. The
system enables real-time hand gesture and speech recognition and provides an
innovative and simpler mode of communication for the mute people.

Keywords: American sign language � Background subtraction � OpenCV
Python speech recognition � Convolutional neural network � Tensorflow-GPU
Real-time

1 Introduction

According to marxentlabs.com, “The general definition of gesture recognition is the
ability of a computer to understand gestures and execute commands based on those
gestures”. In our project we have used gesture recognition to recognize American Sign
Language. American Sign Language is the third most commonly used language in the
United States. About 2 million people in the world use ASL. This language uses finger
spellings, hand shapes and gestures to indicate certain concepts and ideas. The ASL
vocabulary or dictionary database is more readily available than other local sign lan-
guages. Hand shapes and hand structure varies considerably from person to person and
hence the dataset required to train a model for such an application should be dynamic
and vast. Hence there is a need for heavy preprocessing. Preprocessing is done to
remove unwanted features from the gestures and reduce the dataset size by some
extent. It additionally helps to improve accuracy of recognition. After processing,
machine learning algorithms are applied to extract desired features which are further
used to obtain the required output. Complex applications also use neural networks
along with machine learning to train the network. Existing models for this application
hardly provide a means for two way communication and rarely any scope for
scalability.
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The motivation of our project is to provide a robust method for overcoming hurdles
faced while communicating with the hard of hearing people without any knowledge of
the sign language. The project is designed keeping in mind the objective of providing
an easy to use, fast, less complex and background independent solution for a com-
munication model for the mute community.

Our project can be divided into 2 parts as follows:
Gesture Recognition (Input) & conversion into speech (Output).
Speech Recognition (Input) & back conversion into Text (Output).
The extent of preprocessing that we have applied is what makes our project unique.

The novel idea being that we have tried to implement a model which has extremely
minimal memory requirements which results in comparatively low processing time
even while extracting tens of thousands of features.

2 ASL Gestures Dataset

We have trained our system for 47 gestures which includes 26 English alphabets, 10
digits and 11 most commonly used signs enough to introduce oneself. The dataset
consists of 2400 static, black and white, flipped images for each of the 47 classes. All
images have a size of 50 by 50 pixels [7]. Our system has provisions for additions in
the dataset and training of new gestures as per the user (Fig. 1).

Fig. 1. Preprocessed input gestures
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3 Background and Drawbacks of the Current Sign Language
Recognition Methods

There have been several attempts of recognizing sign language in real time. Most of
these methods require additional hardware for detecting hand movement or hand shape.
Such hardware includes smart gloves [2], accelerometers, flexure sensors, etc. These
sensors and devices increase the overall cost of the system and make it difficult for the
hard of hearing people to afford the system.

Additional hardware increases the complexity in terms of interfacing all nodes onto
the same platform. This limits the flexibility of the project and also its future scope. Not
only is this complex from a development point of view but it also becomes difficult to
maintain such devices over several years. Implementation of this idea can be done on
many software platforms. One approach is to design a whole system based on
MATLAB [5, 6]. Image processing is easier when done in MATLAB, but the software
has many drawbacks such as the size required is very large. Hence, we have used
Python as it is a very user-friendly language and has ample libraries which simplifies
implementation of complex functions.

Another algorithm based on hand detection using skin color histograms has also
been proposed [4]. This does not provide accurate threshold images of the gestures as it
is extremely sensitive to ambient lighting conditions. Shadows formed on the hand
while making varying hand shapes results in incorrect gesture recognition. Thus, this
method is error prone (Fig. 2).

4 Brief Methodology

1. We use a 4 layered CNN model to train 47 gestures (47 classes)
2. We have used background subtraction technique to create and recognize gestures
3. Recognized gestures are displayed as text
4. The text is then converted to speech
5. The second party can reply in speech which is then recognized and displayed as text
6. For speech processing, pyttsx3 and speech libraries have been used (Fig. 3).

Fig. 2. Example of hand detection using skin color histogram
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5 Algorithm

Gestures are created using background subtraction technique. For the first 30 frames,
the system calibrates and finds the running average of the present frame from previous
frame. This running average is stored as our reference background. Any change in this
background is then detected and is subtracted [8]. The resultant image is processed for
edge detection using Canny Edge Detection Algorithm [11] to improve the accuracy,
Gaussian blur as well as Binary Thresholding [9] and the contours are calculated to find
the area of pixels under the detected region and for shape analysis. These gestures are
then fed into the network in binary format as processing hand gestures in RGB format
is subject to errors due to various skin shades. Processing power required for color
image processing is thrice as much required for binary image processing. RGB format
leads to unnecessary wastage of resources such as storage and increased complexity.
For this application, we have obtained satisfactory results with binary images as we
require only the boundary of the gesture. Hand boundaries are traced using contours
and this is used to segment the image into hand and non-hand areas [1, 9].

Training is done using CNN built with Keras using minimum lines of code. Due to
our large dataset, we require effective down sampling which is achieved using CNN
[10].

For prediction, we use Keras predict [12]. Prediction begins only when the area of
pixels covered in the bounding rectangle are greater than 7000.

The predicted gesture is mapped to its respective label from the database which is
displayed as text using OpenCV and is then converted to speech using Python text to
speech algorithm. The prediction is displayed and converted to speech only for those
symbols for which the prediction probability is greater than 80%. The default speech
rate is 200 words per minute (Fig. 4).

Our system allows the listener to respond as and when he/she wants to. The words
spoken by the listener are converted to text that can be read by the mute person (Figs. 5
and 6).

Fig. 3. Flow diagram of our method
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Fig. 4. CNN model
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6 Results and Discussion

Prediction accuracy of the model over 10 epochs is found to be 97.89%. We chose 10
as the optimal number of epochs as this gave us the least validation error i.e. Misclass
percentage according to the Table 1 below.

Fig. 5. Block diagram of the working

Fig. 6. Hand detection using background subtraction

Table 1. Overall results of the model

Parameters Values

Average prediction time during training 0.001034 s
Average prediction time during real time recognition 0.003519 s
Time taken to predict 18800 test images 7 s
Prediction accuracy of the model 97.89%
Misclass 2.11%
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It can be seen that the prediction time and the complexity of our model is very less.
The accuracy that is achieved during training is reflected during the real time recog-
nition (Fig. 7).

7 Conclusion

The above results provide support to our novel contribution. It can also be inferred that
the objective of our project has been achieved. We have been successful in imple-
menting a simple and scalable two way communication model by using background
subtraction, image processing in OpenCV and CNN.

To convert this project into a viable product, we need to implement it on a portable
device like a mobile phone. To do this we need to create a desktop application for the
laptop and an application on our mobile phone using android studio [3]. We propose to
do this by making a service on the laptop that will connect to the Android app on
phone. Thus, our laptop will act as a server which has access to our CNN model and the
rest of the recognition system. Through the app on the phone, we will send requests to
the server to record a real time video and to recognize the gesture. The server will
process results and send it back to the app.
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Abstract. A very efficient and well-known computing environment is Mobile
Adhoc Network (MANET). However, the node capacity and delay are affected
during the data transmission due to its mobility. To tackle this problem, Multi-
criteria Enhanced Optimal Capacity-Delay Tradeoff with Efficient Fuzzy-based
Multi-constraint Multicast Routing (MEOCDT-EFM2R) method has been pro-
posed to solve the optimal route selection problem where the multiple network
metrics are taken into consideration. However, it requires fault tolerance-based
Cluster Head (CH) selection since it does not handle any transmission or link
failure in the network. Therefore in this paper, Efficient Fuzzy-based Multi-
constraint Multicast Fault Tolerance Routing (MEOCDT-EFM2FTR) method is
proposed to efficiently handle the transmission failure in the network. In this
method, the CH for each cluster is chosen depending upon on the maximum
nodal weight which is stored in the routing table. Initially, each and every node
computes its weight with different network metrics like residual energy, mobility
speed, computational power and fault tolerance. Then, the node with the highest
weight is elected as CH of a specific cluster and each CH coordinates itself as a
ring to tolerate any transmission failure by choosing a new CH. So, the new CH
takes the responsibility of initial CH to complete the transmission without
degrading the network performance. Finally, the simulation gives the evidence
for the performance effectiveness of the MEOCDT-EFM2FTR method com-
pared to the MEOCDT-EFM2R for throughput, routing overhead, delay, etc.

Keywords: Mobile ad-hoc network � Clustering � Multi-casting � Cluster head
election � Fault tolerance � Transmission failure

1 Introduction

MANET is a kind of decentralized wireless network consisting of several mobile nodes
that can transmit data with each other directly or indirectly via wireless links. Even
though, it is extremely challenging since each node has a limited computing power
resource, little storage and a short transmission range. Nodes that do not fall within the
communication range of other nodes can transmit data through relay nodes. The non-
deterministic mobility model incurs synchronized and random topological changes.
Due to the dynamic nature of network such as wireless links and limited bandwidth
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availability, the topological changes become more frequent that causes network
efficiency.

Nowadays, these networks have been deployed in distributed applications such as
inter-node transmission, information exchange, data aggregation, key distribution,
group communication, privilege grant, etc. [1] During the implementation of this kind
of applications, specifically in MANET, the Cluster Head (CH) is a crucial component
that is responsible for coordinating these activities [2]. Therefore, it is very helpful to
include a CH for providing the critical decisions in a simple manner. As a result, a CH
selection is a popular research challenge in distributed networks. In Multi-criteria
Enhanced Optimal Capacity-Delay Tradeoff with Efficient Fuzzy-based Multi-
constraint Multicast Routing (MEOCDT-EFM2R) method [3, 4], optimal node selec-
tion within the cluster of network during data transmission was achieved by consid-
ering the multiple network metrics like delay, bandwidth, Link Stability Factor
(LSF) and residual energy. These metrics were converted into a single metric named
fuzzy cost or communication cost by using fuzzy logic method to find an optimal path
from source to the destination that reduces end-to-end delay. However, the link or
nodes failure was not efficiently handled that reduces the network performance.

Hence in this paper, Efficient Fuzzy-based Multi-constraint Multicast Fault Tol-
erance Routing (MEOCDT-EFM2FTR) method is proposed. The main aim of this
method is selecting the CH and constructing the ring of all CH to tolerate any link or
node failure in the network during transmission. Initially, the network is split into
different clusters where each node has its own information such as computational
power, residual energy, mobility speed and fault tolerance. Based on these metrics,
each node calculates it node weight and distributed with each other. Then, the node
with the highest weight is picked as CH and each CH arranges itself in a ring. If any
transmission fails through specific CH, then a new CH is selected in a constant time
based on the ring. Therefore, a new CH transmits the data packet to the destination
without packet loss. Thus, this MEOCDT-EFM2FTR method achieves fault tolerant
routing between source and destination in the network.

2 Related Work

Democratic leader finding algorithm with fault tolerance [5] was proposed for large-
scale MANET. This algorithm was proposed based on the general parliamentary polity
followed by the democratic countries which always provides the existence of an
executive for coordinating and monitoring various activities and also for taking deci-
sions regarding affairs or issues in the state. This parliament concept brings in failure
resiliency to this algorithm and ensures greater availability of leader, especially on
occurrence of failure. However, it reduces the resource availability and increases the
energy consumption.

An Adaptive Secondary Cluster head-Aided Clustering (ASCAC) scheme [6] was
proposed for group communication in MANET. In this scheme, a token circulation
method was proposed by using an adaptive secondary CH-aided clustering algorithm.
The initial Cluster Head was selected depending on the link degree between nodes and
mobility of each node. As well, a secondary CH was set inside each cluster by taking
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the part of the functions of the initial CH such as functionalities of clustering, token
monitoring, storage of data related to clustering, etc. If initial CH fails, then secondary
CH will get the chance to maintain track of the token circulation. However, average
number of primary CH changes was not reduced efficiently. Leader election algorithm
using Fibonacci heap structure [7] was proposed in wireless networks. In this method,
the Fibonacci heap tree was used to select the leader by computing the minimum key of
the Fibonacci heap. However, the resultant structure was complicated. Also, it requires
high memory space.

An energy efficient CH selection for fault tolerant routing [8] was proposed in
MANET for maximizing the CH energy and reducing the single link failure. However,
energy consumption was still not reduced efficiently. Weight-based K leader election
algorithm [9] was proposed in MANET. At first, very few coordinator nodes were
chosen locally and those nodes using diffusing computation approach gather the
weights of left over nodes. Then, the coordinator nodes were collaborated together and
the weights of all the nodes in the network were collected by the highest weight
coordinator to elect the final leaders. However, the election time was high.

An adaptive fault tolerant, non-blocking and coordinated check pointing algorithm
[10] was proposed for cluster-based MANET. In this algorithm, least number of mobile
hosts in the cluster was encouraged to record checkpoints. By using this algorithm, the
unwanted checkpoints were minimized by maintaining exact dependencies among
processes and piggybacking check pointing sequence numbers on to the normal
messages. However, it does not handle the concurrent failures and multiple executions
at the same time.

A security fault-tolerant routing [11] was proposed for multi-layer non-uniform
clustered Wireless Sensor Network (WSN). Initially, the multi-layer non-uniform
clustered network topology was established. Then, the trust model and fuzzy logic were
used in the CH selection process for evaluating the qualification of sensors to become a
CH. Additionally, the priority level and the trust value were also used for selecting the
security CH as the next hop. Through the selected CH, a path was constructed between
different layers. Further, a fault-tolerant algorithm was proposed based on rollback
strategy for improving the security and fault-tolerant of the network. However, network
lifetime was less.

3 System Model

In this section, the proposed MEOCDT-EFM2FTR method is explained in brief. Ini-
tially, the entire network nodes are split into many clusters [12]. For all the clusters,
each node has its own information i.e., network metrics such as Residual Energy Erð Þ,
Mobility Speed MSð Þ, Computational Power CPð Þ and Fault Tolerance FTð Þ. Such
information of each node can distribute with each other for selecting their Cluster
Head CH during data transmission. The considered network metrics are defined as:

• Residual Energy Erð Þ: It is defined as the energy level in a node after receiving or
transmitting the data packets i.e., remaining energy of a node. It can be computed
according to the distance between two nodes as:
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Er Nið Þ ¼
Xn

i¼1
Er distance Ni;Niþ 1ð Þ½ � ð1Þ

• Node Mobility Speed MSð Þ: It represents the rate at which a node moves from one
location to another. It is calculated as follows:

MS ¼ 1
i; jj j

Xn

i¼1

Xn

j¼1

1
T

Z T

0
RS i; j; tð Þdt ð2Þ

Where RS i; j; tð Þ ¼ ViðtÞ � VjðtÞ
�� �� ð3Þ

Here, i; jð Þ refers the number of distinct node pair, n is the total number of nodes in
the network, RS i; j; tð Þ is the Relative Speed between nodes i and j at time t, ViðtÞ
and VjðtÞ are velocity of node i and j respectively at time t and T refers the total
simulation time.

• Fault Tolerance FTð Þ: It is the ability of preventing and enhancing the network
reliability from any node failure or link failure.

Where kSD ¼
Xk

i¼1
d Pið Þ ð4Þ

FT ¼ 1� e�kSD ð5Þ

d Pkð Þ ¼ 1� Pk \Poj j
Poj j ð6Þ

Here, Po refers the shortest path between the source S and destination D, Pk refers
one of the paths between node S and node D, d Pkð Þ is the number of paths con-
structed by the routing protocol.

• Computational power: It defines the node’s computational ability. If the network
topology happens to change, the participant node may be in a situation to leave the
computation because of the forced termination or power off. Further, this may lead
to link failure. Therefore, a fault tolerance model is required to recover the network
from the node crashes.

Once these network metrics are known, the combined weight for each node is
computed based on the weight associated with each metrics as follows:

W Nið Þ ¼ w1Er Nið Þþw2MS Nið Þþw3CP Nið Þþw4FT Nið Þ ð7Þ

In Eq. (7), w1;w2;w3 and w4 are the weighting factors for their corresponding
network metrics. The weighting factors are chosen arbitrarily such that
w1 þw2 þw3 þw4 ¼ 1.

For each node, their combined weight is computed. Then, the computed node
weights are stored in the routing table which is distributed to each other nodes in the
network. According to this information, the node with the highest weight is opted as
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CH for that particular cluster. Moreover, each CH forms itself as a ring. During this
process, only a distinct single ring is constructed from all the CH in the network. In
Fig. 1, a data transmission is carried out through an optimal route which is selected
based on MEOCDT-EFM2FTR method. If any node or transmission fails in the net-
work, then a ring of a CH is used to elect the new CH to complete the data transmission
without any packet loss.

4 Simulations and Analysis

Here, the efficiency of the proposed MEOCDT-EFM2FTR method is analyzed and
compared with the existing MEOCDT-EFM2R method by using Network Simulator
version 2 (NS2.35). The considered performance metrics are throughput, routing
overhead, end-to-end delay, Energy Cost per Packet (ECP), Packet Delivery Ratio
(PDR), packets dropped. The simulation parameters are given in Table 1.

S D

Fig. 1. Fault tolerant network

Table 1. Simulation parameters

Parameters Value

Number of nodes 40
Node’s speed 0.01 m/s
Network simulation area 1500 � 1500 sqm
Frequency 2.4 GHz
Radio range 250 m
MAC Protocol IEEE 802.11
Packet size 512 bytes
Packet type RTP/UDP
Transmission Power 15 dBm
Number of channels 2
Channel capacity 2 Mbps
Transmission rate 4 Mbps

(continued)
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4.1 Throughput

Throughput is the number of bits received at the destination within a given time.

Table 2 gives the throughput comparison of proposed with existing technique for
different mobility speeds is carried over. In Fig. 2, x-axis denotes the mobility speed in
km/hr and throughput in kbps is in the y-axis. Based on the analysis, it is evidently
clear that the proposed MEOCDT-EFM2FTR method receives higher throughput than
the MEOCDT-EFM2R method.

4.2 Routing Overhead

It is the total number of routing packets in the network.

Table 2. Comparison of throughput (kbps)

Mobility
speed
(km/h)

MEOCDT-
EFM2R

MEOCDT-
EFM2FTR

10 54 58
15 52 56
20 50 54
25 48 52
30 46 50
35 44 48
40 42 46
45 40 44 Fig. 2. Comparison of throughput

Table 1. (continued)

Parameters Value

Packet interval 2 ms
Traffic source CBR
Node mobility 0–20 m/s
Mobility model Random way point
Propagation model Free space propagation
Traffic rate 4 packets/s
Initial energy 50 J
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Table 3 gives the routing overhead of proposed with existing technique and also
compared for different number of connections. In Fig. 3, x-axis takes number of
connections and routing overhead values in the y-axis. From the prior analysis, it is
concluded that the proposed MEOCDT-EFM2FTR method has reduced overhead than
the MEOCDT-EFM2R method.

4.3 End-to-End Delay

End-to-End Delay is the time elapsed between transmitting the data packet from the
source and receiving the packet at the destination.

Table 4 shows the comparison of proposed with existing method in terms of end-
to-end delay for different mobility speeds. In the Fig. 4, x-axis denotes the mobility
speed in km/hr and the end-to-end delay values in milliseconds in y-axis. From the

Table 3. Comparison of routing overhead

Number of
connections

MEOCDT-
EFM2R

MEOCDT-
EFM2FTR

10 0.071 0.063
15 0.085 0.072
20 0.094 0.081
25 0.099 0.089
30 0.106 0.097
35 0.116 0.106
40 0.124 0.116
45 0.135 0.127

Fig. 3. Comparison of routing overhead

Fig. 4. Comparison of end-to-end delay

Table 4. Comparison of end-to-end delay (ms)

Mobility
speed (km/h)

MEOCDT-
EFM2R

MEOCDT-
EFM2FTR

10 0.0093 0.0089
15 0.0094 0.0090
20 0.0095 0.0091
25 0.0096 0.0092
30 0.0097 0.0093
35 0.0098 0.0094
40 0.0099 0.0095
45 0.0100 0.0096
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prior analysis, it is evident that the end-to-end delay of the proposed MEOCDT-
EFM2FTR method is comparatively less than the MEOCDT-EFM2R method.

4.4 Energy Cost Per Packet

Energy Cost per Packet (ECP) is the ratio between the average energy consumption
over the number of data packets successfully received at the destination node.

Table 5 shows the comparison of proposed with existing method for the energy
cost required for a packet in different mobility speeds. In the Fig. 5, x-axis denotes the
mobility speed in km/hr and y-axis denotes the ECP values. Based on the comparative
analysis, it is evident that the ECP of the MEOCDT-EFM2FTR method is minimum
than that of MEOCDT-EFM2R method.

4.5 Packet Delivery Ratio (PDR)

Packet Delivery Ratio (PDR) is the fraction of the total number of data packets received
to the number of data packets transmitted over the communication channel.

Table 6. Comparison of PDR(%)

Mobility
speed
(km/h)

MEOCDT-
EFM2R

MEOCDT-
EFM2FTR

10 96 97.2
15 94.9 96
20 93.8 95
25 92.8 94
30 91.2 92.6
35 89.5 90.9
40 88 89.4
45 87.1 88 Fig. 6. Comparison of PDR

Table 5. Comparison of ECP

Mobility
speed (km/h)

MEOCDT-
EFM2R

MEOCDT-
EFM2FTR

10 8.8 8
15 9.5 8.8
20 10.4 9.5
25 11 10.2
30 11.8 11
35 12.6 11.7
40 13.8 12.6
45 14.3 13.4

Fig. 5. Comparison of ECP
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Table 6 compares proposed with existing method in terms of PDR for different
mobility speeds. In the Fig. 6, x-axis denotes the mobility speed in km/hr and the PDR
values in % y-axis. From the analysis, it is concluded that the PDR of the proposed
MEOCDT-EFM2FTR method is most promising than the MEOCDT-EFM2R method.

4.6 Packets Dropped

It is the sum of packets dropped due to the queue overflow.

Table 7 shows that the proposed strategy excels than the existing method in terms
of packets dropped for different mobility speeds. In the Fig. 7, x-axis denotes the
mobility speed in km/hr and the number of dropped packets in y-axis. From the
analysis, it is concluded that the total number of packets dropped by the proposed
MEOCDT-EFM2FTR method is less than the MEOCDT-EFM2R method.

5 Conclusion

In this paper, MEOCDT-EFM2FTR method is proposed for MANET to enhance the
fault tolerant CH and multicast routing path selection algorithm. In this method, the
fault tolerant CH for each cluster is elected based on the weight of nodes in the
network. The combined weight with the network metrics such as residual energy,
mobility speed, computational power and fault tolerance is computed. The failure of
node or transmission is solved by selecting a new CH by using a ring structure between
each CH. Thus, this method ensures the fastest and fault tolerant CH selection in
MANET without degrading the network performance under different mobility condi-
tions. Finally, the simulation results are evaluated through NS2 and compared with the
MEOCDT-EFM2R method to demonstrate the efficiency of the proposed method.
From this analysis, it is concluded that the proposed MEOCDT-EFM2FTR method
achieves higher performance than the existing method.

Table 7. Comparison of packets dropped

Mobility
speed
(km/h)

MEOCDT-
EFM2R

MEOCDT-
EFM2FTR

10 104 95
15 120 109
20 140 125
25 152 139
30 159 148
35 167 159
40 180 170
45 200 186

Fig. 7. Comparison of packets dropped
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Abstract. Filtered orthogonal frequency division multiplexing is one of the
most promising candidate waveforms for 5G and beyond technology for the
upcoming wireless communication system. Filtered OFDM ensures all the
advantages of the orthogonal frequency division multiplexing technique with
additional advantages in terms of spectrum efficiency and robustness in high
SNR system and also in some specific cases, ideal spectrum utilization can be
achieved by F-OFDM which can completely eliminate the guard band. This
paper aims at comparing the performance of various filters by different win-
dowing techniques such as rectangular, triangular, bartlett and hanning window
to complex window function such as Kaiser, Nuttall’s Blackman-Harris, root
raised cosine window which can be applied to Filtered OFDM in terms of
spectrum confinement, BER improvement and overall throughput betterment. In
this research work, multiple windowing techniques have been simulated with
Filtered OFDM and their performance has been evaluated. Based on the sim-
ulation results, Filtered OFDM with complex window function such as Kaiser,
Nuttall’s Blackman-Harris, root raised cosine can be seen as the potential can-
didate for future generation wireless communication system in terms of bet-
terment in spectrum efficiency and improved out of band interference.

Keywords: 5G � Filtered OFDM �Windowing techniques � Root raised cosine
window � Kaiser window � Nuttall’s Blackman-Harris window

1 Introduction

Fifth generation mobile communication system is the upcoming phase after the 4G
LTE that is long term evaluation standards. 5G technology should not be limited only
for the mobile communication system but it will cover almost all the sectors such as
various industries, semiconductor vendors, various manufacturing firms any many
more. 5G will reach not only specified for cell phones but it will reach to almost all
industries. Huge demand for wireless based services such as to carry video and other
rich content services and IoT (internet of things) based services are the major push
toward the race to fifth generation technology. To fulfil this major objectives next
generation technology will provide large broadband speed, ultra reliable connectivity
and ultra low latency for minimum delay in the communication.
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In order to improve the data rate and spectral efficiency we can depart physical
layer of 5G from 4G LTE in number of ways. Coding Schemes, channel models, power
amplifier design, modulation schemes all need to be designed and developed according
to meet the 5G standards. To improve spectral efficiency by limiting out-of-band
emissions new radio waveforms including: Filtered OFDM (F-OFDM), Win-
dowed OFDM (W-OFDM), and Cyclic Prefix OFDM (CP-OFDM) is proposed by the
3GGP.

2 System Model

OFDM, as a multi carrier modulation technique, has been widely adopted by 4G
communication systems, such as LTE and WiMAX. It has many advantages: robust-
ness to channel delays, single-tap frequency domain equalization, and efficient
implementation. But the main limitations of this technique in spite of several advan-
tages are the loss in spectral efficiency due to higher side lobes and the strict syn-
chronization requirements. New modulation techniques are, thus being considered for
5G communication systems to overcome some of these factors [8].

A new waveform in 5G should be able to support diverse service and deployment
scenarios in a carrier band and provide very good spectrum localization, while inheriting
the advantages of OFDM. Further justifying these benefits in this document some pre-
liminary analysis is done with the prime contenders for the next generation mobile
communication waveform. Waveform candidates for considerations can be roughly
categorized in as OFDMbased orthogonal waveform as Universal-Filtered (UF-OFDM),
windowing-OFDM, and filtered-OFDM belong to this category, in which complex-
domain orthogonality of OFDM symbols is maintained [6] (Fig. 1 and Table 1).

Fig. 1. Block diagram of OFDM-based orthogonal waveform scheme

Table 1. OFDM-based orthogonal waveform schemes

Category Waveforms DFT
spreading

Prefix Frequency localization
scheme

OFDM based multi-
carrier

UF-OFDM No ZP Sub-band filtering
Windowing
OFDM

No CP Windowing

f-OFDM No CP Sub-band filtering
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Because of the following advantages of filtered OFDM over other waveform
contenders we have selected it for the further implementation of designing the next
generation waveform [6].

• Filtered OFDM supports the dynamic configurations to enable mixed service
application and various deployment scenarios where each sub-band can serve its
own target application or deployment, while the mutual impacts is greatly
minimized.

• Filtered OFDM waveform can be easily adapted to support RAN slicing and hence
provides a future proof design within a carrier band.

• It maintains the complex-domain orthogonality within the sub-band as OFDM
waveform, and hence inherits all benefits of OFDM and could reuse all the OFDM
transmitter and receiver schemes.

• Due to the orthogonality of the waveforms it is much more amicable to MIMO as
well as Massive MIMO for the future technologies.

• F-OFDM shows better out-of-band radiation performance, so it can enable very
high spectrum utilization [7].

3 System Design

The current 4G LTE standard is centered around traditional OFDM structure with 1024
FFT size, 64 QAM modulation technique with 600 subcarriers over the AWGN
medium with 18 dB of SNR. The following snapshots are the simulation results of the
aforementioned system i.e. 4G LTE with simple OFDM structure.

From the above results it can be easily identified that there is a huge scope of further
improvement in terms of the increment in spectral density by removing out of band
emission and also the decrement in BER as per the constellation diagram where in 64
points are quiet scattered.

Fig. 2. Constellation and PSD of OFDM system.
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To improve the performance of the existing scheme, the signal generated after
inverse FFT (IFFT) will be divided into number of resource blocks (RBs) and then
applied to a specific window/filter with a typical passband that has:

Sharp transition
Flat characteristics in the passband
High out-of-band rejection.

Such characteristics form the base of F-OFDM system wherein to separate one
band of frequencies from the other, Windowed-sinc filters are used. The basic prop-
erties of windowed sinc functions are: they are very stable, the performance of filter can
be increased by minor mathematical changes and computational speed can be increased
by changing the order of FFT. To meet above criteria a filter with rectangular frequency
response such as sinc impulse response can be used, but sinc impulse response is not
causal in nature so windowed function can be used which limits the non-causality and it
ends to zero at both the ends and hence offers smooth transition. The ideal filter
response for F-OFDM can be constructed by the implementation of various Windowed
functions.

In first phase of this research work, it has been proven that filtered OFDM tech-
nique with basic filtering/windowing aspect will be the better contender over current
4G LTE with traditional OFDM that leads towards the development of one of the
blocks of upcoming 5G systems. Moreover in the second phase, with the implemen-
tation and analysis of different windowing techniques in the F-OFDM itself, still further
improvement in the filter characteristics can be obtained which can decide the appro-
priate window function for 5G system.

The following section illustrates the simulation results for the realization of
F-OFDM technique with multiple windowing techniques which clearly shows the
improvement in the above discussed parameters wrt traditional OFDM technique that
has been shown in Fig. 2.

4 Simulation Results

In this evaluation, we apply different windowing techniques and based the results
obtained; the appropriate window function can be selected that will be suitable for the
5G Filtered OFDM.

[1] Rectangular Window:

Here the simulation is carried out by considering a rectangular window of length L in
the column vector w, this window function is provided for completeness; a rectangular
window is equivalent to no window at all (Fig. 3).
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[2] Triangular Window:

This window function will give M-point triangular window in the column vector, w
and triangular window has the coefficients as below, (Fig. 4).

For M odd:

triðnÞ ¼
2n

Mþ 1 ; 1� n� Mþ 1
2

2� 2n
Mþ 1 ;

Mþ 1
2 þ 1� n�M

�

For M even:

triðnÞ ¼
2n�1ð Þ
M ; 1� n� M

2

2� 2n�1ð Þ
M ; M

2 þ 1� n�M

(

Fig. 3. Window response, constellation and PSD of F-OFDM system with rectangular window
function.
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[3] Bartlett window:

This window function will give an M-point Bartlett window in the column vector w,
where M is equal to positive integer. The coefficients of Bartlett window are as under

brtltðnÞ ¼
2n
M ; 1� n� M

2
2� 2n

M ; M
2 � n�M

�

The window length N = M + 1. There is a huge similarity between Bartlett win-
dow and triangular window. Triangle window is nonzero at first and last sample while
Bartlett window has zeros at initial and final samples (Fig. 5).

[4] Hanning Window:

The following equation generates the coefficients of a Hann window:

hnngðnÞ ¼ 0:5 1� cos
2pn
M

� �� �
; 0� n�M

The window length N = M + 1 (Fig. 6).

Fig. 4. Window response, constellation and PSD of F-OFDM system with triangular window
function.
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Fig. 5. Window response, constellation and PSD of F-OFDM system with Bartlett window
function.

Fig. 6. Window response, constellation and PSD of F-OFDM system with Hanning window
function.
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[5] Kaiser Window:

The following equation is used to calculate the coefficients of a Kaiser window:

ksrðnÞ ¼
I b

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� n�M=2

M=2

� �2r !

I:b
: 0� n�M

beta = 0.5, where I is the modified Bessel function with zero order. The length of the
window is N = M + 1. For the designing of an FIR filter with side lobe attenuation of
a dB, the Kaiser window function should be implemented by using the following b.

b ¼
0:1102 a� 8:7ð Þ; a[ 50
0:5842 a� 21ð Þ0:4 þ 0:07886 a� 21ð Þ; 50� a� 21
0; a\21

8<
:

The increment in value of b will increase the width of the main lobe and reduces the
amplitude of the side lobes as well thereby increases the attenuation (Fig. 7).

Fig. 7. Window response, constellation and PSD of F-OFDM system with Kaiser window
function.
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[6] Nuttall’s Blackman-Harris Window:

A Nuttall described N-point, 4 term, symmetric Blackman-Harris window can be
defined by this window function. Here the maximum number of side lobes is mini-
mized that is why the window is minimum. To anticipate this, the coefficients are
different than Blackman Harris. The following equation defines the symmetric Nuttall
window:

nutlðnÞ ¼ a� b:cos
2pn

M � 1

� �
þ c:cos

4pn
M � 1

� �
� d:cos

6pn
M � 1

� �

where n = 0,1,2, …, M − 1.
The following equation defines the periodic Nuttall four-term Blackman-Harris

window

nutlðnÞ ¼ a� b:cos
2pn
M

� �
þ c:cos

4pn
M

� �
� d:cos

6pn
M

� �

where n = 0, 1, 2, … M − 1.

Fig. 8. Window response, constellation and PSD of F-OFDM system with Nuttall’s Blackman-
Harris window function.
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The periodic window is N-periodic.
The coefficients for this window are, a = 0.3635819, b = 0.4891775,

c = 0.1365995, d = .0106411 (Fig. 8).

[7] Root Raised Cosine Window [RRC Window]:

To minimize the ISI we implemented the raised cosine filtering that has been used to
separate the transmitter and receiver filter, so raised cosine filter is combined effect of
transmitter and receiver filter. By varying the parameter we can set the root raised
cosine filter shape (Fig. 9).

rrcðnÞ ¼ 0:5 1� cos
2pn

M � 1

� �� �	 
a
where a ¼ 0:6;M ¼ 513:

5 Comparative Analysis of Windowing Functions

Based on the simulation results obtained in Sect. 4 for different windowing functions in
F-OFDM, the following comparison can be made amongst the all techniques so as to
select the best candidate in F-OFDM which leads towards the modular realization of
5G system.

Fig. 9. Window response, constellation and PSD of F-OFDM system with root raised cosine
window function.
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Window function Transition Pass band
characteristic

OOB
rejection

BER at
SNR = 18 dB

Rectangular Gradual Inflate Very low 1 x 10−3

Triangular Gradual Inflate Low 8.3 x 10−4

Bartlett Gradual Flat Low 8.3 x 10−4

Hanning Sharp Flat Low 5.5 x 10−4

Kaiser Gradual Flat High 5.5 x 10−4

Nuttall’s Blackman
Harris

Sharp Flat High 4.5 x 10−4

Root raised cosine
window

Sharp Flat Very high 4.5 x 10−4

6 Conclusion

The main focus of this research work is on F-OFDM technique and its implementation
using multiple windowing aspects so as to analyze the best candidate over the tradi-
tional OFDM in 4G LTE system thereby leading towards the upcoming 5G standard.
Based on the simulation results, it can be clearly derived that the requirement of flat
passband, sharp transition band to minimize guard band and sufficient stop band
attenuation will be fulfilled by the F-OFDM technique with Nutella’s Blackman Harris
window, Kaiser window and Root Raised Cosine window functions.
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Abstract. Internet of Things (IoT) is one of key areas of research, where
number of smart devices is connected to internet. In IoT network Users operate
various devices which process and exchange data with other devices and end
users. User Verification is a major aspect in web based applications. One of the
most well known evidence solutions used right now are the alphanumeric-based
plans. Graphic critical solutions are offered to control the way users are ready to
examine graphic styles pictures greater than reviewing alphanumeric secrets.
Lexicon Attacks are focused on clients who select weak passwords. Graphical
passwords offer enough security for such assaults. In this paper we suggest a two
step authentication approach combining graphical passwords and Internet of
Things.

Keywords: Two step authentication � Graphical password � Internet of things

1 Introduction

Safety has been a massive matter in relation to proof is important because it could
prompt a quick violation of human security as a result of being able to view a resource
by unapproved people. Distinctive sorts of validation components have been utilized to
keep information secure and private. A standout amongst the most utilized confirma-
tion instruments is text based verification frameworks since they are basic and
advantageous to use with negligible expense. Nonetheless, literary passwords have a
few downsides: simple to overlook and a great many people will in general use
passwords that are basic and simple to be retained. Thus, these passwords can be
speculated with very little exertion, they can likewise be effectively split and inclined to
bear surfing assaults. Graphical secret phrase plans are used widely than literary
passwords as various subjective and mental examinations demonstrated that individuals
can recall pictures much superior to recollecting words [1]. In this work we proposes a
two step verification process where clients get verified in the first step using their
graphical password and in the second step using clients own IoT device registered
during registration process.

© Springer Nature Switzerland AG 2020
S. Smys et al. (Eds.): ICCNCT 2019, LNDECT 44, pp. 496–502, 2020.
https://doi.org/10.1007/978-3-030-37051-0_56

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-37051-0_56&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-37051-0_56&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-37051-0_56&amp;domain=pdf
https://doi.org/10.1007/978-3-030-37051-0_56


2 Literature Survey

Graphical confirmation methods could be partitioned into two fundamental classes:
acknowledgment based and review based [2]. Acknowledgment based frameworks are
otherwise called cognometric frameworks or search metric frameworks. What expan-
ded the fame of graphical secret key plans are the down sides and obstructions in the
usage of varieties of validation strategies, for instance, literary passwords, bio-metric
and numerical PIN verification plans. Right away, solid printed passwords are chal-
lenging to retain. Acknowledgment based frameworks requires recognizable evidence
of target pictures among a specialized amount of distracter objects. Diverse kinds of
pictures have already been utilized, for instance, faces, images, regular articles, arbi-
trary expressions, so forth. The outstanding capacity of individuals perceives recently
seen pictures make the acknowledgment based calculations famous. The most signif-
icant productive methods were exhibited in [3] where an acknowledgment based
systems was proposed. The proposed graphic verification plan been dependent on hash
illustration innovation. Due to their structure, the customer should opt for a specific
number of pictures from loads of unpredictable pictures produced by a program.
Afterward, the customer will probably be approached to decide on pre-chosen pictures
to be confirmed. The outcomes recognized that 90 of the members could accept uti-
lizing that technique, while only 70 succeeded utilizing material based accounts and
pins. Irrespective of the reason, the ordinary sign-in time is lengthier than the standard
methodology. The shortcoming of one’s structure could possibly be that the machine
needs to save lots of the photos per customer in plain content. Furthermore, the easiest
way toward picking loads of pictures from the photo database could possibly be boring
and tedious for the client. The work in [4] presents two story acknowledgment based
techniques utilizing symbols to take care of the issue that acceptance based graphic
secret term options have that they’ll do not have an enormous place created for many
web applications.

An ImagePass is undoubtedly an affirmation based strategy presented in [5]. Amid
the enrollment organize, the shopper begins with a substantial amount of 30 pictures to
peruse to produce a mystery expression. Amid the shopper login, ImagePass demon-
strates a photo grid of 4 � 3 which is a blend of certifiable pictures and phony. Since
ImagePass is undoubtedly an affirmation based structure, the shopper would need to
begin to see the veritable pictures in the correct growth of approval. Position of the
Pictures will vary for each sign-in. The database of ImagePass contains the pho-
tographs as numbers interesting to every single picture for that entire endorsement time
span. Audit based structures require the purchaser to reproduce a picture he/she made
or picked upfront during the selection sort out. Audit based plans is separated into two
standard social affairs: unadulterated survey based and provoked survey based tech-
niques [6]. Unadulterated review based structures are in general called Locimetric
systems while incited survey structures will be in like manner termed as Drawmetric
structures [7, 8]. The unadulterated survey based mechanisms are not useful to the users
in emulating their passwords. One example is, Draw-A-secret (DAS), Grid Methods,
Passdoodle is unadulterated audit designs [9, 10]. A touch screen can be used in the
mechanism to draw the doodle. Another method considered snap A-Secret which unites
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both locimetric and cognometric plans was presented in [11]. This blueprint allows the
commitment of one’s riddle over the correspondence with the image. Around the First
step, customers must make somebody picture by superseding express locales of one’s
main picture. Right should the customer believe that the prevailing picture is perfectly
for making a mystery key, he/she affirms anyone picture. Another cross breed contrive
was developed in [12] in the name called PassHands. It will be the variety of graphical
based affirmation passwords in addition to a biometric based palm development. This
chart requires palm pictures constructed from human as a substitute for routinely used
faces. In the midst of the login organize, nine relatively estimated pictures arranged
with the palm are graded at a 3 � 3 system capriciously where among the many photos
can be a mystery word picture and others are deluding pictures. The provoked survey
based Schemes give customers one or two signs to empower the criminals to maximum
benefit exact mystery word which assists them later around the sign-in stage. These
signs and experiences are going to be shown as spots inside a picture which customers
can select several of them. The principal flagged audit based arrangement and graphical
mystery word plot when all is claimed in done was designed by Blonder. In this
arrangement the mystery key constructed with explicit concentrations at a mystery
expression picture. The buyer sets the mystery key by investigating predefined terri-
tories. Inside login arrange the purchaser picks comparative concentrations or regions
around the identical right demand to login. Along these lines, this arrangement has
various security issues, for example, spyware ambushes, bear surfing, creature power,
and dictionary attacks. Pass Point security system has a sign-in stage where customers
must pick the best spots around the correct demand to sign to the structure. The
qualification in PassPoint may customer can tap on any point while in the mystery word
picture which it wasn’t open in Blonder’s arrangement. PassPoint is progressively
secure concerning brute power and lexicon ambushes yet for now not fixable to
peeping and spyware strikes. Another approval plan called S3PAS [13] graphical
system was developed. Inside enrollment, the purchaser picks and sports the mystery
key he/she needs. Inside login screen, the artistic mystery state characters are subjec-
tively showed up in a picture arrange where customers will want to tap at the cognizant
imperceptible triangles surrounded with the mystery expression components or type
characters which may have an area with each mystery expression triangle. Similar
works are reported in [14–18].

3 Proposed Two Step Authentication Process

In this section, we propose Two Step, a mix of Graphical secret phrase and IoT Device
Authentication.

Authentication Phase

Step 1: Graphical Password Selection

In stage one, a client is requested her client name and graphical password. The
graphical password interface contains a set of icons (25 icons in a 5 � 5 grid) and the
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user can select his choice of icons with a predefined number of clicks per icon as his
password (Fig. 1).

For example the user can select icons and the number of clicks to be made during
password verification as shown in Fig. 2. Let us assume the icons are numbers 1 to 25
from left to right in the 5 � 5 grid. Alice may select his graphical password icons
numbered {2, 5, 14, 17, 22} and number of clicks per icons as {2, 2, 1, 1, 3}
respectively.

During verification phase the user has to select the same icons and click that much
number of times on his choice of icons as registered in the registration phase.

Step 2: IoT Device Registration

Fig. 1. Proposed graphical password interface

Fig. 2. Selection of icons and number of clicks
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Every User must get their IoT Device get registered with the proposed IoT application
platform. Enrolling an IoT gadget includes arranging the gadget as a gadget type,
giving the gadget a name, and giving gadget data.

Verification Phase

Graphical Password Verification: During verification phase the user has to enter the
graphical password selected in registration phase. The graphical interface with 5 � 5 set
of icons jumbled in a random fashion. The user has to identify his icons and click on the
pass icon as per the pre- registered number of clicks at the registration phase (Fig. 3).

If the user didn’t find his pass icons in phase I he can slide the interface such that a
new set of icons can be seen on the interface in which the user identifies his pass icons
(Fig. 4).

Fig. 3. Graphical password Interface with random shift in icon positions

Fig. 4. New set of icons after a slide
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The user has to select the same icons and click that much number of times on his
choice of icons as registered in the registration phase.

IoT Device Verification: The user is authenticated in Step 2 by getting connected
with his IoT device as registered during registration phase. The user has to submit the
gadget type, gadget name, and the application connects to the IoT device for verifi-
cation of its device ID which was registered at registration phase.

4 Usability and Security

Assaults on graphical passwords incorporate word reference assault, spyware assault,
peeping assault and social designing assault. The proposed strategy is impervious to
spyware and social designing assaults as a result of its two step verification process.
The client can likewise incorporate his preferred quantities in the spaces which will
build the security of the proposed work. On the security perspective, the customer
tendency of selection of clicks for each icon makes the proposed strategy impenetrable
to bear surfing strikes. The client can misinform the assailant who is playing out the
shoulder surfing assault by pivoting his preferred wheels toward any path, while
keeping a look on his mystery numbers. At each time the client signs in the icons in the
openings are rearranged which make the assault increasingly trouble-some. In the event
that a customer neglects to login with in 3 endeavors, the secret phrase must be reset. In
this manner with an extensive secret phrase space and the pivot alternative with more
hubs indicating, the shoulder surfer can be misinformed.

5 Conclusion

Graphic confirmation programs are confirmed an running exploration zone which
methods to enhance the delivery of confirmation frameworks. The enthusiasm of our
function is that we challenge that other approval structures have specific issues. The
situation that we had with the abstract passwords is they are difficult to review, weak
against various forms of attacks, for example; carry exploring and term research
ambushes. In like manner, biometric and PIN based check designs are expensive to
execute or apply on a broad scale. Graphical mystery key designs are generally pro-
posed to greatly help customers with bettering recollect their passwords. This work
presents a two step authentication process using graphical validation system and IoT
Device Verification. The proposed validation mechanism is compelling against the
various assaults. What’s more, not normal for printed passwords, on the off chance that
the graphical secret word was seen by an assailant, it is troublesome for the aggressor to
produce the proper graphical secret word alongside IoT Device identification. The
Work can be extended using public and private keys and a specific protocol for
exchange of encrypted information among the IoT device and server.
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Abstract. Nowadays, due to the exploding growth of vehicles which paves a
way for the unusual population in the road traffic, accidents are becoming more
and more common among people. There are various factors which causes
accidents. This paper lists out the classification of accidents and various solu-
tions provided to avoid accidents as well as to overcome from accidents when it
is encountered. Classification of accidents includes accidents by pedestrians,
cyclists, mass casualty and animal accidents. The various solutions to avoid as
well as to overcome accidents include usage of smart phones, VANET and GSM
along with GPS. The proposed solution detects the accident and sends ambu-
lance to the accident area by the usage of sensors. In this paper a derived factor
named Crash rate analysis is used to determine the number of ambulances
required for the accident area to take up the recovery process. This work is
intended to provide better and faster lifesaving solutions for the road accidents.

Keywords: Road accidents � Crash rate � GPS � GSM � VANET � Firebase
PIR sensor � Airbag sensor

1 Introduction

Fatal rate in India is increasing steadily day-by-day. Major causes are due to the road
accidents. Statistics show that the major reason for the death of people in road accident
is due to the delay in the reach of hospital and treatment process. When an accident
takes place, an ambulance is called for rescue process and the victim is taken to the
Hospital for treatment. Ambulances play a major role in this tedious process. The
challenges in rescuing the victim are calling the ambulance from the spot of accident,
allocation of number of ambulances based upon the number of victims, fetching the
location of accident by the ambulance using GPS, to reach the spot as soon as possible
and to take the victim to the Hospital as soon as possible.

The notable limitation of other proposed solutions for the automatic road accident
rescuing system is that the system fails to detect the people count in the automobile and
allocating insufficient number of ambulances. The reasons for the late arrival of
ambulance include traffic congestion of automobiles in Indian Roadways, Improper
allocation of pathway to the ambulance in traffic signals. So, the ambulance gets caught
in vehicular queueing.
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This can be resolved using Internet of Things (IoT) [10] which interconnects the
devices and provides the essential solutions for those problems. This domain provides
us the use of existing hardware in an innovative way to meet the circumstances.

In this paper, we concentrate on proper scheduling of the ambulances to reach the
victim’s spot and to save the victim’s life by taking them to the proper facilitated
hospital based upon the patient’s critical condition by resolving the traffic congestion
problems and eliminating the delay factor in reaching destinations.

2 Classifications of Accidents

Road accidents has become more and more common these days. Injuries due to these
accidents are the major cause for death in many countries. Accident refers to the
undesired or unplanned incident which results in damage or injury. A road accident is
something which occurs on a road open to public circulation in which at least one
person is injured or killed.

There are various classifications of road accidents which is classified based on the
reasons it takes place. Some of the various classifications of road accidents are:

2.1 Pedestrians

One of the most common road accidents that occur is hitting a pedestrian while driving
an automobile [1, 2]. It may be due to:

i. Driver - The driver may lose control with the automobile or he/she may be drunk.
ii. Pedestrian - The Pedestrian may not obey road safety rules which may subject to a

road accident.
iii. Automobile - The internal parts of the automobile may get damaged due to time

factor or any other physical damage and the driver may lose control over the
vehicle and which may lead to a road accident.

2.2 Pedal Cyclists

The pedal cyclists move slower than the other vehicles. Hence in a situation where a
driver of particular vehicle overtakes other the cyclist almost doesn’t come under the
consideration of the driver and gets hit. A study says that pedal cyclists are more
vulnerable than motorcyclists [3].

2.3 Animal Collision

It is the accident that takes place between the vehicle driver and the animals on
the path. The reasons may include low visibility of light at night time and over
speeding [4].
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2.4 MCI (Mass Casualty Incident)

Mass or Multiple casualty incidents is defined as any incident wherein a large number
of medical facility is required to save the victims. These types of road accidents occur
when a large number of vehicles get collided or huge vehicles get collided with each
other. A large number of people get damaged due to this kind of road accident and
large medical facility is required to save the victims. This incident serves as an example
for a MCI [5].

3 Types of Rescue Systems

There are various number of solutions proposed for the detection of road accidents.
Some of the solutions are:

i. Using Smartphones: Various systems which provides solution to detect the road
accidents is mostly based on smartphones [6]. This method uses the accelerometer
and airbag deployment monitors to detect the road accident and send the message
to the response center. The smartphone acts as a third person to notify about the
accident. The sensors in the smartphone are used to detect the location of the
accident and it sends the location of accident to the response center to fetch help
on time.

ii. Using VANET: VANETs (Vehicular Ad-hoc Network) are also used to detect the
accidents [7]. Airbag and crash sensor play a major role in this method. When an
accident is sensed by these two sensors, the signals are transmitted to the micro-
controlled based system. Global Positioning System (GPS) is used to locate the
accident and GSM is used to share the location. The rescue team gets alert
message with the help of VANET. The VANET unit consists of:
(a) On-board Units: It is fixed inside the vehicle.
(b) Road-side Unit: It is fixed along the road. Once when accident is detected

communication takes place between these ObU and RbU and finally signals
reaches the rescue team and hence rescue is done by the team. The com-
munication between the board units may be of Vehicle-to-Vehicle,
Infrastructure-to-Infrastructure, or Vehicle to Infrastructure.

iii. Using GSM and GPS: Using a microcontroller based infrared road accident
detection system, the road accidents can be detected [8, 9]. In this method:
(a) Sensors-Used to detect the accident.
(b) GPS-Used to locate the place of accident.
(c) GSM-Used to transmit the location.

Although these methods serve as a path for detecting the accidents there are a few
limitations [11] in these methods which make these methods less efficient. The Table 1
lists out few limitations of these above-mentioned methods.
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4 Different Types of Vehicles and Accident Detections

There are various types of vehicles in existence, which differs a lot in their size and
speed. The no of passengers also differs according to the size of the vehicle.

Some of the common vehicles in existence and their accident detection mechanism
are:

a. Motorcycles: Motorcycle accidents are also getting increased and there are some
safety measures such as helmet. Nowadays, Smart helmets can detect the accidents
using adrenaline secretion of human wearing the helmet and gyroscopic condition
of the vehicle.

b. Cars: Mostly these type of vehicles uses airbag sensors to detect the accidents that
happened to it.

c. Trucks: Damages to the truck drivers and passengers during a truck accident is rare.
Thus, the same airbag sensor is also used here.

d. Buses: Buses may contain larger number of passengers in it and it is easy to detect
the accident with help of same airbag sensor or vibration sensor. But detecting the
injured passengers due to accident is little difficult in this case (Fig. 1).

Table 1. Limitations of present rescue system

System Limitations

Smartphones Not every person owns a smartphone and there is a chance for getting failure
of the smartphone. The probability of detecting the all the accidents that occur
using smartphones is very less. Moreover, different smartphones have
different response times and sensitivity which should be taken into account

VANET Improper Environmental conditions fail this VANET system. The efficiency
of VANET gets affected in places like intersection and subways

GPS and
GSM

This method fails in the case of color of the automobile. IR sensor is used in
GSM and GPS method which detects the accident based on the principle of
Reflection. Hence this method fails in the case of dark colored vehicles in
which absorption of IR rays occur rather than reflection due to which the
signals cannot be transmitted
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5 Proposed Solution

The above stated problems can be rectified using Auto Emergent System. The process
of the device execution is detailed below (Fig. 2):

5.1 Accident Detection

Various types of road accidents can be detected using Airbag sensors (cars, trucks,
buses, etc.) and Accident detection helmet (bikes). Thus, we don’t want any of the
additional sensors [13] to be used to detect the accidents. Airbag sensors are well
developed to detect the accidents by experiencing a sudden deceleration. It works with
95% accuracy in detecting the accident. So, the output has been cascaded as the input
of AES device. This input invokes the device to call for the ambulance.

Fig. 1. Flowchart for crash rate algorithm
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5.2 Victim Count

It’s important to consider the number of passengers travelling in the automobile.
Call for the insufficient number of ambulances may also cause death of the passengers.
So, it’s important to calculate the number of passengers. Hence, AES includes a
Passive infrared Sensor (PIR) to identify and store the number of passengers in the
automobile and to update the count once if the doors were opened or closed.

Call for the additional number of ambulances may also lead to the inconvenience
for the ambulances. This is solved by calculating the crash rate of the automobile and
to call for the ambulance accordingly. Thus, the process is detailed in below:

We use our own crash rate algorithm to find the crash rate of the accident which
helps in finding the number of ambulances required for the accident rescue.

Mathematical model:

Recent maximum speed of the vehicle is updated to the AES device frequently. Once if
the vehicle meets with an accident, the crash rate found using the following
perspectives.

The maximum numbers of passengers for the common vehicle are listed below in
Table 2:

Fig. 2. Work flow

Table 2. Standard maximum passengers count table

TPYE Bike Car Truck Bus

Max passengers 2 5 or 7 2 50
Level count 1 1 2 2
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The above graphical representation illustrates the simple architecture of Auto
Emergent System (AES) (Fig. 3)

1. Detecting the accident and sending the info to cloud server.
2. Cloud server searches for the nearest ambulance from the location of 1.
3. Searching for the ambulance (red).
4. Found the nearest ambulance (green).
5. The ambulance reaches the accident spot.

The above listed are some of the commonly used vehicles on road. The maximum
count can be varied according to the type of the vehicle. Level count is based on the
weight of the vehicles. Heavy vehicles are given 2 whereas others are 1.

The crash rate of the vehicle is calculated using the following formula:

T = Type of the vehicle
N = Number of passengers (T)
c = Level count (T)
s = Maximum speed at the time of accident

CRASH RATE (R)  = ( s x N ) / ( c x 100 ) 

Only for N 6¼ 0, 1
If N = 1, CRASH RATE (R) = 1
If N = 0, CRASH RATE (R) = 0
Calls ‘R’ number of ambulances when the AES device is invoked.

Fig. 3. Simple architecture of AES
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Model Calculation:

Consider a car of weight 1500 kg hits a pillar at a speed of 60 kmph. There are 4
people inside a car. Now, N = 4

c ¼ 1

s ¼ 60

Crash rate = (60 � 4)/(1 � 100)

Crash rate = 2

Call 2 ambulances for the rescue process.

5.3 Search for the Nearest Ambulance

Locating the nearest ambulance is the most important task in this tedious process. First
of all, the location details such as latitude and longitude of the crash zone was fetched
using inbuilt GPS in the AES device. Fetched location details of the automobile was
sent to the cloud server and the cloud server searches for the nearest ambulance using
the tracking device in every ambulance which has been tracked and updated to the
cloud server.

Likewise, the nearest ambulance was identified and details were passed to reach the
spot as soon as possible and rescue the victim’s life.

The first nearest ambulance was given 30 s of time to accept the task. If the first
ambulance fails to accept in exceptional cases, it will be passed to the next nearest
ambulance and the process will be continued. This helps to avoid the time delay, if
suppose the ambulance driver was busy.

5.4 Allocate the Shortest Path

To look for the shortest and less traffic route to reach the destination using Google
maps traffic analysis. The shortest route is allocated from the Ambulance to the acci-
dent spot and accident spot to the nearest hospital.

Traffic congestion also leads to the increase in the duration of ambulance to reach
the hospital. Hence, this can be resolved by making the signals on the way of the
ambulance to the hospital to be in green until it crosses the traffic signal from before its
5 km of distance.

As a next part of reducing the traffic, notification alert is sent to the automobiles on
the way of ambulance to the hospital. The notification alert can either be sent to the
mobile phones of the neighbour vehicles or to its infotainment system which is con-
nected to internet.
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5.5 Finding the Need Based Hospital

According to the critical situation of the patient, Ambulance searches for the proper
facilitated hospital. Check for the availability of emergency ward, doctor and patho-
logical requirements [12]. The live location of the Ambulance is also shared to the
hospital. This communication provides a better platform to allocate a better facilitated
hospital to the patient.

5.6 Sharing Data

All information is shared to the registered contacts (family, friends) of AES device
through its app. And also, the nearest cop was alerted about the incident respective to
the location. The location details such as latitude and longitude of the accidental area
and the details of the victim such as vehicle number and the number of ambulances
required are sent to the Google firebase through the GSM module which is connected
with the microcontroller. The real-time database of the firebase is used to send an data
from the victim.

People near the accident can also check the active status of ambulance by entering
the vehicle no. in the commonly accessible website (Fig. 4).

6 Conclusion

This system brings out a better solution which has a greater impact in saving a human’s
precious life. This also resolves the number of ambulances required for particular
accident based upon the crash rate algorithm by the type of the vehicle and number of
passengers in the vehicle accordingly. It is found that, the crash rate analysis provided
in this system gives better results when compared to the existing systems. This system
reduces the disadvantages found in the previous systems and provides a standard
solution for reducing the number of accidents.

Fig. 4. Sharing data to other vehicles
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7 Future Work

Integrating the system with Google Fi Sim cards as it shifts to the best network in the
given area and also it can send message to the ambulance driver in the poor network
coverage areas. It can also be implemented fire accidents and send the messages to fire
engines. It can also be implemented in streets such as VANET so that accidents can be
detected and sent to the user thereby reducing the chance for accidents to happen. The
information about the accident is sent to the doctors who are nearby the accidental area
who are off duty so that they can provide instant first aid to the victims thereby
increasing the chances of saving the life of the victim.
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Abstract. Virtualization is a core technique used for running multiple appli-
cations and services at the same time. In addition to effectively increasing the
utilization rate of bare metal hardware, virtual machines are also used for
replicating test environments. However, the emergence of containers has been
seen as an enhancement to virtualization. This paper discusses the concept of
containers, how they function, and provides a theoretical analysis of con-
tainerization with reference to virtualization. In the end, the performance of
container migration policies provided as part of CloudSim framework, namely
First Fit, Least Full, Most Full and Random is evaluated using allocated number
of hosts, containers, and virtual machines.

Keywords: Containers � Virtualization � Placement policies � Cloudsim

1 Introduction

Virtualization is described as the creation of a logical instance from a given physical
instance. It is categorized into various types, depending on the entity being abstracted.
This includes application virtualization, network virtualization, desktop virtualization,
server virtualization and various types of hardware virtualization. The use of virtual
machines has increased the utilization rate of available processing power, which was
not being utilized to maximum extent earlier. To create and manage virtual machines, a
software/firmware known as hypervisor or virtual machine manager, is used. It sits on
top of the underlying host hardware and is responsible for facilitating the interaction
between the virtual machines and the hardware resources of the host. Virtualization has
been an essential component in implementing cloud computing, providing it the
essential characteristics which includes scalability and elasticity.

Deriving from the concept of virtualization is the container technology [2]. It is an
implementation of operating system (OS) virtualization which uses the kernel of the
underlying OS to provide an encapsulation for deploying and launching applications.
This does not limit the use of containers to applications only. They can also run virtual
machines as well as clusters. Containers sit on top of a physical server and its host OS,
e.g. Linux or Windows. Each container shares the host OS kernel and usually, the
binaries and libraries too. Shared components are read-only. Containers are “shareable”
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and can be used on a variety of public and private cloud deployments, accelerating
development and test by quickly packaging applications along with their dependencies.

2 Containerization

A feature of the Linux kernel is ‘namespace’ [1]. A process has some resources
allocated to it, such as process ID, hostname and file systems. The isolation of the
resources utilized by a group of processes and then virtualizing it is done by names-
pace. Thus, each process is associated with some namespace (there are six kinds of
namespaces supported by Linux kernel) and it can only access the resources falling
under its own namespace. Hence, namespace provides a type of isolation. The memory
in a modern operating system is divided into two categories: kernel space, which can
only be accessed by the kernel and a user space, where user processes and other
secondary processes run. The process of containerization involves the existence of
multiple, isolated user spaces, each referred to as a container. Each container shares the
underlying Linux kernel but functions in isolation from the other containers. Figure 1
describes the basic architecture of a container based virtualization i.e. containerization.

A container provides the run time environment for an application such that
dependency on the underlying hardware is abstracted. A container typically consists of
the application, the libraries, configuration files, binaries required by it, and the
dependencies, combining all of these into a single package.

I. Types of Containers
(a) OS Container – It permits the running of a complete OS i.e. the capability of

running multiple processes. It permits the configuration of multiple applica-
tions, as done on an actual OS. Containers of this type are usually built from
existing templates which define a structure and configuration. Usually, these
templates are different flavors of Linux. Also known as system containers,

Fig. 1. Container architecture does not require a firmware/software like hypervisor
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they share the kernel of the host OS and therefore provide quicker startup and
low performance overhead. These are not to be considered as a separate guest
operating system.

(b) Application Container - This container is designed to deploy a single appli-
cation or a service within an application without the need for a VM. By
providing the desired configuration environment that the application requires,
the problem incompatibility and easy distribution is taken care of.

An important feature of containers is the usage of ‘copy-on-write’ technique.
Consider a host node comprising of many containers. Each container will have the
configuration files of the host. However, they are provided to the containers as a
symbolic link. All the containers will share the resource (the files in this case) and only
if a container attempts to modify the file, a copy of the files is provided to it onto which
write operation is done. This technique facilitates resource management. The file
system of a container has a special mount point on the host node which enables the host
to check the files, if needed.

Containers are beneficial when it comes to debugging since they can replicate the
production environment effectively. Also, a container is small size, typically in
megabytes. Containers have a few limitations as well. The dependence on the kernel of
the host can cause compatibility issues. Containers can exploit kernel vulnerabilities by
using the root access they are given to the kernel. Moreover, the state of the container is
not saved if the host is directly powered off.

3 Containerization Tools

Numerous container creation and orchestration tools have been released in recent times.
This work briefly discusses three of them—LXC, LXD, and Docker. LXD is an
extension to LXC.

I. Linux containers(LXC)
It is an interface which allows the creation/management of containers [3]. It
derives its functionalities by combining the concepts of control groups and
namespaces. Control groups is a feature of the linux kernel which maintains a
group of processes that share a common criteria of limitation on usage of
resources. Features such as monitoring the resources being utilized by a group of
processes, the priority order of various gropus and control options, like check-
pointing are available through a control group’s interface. The LXC version
currently in use is not restricted just to namespaces and control groups but also
uses other kernel capabilities such as the kernel security option. LXC also makes
use of Seccomp, which provides a process the option to filter the system calls
that it receives and the chroot call which isolates files running inside the envi-
ronment it provides from the other files on the system.

II. LXD
It can be understood as a hypervisor which manages linux containers [4]. LXD is
a daemon container tool built using LXC and uses REST API as the commu-
nication medium. The security aspects of LXD are handled using the same
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features as the LXC. This tool gives a complete operating system within the
container and allows tools utilized for application deployment in a virtual
machine (VM) to be used in the container. Hence, it is suitable for system
containers.
Any LXD container has the following components: a file system, the image and
runtime state. Each container also has an entity known as profile, which stores
the configuration details of the container and all of its devices. Also, LXD allows
unprivileged containers, which overcomes the security concern of using a
privileged LXC container.

III. Docker
This project [5] started out as LXC containers modified for single application
deployment. It can be thought of as the combination of application and the base
image used for creating the container to present the application as a single
process. Docker container uses the concept of union mount, which allows
multiple file systems to be layered on top of each other but appear as single file
system. The base image, similar to the one used to create a container, is also used
in case of Docker. The Docker platform consists of two parts: Docker Engine,
the tool which creates and manages the execution of containers and DockerHub,
which is an SaaS offering of Docker, where users can share their images/
repositories. It also allows repositories to be downloaded. The components of
Docker Engine [6] are described in Fig. 2.

The main components of a Docker Engine are:

(a) Client: It is the interface for accessing Docker. Using CLI, the client connects and
communicates to the server (Docker daemon) via REST API. Docker Engine
follows client-server architecture.

(b) Docker Daemon: Responsible for the creation and distribution of containers.

The images (templates) that are used for creation of Docker container are often
combined into a library (collection), known as a registry. These registries can be either
public or for private use. DockerHub serves as a public registry. A ‘Dockerfile’ consists
of a base image onto which instructions are executed, therefore resulting in the creation
of new layers on top of the image. Each instruction adds one layer. Thus, if an image is
to be built, the Dockerfile needs to be read. Figure 3 shows the layered file system that
a Docker container follows.

Fig. 2. Components of Docker engine
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In Fig. 3, the bootfs makes the base of the container. On top of it, a base image is
loaded, which is a Linux distribution. Each instruction executed in the Dockerfile
commits a layer on top of the base image. In the above diagram, the container has nginx
installed. The top most layer denotes where the next instruction commit will occur.
When the container is initially loaded, the writeable layer is empty.

The comparison performed between Docker and LXD on benchmarks such as CPU
performance, memory, I/O storage and stateful snapshot [7] shows that they are on par
with each other. There are certain stability issues regarding LXD in terms of live
migration and disk performance.

4 Comparison with Virtualization

Containerization which is based on OS level virtualization, differs from virtualization in
certain aspects:

I. Overhead
Figure 4 shows the components of a virtual machine and a container. The virtual
machine shares the physical hardware of the host while maintaining a separate,
private copy of the layers above the physical processor - it uses an operating
system of its own which may be completely different from the host operating
system. The VM maintains a copy of the required libraries as well as any code
written by the user. On the other hand, the container maintains a separate copy of
only the libraries required and any code that the user writes in the container. The
operating system is shared with the host, in addition to the physical hardware
and processor.
Thus, the overhead in creating a container is less as compared to the creation of a
virtual machine instance. The average boot-time of Docker container is lesser
than the time required by a VM [8].

Fig. 3. Layered architecture of Docker container
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II. Portability
Containers share the underlying OS kernel. This limits the migration of con-
tainers across servers. For example, a Linux container can’t be run on a Win-
dows server.
Virtual machines can be migrated to any system if the required hypervisor is
available. A VM instance has its own operating system, applications and
libraries. Thus, the dependency on the host system is less as compared to
containers.

III. Isolation
Containers have a larger attack surface as compared to virtual machines. Since
containers are run through root access, vulnerability is high. Also, the access to
OS kernel provides an attack entry point. VMs’ run in isolation from one
another. Since they use virtualized hardware and are monitored by the hyper-
visor, attacking the host system is difficult as compared to containers. Also, a
breach in one VM doesn’t compromise with the security of other VMs.

IV. Support Tools
Containerization is a relatively new concept when compared to virtualization.
Existing container management tools like Kuberenetes and DockerUI are being
assessed and updated regularly. On the other hand, there is no dearth of virtu-
alization management software/tools. Also, when it comes to orchestration and
management, the tools available in the market for virtual machines exceed that
of containers in quantity.

V. Size
The space occupied by a single container is lesser than the space required by a
VM. Thus, a system can host a greater number of containers as compared to
virtual machine instances.

VI. Scalability
Containers are suitable for running microservices. Each container performs a
specific task. Therefore, containers are difficult to scale if workload
increases/decreases. In contrast, resource provisioning in case of a VM is simple
using a hypervisor.

Fig. 4. Comparison of VM and container architecture
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The comparison performed between KVM and Docker in tests based on network
latency, bandwidth, memory access, block I/O and memory bandwidth [9] shows that
Docker either equals or exceeded KVM in performance. Containerization and virtu-
alization have their own merits and demerits. The two are complementary to each other.
Containers are suitable for testing in early phases. The reason is that the
provisioning/removal of containers is suitable for production environments. They
should not be used for monolithic applications. Instead, containers are suitable for
microservice architectures, where each container can deal with one module. On the
other hand, virtual machines are suitable for running legacy applications. If different
operating systems are required, virtualization is the key. It is also important to note that
containers are stateless, i.e. once the host system is powered off, the contents are lost.
There is no failover and live migration in case of containers. For specific workloads,
containerization is suitable. Thus, VMs are suitable for addressing hardware level
problems and for launching servers. They are preferred when security is more
important than utilizing a lightweight solution. The flexibility in utilizing hardware
resources is best done through virtualization. Containerization is suitable for DevOps
where it enhances the development process, thus increasing the speed and quality of the
delivered product.

5 Container Placement Policies in CloudSim

The CloudSim Framework [10] provides the functionality of container simulation. In
this paper, the container migration policies that come packaged with the CloudSim
frame work are analyzed for the effect on their performance when the number of Hosts,
VMs and containers are varied. The following policies are taken into consideration:

I. First Fit
Container is allocated to the first VM which can provide sufficient resources to
the container. E.g. There are two VMs namely VM#1 and VM#2 with 18637
available MIPS each and the created container requires 10000 MIPS. The
container will move to VM#1 in accordance with First Fit allocation policy.

II. Least Full
Container is allocated to the VM which has the highest resources available i.e.
least full VM out of all active VMs. E.g. There are two VMs namely VM#1 and
VM#2 with 18637 and 15000 available MIPS respectively and the created
container requires 10000 MIPS. The container will move to VM#1 in accor-
dance with Least Full allocation policy.

III. Most Full
Container is allocated to the VM which has sufficient but lowest resources
available i.e. most full VM out of all active VMs. E.g. There are two VMs
namely VM#1 and VM#2 with 18637 and 15000 available MIPS respectively
and the created container requires 10000 MIPS. The container will move to
VM#2 in accordance with Most Full allocation policy.
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IV. Random
Container is allocated to active VMs at random. E.g. There are two VMs namely
VM#1 and VM#2 with 18637 and 15000 available MIPS respectively and the
created container requires 10000 MIPS. The container can move to any VM at
random in accordance with Random allocation policy.

For a given number of hosts, VMs and containers, the number of container
migrations that occur for each policy is recorded. Each policy is tested thrice by
allocating it different number of hosts, VMs and containers. In this experiment, the
performance of the policies is recorded when the number of hosts, VMs and containers
available are 350, 800 and 5002 respectively, the second time when 525 hosts, 1200
VMs and 7502 containers are allocated, then finally for 700 hosts, 1600 VMs and
10002 containers. The experiment is based on a nearly linear increment in the number
of resources allocated. The number of hosts is increased by 125 each time, the number
of virtual machines is increased by 400 each time, and the number of containers is
increased by 2500 each time. The experiment is repeated 50 times for each set of
{number of hosts, number of VM, number of containers} values to record total con-
tainer migrations and to calculate average total container migrations for each set.
Finally, a graph of Average Total Container Migrations vs Number of containers is
plotted to compare the policies. Table 1 shows the values of the general parameters
used for simulation in CloudSim.

Table 2 shows the cloudlet specifications used for simulation in CloudSim. A sin-
gle type of cloudlet has been used.

Table 3 shows the container specifications used for simulation in CloudSim. Three
types of containers have been used.

Table 1. General parameters and their values

hostSelectionPolicy vmAllocationPolicy OL
threshold

UL
threshold

VMSPolicy ContainerSPolicy totalSimulationTime Scheduling
Interval

First Fit MSThreshold-
Under

0.80 0.70 VmMaxC MaxUsage 10000 units 300 units

Table 2. Cloudlet related parameters and their values

Cloudlet length 30
Cloudlet PES 1

Table 3. Container related parameters and their values

Container
MIPS

Container
PES

Container
RAM

Container
Bandwidth

Container Type 1 4658 1 128 MB 2500
Container Type 2 9320 1 256 MB 2500
Container Type 3 18636 1 512 MB 2500
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Table 4 shows the VM specifications used for simulation in CloudSim. Four types
of virtual machines have been used.

Table 5 shows the host specifications used for simulation in CloudSim. Three types
of hosts have been used.

For the first test set, 350 hosts, 800 VMs and 5002 containers are allocated for use.
The experiment is repeated 50 times and total container migrations for each policy are
recorded. Table 6 shows 5 entries from the 50 observations, and the complete table is
available on GitHub [11]

For the second test set, 525 hosts, 1200 VMs and 7502 containers are allocated for
use. The experiment is repeated 50 times and total container migrations for each policy
are recorded. Table 7 shows 5 entries from the 50 observations, and the complete table
is available on GitHub [12].

Table 4. VM related parameters and their values

VM 1 VM 2 VM 3 VM 4

VM MIPS 37274/2 37274/2 37274/2 37274/2
VM PES 2 4 1 8
VM RAM 1024 MB 2048 MB 4096 MB 8192 MB
VM Bandwidth 100000 100000 100000 100000
VM Size 2500 2500 2500 2500

Table 5. Host related parameters and their values

Host MIPS Host PES Host RAM Host bandwidth Host storage

Host 1 37274 4 65536 1000000 1000000
Host 2 37274 8 131072 1000000 1000000
Host 3 37274 16 262144 1000000 1000000

Table 6. Total container migrations at 350 Hosts, 800 VMs, 5002 Containers

First Fit 5125 6118 6084 6125 6037
Least Full 6694 6531 6694 6583 6498
Most Full 7019 6917 6733 6913 6770
Random 6738 6896 6570 6807 6724
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For the third and final test set, 700 hosts, 1600 VMs and 10002 containers are
allocated for use. The experiment is repeated 50 times and total container migrations
for each policy are recorded. Table 8 shows 5 entries from the 50 observations, and the
complete table is available on GitHub [13].

Table 9 shows the average total container migrations for each set of hosts, VMs,
and containers. Figure 5 shows the graphical representation of the results obtained in
Table 9.

Table 7. Total container migrations at 525 Hosts, 1200 VMs, 7502 Containers

First Fit 8983 8773 8778 8753 8661
Least Full 9173 9362 9530 9287 9233
Most Full 9339 9402 9441 9483 9573
Random 9722 9738 9456 9679 9680

Table 8. Total container migrations at 700 Hosts, 1600 VMs, 10002 Containers

First Fit 11477 11550 11298 11576 11410
Least Full 12095 12320 12311 12287 12267
Most Full 12567 12593 12335 12606 12796
Random 12604 13023 13187 12405 12890

Table 9. Average total container migrations

Hosts, VMs, Containers First Fit Least Full Most Full Random

350,800,5002 6137.96 6627.24 6925.86 6787.92
525,1200,7502 8879.34 9266.94 9338.98 9752.86
700,1600,10002 11470.96 12252.1 12600.7 12969.7

Fig. 5. Average total container migrations vs number of containers
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Similar line graphs are obtained for average total container migrations vs number of
hosts, and average total container migrations vs number of virtual machines (VMs). It
can be seen from Fig. 5 and Table 9 that First Fit Container Allocation policy gives
least number of container migrations followed by Least Full. Random performs better
than Most Full at 5002 containers. However, when number of containers are increased,
Most Full performs better than Random.

6 Conclusion and Future Work

The above experiment gives an idea of how the container placement policies behave
when the number of hosts, VMs and containers are changed linearly. Out of the four
inbuilt container allocation policies, First Fit performs better than others having the
least container migrations in this specific scenario.

The following points can be taken into consideration when it comes to extending
this work:

I. Varying the general parameters listed in in Table 1 which have been kept
constant for this simulation.

II. Identifying container placement policies that have been recently implemented as
part of research initiatives and comparing them against the existing ones.

III. For the experiment, the values of number of VMs, hosts and containers were
incremented linearly. Further experiments could be performed with other types
of increments such as exponential, squared, cubic, etc.

IV. More vigorous comparison between virtual machines and containers using
parameters not listed in Sect. 4 of this paper.

V. Comparison of latest container orchestration tools available in the market such as
Docker, Kubernetes, etc.
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Abstract. Smart grid being the major component of our power system is
progressing fast to become more flexible and interactional. For the proper
operation and planning in these systems, the load forecasting is of prime con-
cern. In spite of the fact that many traditional methods are present for load
forecasting but still a prediction of electrical load is needed to be explored
further as the variation from time and surrounding weather conditions make it
too complex. In this paper, we present deep learning based recurrent neural
network approach for the short term load prediction using data captured from
smart meters. This framework helps us to handle the over-fitting problem and
uncertainty issues. The Tensor flow as a deep learning platform is used for our
implementation. We compared our proposed model with the autoregressive
integrated moving average model (ARIMA) and Fbprophet model and it is
manifested that the proposed model outperforms in terms of RMSE, MSE, and
MAE.

Keywords: Smart grid � Smart meter � Deep learning � Load forecasting �
Internet of energy

1 Introduction

Smart grids play a significant role in smart energy as being the power network with the
aim to make a sustainable and secure electric supply [1, 2]. Smart grid when working
together with the Internet of things forms a sustainable energy model known as the
Internet of Energy (IoE) [3]. Internets of things enabled smart metering systems and are
essential for smart homes as they optimize home energy [4]. The data is processed
through the smart metering infrastructure [2], IoT technologies [5] and sensing methods
[6, 7]. Smart meters give economic and environmental benefits by collecting and
processing data within a short span of time [8]. Smart grids introduce a bi-directional
flow of electricity linking the consumer and supplier. Further, the forecasting of the
load is mandatory as electricity is produced and consumed at the same time in smart
grids. A single fault in forecasting can change the whole consumption pattern that
results in an increase in the cost [9]. Thus, accurate forecasting is important as it assists
in capacity planning of the power system and provides the consumer with the
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knowledge of self-consumption pattern [10]. Power load forecasting is categorized as
long, medium and short term load forecasting.

In this paper, forecasting has been performed for smart homes. The unpredicted
behavior of the consumer and a periodic factors like weather, residual noise [11, 12]
results in the formation of uncertainty. Thus, to handle it, we used the concept of deep
learning which has a huge number of cascaded deep hidden layers all together forming
a network. Deep learning is a technique of machine learning which provides the ability
of automatic feature extraction [4, 13]. Our proposed load forecasting model works in
two phases. In the first phase, the data value is collected through the smart meters at
homes [14]. Preprocessing is carried out and missing values are handled through the
MICE algorithm. Further, the smart database of homes is generated by pooling. In the
second phase, the recurrent neural network algorithm is applied for short term load
forecasting. Finally, the load value is predicted.

2 Literature Review

Innumerable research works exist under the field of short term load forecasting. Kandil
et al. [15] used an artificial neural network for load forecasting. In addition, a drawback
associated with it is the overfitting issue and the subjective determination of model
structure [16]. Support vector regression model helps to overcome the disadvantage
caused by the artificial neural network by providing the regularization technique and
the kernel method implementation [17, 18]. However, the support vector regression
model has an issue with processing i.e. longer time span is needed for processing which
becomes an obstacle and is solved through deep learning. Deep learning with its
automatic feature extraction ability reduces the time taken for a process and under-
stands the non-linear relations more accurately. Due to its advantages in the field of
forecasting, the researchers moved towards its usage. Zhang et al. [19] proposed
autoencoder algorithm in deep learning for electricity price forecasting [20]. Further,
Kong et al. [21] used long short term memory forecasting model for residential load
forecasting. Li et al. [4] come up with IoT based load forecasting for smart grid
considering the intraday load forecasting and daily consumption estimation network is
recognized in order to improve the precision of forecasting. Zhong et al. [22] bring
forward big data architecture that uses decision tree and smart meter data and clustering
is applied for load prediction. Cao et al. [23] deploy ARIMA that is an autoregressive
integrated moving average model for load prediction.

In the above-mentioned research works, there is an issue of overfitting. In this
paper, we proposed the use of deep neural networks for load forecasting as they have
deep hidden layers cascaded to form a network. By merging the homogeneous data
coming from various household profiles, expands the volume and diversity. In the first
phase, by applying the pooling, we have overcome the problem of overfitting and in the
second phase, the recurrent neural network is used to predict the load accurately.
Finally, we compared our proposed technique with the existing state of art techniques.
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3 Proposed Model for Load Forecasting

This section provides a detailed description of our proposed model for load forecasting.
Figure 1 shows the steps used to build the model.

First, the daily household data is gathered through sensors and then the pre-
processing technique is applied to handle the missing values. Further, we used deep
learning and recurrent neural network technique for load forecasting. At last, we
compared our model with two different models and evaluate their performance with
standard evaluation metrics.

3.1 Data Set

We work on the high-resolution data provided by UMass. The study was done on the
homes of western Massachusetts [14]. Our aim is to gather the multitude of data as we
work on breadth. Internet of things is responsible for the monitoring of the household
power consumption as different sensors provide the external plus internal value of data
which is collected through different smart meters and further used for accurate pre-
diction of the load.

3.2 Missing Value Processing

Due to malfunction of any sensor or meter, the collected data may contain missing
values and outliers. However, deep learning has difficulty in processing these values
and results in misleading us by giving wrong output. Thus, it becomes a necessity to
pre-process the data before performing any analysis. For handling of these missing
values, we use an R package named as Multivariate Imputation by Chained Equation
(MICE) [24]. MICE have various methods for handling the missing values and

Collection of data

Missing Value Processing

Data Pooling

Deep RNN with STLF

Load Prediction

MSE, RMSE, MAE Calculation

Fig. 1. Steps for building a load forecasting model
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distinguish the ordered, unordered, numerical and binary data. MICE algorithm pro-
vides different imputations. Here, we imputed the missing value with three different
imputations. Thus, by viewing the component and their missing proportion we can
impute the appropriate result in the place of missing value.

Figure 2 shows the scatter plot which depicts the missing vs. not missing ratio
between the smart home components. The red dot in scatter plot denotes the missing
value while the blue denotes the values which are present in our dataset. While the
other illustrates the missing value handling through the MICE algorithm. A density plot
is plotted with the three different imputations resulting through mice algorithm. The
density plot is used for this purpose as it visualizes the distribution of data over a
continuous time period or interval.

3.3 Load Forecasting Using Deep Learning

Our next step is to predict the load as our data has been pre-processed and it works in
two phases: (1) Pooling the load profile (2) Deep RNN based short-term load pre-
diction. The outcome of the first phase feeds into the second phase. Design of both
phases has been discussed in detail in the following section.

Phase 1: Load Pool: Sometimes the historical load profile is not sufficient for pro-
cessing and can lead to a problem. Thus, to overcome this problem we pool the data
from different households such that the diversity and volume are increased. As shown
in Fig. 3, we split and label the data of two homes. Further, we make the training and
test pools of these customers. At last, we merge the training pool and test pool of these
customers. Through this, the data is scaled and thus solves the overfitting problem. In
addition, uncertainties are resolved as if the diversity raises then the knowledge of these
uncertainties rises too. Once the load pool is generated, it acts as input to the next phase
and our algorithm can be applied to this new pool.

Fig. 2. Missing value pre-processing with the MICE algorithm.
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The second phase uses various techniques like deep learning which has the ability
to extract feature. Further, the recurrent neural network algorithm is applied for short
term load prediction of smart homes.

Deep Learning: Deep learning being a part of machine learning selects only the more
appropriate features and here each input is transformed into a more abstract compo-
sition [25]. Various application of deep learning is in various fields as computer vision,
drug design, natural language processing and many more. In addition, because of its
two superior properties i.e. to understand the highly non-linear relationships and the
shared uncertainties accurately they are preferred than the shallow network [26].

Recurrent Neural Network (RNN): The recurrent neural network helps to construct
the correlations between previous input information and the current affecting factors.
Various patterns are recognized whether the numerical time series or text. They are
named as recurrent due to the fact that with any element in input they always perform
the same calculation. A difference in outputs is only seen through the difference in
hidden layers, as they are dependent on value at the last time stamp plus the current
state. Backpropagation through time (BPTT) is a gradient based technique that helps
recurrent neural network with the goal to reduce the network error. Following equa-
tions defines the recurrent neural network with time.

AðtÞ ¼ F HðtÞ;w
� �

ð1Þ

HðtÞ ¼ G Hðt�1Þ;Xt;w
� �

ð2Þ

Customer1
Home A

Customer 2
Home B

Label and split data 1 Label and split data 

Training set 
of Customer 1

Test set of 
Customer 2

Training set 
of Customer 2

Test set of
Customer 1

Training pool Test pool

Fig. 3. Load pool construction with different smart homes load profile.
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where A(t) being the outcome of RNN at time t and X(t) represents the input of RNN at
time t, whereas H(t) stand for the state of hidden layers at t time.

Phase 2: Short-term load forecasting using deep RNN: This phase train and test the
load for the forecasting on a Tensorflow deep learning platform. Figure 4 describes that
once the load pool is generated, we initiate the RNN process by selecting the
parameters. After this selection, the training batches are fetched. Further, we observe
the network convergence once it is minimized we perform the testing on our household
pool. Thus, at last, obtain the forecasted load values.

4 Experimental Results and Analysis

Smart homes data has been collected through smart meter from western Massachusetts
[14]. The dataset has been trained and tested under a timestamp of 30 min each for
complete one-year duration. An autoregressive integrated moving average model
(ARIMA) and Fbprophet model have been chosen as base models for the comparison
with our proposed model. Tensorflow platform is selected to build the forecasting

Phase 1: Load Pooling

Phase 2: Short-term load forecasting using deep RNN

Fetch training batches of the entire
consumer

Network training in data batches

j = j+1

Deep RNN training epochs iteration 
(j=1) 

Set up deep RNN and initiate the 
parameters 

Smart home index (k=1)

Network loss 
converged

Fetch testing batch of kth customer

The performance marked on kth smart 
home

If k < number 
of tested home

k=k+1 

End

Yes

Yes

No

No

Start

Load raw data of smart meters and 
pre-process it

Form load profile database

Select homes to be tested and fetch 
data from its database

Set up the desired load profile pool 
and provide index number and time 

information 

Fig. 4. Flowchart of the proposed model building with its two phases

model. The main criterion is pooling, train and test model for short term load fore-
casting with recurrent neural network algorithm.
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Root mean square error (RMSE), Mean absolute error (MAE) and Mean squared
error (MSE) are the metrics used as a performance measure for our model.

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN

i¼1 �yi � yið Þ2
N

s

ð3Þ

MAE ¼
PN

i¼1 �yi � yij j
N

ð4Þ

MSE ¼ 1
N

XN

i¼1
yi � �yið Þ2 ð5Þ

where yi being the target value and ȳi represents the forecasted result. Here, the test set
size is denoted by N.

Figure 5 shows the comparison of three load forecasting methods on our dataset
with the original output. After setting the Python environment we forecast our model
using pybrain, scikit-learn and other machine learning libraries. Training set to test set
ratio is set 70:30. Fbprophet and autoregressive integrated moving average model
(ARIMA) have their forecasted performance less than our proposed deep recurrent
neural network. As the yellow line in the power consumption graph shows the highest
prediction with the given dataset. Thus, our method for prediction is efficient. The
proposed model performance is further estimated through the considered metrics
(RMSE, MSE and MAE) and the results are depicted in Fig. 6. RMSE value shows the
standard deviation for our forecasted and observed values. Lower is the value better is
the result. Furthermore, MAE and MSE defined as Eqs. 4 and 5 are used for com-
parison and result shows that more the value is near to zero and non-negative better is
the estimate. Thus, results clearly signify that the RMSE, MSE and MAE values for our
model is better and achieve efficient outcomes in comparison to the other two base
models considered.

Fig. 5. Original/predicted value of ARIMA, Fbprophet, and RNN
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5 Conclusion

In this paper, we proposed the short term load forecasting for smart homes with deep
learning technique under high volatility and uncertainty. In addition, as the load is
pooled between the customers, hence more quick learning of layers is obtained which
helps us to overcome the overfitting problem. Further, our forecasting models have
been evaluated using evaluation metrics RMSE, MAE, MSE and results analysis show
that our proposed model achieve better results and has good performance. In the future,
work can be expanded by working on the dissimilar batch of customers with the usage
of more external features.
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Abstract. Twitter like microblogging site is used by millions of people to share
their daily lives. During a natural disaster, the situational updates posted by
users will get mixed with millions of other tweets and will be difficult to monitor
manually in real time. Also, timely identification of situational updates, along
with the location is very important for the rescue and relief operations during the
disaster event. The tweets with contextual information posted during disaster
provide information regarding the need or availability of resources and services,
the number of casualties, infrastructures damage, and warnings or cautions.
Some disaster-related tweet may not have any actionable information. This
paper presents an alert generation framework, which will intake the tweets
posted during the disaster, detects, classifies and geocodes the tweets belonging
to each class, which provide actionable information, in order to alert the con-
cerned authorities about the current situation in a timely manner.

Keywords: Twitter � Disaster � Tweets � Classification � Geocoding

1 Introduction

Micro-blogging sites like Twitter, Facebook are an important source of real-time
information, especially during natural disasters, epidemics and other emergencies [3].
Earlier people depended on the news on television, radio for the information during
emergency situations. Nowadays people rely on these websites for sharing and
knowing about important situational and actionable information like the scarcity of
food or other resources, missing people, injury or death toll in a particular location,
situational awareness, etc.

The tweets with contextual information can be utilized by the authorities like local
government or humanitarian organization, for the disaster management purpose and for
gaining an overall picture of the ongoing disaster event. On average 6000 tweets are
sent per second, 3.5 million tweets in a minute and 500 million tweets per day. This
rate increases drastically during disaster events. So if any relief team or humanitarian
organization wanted to monitor these tweets posted at a faster rate in real time, man-
ually monitoring is nearly impossible in this scenario. So an automated system is
required for this purpose. Also, different kinds of actionable information will be posted
and will be mixed up all together. So for the monitoring to be easier, the tweets
belonging to each category should be previewed in its respective classes.
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Another issue is the same post will be retweeted by multiple users, and thus
increases the volume of tweets posted during the disaster event. Also, regarding the
number of casualties, many peoples post similar tweets, as 700 people died, 700 lost
their lives, 700 killed, etc. As concerned with the relief team and victims, timely
identification of situational update along with the location mentioned in the tweets is
very important for the relief purpose.

The framework presented in this paper is an alert generation framework. It will
intake the disaster related tweets from the Twitter data stream in real time, filter out the
irrelevant tweets based on some set of features, classifies the tweets into multiple
classes, summarizes the tweets in each class and geotags each tweet in each class in a
timely manner. The performance of the framework is measured against three bench-
mark dataset: Nepal earthquake 2015, Typhoon Hagupit 2014, Uttarakhand flood 2013.

The rest of the paper is as follows: Related work is discussed in Sect. 2. Section 3
describes the alert generation framework. Section 4 discusses the experiment result
with test data and real-time tweets. Finally, Sect. 5 is the conclusion with a brief
description of the findings and future works.

2 Related Works

People post a lot of tweets during natural disasters. These tweets were used by many
kinds of research for exploiting the usefulness of Twitter during the emergency situ-
ation. Some works focussed only on a particular disaster [7]. Most of the works have
focussed on retrieving disaster related tweets [2, 10], classifying tweets posted during
disaster into disaster related or not, on identifying and matching the tweets related to
resource or service requested [6] and extracting summarizing the disaster related sit-
uational tweets [8]. A work by Anirban et al. [11] developed NLP based classifier for
identifying the tweets which provide situational awareness during disaster events. For
training the classifier they have used tweets posted during both natural and man-made
disaster and also have used low-level lexical features for classification. Singh et al. [9]
proposed a disaster related tweet classification framework, in order to identify tweets
the victims asking for help and for predicting the location of the user, based on their old
tweets. Sreenivasulu et al. [5] modeled a system based on the informative words
present in the tweets posted during the disaster in order to detect the resource related
tweets. Support vector machine classifier is trained using these informative words. The
training and testing were done on the same as well as different disaster datasets.

Aupetit et al. [1] developed an interactive tool for monitoring the crisis situation
which provides a different level of views of the event. Tweets are classified into
subcategories using supervised classifier. Hong et al. [4] proposed a semi-automatic
framework, which extracts and compares the conversation between the people and local
government during the snowstorm. It was done at various spatiotemporal levels using
st-LDA and geotagged tweets only.

However, timely identification of situational update along with location is an
important aspect as concerned to the relief team and volunteering services. If the relief
team and volunteers get the requests from the user in a timely manner, they can easily
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provide the requested service or resource as early as possible. Classifying the con-
textual tweets into different useful classes will help the disaster monitoring faster, as
they needn’t go through the entire tweet stream.

3 Alert Generation Framework

The alert generation framework collects the disaster related tweets, filter out the
irrelevant tweets, classifies it into different classes and geocodes the location mentioned
in it.

3.1 Disaster-Related Tweet Retrieval

During a disaster event, a lot of tweets will be posted on Twitter, along with some
hashtags or key terms. #NEQuake, #NepalEarthquake, #NepalQuake. These were
some of the hashtags used during Nepal earthquake. Similarly, tweets related to a
particular ongoing disaster can be retrieved using a particular key term or hashtag from
the twitter streaming data.

3.2 Preprocessing of Tweets

The retrieved tweet be will in JSON format. It contains tweet text along with metadata
like time at which the tweet is posted, user id, tweet id, etc. Also, the tweet text may
contain twitter specific symbols like RT (retweet), @ - (mention), URLs, etc. So the
tweet text is preprocessed in order to remove these symbols.

For example,
Original tweet - RT @rConflictNews: #NepalEarthquake causes avalanche in

Everest, at least 8 killed - RT http://t.co/iMiDvzGUC
Preprocessed tweet - causes avalanche in Everest, at least 8 killed.

3.3 Filtering Out Non-contextual Tweet

The tweets retrieved using keyword based method will have some irrelevant tweets
also. The tweets with situational update contain information like need or availability of
resources or emergency services, number of casualties, infrastructure damage and
caution or warning, etc. All the tweets other than this has to be filtered out. A super-
vised classifier is trained using tweets from three different disaster dataset. Information
about the disaster and dataset are given in Table 1. A classifier trained on tweets from
multiple disasters can easily classify any tweets from any future disaster event. So here
the classifier is trained using tweets posted during earthquake, flood, and typhoon.
Since terminologies differ during different disaster event and certain words are found
only in either contextual tweet or in the irrelevant tweet [8, 12]. For the classification,
each tweet is converted into a vector of word-level features. The feature vector is
characterized by numerals, location, religious terms, adverbs like so, too, really etc.
casualties related terms like killed, injured, missing etc., infrastructure and other
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utilities, religious terms like pray, God, Lord etc., Questions and exclamatory phrases
and words like warning, alerts, precaution etc.

Each feature vector is labeled with its corresponding class as either 0 or 1. ‘0’
means an irrelevant tweet and ‘1’ means it provides contextual information 10 fold
cross-validation of each model is done and the result is given in Table 2. The selected
classifier is Support Vector Machine (kernel = rbf and gamma = 0.5) and has an
accuracy of 86.4% and F1-score of 89.4%. After the classification, tweets with label ‘0’
is filtered out and tweets with contextual information remain.

3.4 Classification of Contextual Tweets into Subclasses

The contextual tweets contain information like number of casualties, infrastructure
damage, resources and services (provided and requested) and any cautions, etc. So the
tweet belonging to each category has to be classified to its respective classes.

Fig. 1. System architecture

Table 1. Train and test data set of different disaster events

Disaster Total no. of tweets Training set Testing set

Nepal Earthquake 19970 15820 4150
Typhoon Hagupit 5000 4000 1000
Uttarakhand flood 5000 4000 1000
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Each class is characterized by a set of keywords. For instance, some of the casualty
related keywords are “killed”, “dead”, “died”, “victims”, “injured” etc. Service related
keywords are “emergency”, “contact number”, “helpline”, “rescue” etc. Infrastructure
damage related words are “damaged”, “collapsed”, “crashed” etc. The keywords
related to caution are “warning”, “caution”, “alert” etc.

3.5 Geocoding of Tweets

It is important to identify the location mentioned in a tweet, especially for the tweets
belonging to resource and service requested and infrastructure damage. Geocoding
provides the exact geo-coordinates of a location, which will be useful for the rescue
operators and relief teams for easily identifying the location. By named entity recog-
nition, location entities can be identified and using geocoder (Open Street Map) the
coordinates of that location can be obtained.

4 Result

The tweets from test data and real time tweets were given as input to the system along
with time (hh:mm) and date (Day Mon Date) as argument. The tweets with situational
information during that particular period were classified into different subclasses,
namely, “Resources and emergency service”, “Number of casualties”, “infrastructure
and utilities damaged” and “warning or caution” in a timely manner. Also for resource
and emergency service tweets and infrastructure and utilities damage related tweets,
geocoding is also done. For each location specified in the tweet, corresponding geo-
coordinates are also provided. The time based class-wise result obtained for Nepal
earthquake test data-2015 (Sat Apr 25 12:50) and the real-time tweets during Cyclone
Idai in Mozambique-2019 (Thu Mar 21 04:43) are given in Tables 3 and 4.

Table 2. Cross validation result

Model Accuracy Precision Recall F1-
score

Linear SVC 0.816
±0.032

0.816 0.918 0.863

SVM (kernel =‘rbf’, gamma = ‘auto’) 0.863
±0.033

0.874 0.914 0.893

Random forest classifier 0.859
±0.033

0.867 0.921 0.892

Logistic regression 0.817
±0.032

0.818 0.916 0.863

Bernoulli Naive Bayes 0.839
±0.034

0.837 0.925 0.878

SVM (kernel =‘rbf’, gamma = 0.5,
probabilty = True)

0.864
±0.031

0.871 0.922 0.894
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Table 3. Nepal Earthquake related alert during Sat Apr 25 12:50 (test data)

Sat Apr 25 12:50 Location

Resource and
emergency services
(requested and
provided)

IAF C-130 J Super Hercules with 40
NDRF personnel and 4 tons of relief
about to land Kathmandu

Kathmandu
[27.708796,85.320244]

Modi govt sending IAF C130
Hercules and Globemaster aircraft to
Nepal with relief material

Number of causalities China – 7 killed
India – 35 killed
Bangladesh – 2 killed
Nepal – 700 killed

Infrastructure damage Death toll rising rapidly with reports
of massive damage near epicenter
Gorkha, Dading, Nuwakot districts
all houses flattened

Gorkha
[27.9952021,84.6264697]
Dading
[33.4985472,116.3548108]
Nuwakot
[27.9656478,
83.05917396]

Caution or warning Just in from a friend in Nepal,
People in Nepal are advised to stay
away from buildings n walls thru the
night
AFAD search + rescue crews on
high alert due to today’s
NepalEarthquake

Table 4. Cyclone Idai related alert during Thu Mar 21 04:43 (Real time data)

Thu Mar 21 04:43 Location

Resource and emergency
services (requested and
provided)

7,550 UK aid shelter kits and 100 family
tents arrived in Mozambique today

Mozambique
[−19.302233,
34.9144977]

Breaking News 30 tonnes trucks carrying
aid can now reach Chimanimani
CycloneIdai
MSF has set up a stabilization centre at
skline, 20 km away from Chimanimani,
eastern Zimbabwe to support to.

Zimbabwe
[−18.4554963,
29.7468414]

Number of causalities Mozambique – Thousands killed
Infrastructure damage
Warning
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5 Conclusion

During disaster events, a large number of tweets are posted at a faster rate. The
government officials and rescue teams can make use of these tweets for getting con-
textual updates in different locations during the disaster. The alert generation frame-
work will extract the disaster related tweets, which provide contextual information,
geocodes the tweet, and generates time based class level alert based on these tweets
posted during a particular time. The geo-coordinates in the tweet helps the rescue team
and other organizations to locate the people in need and plan the relief operations
efficiently. The dataset used in the work is tweets posted during Nepal earthquake,
Uttarakhand flood and Typhoon Hagupit. Also, real time tweets are also used to test the
framework. Hence, from the result, it was seen that the user can obtain the alert based
on both past tweets and real-time tweets. The proposed system is significant in
countries where government-sponsored disaster monitoring systems are not available.

Since the alerts are generated purely based on the tweets posted during the disaster,
the authenticity and truthfulness of each tweet posted are questioned here. So a rumor
free alert generation framework from tweet during the disaster is required, which is
planned as future work.
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Abstract. The cheap availability of portable devices and processing elements
has triggered the emergence of IOT. It is an integration of powerful computers
with large number of tiny devices that support automation and smart decision
making in all walks of life that may be agriculture, battle field, industry, office or
home. Thus, IOT has very wide range of applications. However, the success of
such applications heavily depends on efficient handling of numerous challenges
related to computation and communication because huge volume of data needs
to be aggregated, transported and processed at faster rate. We illustrate the
potential of IOT and various technologies used to realize it and reap benefits.
The paper also makes a mention of a futuristic application which is a wearable
device that assists to protect victims from various threats.

Keywords: Sensors � IOT � RFID � NFC � ZigBee

1 Introduction

The Internet of Things (IOT) is the connectivity or network of devices referred to
“things” which is embedded with different types of sensors, electronic equipment,
software and most importantly network connectivity through which they can send and
receive data. “Things” in IOT means devices with network connectivity and has built-
in sensors such as motion sensor, humidity sensor, temperature sensor. Example-GPS
devices which are attached with farm animals, device which monitors health like the
heartbeat, blood pressure, pulse. The IOT devices are implanted with a high processing
unit, sensors, and devices for network connectivity to do a particular work. these
devices may include various sensors, Global Position System (GPS), actuator, Radio
Frequency Identification (RFID), wi-fi, Bluetooth and many more components [1].

The general Architecture of IOT compromises of the user, service providers,
management unit, Networks, and devices. See Fig. 1.

1.1 Facts About IOT

The Internet of things is a very hot topic and is going to serve each of us very soon. Let
us see some interesting facts. In 2019 we will be having more than 4.9 billion IOT
devices. The first IOT machine was ATM which was developed in 1974. By the end of
2020, the number of devices which will be connected to the Internet will reach to more
than 50 billion. By 2020 there will be more than 6 billion smartphone users.
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1. The perspective of IOT is to connect most of the appliances we have in our home.
E.g. TV, refrigerators, camera, coffee maker, doors. Multinational companies like
Google and Samsung know the potential of IOT and henceforth are intensively
working on it [2].

2. More than 250 million vehicles will be connected to the internet by 2050 which will
make driving easier and provide automated driving. Google’s self-driving cars have
already been developed which can drive on their own 10,000 miles per week.

3. There is a growth of 223% in the global market of wearable devices, with Apple
selling more than 3 million Apple watches.

4. By 2020 clothes having internet connectivity will be the new trend as estimates
predict more than 10 million pieces of smart clothing will be shipped by then. For
the purpose of tracking and identification, Radio Frequency Identification (RFID)
tags are being used extensively and its market is worth $11 billion.

5. The Internet of things will be adding more than $10 trillion to the global GDP in the
next 20 years and the impact on the economy will be more than $12 trillion by
2026. According to CISCO IOT has the potential to generate more than $5 trillion
over the next ten years in the public sector [2].

2 Technologies Used in IOT

2.1 Sensors in IOT

The main component of IOT Applications are sensors which senses the environment
and transmits the information to the microcontroller for further processing. Some
commonly used sensors are listed below see Table 1.

User 
( Client Applica�on on 
PCs Mobile  device)

Networks
WAN, LPWAN, LAN,PAN       

(Internet Data links 
Intranets )

Things
Any number of things

Things=Physical en�ty of 
arbitrary complexity

Opera�ons and 
Management        

(Installers, supervisor, 

Services Providers
(Data Centres ,Control
Centres, Virtual  Centres)

Fig. 1. General IOT system architecture

Potential and Extention of Internet of Things 543



2.2 Near Field Communication (NFC)

In recent years, NFC is extensively used to establish a connection between NFC
enabled devices to transmit data. The devices can be connected by simply bringing two
devices together or in the vicinity of the other device that can range to less than 3–4
inches. It is used to transmit data, device pairing, making payments, NFC tags (used to
store small data), NFC business cards (transmit your business cards details digitally in
another mobile). It does not need pairing as in Bluetooth [13].

2.3 Radio Frequency Identification Technology (RFID)

RFID contains a small chip and an antenna that contains data, which can be identified
by an RFID reader. It uses radio waves for the transmission of data. It does not require
a line of sight view between the RFID tag and the RFID reader and can be identified
without the need of an operator from a distance up to 100 m which depend on fre-
quency. It can be used in a big supermarket where it is attached with clothes to prevent
it from being shoplifted. It can also be used for object tracking and identification [14].

The RFID tags are categorized into two types: Active RFID tags and Passive RFID
Tags. The difference between them is that Active tags consist of the power source and

Table 1. Represents the types of sensors and its types

Sensors Explanation Types

Temperature
sensor

A temperature sensor is a device,
typically, a thermocouple, that provides
temperature measurement through an
electrical signal [9, 10]

a. Thermistors
b. Infrared sensors
c. Thermometers

Proximity
sensor

A proximity sensor is a sensor able to
detect the presence of nearby objects
without any physical contact

a. Inductive
b. Magnetic,
including magnetic
proximity fuse
c. Radar

Pressure sensor A pressure sensor is a device
for measuring the pressure
of gases or liquids [11]

a. Inductive
b. Reductive

Humidity
sensor

Humidity is defined as the amount of
water present in the surrounding air [12]

a. Capacitive Humidity
Sensors
b. Resistive Humidity
Sensors
c. Thermal Conductivity
Humidity Sensors

Accelerometer
and gyroscope

The accelerometer is based on vibration
and measures the amount of linear
acceleration
A gyroscope is based on the principle of
the rigidity of space and determines the
angular position [11]

a. Micro-Electro-Mechanical
System (MEMS)
Accelerometer
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passive tags do not consist of any power source. Passive tags are cost-efficient and are
durable as they draw power from the electromagnetic waves emitted by the reader [15,
16]. The comparison between the tables is given in Table 2.

2.4 Actuator

An actuator is a component fitted inside a machine which converts the electrical energy
into another form of energy which is required. Example Lights, fan, Heating coils,
display in television and motors, in smart homes locking and unlocking of doors,
switching on or off the lights in a room, alerting the people in case of fire.

2.5 ZigBee

Today communication standards with high data rates are available but they require low
energy consumption at lower bandwidths but such low energy consumption devices
were not present. Zigbee technology is a low cost and consumes very low power and
this feature of Zigbee makes it beneficial for communication purpose in various
applications of smart home and industry. It consumes low energy is reliable and is cost-
efficient. Its range is from 10 to 100 m [17].

A comparison of similar technologies is done in the Table 3 which gives an insight
into the differences between them. Difference between WIFI, ZigBee, Bluetooth and
NFC based on their range and date rate has been shown in Fig. 2.

3 Applications

IOT’s application is being extensively used in various sectors of medical, smart homes,
vehicle, agriculture, industry, education and many more see Fig. 3. The percentage of
IOT application used in various sectors is given in Fig. 4.

3.1 IOT in Medical and Health Care

IoT sensors can be attached to the human body to collect accurate and real-time
medical information such as heart rate, Blood pressure, the pulse of a human body. The
data obtained can be analyzed and used for analysis. Hence patients can be monitored

Table 2. Comparison between Active RFID and Passive RFID

Features Active Passive

Power Battery operated No internal power
Range Long range (100 m+) Short range (3 m)
Typical data storage Large read/write data (128 kb) Small read/write data (128b)
Cost More expensive Less expensive
Used in tracking Queue free toll payment system Smart labels, passports
Required signal strength Low High
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at any point of time and prevent any kind of mishappening. Equipment like medical
fridges can monitor and control of the temperature inside freezers storing various kind
of medicines, vaccines, and organic elements which require a particular range of
temperature [3].

3.2 IOT for Smart Home

The standard of living of our generation is changing tremendously so smart home is
going to become an essential part of our life. Devices such as automated doors, win-
dows, refrigerator, washing machine, smart lights, can work on their own by sensing

Table 3. Comparison between NFC, RFID, Bluetooth, Wi-Fi.

Features NFC RFID Bluetooth Wi-Fi

Maximum
operating
range

10 cm 3 m 100 m 100 m

Operate
frequency

13.56 MHz Varies 1 2.4 GHz 2.4/5 GHZ
(802.11 N)

Directional
communication

Two way One way Two way Two way

Bit Rate 106/212/424 kbps Varies 13 22 Mbps 144 Mbps
Potential uses E-Tickets Credit

card payment
membership card

Tracking
item, EZ-
pass

Communicate
between phones,
peripherals device

Wireless
internet

0.01           0.1           1     10 100        1000 10000
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Fig. 2. Comparison between similar technologies.
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the presence of human being, temperature, rain. We can also control them with the help
of our smartphones [4].

3.3 IOT in Vehicle Management

Today in this rapidly changing environment safety is a major issue regarding the
driving of vehicles. IOT can play a vital role in safety and proper management of
vehicle with the help of GPS and other sensors. Today information regarding the status
of different parts of the vehicle can be obtained to provide it with the required service
when needed. Traffic in the road can also be obtained so users can take another road.
Also, facilities like Global Position System (GPS) gives us the correct route to a
particular place [5].

IOT

Smart 
Industries 

Educa on 

Agriculture 
Medical 

and health 
care 

Smart 
Home 

Fig. 3. Application of IOT in various areas.

Fig. 4. Impact of IOT applications in various fields.
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3.4 IOT in Agriculture

Applications such as drones can help in spreading the pesticides which are very effi-
cient as normally for a human to do this is in a proper way is difficult. With the help of
different sensors, we can measure the quality of soil and water. IOT can be proof of its
virtue in this sector as through this we can prevent water wastage, monitor the agri-
culture fields, reduce human work, enhance productivity [6].

3.5 IOT in Education

IOT can be very useful in the education sector as it can be used in automatic biometric
attendance, maintaining a database of each student, a smarter way of teaching with the
help of projectors. Students can use the SMART Table through which student can send
their views or activity to everyone in the class. School buses can be tracked so that real-
time information about students can be retrieved, lights installed with sensors can also
be beneficial as it will prevent unnecessary wastage of lights. To prevent any unau-
thorized users from entering a particular area face recognition system can be used [7].

3.6 IOT in Smart Industry

Today the growth of the industry is tremendous. So to improve the industry sector IOT
can play a vital role by providing condition-based monitoring of heavy machinery. The
machines developed now days work under specific temperature and condition. So IOT
can use its sensors to alert us when the required condition is not met to prevent any
loss. We can use IOT inventory System which alerts us with the items which are
required, the present stock available, by which time we should order so that the item
arrives in time and there is no loss of work, quality can also be checked, the percentage
of work done. So in this way, we can prevent mishappening, reduce cost, increase
efficiency [8].

4 Proposed Work

Our proposed work is a small IOT wearable device which could be carried in shoes,
pocket etc. moreover location of device holder is easily traceable Device would be in
dual working as pressing it will send the alert message to nearby police stations or with
witch device is registered. Device would handle the mobility successfully by sending
location of device holder.

• Potential User: Everyone who needs security could be a potential user.
• Motivation: Our motivation to think for such device is the significant increase in

theft, kidnapping, and rape It may also let you figure out that teenaged child has
went to school or roaming around.

• Significance: This small device is very significant as it can save a human’s life by a
press ing of a single button.

• Technical Problem: The network is an issue as this works on GSM (Global System
for Mobile Communication) and GPRS (General Packet Radio Services) and GPS
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(Global Positioning System). It works on battery so it will need charging. A 12-volt
battery with 2 amperes current will be sufficient for a full week as it requires very
less current.

• Contribution to Society: In highly technical and advanced world this device will
surely help victim of robbery, kidnapping or for any unpleasant condition. This
device will certainly contribute a lot to society.

5 Challenges in IOT

• Connectivity: The connectivity of IOT devices with sensors and the internet is a big
challenge. For the transmission of data, they need internet connectivity all the time.
This also may cause a problem as internet connectivity is unstable [18].

• Big Data: A lot of data is collected by the IOT devices every hour but out of the
whole data, some part is important. To segregate the data, we need to analyze the
huge data which was collected which possess a big problem. We should find ways
through which relevant data is sent for the process of analyzing [19, 20].

• Interoperability and Standardization: Devices fabricated by various dealers vary
in the technologies and services they render resulting in incompatibility. Since the
Internet is the source of connection of these gadgets, hence the objective of stan-
dardization is required to be reformed to make devices compatible enough to
communicate and exchange data among themselves within the wireless sensor
networks [18].

• Naming and Identity Management: Once IOT is visualized to connect thousands
of devices, there is a need that each of the objects is identified uniquely. This
demands for a scheme that can efficiently assign unique names and identities to
devices connected across the globe [21]. Presently, the implementation of the IPv6
protocol can be the solution to insufficient address space [22].

• Security of Objects: Since “IoT” is made up of a thousand of devices connected
across the globe, access to objects by uncertified persons is required to be prohibited
to safeguard them against their physical damage or malfunction [18].

• 6.6 Security & Privacy: IOT has gradually become one of the most important
elements of the future Internet. Due to this IOT applications are in danger to attacks
or threat to security. Security attacks are of major concern due to the physical
accessibility sensors, actuators and objects, and the openness of the system,
including the fact that most devices will communicate wirelessly [20].

6 Conclusion

The paper presents an illustration of architectural overview, potential applications, and
key challenges in deploying IOT infrastructure. The lower level detail of our proposed
application has been excluded as its development is still in progress. Furthermore, the
security is also a major concern in IOT networks. The success of IOT technology
depends heavily on secure and safe handling of the user data while maintaining its
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privacy; however, such illustration is beyond the scope of this paper. Therefore, the
study on safety, security and privacy issues in IOT are being postponed for our future
paper.
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Abstract. The world of big data becomes a Business-critical component for
Enterprise resource planning system and Business Intelligence. The ERP system
runs big data longer and uses resource locks, which directly blocks the users
from running queries on the database. Additionally, users will require updates
on real-time data changes. More computational resources are required to reduce
the loading cycle creating expensive processes with complete data loads.
An ETL technique with CDC is used to resolve problems, through periodic
updates of changed data. A process which identifies changed records to reduce
the extract volume is knows as CDC. This paper proposes a structure capable of
performing CDC by means of timestamps and replication tool designed for
spontaneous synchronization between two databases. The overall performance
of CDC technique to ERP system is compared. This approach is employed in a
real-world project has noticed a transition to near real-time data ETL and per-
formance improvement.

Keywords: CDC (ChangeData Capture) � ETL (Extract, Transform&Loading) �
Incremental load � Nearly Real Time Data Warehouse (NRTDWH) � Data
integration

1 Introduction

The data storage and processing have achieved new dimensions with organizations,
offering administrations strongly dependent on client information. Applications depend
on the analysis of big data, so as to help regular day to day data services towards end
users. On the other hand, the expenses for maintaining and handling databases remain
more restrictive. To overcome this issue a database with massive scalability has been
developed [15].

ETL tools exist to store data into a data warehouse. Integrating data through ETL
tools are of three stages: extraction that is being applied on sources of heterogeneous
data type, transformation, which gives high quality of data then finally loading the data
to the warehouse repository. The procedure for development of any data warehouse is
to grantee that workflow processes should not affect the performance of the operational/
enterprise/ transactional data sources being used [1].

Today’s data cannot be up to date with respect to traditional data warehouse since
it’s usually loaded from operational systems. Tactical decisions built on any out dated
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data would produce incorrect results. The method that can be used to solve this
problem is change data capture. Change Data Capture (CDC) remains a tactical
component in the data integration framework that drastically improves efficiencies,
diminishes the requests for batch window loading, deals with the increasing data
dimensions, delivers information in near real-time and reduces costs. Attunity Stream
provides an enterprise-class CDC solution that balances and works effortlessly with
existing ETL, data integration and event processing technologies [9, 14].

One of the major obstacles anticipated for Multi - National corporations and large
Business will be to acquire and analyze huge volumes of data from various source
systems. Various architectures focusing mainly on the data warehouse model are
presented. Transferring raw data from source to target by means of transformation and
mapping into standardized form is the basis of ETL process in a nut shell. Extraction is
the process of mining data from source systems to use it later downstream in an
environment of the data warehouse [4].

Whenever a company acquires another company its information systems are
acquired which indicates stressful technical data integration as well as vitally expensive
components for constructing a data warehouse. More often than not, the data ware-
house helps the historical information and evaluation, which are not able to obtain the
up-to-date data [2].

Real-time data warehouse is ready to display the ETL latest outcomes given a
specified time with respect to the ERP system time on a CDC method. Frequently, Data
Warehouse updates are processed by means of an ETL (Extract, Transform and load)
process. In order to accomplish near real time data ETL would be consequently applied
on changes in data and capture them in the act. CDC is utilized to grasp any data
modifications taking place in source systems then seize data to be taken for delivery at
the target database system. Lowering the rate and assets related to updating a company
Data warehouse is the predicament for industry or IT. Our tools furnish new changes to
be transferred onto a data warehouse which would shrink cost along with resources
linked for updates of a corporation Data Bank. The procedure followed for loading
incremental data which keeps frequently changing in the Data warehouse is by syn-
chronization with the changes that have occurred in the Data sources considering the
previous load. Incremental reload works quicker and successfully than full reload since
only the changes in data are loaded [2, 12].

2 Related Work

2.1 Existing System Current Change Data Capture Approaches

In the former research, the different techniques of CDC are brought into effective action
to set up a RTDW system. The test of these techniques involves record based, trigger
based, log based, Data base snapshot and refresh table which results in differences in
performance for various systems [6].

After many experimental analyses the outcome of results will suggests log based
since it supports Real time capture and this type of research utilizes joins and functions
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and aggregation using quires to CDC by pre-calculation of data. For handling of large
amount of data more efficiently different generated techniques are used [6].

In the other approaches triggers were used as CDC and to generate that triggers the
algorithms were created based on the precise tables, and from the other experimental
research, the trigger method made the algorithm to be considered for the utilization of
CDC which is used for incremental loading process to select the data warehouse with
large dimensions [6].

Other research method is of ETL transformation which includes different types of
mapping like one to one, many to many, many to one. These mappings are quite
complex so that ETL operations are used because of its liability, which further can
helped in understanding about the data stored in data bank which leads to inappropriate
results and analysis. Hence it is a critical test to check whether data stored is correctly
extracted and generated into data warehouse [8].

In the other research study, Supply chain management with the business strategy
for business models of two different companies are chosen to analyze the issues of an
infrastructure, implementation strategy, operational efficiency and the cost. These
results explain the challenges which are faced while designing and managing of supply
chain [7].

3 Method/Proposed System

Combination of timestamp and Replication and last by not the least using delta views
for daily updates is the method which leverages the advantages of each method for
strategic use to produce better CDC results.

3.1 Timestamp

Timestamps would be applied to records for the purpose of recording the time when a
record was modified as of inserted or updated. It is likely to capture deleted records
with timestamps only if there is a well-defined column which would take the operations
into consideration for example, Insert (I), Delete (D), Update (U) and filtering by these
values can help in understand why these records undergoes through the operation.
Timestamps take fairly little time to setup and they DBMS is responsible in main-
taining the timestamp. Figure 1 displays a timestamp method to CDC [11].

Fig. 1. CDC Timestamp: changed data will be time stamped. The CDC tool polls and extracts
records which have been modified since the previous snapshot.
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In this research change data capture method used is through timestamps on new
records which has changed its value since the previous identified values, along with
replication between two different Environments.

Data Warehousing (DW) Through ETL Process
A common occurrence for using CDC involves the practice of moving information into
a Data warehouse. Conventionally, updating actions in a data warehouse is performed
by using an ETL tool. ETL is a process which mines information from various sources.
Transformation would perform cleansing of information before loading it in a data
warehouse. The methods necessitate with the purpose of keeping ERP systems which
would be off-line for a specific interval of time. The specified interval also known as
“Batch Window” usually would be considered for daily and hourly loads. Meanwhile
system would be full of active operations which moves the data and which is unable to
perform business critical objectives. Major drawback of “bulk” loading process is the
need for more processing time and more resources and since many IT companies and
manufacturing factories load data on day-to-day or weekly basis it creates an obstacle
for obtaining latest information. ETL tools are sometimes considered for achieving the
same goal. CDC, however, produces a new alternative method to move relevant data to
a data warehouse which runs flawlessly through ETL tools and replication tools [2, 13].

The Fig. 2 shows a high level functionality with respect to data warehousing and
how ETL process using CDC method would be employed for a specific scenario.
Operational/ERP/transactional systems would become one of the major sources of data
which is replicated with an attunity tool designed to synchronize changes between two
databases every few seconds and it would consider the timestamps to determine the
start and end time replication. This would be utilized by the Informatica power center
which is the data integration tool that uses workflows, mapping and sessions which
would be designed keeping in mind business goals that needs to be integrated into IT.
This allows business to be aligned with IT and through business intelligence reports the
company is able to take better decisions [5].

The following combinations of methods are employed to enhance Near Real Time
updates to the Data Warehouse.

3.2 Modified Date Using Timestamp

Various transaction systems collect metadata footpaths on every single line, containing
creator name, id, version and the most recent modification was done by whom and
what time it was generated as well as modified. CDC method of tactfully being able to
back track any modifications which have occurred and runs query filters in contrast to
Modified_date column, to acquire all definite change data capture rows modified from
the time of the previous extraction process [6].

System processes are the following:
Complete variables are declared also initiated and StartDTime which holds

last_run_time value plus RunDate which holds time of execution and date. Delete
which holds erased data from source database. Complete fresh data inserts to database.
Updating records which has changed with respect to previous modified time. Also
updates values present in last_run_time through time of execution as well as the date.
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3.3 Attunity Tool Replication

The technique would guarantee constancy data among databases improving data
dependability, error tolerant and availability. The technique would be typically useful
for diverse Databases, naturally by means of master and slave correlation sandwiched
between an original source and replica. Synchronization between data source/database
and ETL database should be maintained periodically so as to achieve better data
availability to provide better reports for end users and lets them to take a strategic
decision to improve business for the present as well as for the future [6].

Here’s a case for creating replication taking place in a Microsoft SQL Server
DBMS:

Setup shared files for daily snapshots of data values. Design master and salve for
data to flow. Catalog configuration is for replication, publication along with design and
gathering objects. Backups on databases of master instance as well as restoring the
slave instance for future retrieval of data and finally configure for replication from
source to stage area.

3.4 Views Using Delta Loads

Once several records ought to be altered from source systems, data is used to update
facts in addition to dimension tables of data warehouse. Fact tables are also the ones
that profit most from the Loading incrementally/Delta loading style are most profitable
to the fact tables as they naturally comprise a vast quantity of records. Alternatively,
dimension tables remain comparatively smaller and updates are done by a truncate-
reload style. Nevertheless, present-day cases also suggest presents of enormous

Fig. 2. CDC implementation on data warehouse
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dimension tables, mutually in relationships with quantity of records also quantity
attributes associated to the records. These dimensions are called as “monster dimen-
sions”, “whose size surpasses 100 million rows” [11].

Usually, these remain customers or client’s dimensions of big organizations. These
individual dimensions might yield an extensive loading time, as both record count as
well as amount of attributes are huge it needs a longer time for calculation. The
confidence intended on these huge dimensions, will be by building a “delta view” – a
view which holds candidate keys as records which must be reported through ETL
process. Despite fact schema, delta views will be inferred as of the source tables, then
again from various additional tables which will be used by dimensions of ETL process.
Real-life modification of any relational tables could influence many contents of a
dimension [10].

Attunity Replication empowers organizations to speed up data replication, ingest
and streaming through an extensive range of heterogeneous databases, data warehouses
and Big Data platforms.

Here is a snowflake schema designed for data warehouse, Fig. 3 presents the
schema diagram and meta-data for fact table shipment as described below. There can be
direct or indirect customers for a manufacturing company who seller different products.
Direct customers are those who would make e-commerce or retail store purchases of
smaller quantities whereas indirect customers are those who go through distributors or
wholesale stores to purchase large volumes of products in a weekly/monthly/yearly
basis. The diagram depicts a relationship between these dimensions (DIM) tables and
how fact table values are affected through inflation.

Fig. 3. Snowflake schema data warehouse
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4 Experimental Results

The preliminary stage in the study was designing different models to fit the CDC
approach for operations like Insert, Update and whether to have parallel or serial
inserts, updates on which testing is performed on dummy data. Data would be con-
sisting of booking, backlog, shipment and billing as the major modules of sales and
manufacturing products of a product company. Various categories of data sources like
flat files, CSV files, relational database (Oracle and Microsoft SQL Server) are per-
formed on the modules. The investigation consists of numerous steps which are tested
on each method. Generally, the execution of the query using informatica workflows
will be the leading step. Next steps would consist of inserting data which have been
modified to the staging area for ETL methods. The final stage would be the process of
ETL on dimension and fact tables for operation in the order of insert-update-delete.
Testing is performed on each module step by step and reconciliation results are pro-
duced in minutes of measurement of time which are calculated on the execution time of
database and perform ETL processing by Informatica power center integration tool.
The methods which are tested use either incremental loading process or full reload in
some cases. These methods use timestamp on table rows and for files. The target
system is of oracle PL/SQL database. Only the changes which are changed after the
modified date would be warehoused to the database of the target system. Industrial
process validating data and also producing reconciliation results is a skill which is used
to manage data and scientific approaches to automatically ensure reconciliation and
data validation by modifying dimensions. Reconciliation of data is a procedure that
aims at measurements of errors which are a cause of random errors/ measurement noise
and correcting those errors. The errors in the measurements may reduce the strength of
the reconciliation results. Minimizing overall error data is needed in order to satisfy
the system constraints.

Figures 4, 5 displays the reconciliation graph results that have been tested on
change data capture method through ETL process. Figure 4 displays amount of price
and quantity of products present in source and target for all the major modules of
revenue generation of a product company. All the modules would directly service as a
decision maker since these are components of sales and supply and demand for the
company [3]. The general basis is that counts between source and target should be the
same values to have consistency but vary only in exceptional cases.

Fig. 4. Displays the reconciliation results for different modules which are integrated using CDC
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5 Conclusion & Future Work

The proposed paper explained ETL process using change data capture based on
monitoring any modification of data at the source database and combining different
ETL methods to optimize the Data integration process along with de-coupling the
transitional system load and resource locks. Attunity tool synchronizes databases at a
high-performance network. Now it is possible to process big data through CDC and
ETL as the volume of data would enormously grow. The proposed paper is designed
with the qualities of reliability, integrity, predictability and security in order for the
business to take a firm decision at any vital situation with near real-time data.

Futures work would include further optimizing query through high-performance
joins or sub-query for specific models to reduce the latency and/or backtrack any
additionally queries common to end users are not used so that the number of
tables/views are reduced and/or move to a HP Superdome Server when using very large
datasets in the future.
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Abstract. Social media has become an integral part of everyone’s life. Twitter is
the most prevalent social networking service where millions of users share
information astronomically everyday. Aggregation of these tweets provides a
reflection of public sentiment which has a notable impact on the Stock Market.
The objective of the proposed method is to predict the impact of Tweets and News
Articles on StockMarket and provide insights to the investors to help them decide
whether or not to invest in a company. The paper proposes a method to improve
the efficiency of the existing methodologies by including news articles and adding
specific weights to each tweet based on authenticity, followers of the twitterer and
it’s retweet count for scrutinizing the public sentiment. It also considers senti-
ments expressed via emoticons and converts prolonged words into their normal
form to increase the efficiency of sentiment analysis. Further, it uses N-gram
representation for Feature Extraction and performs sentiment analysis on the
collected tweets and news articles using Natural Language Processing and clas-
sifies the result into negative, positive or neutral using Naive Bayes classifier. The
empirical results displayed in graphical format show that the proposed system can
predict the fluctuations in the stock prices based on the sentiment analysis per-
formed on previous day’s collected tweets and news articles.

Keywords: Sentiment analysis � Polarity � Stock movement � Correlation �
Nature language processing

1 Introduction

In today’s era of digitization, where information technology is growing progressively, the
incessant use of social media has reached miraculous levels. It has become the perfect
platform for people to share their feelings and point of view. Public opinions and infor-
mation is shared on a large scale daily. These opinions have a significant impact on the
collective conscience of the society. Twitter, a socialmedia platformwith 275million users
worldwide is one of the most used social networking service. The information extracted
from these tweets can be considered highly reliable as an investor information source.
Research shows that the collective conscience created by tweets can be used effectively for
predicting the company earnings and their subsequent impact on the stock prices. A study
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report published in 2010 claims that the Dow Jones Industrial Average can be predicted
with an accuracy of 87.6% based on the Twitter data. Studies have also shown that
companies such as Tesla, Snapchat, Apple, etc. experienced evident fluctuations in their
stock prices because of the tweets posted by celebrities, politicians and influencers. This
effect of twitter sentiments on the stockmarket has been amotivation for many researchers.
Many studies and experiments have been conducted that successfully predict the stock
trends based on twitter data with and acceptable accuracy. In this paper we contribute to the
idea of using news articles along with twitter data to increase the accuracy of the prediction
[9, 12]. Sentiment Analysis is the process of recognizing the sentiments expressed in the
textual data. It classifies the data as negative, neutral and positive. For sentiment analysis
emoticons are considered alongwith text formore efficient results. Further, it also considers
the authenticity of the tweets i.e. the number of followers; whether the tweet is posted from
a verified account and the number of times the tweets are retweeted to improve the accuracy
of the sentiment analyzer. The final results are depicted in graphical format tomake it easier
for the users to read and interpret the results.

2 Related Work

As introduced in introduction it can be deduced that social media reflects opinions that
in turn affects the stock market. In recent years researchers and data scientists are
actively working on analyzing these tweets and news articles that have an impact on
stock market. Few of the research methods for analyzing such impact are described
below. An author Huma Parveen has proposed a method for sentiment analysis of
tweets that extends hadoop architecture to use naive bayes algorithm efficiently. It has
also described the comparison of results with and without considering the emoticons
where the results of emoticons are better [4]. In a conference paper published by Yahya
Eru Cakra different classification models are compared based on their accuracy. The
different models compared are support vector machine, naive bayes, decision tree
algorithm, random forest & neural network. Linear regression is used for prediction
model. According to a paper random forest classifiers gives the best accuracy and naive
bayes give second highest accuracy [11]. Authors Chou and Nguyen have proposed a
method in which prediction model for predicting stock market fluctuations, linear
regression is used with sliding window metaheuristic optimization where past twitter
data of certain days were used to predict the stock prices of observation day then this
output was used in next day prediction by removing oldest data successively. It has
shown that the prediction of one day ahead was more accurate and accuracy decreased
as the no. of days in advance increases [5]. In a conference paper published by Pagolu
where Word2vec representation of tweets was trained using a Random Forest model
showed an accuracy of 70.2%, it is shown that a strong relation exists between the
stock market fluctuations and the sentiments expressed on twitter related to that
company [10]. Another paper by Dang and Duong sheds light on an improvised
approach for determining stock market movements based on sentiment analysis of the
published news articles. The authors have labeled the news articles on the basis of the
delta closing price of the stocks and Support Vector Machine is used as a machine
learning method to classify the financial news articles with an accuracy of 73% [7].

562 R. Pal et al.



3 Data Acquisition

The tweets, news articles and stock market data can be collected using different APIs.
The extracted data will be segregated according to the companies using data cleaning
and data preprocessing techniques. This phase will have 3 subtasks.

3.1 Twitter Data Collection

Twitter data is collected using Tweepy. It is a supportive tool that gives access to
twitter API. Python library called Python Twitter Tools is used for connecting to
Twitter Streaming APIs. The data is obtained using this library is in JSON format.
The JSON includes user details i.e. id, verified user or not, tweet created at, text etc.

3.2 Stock Market Data Collection

Stock market data is collected using Alpha Vantage API. Alpha Vantage is a real time
API that provides Stock Time Series Data, Physical and Digital/Crypto Currencies
(e.g., Bitcoin), Stock Technical Indicators and Sector Performances. The suite of APIs
for Stock Time Series Data provides realtime and historical global equity data in 4
different temporal resolutions i.e. daily, weekly, monthly and intraday. It contains more
than 20 years of historical data or even more if requested. The response is obtained in
JSON format.

3.3 News Articles Data Collection

News articles are collected using News API. A request is sent by specifying the URL of
News API. It returns a JSON response with key value pairs. The keys are authors, title,
description, content etc. We iterate over the JSON object and store the content at one
place in string format for further use.

4 Data Preprocessing

The data retrieved through different APIs is not in standard form. It contains URLs,
prolonged words, punctuations, unnecessary spaces, etc. which doesn’t contribute to
the calculation of sentiment polarity. In order to improve the efficiency of result we
should clean data by removing unwanted content. This phase has four main steps.

4.1 Separating Emoticons from Tweet

Emoticons are used now-a-days a lot in social media. Many peoples are used to append
emoticons at end of text based on their emotions. So analyzing sentiment of emoticons
along with text gives better results. For sentiment analysis of text and emoticons we
need to separate text and emoticons from the tweet. So we are extracting emoticons
from tweet before preprocessing the tweet using emoji. UNICODE_EMOJI dictionary
of emoticons library.
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4.2 Tokenization

The tweets are combination of multiple things like text, punctuations, emoticons, some
regional language text. To remove any unnecessary part of tweets converting the text
into array of single words makes computation easier. So the extracted tweets and news
articles are converted into an array of words. These array are then analyzed to see if the
array contains unwanted punctuations, regional language texts, emoticons, etc.
Removal of these unnecessary symbols becomes easier by performing tokenization.

4.3 Pattern Matching

Usually hashtags (#) and @ are found in tweets. They are substituted by suitable
characters. For example, #Nestle is replaced with Nestle and @DonaldTrumph is
replaced with user. Intense emotions shown by prolonged word like ‘yeaaaahhhhh!’ are
replaced by ‘yeah!’. Using pattern extra white spaces, new line character can also be
removed.

5 Sentiment Analysis

This phase involves the extraction of public sentiments from the acquired data. Sen-
timent analysis can be performed using NLTK library’s Naive Bayes Classifier or using
Textblob library that is build on top of NLTK.

The preprocessed tweets and news are passed to the sentiment analyzer where
shallow parsing is performed to identify the constituent parts of sentences like verbs,
nouns, adjectives, etc. Natural Language Processing is used to measure the polarity of
the text. The calculated polarity is a float value that lies in the range of [−1, 1] where
−1 denotes that the statement is negative while 1 represents that the statement is
positive.

The sentiment analysis of emoticons along with text sentiment enhances the results
[3]. For the sentiment analysis of emoticons, a dictionary is maintained containing the
UNICODE values of the emoticons along with their polarity value that denotes the
positivity, negativity or neutrality of the emoticon. For each emoticon in a tweet the
respective polarity value is fetched from the dictionary and the total emoticon sentiment
of the tweet is calculated by averaging the polarity values of all the individual tweets.

This emoticon sentiment is further added up with the tweet and news sentiments to
calculate the aggregate sentiment for efficient prediction [8].

The impact of a tweet depends on various attributes. The number of followers the
twitterer has plays a major role in determining the reach of a particular tweet. If the
tweet is posted by a verified account, more people are likely to believe it since twitter
has strict policies for getting an account verified. If an account is verified then it means
that the account is managed by a valid user and the user credentials such as the identity
proof and contact details have already been verified by twitter. The retweet count also
affects the reach of a tweet. More times a tweet has been retweeted, more number of
people are likely to read it.
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Pseudocode for calculating sentiment:

For each tweet:

If (followers>100)
check if (twitterer == verified user)

sentiment = sentiment * 2;
else if (retweet count >= 50)

sentiment = sentiment * 2;
else

sentiment= sentiment ;
else

discard tweet

For each tweet, attributes such as user name, number of followers, number of
retweets and whether the tweet is from verified user account are extracted. Initially the
number of followers of the user is checked. If the follower count is more than 100 then
the tweet is considered for further processing else it is discarded. The tweets are further
checked for number of retweets which expresses a strong agreement or disagreement
with the tweet. If the number of retweets is more than 50 then the sentiment count is

Fig. 1. Architecture diagram of proposed system
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doubled. Similarly we check if the tweet is from a verified user which indicates
authenticity of a tweet. If the tweet is from a verified user account, then again the
sentiment count is doubled. If the tweet is neither from a verified user nor has the
retweet count greater than 50, then its sentiment remains the same. In the end, the
sentiment count is aggregated and percentage of positive and negative tweets about a
particular topic is calculated.

Finally, the twitter sentiment results and the sentiments extracted from the news
articles are aggregated for studying the impact on the stock market movements. Fig-
ure 1 shows the architecture diagram of proposed system.

6 Implementation Details

6.1 Data Acquisition

The Fig. 2 shows the collected twitter data formatted in JSON structure. The left part of
the image depicts the entire data that contains tweets along with all its attributes.
Whereas the right side depicts the extracted useful attributes that contribute to senti-
ment analysis.

The Fig. 3 shows the collected news data formatted in JSON format. The left part
of the image depicts the entire data that contains news along with all its attributes.
Whereas the right side depicts the extracted news content that contribute to sentiment
analysis.

Fig. 2. Collected twitter data
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6.2 Data Preprocessing

The Fig. 4 shows a sample of input data and results obtained after preprocessing it. The
preprocessing method includes various stages such as separating emoticons from data,
tokenizing the data and removing unnecessary symbols, URLs and white spaces. It also
replaces prolonged words with their correct spellings. The output from these stages can
be observed in the figure.

6.3 Sentiment Analysis

The Fig. 5 shows the result of the emoticon sentiment analyzer. A sample tweet
“Yeaaah this company is really good………im satisfied with services provided.
I would recommend to everyone” was passed to the emoticon sentiment analyzer as
input and positive sentiment was obtained from the extracted emoticons.

Fig. 3. Collected news data

Fig. 4. Data preprocessing sample input & output
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The Fig. 6 shows the sentiment analysis of twitter and news data on Snapchat. We
can observe from the results that the positivity, negativity and neutrality of tweets
related to snapchat is 38.88%, 5.55% and 55.55% respectively. Whereas, when tweets
and news both are considered for calculating the aggregate sentiments, the observed
values for positivity, negativity and neutrality are 63.15%, 31.5% and 5.26% respec-
tively. Hence, it can be observed that considering news data along with the twitter data
results in refined output.

7 Results and Discussion

Closing price of the stock for last 5 days is depicted using line graph. The sentiment
analysis performed on news and tweets both are illustrated using pie charts which make
it easier to understand and interpret the results. The pie charts show the positivity or
negativity which can be compared with the rise or fall of the stock prices depicted in
the line graph. If the pie charts show a considerable amount of positivity in the tweets
and news articles, an increase in the line graph is likely to happen and vice versa.

Fig. 5. Sentiment of emoticons

Fig. 6. Sentiment analysis result
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The Fig. 7 shows the impact of twitter and news data on Apple Inc. stock prices.
We can observe from the pie charts the arc length of the positive slice is greater than
negative slice and hence rise in the stock price has been observed. We studied these
result for multiple companies for 45 days and the aggregated results has been shown in
the following graph.

Figure 8, shows the change in the achieved accuracy when different factors were
considered. When sentiment analysis was performed on only twitter data 71% accuracy
was achieved, while performing the same procedure on tweets as well as the news
articles helped in achieving an accuracy of 77%. Whereas, when preprocessed data was
passed to the sentiment analyzer and twitter attributes were taken into consideration, it
achieved an accuracy of 73% and 81% with tweets and tweets as well as news articles
respectively.

Fig. 7. Verifying predicted result with actual stock movement

Fig. 8. Accuracy
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8 Conclusion and Future Work

In this paper we have evaluated how strongly do the tweets correlate to the stock
market movements by considering various twitter attributes such as follower count,
authenticity etc. We calculate the percentage change in the stock based on the senti-
ment calculated by considering various parameters of the tweets, news articles and
performance of the stock in past. Further we have used fuzzy logic to get a specific
amount of movement in the stock. The prediction accuracy gets enhanced due to the
consideration of news articles, enhanced filtering and assignment of weights to tweets
such as retweet count, no of followers before calculating sentiment. The prediction
system has achieved 81% accuracy.

Machine learning approaches such as RNN can be used for calculating the senti-
ments more accurately. Along with the authenticity and impact of the tweets the
magnitude of news articles can also be taken into account with the use of Google trend
index value [1]. The calculation of stock movement using fuzzy logic could be
improved with neural networks [2, 6].

Since only a group of companies were considered for this study, the scope can be
expanded by using various ticker symbol lookup APIs which will facilitate the users to
use the prediction system for any given company whose twitter data is available.
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Abstract. Increasing volume of digital data in cloud storage demands more
storage space and efficient technique to handle these data. Duplicate is
unavoidable while handling huge volume of data. Data Deduplication is an
efficient approach in cloud storage environment that utilizes different techniques
to deal with duplicate data. Existing systems generate the hash value by using
any kind of cryptographic hash algorithms such as MD5 or Secure hash algo-
rithms to implement the De-duplication approach. These algorithms produce
fixed length of 128 bit or 160 bit as output respectively in order to identify the
presence of duplication. So, an additional memory space is used to store this
hash value. In this paper, an efficient Distributed Storage Hash Algorithm
(DSHA) has been proposed to lessen the memory space occupied by the hash
value which is utilized to identify and discard redundant data in cloud. Exper-
imental analysis shows that the proposed strategy, reduces memory utilization of
hash value and improves data read/write performance.

Keywords: Deduplication � Chunking � MD5 � SHA-1 � Bloom filter

1 Introduction

Cloud computing provides a new way of internet technology that manages resources
and applications using both internet and central remote servers. Many end users use this
innovation with least cost as well as gain access to application without an installation.
Cloud computing has some desirable qualities such as fault tolerance, high speed
processing, large storage capacity and bandwidth. Moreover, it allows to access the
remote information and files using the Internet [4]. The most vital and typical cloud
service is information storage service. In cloud storage, duplication cannot be avoided
when handling huge volume of data. Even though cloud storage space is huge; this
kind of duplication greatly wastes networking resources, consumes a lot of power
energy, and makes data management complicated. Deduplication has proved to achieve
high space and cost savings, which can reduce up to 90–95% storage needs for backup
applications [15] and up to 68% in standard file systems [7].

Data deduplication and data compression are the most prominent techniques used
among the available techniques for optimal storage in cloud. Data deduplication is one
of the intelligent compression techniques which eliminates duplicate data by storing
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only a single copy of each file [9] or block. Duplicate data is replaced by means of a
pointer to the unique copy of data. Data deduplication is a vital methodology to prevent
the storage of redundant data in storage devices. The reason behind data deduplication
is to extend the amount of information that can be stored on disk arrays and to improve
the suitable amount of data that can be transmitted over networks. As indicated by the
report of Microsoft research [1, 8] the three quarter of digital information is redundant.
Data deduplication is expanding with much consideration by the analysts since it is a
beneficial method to manage data reduction.

There are two main strategies used in data deduplication storage systems namely
Delta-based deduplication and Hash-based or Finger Printing-based deduplication.
Delta-based deduplication is a strategy that performing deduplication in view of the
distinction between two files. This approach takes old and new versions of a file as an
input and calculates the dissimilarity between them. Delta-based deduplication tech-
niques are used in incremental backups. During the incremental backups, delta
encoding algorithm computes the difference between the old and new versions of a file.
The differences obtained are called delta value. These delta values are stored along with
a pointer which points to the old version of a file [8, 18, 23].

Hash-based or Finger printing based deduplication method uses a cryptographic
hashing function which generates a hash value to find and remove redundant data.
Cryptographic hash functions are considered as a unique category in the field of
cryptography and they are designed to exhibit one-way operations. The one-way means
that it is computationally very hard to derive the original text from the hash value. Hash
functions take an arbitrary length of information as input and forming a hash value
(message digest) of fixed length in the range of 128–512 bits. While the same data is
implemented several times in the hashing process, each time the same hash is created.
Some of the hashing algorithms used in today’s real-world applications are Secure
Hash Algorithm 1 (SHA-1) [6] and Message-Digest Algorithm5 (MD5) [16]. Hash
based de-duplication splits information into blocks or “chunks”, either fixed [17] or
variable size [11], and processes the “piece” with the hashing calculation to make a
hash. Once the information is chunked, an index can be produced from the outcomes,
and the duplicates can be found and discarded. Only a single instance of each chunk is
secured. In the event that the hash does not exist, at that point the information is stored
and the hash index is refreshed with the new hash. SHA-1 [12] is stronger but slower
than MD5 [12]. It has very less chances of data collision occurrence. MD5 [20] is faster
but less secure than SHA-1 [12]. The major challenge in deduplication systems is to
identify duplicate data segments quickly. An index can be produced from the hash
value which is necessary to identify the presence of duplication. Because of the hash
value pattern, index access being random, result in an excessive amount of random disk
IO. Moreover, it degrades whole system performance significantly.

To reduce the disk index lookups during the deduplication process, they used a
Bloom filter [2, 3] as the summary data structure to test that the hash value is new to the
system. It reduces disk lookups for data chunks that do not exist in the index. Nev-
ertheless, the problem is bloom filters are probabilistic data structure, so it can be
ensured that an element is NOT present in the index but cannot ensure its presence.
Instead of using bloom filter, Sparse Indexing [13] can be utilized for sampling the
index of hash value, which requires less than half of RAM to store index.
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This approach solves the disk bottleneck problem and provides an excellent dedupli-
cation on data set. Main drawback of this approach is that it allows a few duplicate
chunks to be stored.

Inspired by all these considerations, an efficient approach has been designed and the
main focus of this approach is to lessen the memory space occupied by the hash value
as well as improve the data read/write performance at low system cost.

The rest of this paper is designed as follows: The existing well known dedupli-
cation approaches are evaluated with the proposed approach. The related work is given
in Sect. 2. Section 3 describes proposed system architecture. Section 4 shows the
implementation and test analysis. At the end, conclusion of the proposed work is
presented in Sect. 5.

2 Related Work

Zhu et al. [3] approach focus on the best way to execute Identical Segment Dedupli-
cation storage system with high throughput and low system cost for removing the disk
bottleneck. Using the SHA-1 algorithm, the hash value is calculated to identify the
segments separately. This approach employs the Bloom filter data structure and cache
index fragments to reduce disk index lookups. However, the problem is that Bloom
filters are probabilistic in nature, so it can be assured that an element is not in the index.
But its existence cannot be confirmed.

In Lillibridge et al. [13] presented Sparse indexing technique that applied sampling
and locality ideas for large-scale backup storage. In this approach, chunk-lookup disk
bottleneck issue has been solved using locality principle. Sampling and sparse indexing
are additionally utilized to identify similar segments. It needs just few searches for each
segment, so that chunk-lookup disk bottleneck problem could be avoided; and at the
same time, it improves the deduplication method hugely.

Bhagwat et al. [5] introduced a new technique for non-traditional backup workloads
called Extreme Binning for Scalable and parallel deduplication System. Rather than
using locality principle, Extreme Binning used file similarity principle. This approach
employs chunk-based deduplication and splits chunk index into two levels. First level
is put in RAM and the second level is put away in disk. Therefore, it diminishes the
disk bottleneck problem and gives sensible throughput. Designed by Zhang et al. [21],
the deduplication storage system is named as Droplet. This method has high throughput
and scalability. It distributes data streams onto multiple storage nodes. In this manner, it
limits number of data blocks stored on every node and guarantees the whole hash value
index kept into RAM memory as well as provides good Input/Output performance.

Venish et al. in [19] examined various chunking algorithms and looked at its
performance. According to this work, file level chunking strategy handles small size
files efficiently. But it is not suitable for large size files. This paper specified the
boundary shifting problem happening in fixed size chunking method may be resolved
by using variable size chunking method. At last, it indicates that the content-aware
chunking method provides better results for multimedia files such as video, audio,
image. İt also indicates that the usage of storage is significantly reduced.
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Yan et al. [22] has suggested a proxy re-encryption (PRE) plan to store encrypted
data in cloud. This scheme has used three types of entities such as CSP for storage,
Data owner who has the highest priority for data storage and Data holder. These three
entities communicate with one another through a safe channel. The clients upload their
personal data in an encrypted form to a CSP and allow it to protect these information.
Further, for data holder to access any data file is only possible after showing evidence
of his ownership [9]. Experimental outcome demonstrates that this plan is effective,
with sound adaptability and extensibility.

3 Proposed System Architecture

This section describes the architecture of the proposed system that generate hash value
by using suggested Distributed Storage Hash Algorithm (DSHA) utilized to identify
and remove duplicate data in cloud. Here single server that monitors the entire system
performance and maintains storage nodes in the system. More than one storage nodes
handles hash value index and deduplicated file data.

3.1 System Components

In this proposed approach, the client first connects to the server and generates queries
for the desired process. Initially hash value is generated for any read/write operation
and compared with the associated hash index list for duplication check. The process is
discarded immediately if the hash value already exists else it will be treated as new data
block and stored on appropriate storage nodes.

De-duplication can be implemented by either In-Line method [10] or Post-Process
[14] method. In In-Line method, deduplication takes place at the instant when the data
is written to the storage device. But it would be time-consuming process. For post-
processing, deduplication takes place in an idle time after the data has been written to
disk; it requires a large storage space. It is usually faster than In-Line method. How-
ever, most of the researchers prefer inline process model, because the duplicate data
will be deleted before the data is written to the storage device and it improves data
writing performance. This paper uses inline deduplication process, since it requires less
storage space than the post-process method (Fig. 1).

3.2 Client API

Proposed scheme provides good interface between client and storage server. This
reduces the load of the CPU by selecting the required storage node. The sample of
client code created in java is given below (Fig. 2).

3.3 Hash Value Generation

Existing systems make hash value using well-known cryptographic hash algorithms
such as MD5 [16] or SHA-1 [6]. These algorithms produce fixed length of 128 bit or
160 bit as output respectively. These hash values are used only to identify file/chunk
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uniquely and to identify the presence of duplication. In this scheme, we considered
entire file as chunk that means we applied file level approach. Here, we build the hash
value based on traditional approach. Our proposed hash value function, not only reduce
the length of hash value but also used to identify duplicate data.

3.4 Storage Node

Storage has been created by multiple storage nodes. These nodes separately handles its
associated hash value index and the file data. Each node has been recognized by
its distinctive ID, and also the blocks within the node has been recognized by their
offset value. To find a specific hash value, this approach selects the correct storage
node and uploads only the hash value associated with this storage node in RAM. In this
way, it reduces the search time of a hash value.

4 Implementation and Test Analysis

The proposed method is implemented in Java as front-end and MYSQL as backend.
The performance has been evaluated. Table 1 describes the test environment. SHA1
has been selected for its collision resistant property to calculate the hash value.
Moreover, different file types and size of files are utilized to execute the experiment.

Fig. 1. Proposed system architecture

Fig. 2. java Code: client program
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4.1 Experimentation

Case 1: client uploads a new file named pt.txt

This method does not store the file rapidly. First generates a hash value using the SHA-
1 algorithm, then following the proposed algorithm, the generated SHA-1 hash value is
modified. By using this modified hash value, it identifies the corresponding storage
node and checks the presence of hash value in the hash value index. As the hash value
is not in the index, the file associated with the hash value is considered as a new file and
uploaded. The process is depicted through Fig. 3.

Case 2: Client uploads duplicate file named pear.txt

As shown in Fig. 3, the client tries to upload the same file that is already stored.
However, this approach confirms that the uploaded file is a duplicate and hence
immediately rejects it.

4.2 Test Analysis

Test 1: Memory space usage

File level is appropriate because the files chosen for testing are smaller in size. For each
uploaded file, the proposed hash value as well as the SHA-1 hash value was created.

Table 1. Test Environment

Hardware environment Processor - Intel(R)Core(TM)i5-5200U CPU @ 2.20 GHz
hard disk drive is 1 TB
Memory: 8 GB RAM

Software environment Operating System: 64-bit Windows 10 home version 1803
Programming Environment: Net Beans IDE 7.0.1, Java: 1.7.0;
Database Server: 127.0.0.1 via TCP/IP, Software: MYSQL 5.5.27

Fig. 3. New file upload and duplicate file reject process
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All the examinations, the following parameters appeared in Table 2 was utilized. From
the end of this test, it is revealed that the proposed hash function does not take too
much time to create hash value.

The hash value generated using the modified function is of varying size. However,
its size is less than the size of the SHA-1 hash value. The chart in Fig. 4 depicts how
the proposed hash value reduces memory space usage. From this experiment, it proves
that SHA-1 occupies more memory space than the proposed algorithm.

Test 2: Reading performance

The aim of the following framework is to assess reading performance of storage node.
Instead of using single storage, multiple storage nodes are proposed to enhance the data
read/write performance (Table 3).

In this framework each storage node is identified by unique ID and also the file data
is saved at the storage terminal on the basis of its hash value. Figure 5 shows that the
proposed scheme takes less time than single storage. This is because the time it takes
for search has been reduced by looking into only the storage terminal associated with
the hash value.

Table 2. Setting environment for file upload

Parameters Value

Total number of records 1275
Space occupied by SHA-1 hash value 25500 (byte)
Space occupied by proposed hash value 22140.5 (byte)

Fig. 4. Comparison of proposed algorithm and SHA-1 algorithm
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5 Conclusion

The proposed approach DSHA generates the variable length hash value rather than the
fixed length hash value generated in the existing approach. Each file with a new hash
value is treated as new data block and stored on the appropriate storage nodes. Thus,
generated DSHA hash value is utilized to identify and discard duplicate data in cloud
At any given point of time, the hash value in the storage node is unique. Instead of
using single storage node, the file data are distributed among multiple storage nodes
based on its hash value; so that it reduces disk access and increases the speed of
read/write operation.. Hence it proves to be an optimal algorithm for file-based
deduplication in cloud computing environments. The proposed approach is designed
for a client and it clearly displays effectiveness of DSHA in terms of time and space. In
future, this approach could be used for multiple clients. It is evident to see from the test
results that this approach would be cost effective when used for multiple clients and for
huge volume of data.

Table 3. Files with different types and different sizes used to search

File name Time taken by single storage
node (s)

Time taken by multiple storage node
(proposed) (s)

msg_41.txt 3.0361 1.9815
index.txt 3.0926 1.8022
msg_35.txt 3.2901 2.2642
msg_24.txt 3.6041 1.1901
webadd.docx 3.2916 1.2055
img39.jpg 3.4631 1.3373

Fig. 5. Read performance of single storage node and multiple storage node.
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Abstract. Immense volume of data has been generated from unlike sources like
health care, social media, business applications, manufacturing industries and
many more. HealthCare plays a pivotal role in Big Data. Spotting and safe-
guarding of the diseases at a primitive stage are very much crucial. Heart disease
specifically implies the condition of the heart that contracts or obstructs blood
vessels which result in heart attack, chest pain or stroke. This paper emphasizes
on the diagnosis of heart diseases at a primitive stage so that it will lead to a
successful cure of the diseases. In this paper, diverse data mining classification
method like Decision tree classification, Naive Bayes classification, Support
Vector Machine classification, and k-NN classification are used for identification
and precaution of the diseases at an early stage so that it can be curable and
preventable.

Keywords: Big data � Healthcare � Heart disease � Decision tree classification �
Svm classification � Naive bayes classification � K-NN classification

1 Introduction

HealthCare is the maintenance and betterment of the health by the help of diagnosis,
prevention, and treatment of any kind of diseases. But a major challenge faced is to
provide better care and clinical services at an affordable cost. By the help of various
predictive analysis, the cost will get diminish and can get better clinical care. Car-
diovascular disease refers to the trouble occur with heart. It specifically implies the
condition of the heart that contracts or obstructs blood vessels which result in heart
attack, chest pain or stroke. So various data mining classification techniques such as
Decision tree classifier, Naive Bayes classifier, Support Vector Machine classifier, and
k-NN classifier are used to spot and prevent the diseases at an primitive stage.

This paper is organized into section as follows. Section 2 summarizes heart disease.
Section 3 provide a brief description of literature survey of heart related disease. The
work flow steps are discussed in Sect. 4. Section 5 is all about the concise discussion
of the classification techniques such as Naive Bayes, Decision tree, SVM, k-NN.
Dataset collection attributes elucidation, comparison study is discussed in Sect. 6.
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Section 7 is all of the result analysis. Section 8 is the conclusion, summarizes a brief
overview of the content.

2 Heart Disease

Any abnormality in heart results to heart disease. Heart disease affects the structure and
function of the heart. There are various types of abnormality observed in the heart such
as narrowing arteries, heart attack, aberrant rhythms of the heart, crushing of heart,
disease related to a heart valve and heart muscle etc. The abnormal function of the heart
is because of various factors such as blood sugar level, cholesterol level, blood pres-
sure, etc. From the various study, the death rate of Cardio Vascular Diseases is 272
people per 100 000 population in India and globally it is 235 per 100 000 population.
610,000 number of people deceased because of heart-related problems in the United
States every year.

3 Literature Survey

Aditya Sundar et al. describes classification techniques for prediction and evaluates the
performance of Naive Bayes classification technique and WAC (Weighted Association
Classifier) by using different performance measure [1]. Sellappan Palaniappan et al.
describe various data mining classification algorithm Naive Bayes, Decision tree and
Neural network to predict heart disease [2]. Dangare et al. in their paper describe early
anticipation of heart related illness by the help of Neural network, Decision tree and
Naive Bayes and determine their accuracy [3]. J Thomas et al. in their paper describes
the classification techniques k-NN classification, Naive Bayes Classification, Decision
tree classifier and Neural network method to predict the danger level of a diligent to
have a heart-related illness or not [4]. Swathy Wilson et al. in their paper conclude that
decision tree with k means clustering yield improved accuracy as compared to others
[5]. A Nishara Banu et al. did the study of Association Rule Mining, Classification, and
Clustering for spotting heart-related disease. They showed that the designed spotting
structure is able to spot the heart attack efficiently [6]. Shabana Asmi et al. add some
attributes for spotting the heart-related unwellness which results in high accuracy by
the help of association rules [7]. Beant Kaur et al. used various Genetic and data mining
algorithm for the spotting of heart-related illness. Their result shows that Genetic
Algorithm gives an accuracy of 73.46% [8]. Sashikant Ghumbre et al. in their study
used SVM classifier and Radial basis function network for heart disease diagnosis and
got the result that SVM is best for identification [9].

4 Work Flow Design

Figure 1 describes the workflow and methodology for the prediction of heart disease.
We have taken the dataset from UCI/Kaggle in CSV format then preprocess the data
has been done which includes data transformation, data cleaning, and data integration.
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After preprocessing data mining classification algorithms such as Decision Tree, SVM,
Naive Bayes, k-NN are applied for the prediction and comparison of the classification
techniques based on their performance.

5 Classification Algorithm

Classification belongs to a supervised learning method, which predicts a class for each
object and assigns them to a target class [12]. The main goal is to prognosticate the
target class for each data in a data set accurately.

5.1 Decision Tree

A decision tree is basically a tree-like structure in which branch nodes denotes attribute,
terminal nodes denote class labels and branches denotes the outcome. Testing criteria
are applied on the source node and branch nodes and on the basis of testing criteria
result the data will follow the branch till it reaches the leaf node or class label (Table 1).

Fig. 1. Work flow for prediction of heart disease

Table 1. Pros and cons of decision tree classification techniques

Pros Cons

Fast, simple to understand and interpret Computationally expensive to train
Robust and need less computation for
classification

Overfitting and prediction of continuous variable
is not suitable
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5.2 Naive Bayes Classifier

Bayesian classification is based on Bayes theorem. Thus it is a classifier based on
probabilities it fails in case of continuous attribute because of frequency count is not
possible (Table 2).

5.3 Svm

A Support Vector Machine (SVM) is based on decision planes on decision margins.
A decision plane can be defined as which split up between a bunch of objects, belongs
to, unlike class. SVM is used mutually for classification as well as regression analysis
[9, 10] (Table 3).

5.4 K-NN

k-NN classifier is the most instance-based method for classifying data. In k-NN the
target function may be either discrete valued or real value. k-NN stores all available
records and classifies them on the basis of similarity measures (Table 4).

Table 2. Pros and cons of Naive Bayes classification techniques

Pros Cons

Simple and Easy to implement and robust Class conditional independence thus less
accuracy

Fast to train and classify as it need a single
scan and space efficient also

Dependencies among attributes can not be
taken into consideration

Table 3. Pros and cons of SVM classification techniques

Pros Cons

Training of dataset is easy Need good kernel function
Scale well for high dimensional data Sensitive to noisy data

Table 4. Pros and cons of k-NN classification techniques

Pros Cons

Can be applied to data of any
distribution and modelling is not
expensive

Computationally expensive because it need huge
number of sample for accuracy calculation

Very simple and intuitive Depends on K value and affected by irrelevant
attributes

For large sample size it work good Affected by irrelevant attributes
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6 Data Set Elucidation

Heart disease dataset is collected from kaggle/UCI machine learning repository in
which there are 14 attributes and 303 patients record [11] (Fig. 2).

7 Comparison Table of Different Classification Techniques

Table 5 gives the comparison of data mining classification algorithms based on various
performance measure.

Confusion Matrix is exploited to compute Accuracy, Sensitivity, Specificity, Area
under curve and ROC curve. Confusion Matrix for classification of heart disease is
shown in Table 6.

Fig. 2. Detail description of dataset [11]

Table 5. Comparison of different classifier with respect to Accuracy, Sensitivity, Specificity,
PPV, NPV and AUC

Classifier Accuracy (%) Sensitivity (%) Specificity (%) PPV (%) NPV (%) AUC

Decision tree 84.91 36.95 61.81 44.73 53.96 0.8275
SVM 88.68 39.86 58.20 44.36 53.64 0.8848
Naive Bayes 96.23 39.13 57.57 43.54 53.07 0.9899
k-NN (Roc) 58.49 50 48.49 44.80 54.7 0.6283
k-NN (Acc) 62.26 50 49.09 45.09 54 0.6217
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Sensitivity ¼ Pðþ j1Þ ¼ % of True Positive : TP= TPþ FNð Þ
Specificity ¼ Pð�j0Þ ¼ % of True Negative : TN= TNþ FPð Þ
Accuracy ¼ TPþTNð Þ= TPþTNþ FPþ FNð Þ
PPV ðPositively Predicted Value ¼ TP= TPþ FPð Þ
NPV Negatively Predicted Valueð Þ ¼ TN= TNþ FNð Þ

Figure 3 represents the Roc curve of different classifier.

8 Conclusion

This paper focuses on the early detection and prevention of heart related illness by
using several data mining classification method which is implemented by using data
analytical tool R. For the prediction of heart disease various classifiers are used and we
obtained several performance measurement parameters and observed that the perfor-
mance is better for prediction in case of Naive Bayes as compared to others. Here we

Table 6. Confusion matrix for heart disease

Class label Classified as present of heart
disease

Classified as heart disease not
present

Heart disease present TP FN
Heart disease not
present

FP TN

Fig. 3. ROC curve of different classifier
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also observed that the performance of classifier varies from each other and also
depended upon the platform or analytical tool on which the classification techniques are
implemented. In future we would try to implement other techniques in which prediction
is more accurate.
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Abstract. Cloud computing is a very well known technology for all business
people, software developers, end-users, and so on. Significant researches are
going on to balance the cloud load. The migration of heavily loaded Virtual
Machines (VMs) into lightly loaded Physical Machines (PMs) balances the
Cloud load. In Resource Intensity Aware Load Balancing (RIAL) method, based
on the weight of resources under utilization, it selected the VMs from heavily
loaded PMs for migration and chosen the lightly loaded PMs as destination. An
Improved RIAL was proposed to consider both lightly and heavily loaded PMs
as destination. Later it was enhanced in the proposed Power Consumption
Aware- Traffic Aware- IRIAL (PT-IRIAL) method with the consideration of
power consumption, temperature and traffic measures to select the VMs for
migration and select PMs for destination. From all these, in this current paper,
the crossover and mutation process of GA is utilized to optimally select the
migration VMs and choose the destination PMs. Thus this GA based load
optimization algorithm optimally maps the migration VMs with the destination
PMs efficiently.

Keywords: Cloud computing � Load balancing � Genetic algorithm

1 Introduction

In today’s world, most of the enterprises utilize the services provided by the Cloud in
order to get increased performance and reduced cost. Traditional statistical analysis
methods are not perfect to balance the load on servers. In most of the businesses, in
order to provide faster services to their customers, they approach cloud to run their
system. It increases the cloud load drastically which leads to tremendous issues in
Cloud system maintenance like problems in scheduling the task, over loading of
Physical Machines (PMs), increased and dynamic requirements of the customers,
increased energy consumption and generation of overheat in its resource pool, etc.,
Migration of VMs from heavily loaded physical machines (PMs) to lightly loaded PMs
was done in conventional load balancing techniques. Various algorithms like
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brokering, bin packing, TOPSIS, collaborative agent, etc. were applied for scheduling
and load balancing. The combination of various heuristic algorithms balances the load,
and reduces the makespan time [3].

The selection of VMs for migration and the selection PMs for destination were
based on the usage intensity level of resources, a Resource Intensity Aware Load
balancing (RIAL) method was proposed [8]. According to the survey report, Resource
Intensity Aware Load-balancing RIAL (IRIAL) was performed well in balancing the
cloud load [2].

2 Literature Survey

The Improved RIAL (IRIAL) method was proposed to consider the distance between
the PM of VMs chosen for migration and the PMs selected as destination. This
enhanced method reduced the total number of migrations without any degradation in its
performance [2]. Different attributes of Cloud data center like power consumption,
temperature generation and traffic were considered in Power Consumption Aware-
Traffic Aware-IRIAL (PCA-TA-IRIAL) method [5]. This method selects the migration
VMs and destination PMs efficiently rather than the previous methods. In this paper,
PCA-TA-IRIAL will be referred as PT-IRIAL.

Many evolutionary algorithms were evolved to find the optimal solution in both
population and non-population based problems [4]. K-means clustering approach was
proposed to cluster the VMs in order to reduce their execution time. It was the com-
bination of three evolutionary algorithms named Genetic Algorithm (GA), Simulation
Annealing (SA), and Particle Swarm Optimization (PSO) in load balancing to keep the
makespan of the system as well as to increase the performance. The stochastic hill
climbing evolution algorithm, the local optimization approach which was used in the
allocation of incoming jobs into the VMs [12]. Dynamic assignment of tasks to the
available hosts was proposed in State-Based Load Balancing (SBLB) algorithm [10].
Based on the threshold value, VMs load were analyzed before allocating new loads to
them. It prevented the host from reaching the heavily loaded state.

To minimize the energy utilization of cloud servers, its load balancing issue should
also be considered as one of the important factor. The load and temperature of hosts to
map VMs with PMs for migration were also considered in Load and thermal-aware VM
scheduling mechanism [11]. For load balancing in Cloud environment, an energy-
aware hybrid fruit fly optimization was proposed [7]. The fruit fly did its search on two
stages such as smell and vision-based search which were used to find the appropriate
VMs for allocation. The proposed Improved GA (IGA) kept track of all free VMs
which could be given preference for VM allocation [9]. GA was proposed to schedule
VMs to physical machines by using fitness function [6] to reduce the number of VM
migrations. The GA was found as the best suitable algorithm for such type of load
balancing. To get optimal result, Genetic Algorithm (GA) based PT-IRIAL is proposed
in this paper.
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3 Proposed Methodology

Consolidation of VMs saves power by reducing the number of PMs under utilization
[6]. To select optimal VMs and migrate them to the chosen optimal destination PMs,
with the consideration of Euclidean distance, traffic flow, power consumption and
temperature measurements, Genetic Algorithm (GA) based Power Consumption
Aware-Traffic Aware-Improved Resource Intensity Aware Load balancing (PT-GA-
IRIAL) method is proposed in this paper.

3.1 GA Based Selection of Overloaded VMs and Destination PMs
for Migration

Genetic Algorithm (GA) provides potential solution to the population based problems
[14]. Based on its simple data structure called chromosome, it uses recombination
operators to preserve the critical information. The important processes involved in GA
are initializing the population, calculating the fitness function, selection process,
crossover process and mutation process. The population is initialized with total number
of PMs in the data center, number of VMs created, and the total number of tasks to be
scheduled. These individuals are called chromosomes which are used to search for the
best solution. The calculated fitness values of individuals are used to reproduce and
survival of next generation with improved fitness value. According to Darwin’s Law,
the migrating VM selection procedure is taken place. Crossover and mutation are
applied on the chosen pair of parents [6].

The existing work PT-IRIAL selected the VMs which were needed to migrate from
one PM to another PM. The selection of VMs were done based on MCDM method.
The selection of destination PMs were done based on different measures such as
expected completion time, resource intensity, VM communication rate, performance
degradation, thermal power, energy consumption and bandwidth of both heavily or
lightly loaded PMs. By considering these measures of heavily and lightly loaded PMs,
migration process was taken place. This research work is extended by incorporating the
GA policies to improve its performance.

The cost matrix of each candidate VMxy in Px is constructed for the selection of
migration VMs as,

Costxy ¼ Min lxy; Powxy;Tempxy; STRxy

� �
ð1Þ

The cost matrix of each candidate PMp from the ideal PM is constructed for the
selection of destination PMs as,

Costp;xy ¼ Min lp;xy; Powp;xy;Tempp;xy; STRp;xy

� �
ð2Þ

The parent chromosomes are chosen based on low mining cost. From the selected
parents, crossover process is carried out to create the new population. The mutation
process allows the specific child to obtain the features which are not possessed by its
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parents. Decision on choosing VMs and PMs is taken place based on the replacement
process. It is repeated till to reach the maximum number of generations. Finally the
selected VMs for migration are shifted to the chosen destination PMs.

Genetic algorithm based selection of Overloaded VMs for migration and choose
PMs for destination

Input: n chromosomes in the population, VMs, and PMs.
Output: Optimal selection of VMs for migration and optimal selection of PMs for

destination.

1. Each chromosome selects the VMs for migration and PMs for destination randomly.
2. In the population, calculate the fitness value of each chromosome by using the

formulas (1) and (2).
3. According to the fitness values, select some parent chromosomes.
4. Create new population by performing the crossover and mutation processes.
5. The old population of chromosomes is replaced with new population.
6. Repeat the loop from step 2 to 5 till the maximum number of generation is reached.
7. Return the best VMs for migration and PMs for destination.
8. Finally, migrate the selected VMs to the chosen destination PMs.

4 Results and Discussion

The performance of Power Communication Aware-Traffic aware-Improved Resource
Intensity Aware Load Balancing (PT-IRIAL), and Genetic Algorithm based PT-IRIAL (PT-
GA-IRIAL), are evaluated based on the communication cost, total number ofmigrations, and
performance. A CloudSim simulator is used to carry out the experiment [13].

In this resource intensity aware research work for load balancing in Cloud envi-
ronment, it considers the resource utilization of each PM in Cloud data center.

4.1 Communication Cost Reduction

Communication cost is calculated based on the total number of communications
between the migrating VM and destination VM in unit time period. The following
Table 1 shows the communication cost reduction of PT-IRIAL, and PT-GA-IRIAL
comparison values for different timings.

Table 1. Comparison of communication cost reduction

Time (hrs) PT-IRIAL PT-GA-IRIAL

8 180 200
16 210 250
24 240 276
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The Fig. 1 diagrammatically represents the comparison of communication cost
reduction between PT-IRIAL, and PT-GA-IRIAL methods on enumerated time span.
15% of communication cost is reduced by PT-GA-IRIAL rather than the PT-IRIAL
method for 24 h. It keeps the frequently communicating VMs in the same PM in order
to reduce bandwidth cost and follows the migration triggering algorithm for avoiding
unnecessary migrations (as each migration leads to service downtime and also requires
additional network bandwidth to settle down the VM in the chosen destination PM).
The testing result shows that PT-GA-IRIAL method leads to considerable improvement
in the reduction of communication cost.

4.2 Total Number of Migrations

The comparison result of reduction in total number of migrations of PT-IRIAL and PT-
GA-IRIAL is shown in Table 2.

The depicted comparison chart shown in Fig. 2 implies that there is a considerable
improvement in PT-IRIAL method when applied with GA. The total number of
migration using PT-GA-IRIAL is 9.52% less than PT-IRIAL among 5000 VMs.

4.3 Reduction in Performance Degradation

VMs migration plays significant role in the degradation of Cloud performance. The
following Table 3 depicts the reduction in performance degradation of PT-IRIAL, and
PT-GA-IRIAL methods for the different number of VMs.

Fig. 1. Comparison of communication cost reduction

Table 2. Comparison of reduced number of migrations

No. of VMs PT-IRIAL PT-GA-IRIAL

2500 0.67 0.51
3000 1.7 1.52
5000 2.1 1.9
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The reduction in performance degradation of PT-GA-IRIAL, and PT-GA-IRIAL
methods are comparatively depicted in the Fig. 3 based on the number of VMs. There
is 2.2% lesser performance degradation in The PT-GA-RIAL produces 2.2% of better
result for 5000 number of VMs than that of PT-RIAL method.

4.4 Overall Comparison

Based on the comparisons done for reduction in communication cost, number of
migrations, and performance degradation of PT-IRIAL and PT-GA-IRIAL load bal-
ancing methods, the overall best performance results are depicted in the Table 4.

Fig. 2. Comparison of reduced number of migrations

Table 3. Comparison of reduction in performance degradation

No. of VMs PT-IRIAL PT-GA-IRIAL

2500 0.06 0.052
3000 0.68 0.61
5000 2.7 2.64

Fig. 3. Comparison of reduction in performance degradation
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The considerable improvement is found in PT-IRIAL load balancing method when
applying Genetic Algorithm for selection of migration VMs and destination PMs.
Based on the overall report, PT-GA-IRIAL reveals 10–15% of improvement from its
previous load balancers.

5 Conclusion

In this proposed Genetic Algorithm (GA) based PT-IRIAL (PT-GA-IRIAL) load bal-
ancing method, crossover and mutation techniques are utilized to generate the new
population. It uses replacement logic to choose the migration VMs in a strict way.
Based on the simulator results, PT-GA-IRIAL provides significant improvement in
Cloud load balancing task by reducing the total number of migrations, communication
cost and performance degradation.

Universe is blessed with full of natural resources which are embedded with unique
knowledge. Day-by-day, the researchers are inspired with the intelligence of specific
resource in this world. It reveals us new swarm intelligent algorithms which can be
applied in various fields of research to get fruitful improvements. In this work, PT-
IRIAL is simply enhanced with the support of GA. Further, PT-GA-IRIAL may be
compared with other meta-heuristic algorithms which may lead to better solutions.
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Abstract. An area effective, high speed and low power 8-bit Successive
Approximation Register Analog to Digital converter (SAR-ADC) using 250 nm
CMOS technology introduced in this paper. Among different types of ADC
successive approximation is used as it is high speed architecture, suitable packed
design and has good speed to power ratio. To minimize the power a Switched
Inverter Quantization (SIQ) comparator and to reduce the leakage power the
Multi Phase Clocking (MPC) based D-FF shift register for SAR logic are pre-
ferred for this work. The whole circuit design is bringing out with the help of
Tanner EDA Tool.

Keywords: Area effective � Low power � High speed � Speed to power ratio �
Tanner tool

Abbreivations

SAR Successive Approximation Register
ADC Analog to Digital Converter
SIQ Switched Inverter Quantization
MPC Multi Phase Clocking
DAC Digital to Analog Converter

1 Introduction

In the modern fields of wireless communication, image processing and video systems,
the demand on fast and less power analog to digital converters increases as the
emerging of many portable applications [1]. With the design of CMOS technology,
SAR-ADC is used extensively to obtain fast and accurate performance with least power
consumption. Now a day’s mixed signal designing data converters are important
building block [2]. ADC acts as a important link between analog and digital domain.
As Digital circuits has a major advantage such as accuracy, low cost, resolution, less
sensitivity, excellent in signal processing, power and good simulation results over
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analog circuits. To improve the performance and area of latest electronic system a new
analog to digital converter (ADC) is required [3]. Orderly to get success in high
resolution and accuracy, cost efficient data converters where needed, so it was a
challenge for researchers to improve and increase quality of ADC as it is employed in
most of important application [4]. So SAR-ADC is mostly preferred due to the
advantages compared to other ADCs. All the blocks of SAR-ADC are in digital domain
except Comparator and DAC. Both Comparator and DAC need analog design and it
create the structure more complicated also require external supervision [5, 6]. Hence
the digital design of comparator need to avoid the above constrains. The proposed 8-bit
SAR-ADC architecture has digital SIQ comparator and MPC based SAR is displayed
in Fig. 1. The SAR-ADC provides a digital code equivalent to input signal using
Binary search algorithm.

Basically SAR-ADC contains three main components a comparator, a DAC and
SAR block. This type of ADC is broadly used in automatic control application in
factories and battery powered applications because it has good balancing between
speed and Energy consumption [7]. When compared to other types this scheme offers
high conversion rate. This is highly desirable feature in channel data acquisition sys-
tems [8]. In our report we make use of SIQ comparator, SAR logic with MPC based D-
FF shift register and R-2R DAC. Hence this design consumes less power and area
effective.

The main contributions of the paper are legion

• To minimizing the Energy consumption.
• To increase the speed of SAR-ADC by minimizing the propagation delay.
• To obtain the maximum conversion rate.
• To reduce the circuit complication by reducing the CMOS transistor count.
• To attain high reliability in SAR-ADC and also corrects the bits upto 8.

Fig. 1. Proposed SAR-ADC Architecture
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The proposed architecture of SAR-ADC having sub-blocks and are simulated using
CMOS technology which consume less power and provide fast conversion time. The
proposed methodology of SAR-ADC is explained in Sect. 2 and simulation results
shown in Sect. 3.

2 Proposed Methadology

2.1 SIQ Comparator

Switched Inverter Quantization (SIQ) comparator technique use two inverters in cas-
cading connection shown in Fig. 2. Reference voltage is determined by using the
transistor sizes of the inverters. The Comparator’s role is to compare the input voltage
(Vin) from DAC with internal reference voltage (Vref) of CMOS transistor. If Vin is
greater than Vref, the comparator produces an output which is ‘1’, otherwise ‘0’.

The voltage gain of the comparator is improved by the second stage of SIQ
comparator and also prevents an unbalanced propagation delay [9]. Vm is referred as
the inverter threshold voltage. The value of Vm is shifted depending upon the transistor
width ratio. Increasing PMOS width makes Vm is highest value and increasing NMOS
width makes Vm smaller value. To use CMOS inverter as voltage comparator should

Fig. 2. Schematic of SIQ comparator

Fig. 3. Simulation result of SIQ comparator
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check sensitivity of Vm to other ignored parameters such as electron and hole mobility,
Vth of both transistors and supply voltage which does not maintain constant value [10].
This ensures perfect operation of SIQ comparator. Use of SIQ comparator in SAR-
ADC does not require implementation of sample and hold circuit which further reduces
power of the device.

2.2 Multi-phase Clocking (MPC) Technique

The Multi Phase Clocking (MPC) Technique is shown in Fig. 4. It is very dominant
low power technique which decreases the leakage power effectively. This technique
works with two modes of operations are high threshold mode and low threshold mode.
Leakage power reduced in high threshold and the speed improved in low threshold
mode. MPC gives better performance and consumes less power by using nap transistors
in sleep mode. These nap transistors are enabled through sleep enable signals [11]. In
High threshold condition transistors are used as nap transistors to reduce power con-
sumption towards low (sleep) and in low threshold condition the nap transistors are
used to increase the performance by reduce the leakage power (sleep bar).

2.3 R-2R Ladder DAC

DAC principle operation is designed by various methods depends on the power
requirement. Binary weighted resistor type and R-2R ladder type is simple and most
desired method for DAC construction. If number of bits increases in binary weighted
resistor type the required resistance also increases because of power loss and overload
[12]. But this problem can be overcome by R-2R ladder type. The digital output obtained
from SAR block is converted into analog signal by using R-2R DAC. The 8-bit R-2R
ladder DAC structure using op-amp is shown in Fig. 5. Use of op-amp in the DAC
structure produces an output voltage which is multiple times larger than the voltage
difference between input terminals. The output is taken from the terminal point v2.

Fig. 4. MPC based D-FF
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The stability of a DAC improved by using R-2R ladder structure compared to conven-
tional designs.

2.4 Successive Approximation Register

The SAR consists of shift register and a control unit. One of the sequential logic circuit
is shift register used to store digital data designed using a group of flip-flops connected
in a chain. So that output from one flip-flop becomes the input of next flip-flop [13]. In
this SAR logic, Shift register is designed by using MPC based D-FF. True Single Phase
Clocking (TSPC) D-FF turns into a Multi Phase Clocking (MPC) based D-FF, when 1
PMOS transistor and 1NMOS transistor are connected to the circuit of TSPC D-FF.
In SAR logic the reciprocal output of shift register is given to one of the input to the
NAND gate and the reciprocal output of the code register is given as other input to

Fig. 5. R-2R resistor ladder DAC

Fig. 6. Simulation result of MPC based D-FF

Table 1. Transistor requirement and power consumption comparison for different comparator
techniques.

Comparators techniques Transistor required Consumed power (lW)

Open loop comparator 8 23.70059
Improved QDC 7 15.94352
CMOS LTE com-
parator

6 3.328997

Proposed SIQ comparator 4 1.044111
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NAND gate. The output of the NAND gate provides the output of SAR. The schematic
of SAR-ADC shown in Fig. 7.

3 Results and Discussion

3.1 Simulatıon Result of SIQ Comparator

The graphical simulation output of SIQ comparator is dipicted in Fig. 3 and the dif-
ferent comparator structures are discussed in terms of number of transistors count and
power consumption are displayed in Table 1. The power consumption of SIQ com-
parator is reduced to 69% and by minimizing the number of transistors to 33% when
compared to the CMOS LTE comparator. The consumed power of SIQ comparator is
reduced to 96%, 93%, 69% when compared to open loop comparator, modified QDC
and CMOS LTE comparator is shown in Fig. 8.

3.2 Simulation Result of MPC Based D-FF

Simulation result of Multi Phase Clocking (MPC) based D-FF is shown in Fig. 6. MPC
based D-FF consumes 0.4 µW powers and process delay is 2.2 s.

Fig. 7. Schematic of SAR–ADC
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Fig. 8. Performance analysis of comparator
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3.3 Simulation Result of SAR ADC

The supply voltage given to SIQ, DAC and PMC based D-FF SAR-ADC is 1 V and has
8-bit resolution. Proposed SAR-ADC reduces the power consumption by 99%, 99% and

Power Consumption of Proposed
SAR-ADC

100

0
Power
Consumption

[1] [2] [3]

Fig. 9. Power consumption of various SAR-ADC

Fig. 10. Simulation result of SAR ADC
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77% compared to [1], [2] [3] is shown in Fig. 9. Also the proposed SAR-ADC consumes
0.0001mW power and the design is implemented by using 250 nm CMOS technology
shown in Table 2. Simulation result of SAR-ADC is shown in Fig. 10.

4 Conclusion

An 8-bit SAR-ADC is implemented using Switched Inverter Quantization (SIQ) com-
parator which consumes minimum energy and offers high operating speed as compared
to various types of comparator. Also an R-2R ladder DAC and MPC base D-FF shift
register in SAR logic makes the design simpler which consume low power. SAR-ADC
is more suitable for wireless communication applications due to the reduced power
consumption and propagation delay. SAR-ADC of 8-bit is designed in this work,
which can also be extended up to 16- bits.
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Abstract. CharityChain is a decentralized application, built on Ethereum that
provides the user with a place in the virtual ocean, where the user can find a
cause that he personally can associate with and help fund it in the fairest form
using Blockchain technology. Blockchain technolgy is easy to use, lesser cost
and fast access in all areas. NPO s enabe the chance for donations from global
donars with the help of block chain technology.
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1 Introduction

Currently there is a lot of corruption pertaining to charities which has increased the
distrust of people in the charity system [1]. Blockchain is emerging as the easiest way
to send, receive, store and currencies and secure transactions. In this paper, the
Blockchain implementation to make the charity system transparent is explained in
detail. Implementing this system for a community will make the donations and funds
secure and people will be drawn to donate more when they see that their donations are
being used completely for a particular purpose. The Ethereum platform is used to keep
the transactions public. (Fig. 1)

The literature [4] reveals that in there is a dire need for a charity application to
validate itself without depending on any other system or application, i.e. it should be
self-righteous. For this purpose, Blockchain technology can be used as the consistency
and integrity of every transaction can be verified and traced back.

The stakeholders of this application are donors, charities and auditors. The donor
registers himself to the application and browses the charities according to the category
of his choice. He can go through the details of the charity and transfer ether to the
charity of his liking. The user can track that donation till it reaches the concerned
beneficiary. Also, the information of every transaction that the charity is involved in
can be seen by the donor. The major contributions of this paper are as follows:

• Remix IDE is used to build and run solidity smart contracts.
• HTML, CSS and JavaScript is used in the front end for Web Application.
• Metamak account runs in the back when any entity transfers ether to another entity.
• Power BI is used for analysis of the transactions and to generate reports and charts

for the easy understanding of the user.
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• The website is designed and hosted on the Ropsten Test Network, which can be
scaled to the Ethereum Main Network easily.

2 Related Work

Blockchain is a sequence of blocks of data linked to each other with different connected
nodes which forms the chain-network of blockchain. Once a new transaction is
approved by consensus, it is encrypted and linked to the previous transaction. Once a
piece of data is added to the chain, it cannot be deleted. If there are any modifications to
be done in any created block, a new block is created stating the modifications, if this
block is approved by consensus of the network, it is appended to the chain. In this way,
if an impostor tries to tamper with the recorded data, he/she can never mend already
created data without the consent of the network. As blockchains are transparent,
decentralized and immutable, the proposed system will be best suited for the features
that blockchain provides.

The literature [6] explains in detail how the China Government has utilised
Blockchain technology to ensure the quality of the perishable food items. This helps in
strengthening the trust between the producers, government and citizens. The applica-
tion safely shares the status of the produce at each stage. The stages include manu-
facturing, transportation and marketing. Despite this fact that China has a large
population to support, it has successfully used Blockchain to increase the trust of the
people towards the government by making the production of the food resources
transparent. This helps in equal distribution of the resources to the people and increases
the accountability of the Government since all the transactions are recorded and can be
viewed in case of disparity.

Fig. 1. Declining of trust in charities report (Source: charitycommission.blog.gov.uk/2016)
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3 Methodology

We have used Agile methodology to design our proposed model. We started building
our system model iteratively, improvising the product in each iteration. Before building
our model, we did a subtle research about how charities in India function and also
about the current charity platforms. Our motive was to make the user interface as
simple as possible and the main attention was given to the blockchain backend. Hence,
initially we started with building a simple graphical user interface using HTML, CSS
technologies. After this stage, we moved to writing smart contacts for login of a
particular user. Gradually, we increased our scope and performed transfer of ethers
from Donor to Organisation. The Donor can also analyse his previous donations clearly
in the system.

4 System Design

CharityChain is a blockchain platform that connects donors to charities, NGOs and
other social organizations so that the donors can make donations in a transparent and
secure way. The said DApp is built on Ethereum Blockchain.The smart contracts are
written in Solidity. The donations are made in Ethers: token generated by Ethereum
platform. In this section, we will discuss the components of the said system. These
components form the requirements for realizing a design that facilitates in making the
donations and tracking the transactions on the blockchain.

4.1 Testrpc

Testrpc is a Node.js-based Ethereum node used for testing and development [12]. It
creates a simulation of full-node blockchain behavior and makes the production of
Ethereum applications much smoother. It is written in JavaScript and is distributed like
an npm package. Ethereum TestRPC is a fast and customizable blockchain emulator. It
allows making calls to the blockchain without the overheads of running an actual
Ethereum node.

4.2 Metamask

MetaMask is a channel that allows the user to use the distributed web of their
decentralised applications [10]. It allows the user to run Ethereum dApps right in his
browser without running a full Ethereum node. The main motive of Metamask is to
provide Ethereum services with less hassle to worry about the complex working of a
Blockchain [11]. MetaMask includes a secure identity wallet, using a specific username
and password. Once the credentials are set-up, the user can request or send cryp-
tocurrency to anyone using the address of the destination. This transaction is completed
and the user is notified about the completion. Charity-Chain uses Metamask to transfer
ethers from one account to another.
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5 Development

Step1: Install all the necessary software tools which are listed as follows:

1. Visual studio code
2. Solidity smart contracts compiler (Remix IDE)
3. Geth(Go-Ethereum environment)
4. Ganache-CLI (Ethereum and js test environment)
5. Node.js and NPM
6. Metamask

Step 2 – Create Distributed Application Frontend

The building of the frontend requires the knowledge of web technologies like
HTML/CSS and JavaScript. The html pages for the application’s homepage, user
registration, user login, user’s dashboard, charity’s pages are created and linked to each
other. (Figs. 2, 3)

Step 3 – Link to metamask wallet

For each transaction, a negligible amount of ethers will be used for the purpose of
processing the transactions. This processing is called mining. This happens when a user
registers himself to the network.
The metamask extension also provides a very user-friendly GUI for completing
transactions. The user when registers to Metamask gets a public key through which he
can send or receive ethers. In our case, the donor will send the ethers to the charity
using the charity’s public key that is mentioned in the charity’s page. (Fig. 4)

Fig. 2. Storing user’s profile details on blockchain
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Step 4 – Keep track of the transactions

The transactions can be revisited and tracked using Etherscan API. Any user in the
network can view all the transactions of any other user if he/she knows the corre-
sponding public key. The data in the tabular format can be seen on the user’s
dashboard.

Fig. 3. Gas required for storing profile details
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Step 5 - Analysis of the transactions

The user can view the charts and reports corresponding to his/her own transactions or
the concerned charity through his dashboard for easier understanding. The visuals are
created using the Power BI software tool.

6 Conclusion

The main reason people hesitate while donating to any charity these days is that they
are unsure if the money is reaching the said charity/organization.. Blockchain is a
ledger technology which can potentially remove this feeling of hesitation. Records
stored over blockchain are immutable as well as visible to every node as long the ledger
is public. This is the reason to use Ethereum blockchain. All the transactions occurring
in the blockchain are recorded and can be viewed using the user account address. This
will enable the users to keep track of their donations with the help of account address of
the charity. Thus, this project will help eliminate corruption pertaining to the charities
and increase the trust in donors which will encourage them to donate without any
hesitation.
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Abstract. Wireless Communication services have witnessed a dramatic growth
in the past few years. With Telecommunication, there has been parallel growth
in usage of different applications and services like VoIP, social network, e-
commerce, entertainment etc. 5G is the next generation of telecommunication
technology with elaborative and twirling services that can have a profound affect
on the society. It can unleash new economic opening and societal benefits giving
a potential for being a conversional force for the world. This paper elucidates the
evolution of mobile wireless communication technologies. It includes details of
architectures, salient features like data rate, primary services etc. To deliver next
generation network services, 3GPP introduces IP Multimedia Subsystem
(IMS) based on Universal Mobile Telecommunication System (UMTS). This
paper also covers Software Defined Network (SDN) based architecture and
explains various technologies like Network Function Virtualization (NFV),
Network Slicing and certain pointers to research issues related to 5G.

Keywords: LTE � 5G � IMS � NFV � Network slicing

1 Introduction

Mobile technologies have encountered incredible changes since last few decades. 1G
was the first mobile phones analog technology that was used for voice calls. 2G was
based on GSM and CDMA that provide services like sending pictures, text messages,
user privacy, less battery consumption and many more. Enormous advancement had
been made by GSM in numerous zones of media communications. This permitted
framework architects to design a new system which has more capabilities than GSM
and GPRS. So UMTS and WCDMA were designed under 3G technologies. 3G offers
high speed data and provide services like video calling, emails etc. Wireless broadband,
uninterrupted video calling, social networking application and so on are considered as
the benefits provided by 3G network. After 3G, Fourth Generation (4G) was intro-
duced. 4G technology provide services such as internet access with global roaming and
full-edged support for all other multimedia applications. But the development of LTE
does not finish with LTE advanced rather keeps on advancing into further releases. 5G
wireless technology is expected to create a revolution in the world. 5G offers higher
bandwidth, low latency, energy preserving, cost minimization, higher system capacity
and tremendous device connectivity. In spite of all the advancements in mobile
communication, still 5G technology has some issues that need to be addressed by the
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researchers. This paper presents comparative analysis of all telecommunication
technologies.

The paper describes the content as follows. Section 2 provides an overview of
legacy technologies. Section 3 describes current generation networks. Section 4 pro-
vides details about technologies, advantages and research issues associated with Next
Generation Networks (NGN). Section 5 gives the comparison of Mobile Communi-
cation Technologies. Section 6 presents the conclusion.

2 Telecommunication Technologies

This section presents evolution undergone by communication technologies from 1G to
3G.

2.1 Legacy Technologies

The first mobile phones introduced in 1982 were 1G mobile phones. The technology
used in first generation was Advanced mobile phone system (AMPS). Second Gen-
eration (2G) was introduced in 1991 and based on Global System for Mobile Com-
munication (GSM) and Code Division Multiple Access (CDMA). It provides services
like sending pictures, Multimedia Messages (MMS) and Text messages. 2.5G refers to
General Packet Radio Service (GPRS), which is considered as standard (wireless data)
used on GSM networks [10]. 2.75 refers to Enhanced Data rates for GSM Evolution
(EDGE), that was made to give higher information rates for packet based services with
higher transmission capacity using 2G portable systems [15].

2.2 Third Generation (3G)

3G was introduced in 2000. The main objective of 3G is to provide high speed data
[18]. It use wideband wireless network and provide data services like clear and con-
tinues video calling, 3D gaming, sending and receiving large emails. 3G has a band-
width of 2 Mbps (Fig. 1).

Fig. 1. Architecture of 3G
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3G Architecture
The Architecture of 3G employs Universal Mobile Telecommunication System
(UMTS) technology. UMTS is an upgrade version of GSM module. It is made up of 3
main elements: User Equipment (UE), UMTS Terrestrial Radio Access Network
(UTRAN) and Core Network (CN).

(i) User Equipment (UE)

It is assigned to a single client and contains all the functions needed to access UMTS
services. It contains Mobile equipment (ME) and UMTS Subscriber Identity Module
(USIM).

(ii) UMTS Terrestrial Radio Access Network (UTRAN)

It is a hardware that binds mobile device to the public telephone network or to the
internet. It contains base station i.e. NodeB and Radio Network Controller (RNC). It
handles cell level mobility. NodeB helps in communicating with UE inside the cell and
controls the information stream between Uu radio interface and lub interface. RNC
control and manage radio resources to NodeB. For the core network RNC is viewed as
a single access point of UTRAN. To route circuit switched traffic it is connected to
single MSC/VLR and to route packet switched traffic it is connected to single SGSN.

(iii) Core Network (CN)

It is partitioned into circuit switch and packet switch domains. It contains functions for
handover, gateways to different system and performs location management. It contains
Home Location Register (HLR), Visitor Location Register (VLR), Mobile Switching
Centre (MSC), Gateway Mobile Switching Centre (GMSC), Serving GPRS Support
Node (SGSN) and Gateway GPRS Support Node (GGSN).

2.3 IP Multimedia Subsystems (IMS)

3GPP introduced IMS. It is a service delivery platform for 3G services like voice
calling, messaging, video calling etc. Session initiation protocol is utilized as the
signaling component in IMS. The architecture of IMS consists of Service layer and
Control layer. The Service layer involves Application server. Application server is
based on SIP. It Communicates with the home subscriber server to acquire the user
information. The main component of control layer is Call Session Control Function
(CSCF). CSCF is of three types: - Proxy-CSCF (P-CSCF), Interrogating-CSCF
(I-CSCF), Serving-CSCF (S-CSCF). P-CSCF is the primary IMS node encountered
when a UE (User Equipment) is attempting to build up a VoLTE call. I-CSCF first
retrieve the information of user from HSS and SLF databases and then forward the SIP
request to the S-CSCF. S-CSCF is middle node of the IMS control plane. It acts as the
SIP registrar and SIP server. It routes SIP messages to proper application server. Home
Subscriber Server (HSS) is a central database that provide user details like location,
recognition information etc. Subscriber Location Function (SLF) is used to allot
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appropriate HSS to user. IMS provides scalability and flexibility to the network ser-
vices [1, 2] (Fig. 2).

3 Fourth Generation (4G)

The advancements in mobile technology unleash the new advanced applications. These
applications give rise to the All-IP based network called 4G. It provide same services as
3G as well as provide additional services like multimedia, TV programs with more
clarity and sends data more faster. An abstract idea of 4G is information anywhere,
anytime and in any form (Fig. 3).

3.1 4G Architecture

The Architecture of 4G employs LTE (long Term Evolution) technology [3, 14]. LTE
has three main elements that are: User Equipment (UE), Evolved UMTS Terrestrial
Radio Access Network (E-UTRAN), Evolved Packet Core (EPC) [9].

Fig. 2. Architecture of IMS

Fig. 3. Architecture of 4G
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(i) User Equipment (UE)

UE comprises of Mobile Terminal (MT), Terminal Equipment (TE), and Universal
Integrated Circuit Card (UICC). MT controls all communication functions. TE termi-
nates the data strings. UICC is also known as SIM cards for LTE equipment. Universal
Subscriber Identity Module (USIM) application is operated by UICC.

(ii) Evolved UMTS Terrestrial Radio Access Network (E-UTRAN)

E-UTRAN handles the radio communication between Mobile and EPC. It has one
component that is eNodeB. eNodeB is a base station that handles the mobiles in cells. It
comprises of Antenna, radio modules and digital modules. The eNodeB is responsible
for air interface resources, load balancing, and mobility management, QoS services like
latency, minimum bandwidth and maximum throughput.

(iii) Evolved Packet Core (EPC)

EPC exchange information with Packet Data Network (PDN) in outside world like
internet, IP Multimedia System (IMS) or private corporate systems. It has following
components: Home Subscriber Server (HSS), Packet Data Network Gateway (PDN-G),
Serving Gateway (S-GW) and Management Entity (MME). The record of each sub-
scriber is stored in HSS. PDN connects with outside world using SGI interface.
Allocation of IP addresses to mobile device is done by PDN-GW. It has important role
in roaming scenarios. PDN-GW function includes policy enforcement, packet
screening, transport level packet marketing, per user based packet filtering. The
function of S-GW is to manage user data tunnels between eNodeB and PDN-GW. S11
interface is used for sending the commands to S-GW. MME is responsible for
managing mobiles and their session [7].

In spite of some advantages, LTE also have some issues like Handover, Expensive
hardware, More battery usage etc. These issues are the key reasons that 5G will be
introduced.

4 Next Generation Network (5G)

5G is the next generation of telecommunication technology having various pivot ser-
vices. It supports Wireless-based web applications at higher speed [20]. It has multiple
simultaneous data transfer paths with higher spectral efficiency. There are no harmful
effects on human beings. All Gadgets having 5G support will work on Artificial
Intelligent (AI) abilities.

4.1 SDN Based 5G Mobile Network Architecture

The architecture comprises of unified C-plane, build by three consistent controllers and
fresh slate D-plane. The execution of network function can be centralized or distributed
at the boundary depends on function of the supported services.
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(a) 5G Control Plane

The C-Plane manages functions in three consistent controllers: the Device Controller
(DC), the Edge Controller (EC), and the Orchestration Controller (OC) [21].

(i) Device Controller: It is the incharge of physical layer integration to 5G net-
work. AS function like access selection and network selection is handling by
DCON. It consists of UE and Radio access application.

(ii) The Edge Controller(1): It executes the 5G network C-Plane, including packet
routing and transfer, radio resource management functions, network access
control, mobility, security, connection management and Quality of Service [4].

(iii) Edge Controller(2): V2V communication is one of the key use case for 5G, so
it needs to support in out of coverage area, for this reason some AS/NAS
functions should be situated in the cell phones. That’s why the proposed
architecture differentiates between Edge controller (1) and Edge controller (2).

(iv) Orchestration Controller: The OC is the incharge of the allocation of assets
need to represent both 5G control plane and data plane. The OC consists of two
modules namely, the Resource Orchestration (RO) module and the Topology
Management (TM) modules. The RO is centralized and the entire cloud
framework is visible to this module. The TM module controls the physical assets
directly and it is formed by the Topology Management Applications (TM-A) and
Topology Management Links (TM-L) (Fig. 4).

(b) 5G Data Plane

The Data plane empowers information exchange to and from customers and control
various discussions. Data plane traffic goes through routers. During system connection,
an address is assigned to the gadget. Also, LHRE and NEP is related to it. From the
NEP to LHRE/LHRE to NEP, a forwarding path is set up that allows the packets
generated by the device to be routed.

(i) Last Hop Routing Element (LHRE): The device’s RA point is connected to the
backhaul infrastructure through LHRE. Mobility securing point is represented by
the LHRE. A forwarding path from the LHRE to the NEP is built up by the FM
App when a device connects to the system.

(ii) Network Entry Point (NEP): The NEP distinguishes bound for physical
framework handled by the OC. PDN securing point is represented by the
NEP. Different devices (like gateway, mobility anchoring point) may have dif-
ferent NEPs that depends upon the connection type [8, 21].
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4.2 5G Services

(i) Enhanced Mobile Broadband (eMBB)

It is one of the three essential 5G New Radio (NR) use cases characterized by the
3GPP. eMBB is a characteristic development to existing 4G systems that will give
quicker information rates and a better user experience.

(ii) Massive Machine Type Communication (mmTC)

It supports IoT (Internet of Things) in which large numbers of devices are connected.
The main aim of this technology is to offer very high density of connectivity. This
technology provides many applications like smart cities, smart-farms, smart power
grids etc.

(iii) Ultra-reliable and Low Latency Communications (uRLLC)

It supports low latency transmission with high reliability from limited set of terminals
which are active according to pattern specified by outside events such as alarms [6]
(Fig. 5).

Fig. 4. SDN based 5G architecture
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4.3 5G Enabling Technologies

(a) Network Function Virtualization (NFV)

The fundamental thought behind NFV is to decouple network functions which are
execute in software from hardware. With NFV, service providers can send different
network services, for example firewall or encryption. As for 5G, NFVwill help virtualize
various machines in the system. It provides many advantages like flexibility, reduced
capital expenditure and energy utilization by combining network devices [5, 16].

Besides of some advantages, NFV also have some issues.

• Interfacing: Well defined interfaces must be delivered to service providers for
communication so that they can express their needs. Interfaces between service
providers and end users should be appropriate, identified and standardized.

• Security and Privacy: NFV gives rise to Denial of Service (DoS) and Distributed
Denial of Service (DDoS) attacks. These attacks will influence the entire virtual
network hosted on physical network.

• Mobility Management: In NFV Mobility Management is also one of the big
issues. End users mobility from one virtual network to another and resource allo-
cation is the biggest challenge for NFV.

(b) Network Slicing

It is focused on the idea of conveying different multiple logical networks with various
dimensions of common isolation on the top of similar foundation [19]. It is an inno-
vation that empowers both multi-tenancy and service tailored composition of network.

Fig. 5. 5G services
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It is a key plan of action for mobile network operator to decrease arrangement oper-
ational expenses. It provides many advantages like resource utilization, improves
operational efficiency, reduces expenses and capital expenditure etc. [12, 22].

There are certain issues related to network slicing.

• Roaming: Network Slicing provides flexibility to the operators to define the needs
for individual slices. So the users hopes for the same level of service regardless of
their locations.

• Security and Privacy: Resource Sharing and Isolation can cause various security
attacks because every network slice may have different security policy needs.

• Mobility Management: Mobility Management is one of the biggest challenges in
network slicing because every network slice may have different mobility require-
ments. For example mobility needs of the mobile broadband slice are dissimilar
from the slice of vehicular services.

4.4 Key Advantages of 5G

• Flexibility: By utilizing Software Defined Mobile Network Control (SDMC),
operators would have the capacity to fit the hardware to their necessities through
basically reinventing the controller and therefore diminishing expenses, while
having the capacity to scale all over virtual capacities.

• Centralized Control of the Network: By using SDN technology, operators just
need to control a set of logical unified substances that run the whole system which
depends on actual latency necessities.

• Enabling new network services: Many new services can be enabled within a few
hours by making changes in the controller function.

• Resource Sharing: Network function Virtualization (NFV) allows resource sharing
between many operators. It enables several networks to share common resources
(like network infrastructure, power etc.). The advantage of Resource sharing is high
performance, easier relocation to new technologies.

• Low battery consumption: 5G improves the battery life by harvest energy from
radio signals and climatical energy sources like solar and wind energy.

4.5 Research Issues in 5G

There are various research issues in Next Generation Networks that are as follows:

• Inter-cell obtrusion: One of the issue in 5G is Inter-cell obtrusion, various size of
large scale cells and small scale cells will be the reason behind obtrusion [4].

• Traffic Management: The 5G system will be a heterogeneous system. The con-
junction of various systems and the fusion of their traffic information with funda-
mentally unique qualities will cause over-burden.

• Infrastructure: 5G requires large infrastructure for various services like navigation,
communication etc. These services need higher availability of radio spectrum. Due
to lack of fibre infrastructure, many problems arise in India like poor quality of
services.
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• Spectral, power, and time variations: 5G technology also leads to spectral, power
and time variations issues. This is due to, the heterogeneous network traffic and
multi-antenna techniques.

• Security and Privacy: Various technologies of 5G like Network Slicing and NFV
leads to many security issues [11]. For instance NFV gives rise to Denial of Service
(DoS) and Distributed Denial of Service (DDoS) attacks [13].

5 Comparison

See Table 1.

Table 1. Includes the salient features, benefits and backlogs of all telecommunication
technologies.

Technology 1G 2G 3G 4G 5G

Introduced 1982 1991 2000 2003 Probably 2020
Bandwidth 2 Kbps 14.4–64 Kbps 2 Mbps 1 Gbps Higher than

1 Gbps
Technology Analog Digital CDMA 2000,

UMTS
Wi-max,
LTE, LTE
advanced

WWWW

Throughput 14.4 Kbps 20 Kbps 200 Kbps–
3 Mbps

100–
300 Mbps

1–10 Gbps or
higher

Core
network

PSTN PSTN Packet network Internet Internet

Multiplexing FDMA TDMA/CDMA CDMA CDMA CDMA
Switching Circuit Circuit, Packet Packet All packet All packet
Primary
service

Analog phone
calls

Digital phone
calls and
messaging

Phone calls,
messaging data

All IP based
network
services

High speed, High
capacity and
provide large
broadcasting of
data in Gbps

Web
standards

– www www(IPv4) www(IPv4) Wwww(IPv6)

Pros First wireless
communication

Improved
privacy,
multiple user
on single
channel

Better internet
experience,
many more
features like
video calling

Multimedia
services with
more clarity,
high data
rate

Increase
flexibility,
resource sharing,
lower battery
consumption

Cons Poor spectral
efficiency,
security issue

Limited data
rates, difficult
to support
demand for
internet

Expensive base
stations than
2G

High battery
usage,
handover
issue,
expensive
hardware

Not implemented
till now
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6 Conclusion

This paper elucidates the architecture and features of existing and future Mobile
technologies. The paper discussed that the development of LTE does not finish with
LTE advanced rather keeps on advancing into further releases. This paper also covers
key advantages and certain pointers to research issues related to 5G like traffic man-
agement, infrastructure, security etc. These issues need to be addressed for further
improvement in 5G networks. In the near future, Fifth generation technology will
unleash new economic opening and societal benefits giving a potential for being a
conversional force for the world at cheaper rates.
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Abstract. This paper proposes the merging of different Techniques for the
implementation of an artificially intelligent Chatbot with which the users can
interact with text or voice commands. Main objective for the Chatbot to be used
as an information and advising system that helps postgraduate students in
answering their different queries and respond and provide the best possible
options for them. It is created using Visual C# (GUI) and SIML (Synthetic
Intelligence Markup Language) as a knowledge base for the Chatbot and uses
Microsoft SAPI for both speech synthesizer, and speech recognition with natural
language processing abilities as well as providing a few different extra help for
the students as a course list, schedule and more.

Keywords: Artificial intelligence � Chatbot � SIML � Natural language
processing � STT � TTS

1 Introduction

Students face many difficulties and face many challenges with selecting the right route
that interest them and this is where a problem arise with student advising systems that
are available to not only undergraduates but postgraduates as well seeing as how the
advising system is the key if not one of the most important aspect for the student
registration.

Web based interfaces are usually used in order to help the staff that mostly newly
got their jobs and lacking the sufficient experience that would help with choosing the
right path for the students to register.

Many students register into fields that doesn’t meet their expectations or they get
shocked at how this differ from what they were expecting to specialize in as our high
school system don’t provide sufficient data if at all for the students to choose their path
and the required info is gathered usually after they are already registered. According to
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statistics compiled by ACT (American College Testing Program) 51% of four year
college students in the United States graduated after five years due to the lack of
academic advising. Moreover, inappropriate course selection has resulted in 58% of
students graduating out of the set timeframe (Siegfried et al. 2003) [6].

This can lead to many difficulties in the future, as students feel as if they are forced
into a specific path and this leads to them to perform poorly which leads to below the
average grades if not failing the course and repeating a whole year or courses. Thus,
there is a need for a system that automates and simplifies the process for both students
and advisors.

2 Related Work

Many Research work focus on implementing and improving the recognition speech
problem as speech is a very powerful form of communication. So for human computer
interaction a lot of research has been developed in recent years from Google, IOS,

Table 1. Shows approach used and the related work

Approach Works and authors

(GUI)-based expert system Dr. Abdullah Al-Ghamdi, Sumaia Al-Ghuribi, Arwa
Fadel, Fatima Al-Aswadi, Thamary AL-Ruhaili designed
a (GUI)-based expert system and had been developed
using JESS and java [18]

Domain specific Chatbot Johan Rahman Implementation of ALICE as domain
specific knowledge bot for BRAC U [11]. This one is the
most related to our research

Natural language processing
chart parsing algorithm

Agreda, Eliz Danielle B, Kristine Sarah. Fabito, Lyzel C.
Prado, Ma. Hannah G. Tebelin and Benilda Eleonor V.
Comendador implementation of an advisor chatbot for
family-based cases [1]

Rule based system Dina Yahia, Mahmoud Youssef, and Osama Badawy,
designed A Scalable and Portable Rule-Based Expert
System for Student Advising using JAVA [17]. This one
is the most related to our research

GUI system Tanvir Roushan, Dipankar Chaki, Onishim Hasdak, Md.
Syeed Chowdhury, Annajiat Alim Rasel, M. Abdur
Rahman, Hossain Arif designed an online-based system
for course advising and registration [19]

Action agent B Hettige and AS Karunananda designed an AIML and
java based Chatbot called Octopus [14]

Dialogue systems Sameera A. Abdul-Kader a survey and a comparison
between nine papers on the techniques used to design
Chatbot [13]

AIML Sarthak V. Doshi, Suprabha B. Pawar, Akshay G. Shelar
and Shraddha S. Kulkarni designed an AIML and
program-o Chatbot in android [15, 19]
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Android, Microsoft and more companies tries to make the best bot. A Chatbot is a
software program that interacts with users using natural language.

Choosing different approaches that will work together in order to develop the
Chatbot. Those chosen approaches are shown in Table 1.

3 Developed System

The main objective of this research is to develop proposed information and advising
system to:

• Facilitate the advising process in university.
• Enable students to gather information and advice on courses.
• Reduce the time wasted in taking appointments with advisors, which might

sometimes take more than one day.
• Building a system that’s available for the students any time.

3.1 System Architecture

When the system start, the user is proceed to the dashboard. That branches to chatting
with angel, term schedule, rules, events and course list. Choosing to converse with the
bot in both text and speech forms then once the conversation starts, the user can add
their input.

Processing the data to parse the words using Chart Parsing Algorithm, to be able to
understand the meaning of the Words used, then it will fetch the suitable advice or the
answer needed from the Knowledge-Base which is the bots brain as shown in details in
(Fig. 1).

3.2 System Implementation

The main language used to program the Chatbot is C#.
Visual studio 2015 Bunifu Framework is used to design the Chatbot application.
SIML for the brain (knowledge base).
Sqlite for schedule and time table databases system.

Speech Engines

Speech engines are built into Windows operating systems. System. Speech in the .NET
Framework provides access to Microsoft’s speech recognition and speech synthesis
technologies in Windows. Using a minimum of the Microsoft .NET Framework 4 to
work with both speech synthesis and speech recognition.

Speech Synthesizer

UsingSystem.Speech.Synthesis;
It contains the classes required for initializing and configuring a speech synthesis

engine for creating prompts, speech generation, responding to events, and for modi-
fying voice characteristics.
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A speech synthesizer converts input text into audio. Speech synthesis is also known
as text-to-speech (TTS) [2].

A simple way to generate synthesized speech is to create a SpeechSynthesizer
instance, and then call the synthesizer’s Speak (String) method, passing the string to be
spoken as an argument. To generate speech from a string use the Speak () or the
SpeakAsync() methods.

Speech Recognition

UsingSystem.Speech.Recognition;
Used by implementing speech recognition with Windows Desktop Speech

technology.
A speech recognition engine takes an input audio converts it into text. The speech

recognition process can be thought of as having a front end and a back end [3].
These basic operations are performed by the speech recognition app:

1. Speech recognizer Initialized.
2. Input being set for recognition.
3. Speech recognition grammar is created.
4. Load grammar.
5. Register for the recognition event notification.
6. A handler created for the recognition event.
7. Start recognition.

Fig. 1. System architecture
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Choices object is used to add words. The Choices must be spoken by the user then
matched to the words added as a string array (Add ([])) method argument.

• Create an Event Handler for Speech Recognition

SpeechRecognized displays the recognized word using the Result property on the
SpeechRecognizedEventArgs parameter.

• Start Speech Recognition

It starts as an asynchronous operation using the RecognizeAsync() or as a
synchronous operation using the Recognize().

SAPI

Speech application programming interface (SAPI) is used to reduce the code overhead
required for an application to use text-to-speech and speech recognition making speech
technology used more for applications.

SAPI engines have two basic types: speech recognition (STT) and text-to-speech
(TTS) systems.

TTS is a synthesizer for converting text and files into spoken form using synthetic
voices. Speech recognition (STT) converts speech into text and files [7].

SQLite

SQLite for Visual Studio provides access to SQLite data and objects using Microsoft
Visual Studio [4].

SIML

SIML (Synthetic Intelligence Markup Language) has been developed with Speed,
Simplicity and Power in Mind during the development of Syn Engine 2.0. The class
library is a .NET 4.5.

SIML (Knowledge Base) is used to store and retrieve information about courses,
FAQ, registration and more. Information/Advice are retrieved from the KB and are
ready to process [8].

3.3 Knowledge-Base Design Methodology

The questions asked by the student define the knowledge domain given to the Chatbot.
The course information, FAQ,…etc are not found easily and the need to contact the
student council or a professor to gain such knowledge can be time consuming and
repetitive, this is where this bot comes to work as it provide all information needed to
the student acting as a replacement for providing such information [9].

Setting up the Chatbot

All the knowledge related the computer science department is included in FAQ and
glossary files that make up the brain for the bot. So making a method to extract all the
possible knowledge from the bot could be an important starting point for the process to
generate an answer based on the available information in the knowledge base aka the
Chatbot brain.
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Input/Output Explanation

The Input/Output data is as follows:

FILE Course Cin:

Q <Model><question text> (input)

A <Model><answer text> (Oout)

FILE Glossary Gin:

G <Model><TERM text> (input)

D <Model><definition text> (Oout)

3.4 Chatbot Generator Algorithm

Input provided by the user {Cin, Gin,…etc}, the Oout algorithm output will be a 1.0.1
compliant SIML(XML) file. The SIML generated output can be used as the knowledge
base of the question answering Chatbot, being processed by any SIML interpreter [5].

Algorithm

The algorithm has been developed in C# programming language. The main steps can
be summarized as follows:

For example we will use the courses file to demonstrate he steps taken;

1. Extract the relevant answer from courses questions Cin.
2. Calculate branches.
3. Extract answers.
4. Generate output.

Step 1

This step will be used to generate the pattern matching of the words taken from the user
question “Cin “with the SIML knowledge base files in order to search the right answer
to the question asked.

Step 2

This step will be used to generate the SIML code by calculating the branches from a
category to the different answers.

Step 3

Extract the answers from the knowledge base files.

Step 4

Return the answers generated that will be sent as the output Oout.
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3.5 Results

AAST Bot is limited as it composed with approximately 1000 conversation entries to
avoid the risk of not returning any responses to participants. This is done by modifying
topic changing and personality related files such “course.siml, aast.siml and glossary.
siml” to the context for improving the accuracy of response relating to the asked query.
The AAST bot also consists of all the CCIT Courses knowledge base entries in addition
with the conversational entries, glossary and FAQ (Table 2).

Example: asking the Chatbot:

• What is Schedule?

It connects and parses the words to understand what is being said to it and calculate
the time needed to retrieve the response, the output then is printed out as shown in
Fig. 2.

Table 2. Shows example of the question/response

Category User question Response

Greeting Hello Hi There
Course
info

What is advanced
artificial intelligence?

This course allows the introduction of material
relating to current artificial intelligence …

College
info

Registration
requirement

Accomplished according to schedules ……

Glossary What is fuzzy logic? Fuzzy Logic (FL) is a method ……

Fig. 2. Chatbot UI
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Accurate responses are based on how appropriate the Chatbot responded to ques-
tions asked by the user.

The AAST Bot performed in case of text provided, results produce were 92 percent
accurate with a small margin of error due to misspelling the text entered.

After testing the system response to different questions and queries from over100
test runs, the accuracy is higher than the error rates. The Likert-Scale was used to
present interpretation for the computed data (Table 3) [14].

4 Conclusion

This paper provides scalable, cost effective and simple information and advising
Chatbot system for student academic advising has been designed and developed.

Providing a simple and easy method for helping and aiding postgraduate students
with information and advising by offering explanation for Courses, glossary, admission
and more with the ability to respond and understand voice commands.

AAST Bot is a Chatbot that to help postgraduate students at the CCIT Department
at AAST to know the courses, to facilitate the advising process and clear the ambiguity
experienced by students in choosing between CS or IS.
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Abstract. Visual P300 mind-speller is a brain-computer interface that
offers an easy and effective approach to track human brain responses. One
major challenge in the design of this system is the unbalanced nature of
its dataset, which can bias the classification process. In this work two
distinct methods viz. nontarget undersampling and target oversampling
were used to balance the mind-speller dataset. Since the choice of classi-
fication algorithm can impact the performance of mind-speller, the effect
of dataset balancing was analyzed for a set of classifiers. The error rate,
accuracy, true positive and false negative rates, true negative and false
positive rates, positive predictive value, Matthews correlation coefficient,
F-score, G-mean, and time consumption were the metrics used in this
study. Among the various evaluated classifiers, k-nearest neighbor, sup-
port vector machine, and artificial neural network demonstrated signif-
icantly improved classification performance for the balanced (by target
oversampling) mind-speller dataset while the Gaussian support vector
machine yielded the highest metric scores.

Keywords: P300 · Mind-speller · Brain-computer interface · Dataset
balancing · Classifiers · Metrics

1 Introduction

Brain-computer interfaces (BCI) are devices that decode human brain signals
using machine learning techniques, to perform some control action e.g., oper-
ate a wheelchair [8]. These advanced signal processing systems use electroen-
cephalography (EEG) signals known as the event-related potentials (ERPs),
which are generated by certain cognitive or sensory events. This work uses
the data obtained from a mind-speller BCI based on an endogenous positively
deflected ERP called the visual P300 (or simply P300), which occurs approxi-
mately 300 ms after a specific visual stimulus [10]. The visual P300 mind-speller
(VP3S) allows its users to spell letters or symbols by gazing at the characters of
its keyboard display. It employs the “oddball” paradigm to elicit P300 signals
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and then uses the discriminability between target and nontarget event signals to
identify the user-gazed character.

The original VP3S developed by Farwell and Donchin displayed the English
alphabet and some symbols in a 6 × 6 matrix-like arrangement [7]. Its rows
and columns were flashed repeatedly to serve as the visual stimuli for ERP
generation. Scalp electrodes were placed on the VP3S user to record and process
the EEG variations. During mind-spelling task, the user was instructed to gaze at
a specific display character. P300 wave was evoked whenever the row or column
associated with this character got flashed (i.e., target events). Other row or
column flashes (i.e., nontarget events) did not evoke P300 wave and hence the
indices of P300-evoked row and column were identified through signal processing,
which specifies the user-gazed character.

Any subject-gazed VP3S-display character can be identified by 6 column
and 6 row intensifications (together constitute a trial). Consequently, there are
2 target (i.e., with P300) and 10 nontarget signals (i.e., without P300) in a trial.
The target class of the VP3S dataset has a lower number of samples compared
that of the nontarget class. This class imbalance could bias the signal classi-
fication process and cause data misfits [9]. Alvarado-González et al. [3] have
used the random undersampling technique to balance the VP3S dataset while
Xu et al. [20] have considered the random oversampling technique for the same
purpose. However, these works did not parametrically analyze the effect of
dataset balancing on various VP3S classification algorithms (or classifiers). In
this work, we used a set of metrics to analyze the performance of different
machine learning algorithms for the unbalanced and balanced VP3S datasets.

2 Materials and Methods

2.1 Dataset and Tools

We used the VP3S training dataset obtained from the BCI Competition III
database [17]. It comprises two sets of 85 character-spell experiment data
recorded from two healthy users of a Farewell and Donchin based VP3S with
6 × 6 row-column display. The row and column flashes were 100 ms in duration,
with 75 ms interstimulus interval (ISI).

For the signal processing, we used Matlab R2018a software executed on Win-
dows platform running on Intel Core i3 CPU with 2.16 GHz clock speed.

2.2 Signal Processing

EEG signals in the dataset were sampled at 240 Hz and filtered using Chebychev
type-I bandpass filter with 0.1 and 60 Hz cut-off frequencies. We used the Fz,
Cz, Pz, PO7, and PO8 channels for P300 detection, based on some previous
researches [13,14]. To simplify the process, all the channels were normalized to
be between −1 and +1µV. Since the P300 wave is expected to be around 300 ms
from a target stimulus onset, we segmented each channel into multiple epochs,
each of which begins from target onset and lasts 800 ms.
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There are 15 trials for each character spelling task and each trial contains 6
column and 6 row intensifications. Since every trial has two target and ten non-
target signals, the training data from one subject contains 12×15×85 = 15,300
intensifications, out of which 2 × 15 × 85 = 2550 are target signals and
10 × 15 × 85 = 12,750 are nontarget signals. The large margin between the
number of target and nontarget signals could cause classification bias like data
overfitting [9]. We applied two methods, namely nontarget undersampling and
target oversampling, to overcome this issue by balancing the dataset [2]. In non-
target undersampling, the number of nontarget signals in a trial was reduced
to 6, thereby reducing the margin mentioned above. While in target oversam-
pling, the number of target signals was increased, through repetition, to that
of the nontarget signals. For every flash, the Fz, Cz, Pz, PO7, and PO8 chan-
nels were concatenated to the produce the feature vector. Principal component
analysis (PCA) [1] was used to tackle the data redundancy problem by retaining
only those components which reflects more than 95% of the total data variance.
Finally, the selected feature vectors were fed into various classifiers for perfor-
mance analysis.

3 Classifiers

In VP3S, the objective of classification algorithm is to find whether an input
epoch contains the P300 signal or not. This study used the tree, discrimi-
nant analysis, logistic regression (LR), k-nearest neighbor (kNN), support vector
machine (SVM) and artificial neural network (ANN) classifiers. Ten-fold cross-
validation was used for the comparative performance evaluation.

Tree classifier hierarchically organizes data into distinct classes. We used the
standard classification and regression trees (CART) algorithm [5] with the Gini
index for tree building process and the tree was pruned to avoid data overfitting.
Linear discriminant analysis (LDA) assumes uniform class covariance to classify
linearly separated data [12]. Quadratic discriminant analysis (QDA) is a general-
ized version of the LDA that uses separate class-covariances for each data class,
and it can classify nonlinear data [15]. LR is a prediction based algorithm that
can handle binary classification problems [11], but is quite unstable for linearly
separable data.

Linear SVM utilizes a hyperplane to distinguish between classes while kernel
based SVM can separate non-linear data. In kernel SVM, a kernel function (e.g.,
Gaussian) is used to map the data points to a higher dimensional space where
the class separation appears linear. Quadratic SVM uses a quadratic function
for nonlinear data classification; thereby eliminating the need for kernel trick [6].
The kNN algorithm is a nonparametric data-driven method for classification. Its
basic principle is to assign an unlabeled data point to the predominant class
among its ‘k’ nearest labeled-neighboring points.

Artificial neural network (ANN) classifier consist of layered units called nodes
(or neurons) that take inputs, process them by applying some function (usually
nonlinear), and then pass the results to the next layer. This process continues till
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the output layer is encountered. This classifier can tune itself by adjusting the
connection weights between nodes, to provide the best outputs for new inputs.
It is worthwhile to note that the ANN has consistently high EEG classification
performance among the supervised classifiers [16].

4 Performance Metrics

For our binary classification problem, we defined class 1 as the set of signals ‘with
P300’ and class 0 as that ‘without P300’. Therefore in this study, class 1 is the
positive class and class 0 is the negative class. The confusion matrix values viz.
true positive (TP), true negative (TN), false positive (FP), and false negative
(FN) of the classification results were used to compute the performance metrics
like error rate, accuracy, true positive and false negative rates, true negative and
false positive rates, positive predictive value, Matthews correlation coefficient,
F-score, and geometric mean [18]. The definition and significance of each of these
metrics are given below.

The error rate (ER) and accuracy (ACC) blueprints the performance pro-
file of a classification system by quantifying the number of errors in detecting
target signals. A high ER indicates a less accurate system and vice versa. The
mathematical expressions for calculating the ER and ACC are given below.

ER =
FP + FN

TP + TN + FP + FN
and ACC =

TP + TN

TP + TN + FP + FN
(1)

The true positive rate (TPR; also known as sensitivity) and false negative
rate (FNR) give the fractions of correctly and incorrectly predicted P300 signals,
respectively. Mathematically they are defined as

TPR =
TP

TP + FN
and FNR =

FN

TP + FN
(2)

The true negative rate (TNR; also known as specificity) and false positive
rate (FPR) give the fractions of correctly and incorrectly predicted non-P300
signals, respectively. Mathematically they are defined as

TNR =
TN

TN + FP
and FPR =

FP

TN + FP
(3)

The positive predictive value (PPV; also known as precision) is the fraction of
correct responses among the predicted P300 signals. Mathematically it is defined
as

PPV =
TP

TP + FP
(4)

The Matthews correlation coefficient (MCC) considers all the positive and
negative rates to generate a score a value between −1 to +1, in which the lower
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boundary indicates the worst classification result while the higher one denotes
the best result [4]. Equation (5) gives the mathematical definition of MCC.

MCC =
TP ∗ TN − FP ∗ FN

√
(TP + FP )(TP + FN)(TN + FP )(TN + FN)

(5)

The F-score computation takes into account the true positive metrics, namely
precision and sensitivity [19]. Mathematically it is defined as

Fβ =
(1 + β2)(PPV ∗ TPR)

β2 ∗ PPV + TPR
(6)

where the parameter β determines the weight trade-off between precision and
sensitivity metrics. For β < 1, the former metric is preferred over the latter and
for β > 1, this preference is reversed. To ensure a balanced evaluation, we used
β = 2 in this study.

Table 1. Average performance metric scores of various classifiers for unbalanced
dataset

No. Classifier ER ACC TPR FNR TNR FPR PPV MCC F2 Gm Time(s)

1 Tree 18.55 81.46 0.09 0.91 0.96 0.04 0.31 0.09 0.11 0.3 151.31

2 LDA 15.98 84.03 0.13 0.87 0.98 0.02 0.46 0.18 0.15 0.31 141.54

3 QDA 21.49 78.52 0.21 0.79 0.9 0.1 0.32 0.14 0.22 0.43 140.18

4 LR 15.94 84.06 0.14 0.87 0.98 0.02 0.5 0.2 0.16 0.33 161.05

5 kNN 27.22 72.79 0.21 0.79 0.83 0.17 0.2 0.04 0.21 0.42 360.99

6 Gaussian SVM 16.29 83.72 0.04 0.97 1 0 0.7 0.13 0.04 0.18 653.42

7 Quadratic SVM 16.32 83.69 0.15 0.86 0.98 0.03 0.52 0.21 0.17 0.37 657.5

8 ANN 2.38 97.62 0.99 0.01 0.98 0.03 0.86 0.92 0.87 0.99 718.85

Table 2. Average performance metric scores of various classifiers for balanced (by
nontarget undersampling) dataset

No. Classifier ER ACC TPR FNR TNR FPR PPV MCC F2 Gm Time(s)

1 Tree 27.39 72.61 0.18 0.82 0.91 0.09 0.39 0.12 0.2 0.4 122.05

2 LDA 21.79 78.22 0.3 0.71 0.95 0.06 0.63 0.33 0.33 0.53 96.01

3 QDA 28.06 71.95 0.29 0.72 0.87 0.14 0.41 0.17 0.31 0.5 86.94

4 LR 21.9 78.1 0.31 0.7 0.94 0.06 0.62 0.32 0.34 0.54 117.58

5 kNN 36.94 63.07 0.3 0.7 0.74 0.26 0.28 0.05 0.3 0.47 135.72

6 Gaussian SVM 23.05 76.95 0.13 0.87 0.98 0.02 0.7 0.23 0.16 0.36 344.67

7 Quadratic SVM 22.73 77.27 0.29 0.72 0.94 0.07 0.59 0.29 0.32 0.51 366.1

8 ANN 2.4 97.6 0.99 0.02 0.98 0.03 0.92 0.94 0.97 0.99 477.16



Performance Comparison of Machine Learning Algorithms in P300 Detection 639

Table 3. Average performance metric scores of various classifiers for balanced (by
target oversampling) dataset

No. Classifier ER ACC TPR FNR TNR FPR PPV MCC F2 Gm Time(s)

1 Tree 34.08 65.93 0.72 0.28 0.6 0.4 0.64 0.32 0.7 0.66 271.07

2 LDA 29.15 70.85 0.7 0.31 0.72 0.29 0.72 0.42 0.7 0.71 222.41

3 QDA 23.09 76.91 0.75 0.26 0.8 0.21 0.79 0.54 0.76 0.77 206.89

4 LR 29.03 70.97 0.7 0.3 0.72 0.29 0.71 0.42 0.7 0.71 260.34

5 kNN 9.23 90.78 1 0 0.82 0.19 0.85 0.83 0.97 0.91 514.26

6 Linear SVM 29.13 70.87 0.7 0.3 0.72 0.28 0.72 0.42 0.71 0.71 1528.6

7 Gaussian SVM 1.6 98.41 1 0 0.97 0.03 0.97 0.97 0.99 0.99 2497.95

8 Quadratic SVM 15.04 84.97 0.92 0.09 0.78 0.22 0.81 0.71 0.9 0.85 1809.45

9 ANN 2.08 97.92 0.98 0.02 0.98 0.03 0.98 0.96 0.98 0.98 1259.89

The geometric mean (Gm) of sensitivity and specificity offers a balanced score
between true positive and true-negative values. It is computed as

Gm =

√
TP + TN

(TP + FN)(TN + FP )
=

√
TPR ∗ TNR (7)

The average time consumed (in seconds) by the classifiers, for 10-fold cross-
validation of a single-user data (i.e., 15,300 flashes), is used for performance
analysis.

5 Results and Discussions

We have evaluated the error rate, accuracy, true positive and false negative rates,
true negative and false positive rates, positive predictive value, Matthews cor-
relation coefficient, F-score, G-mean, and time consumption for the tree, LDA,
QDA, LR, kNN, linear SVM, Gaussian SVM, quadratic SVM, and ANN classi-
fiers. The metrics ACC, MCC, F2, and Gm were calculated using the ER, TPR,
FNR, TNR, FPR, and PPV. Thus, we have given focus to the former metrics in
our analysis.

Tables 1, 2, and 3 provide the values of various performance metrics for differ-
ent VP3S classifiers using unbalanced (unbal), balanced by nontarget undersam-
pling (bal1 ), and balanced by target oversampling (bal2 ) datasets, respectively.
Our study revealed that the linear SVM classifier fails to classify the unbal and
bal1 datasets. However, as shown in Table 3, it produced a valid classification
result for the balanced dataset, bal2. This performance variation could be due to
the unbalanced nature of the unbal and bal1 datasets along with the large-scale
overlap in the distribution of the target and nontarget responses in them.

Figure 1(a) shows the comparison of mean ACC of various classifiers for the
unbal, bal1, and bal2 datasets. The accuracies of all classifiers, except ANN,
exhibited significant decline for the bal1 dataset when compared to that for
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the unbal dataset. This accuracy degradation could be due to the informa-
tion loss caused by undersampling of the bal1 dataset. Similarly, the tree, LDA
and LR classifiers exhibited significant drops in accuracy for the bal2 dataset.
This accuracy reduction could be due to the classifier overfitting caused by data
redundancy in the bal2 dataset. However, the QDA, quadratic SVM, and ANN
classifiers demonstrated comparable accuracies and the kNN, linear SVM, and
Gaussian SVM manifested significantly increased accuracies for the bal2 dataset
compared to that for the unbal dataset.

The MCC, F2, and Gm comparison charts (refer Fig. 1) show significant
increases in corresponding scores for the bal1 and bal2 datasets compared to
that for the unbal dataset. Also, among the two balanced datasets, the bal1
dataset yielded the highest scores. Though the ANN classifier delivered compa-
rable accuracies and Gm scores for all the three evaluated datasets, it’s MCC and
F2 scores were improved for bal1 and bal2 datasets. The kNN classifier yielded
the highest accuracy improvement (∼18%) for bal2 dataset compared to that
of the unbal dataset, which is followed by the Gaussian SVM classifier (∼15%).
For all the evaluation metrics, Gaussian SVM topped in performance with an
accuracy of 98.41%, MCC of 0.97, F2 of 0.99, and Gm of 0.97. However, its time
consumption is the highest and thus needs further modifications for practical
VP3S implementations.

Fig. 1. Comparison of the mean (a) ACC (b) MCC (c) F2 and (d) Gm scores for various
classifiers.
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6 Conclusion

In this research, we studied the impact of VP3S dataset balancing on the
tree, discriminant analysis, logistic regression, k-nearest neighbor, support vector
machine, and artificial neural network classifiers. The accuracy, MCC, F2, and
Gm metrics were primarily used for the analysis. All the classifiers, except ANN,
produced lower accuracies for the balanced dataset based on nontarget under-
sampling. However, they exhibited mixed responses for the balanced dataset
based on target oversampling. Balancing of mind-speller dataset significantly
improved the MCC, F2, and Gm scores for all the classifiers. Within the limits
of our study, the Gaussian SVM classifier produced the best performance in all
the evaluation metrics, for the balanced dataset based on target oversampling.
Future researches can examine the dataset balancing methods like SMOTE, clas-
sifiers based on deep learning methods and metric-optimization techniques for
the efficient P300 classification in mind-spellers.
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Abstract. The physical layer security is a new security paradigm based on the
principles of information theory. Several methods for achieving secrecy in
physical layer is proposed. This paper proposes PLS based on the deep learning
architecture. In which the deep learning model will transform the channel
coefficients, the beamforming based on this transformed channel coefficients can
be decoded using deep learning architecture in the receiver. The secrecy rate and
secrecy outage probability of proposed system is compared with the zero forcing
based beamforming and superior performance is verified by the simulation using
popular deep learning library TensorFlow.

Keywords: Massive MIMO � Deep learning � Physical layer security �
Beamforming � 5G communication � Wireless security

1 Introduction

Wireless networks have far-flung usage in 21st century digital life. Most of the
extravagant personal data are transferred through wireless medium. According to
Ericsson between 2016 and 2022, the traffic generated by smartphone alone will
increase by 10 times. The fifth-generation (5G) wireless mobile communication will
revolutionize the data traffic further by the usage of IoT and other cloud-based services.
The increased data traffic will obviously increase the concern for the improved security.
Traditional cryptographic techniques used for data security, due to its established
weaknesses, are not much effective to combat new security threats aroused due to
broadcasting nature of wireless transmission.

To covert secret data from eavesdroppers without any deprivation in the infor-
mation content, one of the major solutions under popularity in recent days is Physical
Layer Security (PLS) techniques [1]. Physical layer security considers security problem
in PHY layer whereas traditional cryptographic method considers in higher layers.
Physical layer security techniques exploit fundamentals of the information theory
principles. In literature PLS is one of the prominent security tools as compared to
cryptographic methods, since it doesn’t rely on computational intricacy of the equip-
ment, which is becoming a solvable problem now. Whereas PLS will not compromise
for an adversary having splendid complexity. The secrecy in PLs can be achieved by
different methods. These are artificial noise injection to degrade signal to eavesdropper.
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Modification of signal constellation is studied in [2]. Another method is secure
beamforming to nullify the reception in eavesdropper. One of the popular PLS tech-
nique is the physical layer encryption [3, 4].

Massive Multi Input Multi Output (MIMO) networks one of the backbone tech-
nology of 5G communication [6]. Massive MIMO networks make use of large number
of service antennas which are arranged systematically and adaptively to achieve desired
characteristics in the network. Massive MIMO networks can increase the system
performance drastically in many aspects of modern digital communication. PLS in
massive MIMO networks studied extensively in literature [7–11]. In all the works one
intended user and one adversary is considered whereas one desired user with multiple
adversaries are studied in [8] for i.i.d Rician channel model. Distributed power allo-
cation technique for physical layer security is proposed in [10]. [12] studied robust
beamforming technique for beam division multiple access (BDMA) massive MIMO
system where spatial multiplexing technique is exploited for the sake of security. [9]
studied the physical layer encryption method named chaotic antenna index 3D mod-
ulation and constellation points rotated. Constellation modification in OFDM networks
is studied in [2]. [14, 15] studied active attack by means of pilot contamination in single
cell multi user single eavesdropper for i.i.d Rayleigh.

Deep learning (DL) is one of the major breakthroughs in the arena of computer
science. It is a gamechanger in almost all areas where computer algorithm serves the
function. Search engines, voice recognition, voice assistant, self-driving cars and
computer vision are some applications where DL is the benignant power. In wireless
communication technology also, deep learning has significant contribution. In literature
application of different DL models for different solutions in wireless communication
networks have been proposed [16, 17]. To best of our knowledge this is the first
attempt to integrate DL technique to physical layer security of massive MIMO network.
In our approach DL network learns the channel matrices between the legitimate user
and base station. Instead of traditional mathematical transformation of CSI in zero
forcing (ZF) beamforming and singular value decomposition (SVD) beamforming the
DL based approach self-identify the best transformation of CSI and successfully
decode at the legitimate user. The autoencoder architecture of DL is used for achieving
aforementioned security goal.

2 System Model

A single downlink massive MIMO network with Nt transmit antennas at base station
and a single receiver antenna at user terminal and another single antenna adversary is
considered, which is an active eavesdropper profess as a legitimate user node try to
modify the secret information transmitted by the base station (BS) to legitimate user
(LU) as shown in Fig. 1. The channel matrix representing channel coefficients between
BS to LU is denoted as HL.

The channel matrix representing channel coefficients between BS to eavesdropper
(EU) is denoted as Hw. The system is considered to be operated using orthogonal
frequency division multiplexing (OFDM) over Nc subcarriers.

644 C. I. Siyad and S. Tamilselvan



The received signal at LU for nth subcarrier can be shown as,

yLn ¼ hHLNxn þ zLn ð1Þ

Where, hLn € CNtx1 is the channel vector xn € C is the pre-coded data bearing
symbol sn in which the precoding of the data is done such that xn ¼ g�1 snð Þ and zLn €
C is the additive noise added.

For Nc subcarriers

fHL ¼ fhL1 fhL2 fhL3 . . . fhNc

� �
€CNcxNt ð2Þ

For the wire-tap channel

yL ¼ fHLxn þ zLn ð3Þ

yL ¼ f fUL

� �
xn þ zLN ð4Þ

Where the f fUL

� �
¼ fHL is transformed CSI the transformation function is deter-

mined by the deep learning architecture.
At the receiver the inverse operation is done.

g eyLð Þ ¼ g f fUL

� �
xn þ zLN

� �
ð5Þ

g eyLð Þ ¼ g f fUL

� �� �
:g f xnð Þð Þþ g zLNð Þ ð6Þ

g eyLð Þ ¼ g f fUL

� �� �
:g xnð Þþ g zLNð Þ ð7Þ

Fig. 1. Wire-tap channel model
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g eyLð Þ ¼ r:g g�1 snð Þ� �þ g zLNð Þ ð8Þ

The DL based algorithm design is such that it will transform optimum represen-

tation of fHL in the form f fUL

� �
and the decomposition is such that the inverse function

will cancel the effect channel coefficient such that g f fUL

� �� �
¼ r. The transformation

of fHL to its latent space representation will make the beamforming task simpler and
more precise.

g eyLð Þ ¼ r:sn þ z0LN ð9Þ

where r is the gain of the channel and z0LN is the noise at the receiver For the

Eavesdropper even though the CSI is known to the him the inverse function will not be
identified and DL model will work as a virtual key. The DL modelling of the system
can be represented as shown in Fig. 2.

3 Methodology

We use popular unsupervised learning based deep neural architecture named as
autoencoder for the above stated objectives. The autoencoders are special class of DNN
in which the input and target are the same.

The convolutional autoencoder architecture is chosen due to its ability to exploit
spatial local correlation. Convolutional autoencoders make use convolution operation
with suitable kernels. These networks learn to encode the input in a set of simple
signals and try to reconstruct input from them. Here convolutional filters are optimized
by the model itself by learning so that the reconstruction error can be reduced.

The first layer is a convolutional layer which is the input layer where the CSI values
are fed to the network for learning and the activation function used is sigmoid acti-
vation function.

Fig. 2. DL representation of channel coefficients
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Where,

fsigmoid ¼ 1
1þ e�x

ð10Þ

A kernel size of 3 � 3 is used, second layer is a dense layer which is the first
hidden layer. Third layer is another convolution layer where 3 � 3 kernel is used
fourth layer is a dense layer used for the addition of artificial noise (AN). All the
remaining layers use rectified linear unit activation layer (ReLU).

fReLU ¼ max 0; xð Þ ð11Þ

To overcome the dying ReLU problem layers 3 and 4 uses leaky ReLU activation
function where negative values are not nullified but it is made k times y where the value
of k is 0.01.

The latent space representation of the channel vectors is used for beamforming.
The CNN based autoencoder network shown in Fig. 3 is used to transform the channel
matrix. The beamforming is done as per zero-forcing beamforming except the fact that
transformed channel features are used for precoding. In the decoder side the first layer
is convolution layer where eyL is the input of size NcXNt. Second layer is dense layer
and the third layer is a convolution layer stack having 6 convolution layers with 3 � 3
kernels. The output layer is dense layer.

4 Results and Discussions

The performance analysis of the proposed DL based PLS is described in this section.
The popular deep learning library TensorFlow is used to model, train and validate the
DNN. The simulation is done using workstation enabled with Nvidia GPU. The data

Fig. 3. DL model for training and testing
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generation made use of COST 2100 and Winner2 channel models. The channel
parameters are collected based on the assumptions that 5.3 GHz band is used and BS is
positioned at the center of the cell whereas UEs are located randomly. Uniform linear
array (ULA) with Nt ¼ 32 antennas at the base station and OFDM signals with Nc =
1024 subcarriers are considered for the data generation. The input to the network is
considered in angular domain for exploiting spatial features of CSI. Separate training,
validation and testing sets are formed.

Secrecy rate and secrecy outage probability are taken as the performance param-
eters the performance of the proposed system with the variation of deep learning
parameters batch size and learning rate are studied also the proposed system is com-
pared with ZF based PLS and network with no enabled PL. The secrecy rate is defined
as the rate difference between legitimate channel and eavesdropper channel and the
secrecy outage probability is the probability that real transmission is greater than the

secrecy rate. Figure 4 shows the performance analysis of proposed system in terms of
its secrecy rate the system shows significant improvement in secrecy rate as compared
to zero forcing (ZF) based PLS. The variation is less prominent at higher SNR.

Figure 5 shows the performance analysis of proposed system in terms of secrecy
outage probability where the proposed system shows clear edge over the other method.
In Fig. 6 the independent variable considered is the number of antennas in the base
station, as the number of antennas increases the secrecy rate is also increasing.

Fig. 4. Comparison of secrecy rates of proposed system with ZF and no BF
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5 Conclusions and Future Scopes

Beamforming based on latent features of channel instead of entire channel matrix have
significant improvement over conventional techniques. The proposed deep learning
based physical layer security provides secrecy rate and secrecy outage probability
better than conventional physical layer security techniques. Also, the online training of
the DL network improves the secrecy rate and secrecy outage probability gradually
even after the deployment. The adaptive beamforming based on deep learning archi-
tecture and its performance analysis need to be studied further. Also, betterment of the
network by applying more sophisticated DL architecture is another research curiosity.

Fig. 6. Variation in secrecy rate with respect to number of antennas

Fig. 5. Comparison of secrecy outage probability of proposed system with ZF and no BF
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Abstract. This paper proposes a rehabilitation idea for partially paralyzed
people due to neurological disorders or the ones who cannot move their arm due
to an accident. Those people need aid for their routine activities which can be
provided by a controllable robotic arm. This paper deals with the kinematics and
dynamics of the robotic arm used for tracking and positioning the end effector
within the workspace of the arm. An Arduino based low-cost robotic arm
controlled by a joystick is developed. An alternate control strategy has also been
developed to control the servo actuators in a wireless technique by an Android
application via Bluetooth. The arm is designed to perform pick and place things
which are within the designed payload. The simulation mechanism of the 4R
robotic arm was designed using “RoboAnalyzer” software. The arm has been
manufactured by a strong and light weighted PLA filament of 1.75 mm thick-
ness. Parts of the arm and joints made of the servo motor casing were designed
in Solidworks platform which was manufactured by FlashForge 3D printer. By
this work, it is proposed to have low cost, a light weighted robotic arm which
may be developed further for automatic control.

Keywords: Robotic arm � RoboAnalyzer � PLA � Arduino � Servo motor

1 Introduction

Robotic arm manipulators are required for aiding people with muscular dystrophy
(MD), spinal cord injury (SCI), spinal muscular atrophy, multiple sclerosis (MS),
amyotrophic lateral sclerosis, cerebral palsy (CP), rheumatoid arthritis, post-polio
syndrome, locked-in syndrome, and another severe motor paralysis [1]. Specifically,
upper limb hemiparesis, which occurs in approximately 26% of stroke survivors [2] has
a heavy impact on bimanual tasks such as picking a tablet from its strip, holding water
bottle, etc. Arm rehabilitation is the proposed solution. There are different types of
rehabilitation methods such as the use of exoskeleton or using an interactive robotic
arm [3]. Most of the robotic manipulators available have 7 DOF [4]. Studies have
shown that providing Augmented Reality (AR) based gaming platform attached to an
exoskeleton with feedback helps in rehabilitation [5]. This AR based training helps the
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stroke patients in doing their Activities of Daily Living (ADL) [6]. In olden days some
robotic arms have been manufactured using Nylon fabric [7]. Our arm can be operated
with two fingers using a joystick or with an Android app via Bluetooth. By this, they
can pick and place objects like fruits, medicine, etc. within the designed payload for
their daily routine. For making such a robotic arm in low cost and custom build
programming, it is required to design the kinematics of the robot for meeting the
desired trajectory and the location of the end effector placed at the required position. So
the design is tested in a simulation environment and would be implemented in a real
system. RoboAnalyzer [8] is the platform that guides to realize the design of robots and
used for making simulation study such as forward kinematics, forward dynamics,
inverse dynamics and estimation of torque.

This project focuses on the people who need temporary aid for day to day activities
at a low cost. It is not only restricted to a neurological disorder but also due to
accidents. The objective of our project is to design a 5 DOF robotic arm. It helps the
people who can’t move their upper arm. The arm should not be of heavy mass as it will
increase the torque of the actuators. So it is preferred to design it using lightweight
materials. Poly-lactic acid (PLA) filament is a material which has high tensile strength
and less weight when compared to other materials. Due to its property, the parts can be
fabricated by 3D printer design using SolidWorks.

2 Robot Dynamics

A Robot consists of rigid bodies space (links) connected by joints, and the joints are
driven by actuators. The actuators can be hydraulic/pneumatic/electric. It is proposed to
use servo motors as actuators which are electrically controllable for position control
application. As per the flexibility and reachability of the object, the number of links
gets increased. The links are controlled by a servo positioning motor which places the
link at the programmed location. The complexity of the robot arm depends upon the
number of actuators to be controlled, and it is mentioned as “Degrees of Freedom”
(DOF) of the robotic system. The DOF is defined as the number of independent
variables that should be specified to locate all parts of the mechanism. The number of
joints in the arm determines the degrees-of-freedom (DOF) of the manipulator. In this
paper, a 5 DOF serial manipulator with a gripper as an end-effectors is considered for
fabrication using 3D printing technology. The end-effector is the part of the arm that
does the desired work. Generally, there are two types of joints used in a robot arm.
They are Prismatic (P) and Revolute (R). A revolute joint is used for the operation of
this robot arm. For calculating the position and orientation of the object in robotic arm
kinematics and dynamics of the system is essential.

Kinematics is the science of an object’s motion without considering the forces
acting on the system. Dynamics is the science of an object’s motion by examining the
effects causing the changes in the mechanism. In Forward kinematics, the position and
orientation of the end-effector relative to the base frame are computed. By providing
the joint angles, the arm position can be predicted by neglecting the forces acting on
it [9]. The joint angle is a parameter which is the angle between a joint and the
reference base frame. Inverse kinematics is the reverse process of forward kinematics.
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The position and the orientation of the end effectors are known in inverse kinematics.
The joint angles should be calculated, to attain the position and orientation without
considering the forces acting on the system. It is mandatory to understand the robot
dynamics before the attempt of controlling the end effectors. Any robotic system model
needs the knowledge of underlying dynamics to place the arm in the required location.
It also helps to design actuators and their inputs that move the link to reach the set value
with less overshoot and time consumption.

3 Proposed Methodology

3.1 Kinematic Equations

The coordinate equation of the robotic arm kinematics [10] is given as

X ¼ cosðh1Þ½a4 cosðh2þ h3þ h4Þþ a3 cosðh2þ h3Þþ a2 cosðh2Þþ a1�
Y ¼ sinðh1Þ½a4 cosðh2þ h3þ h4Þþ a3 cosðh2þ h3Þþ d2�
Z ¼ a4 sinðh2þ h3þ h4Þþ a3 sinðh2þ h3Þþ a2 sinðh2Þþ d1
d ¼ h2þ h3þ h4

where, a – Link length, d – Joint Offset, h – Joint angle, a – Twist angle

In context to develop a 5 DOF robotic manipulator with an end effector, some
important parameters are to be considered. The robotic arm can be modeled based on
Link length, Joint Angle, Twist angle, Joint Offset. The forward kinematics can be
calculated by using the Denavit-Hartenberg convention. The forward kinematics of the
robotic arm is predicted using “RoboAnalyzer” software. Table 1 shows the dimen-
sions and angles of various joints corresponding to the length and twist.

4R type serial manipulator is the design which has four rotary joints considering the
fifth joint as an end effector. From the forward kinematics, we can find the end-effector
position for a set of given joint angles. The inverse kinematics has been developed by a

WB

Fig. 1. Coordinate axes at each link of robotic arm and estimated force

Microcontroller Based Low Cost Robotic Arm for Rehabilitation 653



look-up table, such that for a specified end-effector position, the corresponding joint
angles are calculated by assuming Cartesian coordinates.

3.2 Torque Calculatıon

The following parameters are defined for Force Estimation as in Fig. 1.

Length of AB LABð Þ ¼ 12 cm Length of BC LBCð Þ ¼ 5 cm
Length of CD LCDð Þ ¼ 10 cm Weight of link B WBð Þ ¼ 0:030 kg
Weight of link C WCð Þ ¼ 0:030 kg Weight of motor at C CMð Þ ¼ 0:050 kg
Weight of motor at D DMð Þ ¼ 0:050 kg

The force equation is derived from Fig. 1 as stated in [11],

Table 1. The DH parameters of the manipulator

Joint Link length (a) Joint offset (d) Twist angle (a) Joint angle (h)

1 7 cm 1.5 cm 90° 0 to 180°
2 7 cm 1.5 cm 0° 0 to 120°
3 7 cm 1.5 cm 0° 0 to 120°
4 7 cm 1.5 cm 0° 0 to 80°

Table 2. The lookup table for inverse kinematics

S
No

The joint angle from base to end
effector (degree)

Position of the end
effector (cm)

Joint angle d
(degree)

1 h1 = 0 P(30.5, 0, 0) 0
h2 = 0
h3 = 0
h4 = 0

2 h1 = 30 P(14.1955, 1.25, 20.33) 90
h2 = 30
h3 = 30
h4 = 30

3 h1 = 45 P(3.4748, −4.9999,
20.5562)

135
h2 = 45
h3 = 45
h4 = 45

4 h1 = 60 P(−1.5, −10.825,
14.722)

180
h2 = 60
h3 = 60
h4 = 60
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X
FY ¼ LþDM þWC þCMð Þg� CY ¼ 0

Substituting the equation with values as mentioned above, we get: CY = 6.174 N

X
TC ¼ � WC � LCD=2ð Þ � L LCD þLDEð Þ � DM LCDð ÞþTC ¼ 0

Substituting values, we get TC = 0.0575 Nm.

X
TB ¼ ð�LÞ LBC þLCD½ � �WB LBC þLCD½ � � DM LBC þLCD½ �

þWc LBC þLCD=2½ � � CM LBCð Þ �WB LBC=2ð ÞþTB ¼ 0

Substituting values we get TB = 0.13375 Nm.

TB & TC is the required torque at joint B and Joint C.

4 Sımulatıon Results

The dimensions of the 4R manipulator such as the length of the link, the mass of the
link, the joint angle, twist angle, and the joint offset is provided as the input to the
software. Based on the input parameters the torque at every joint has been plotted in

δ = 0˚ δ = 90˚

δ = 135˚ δ = 180˚

Fig. 2. Position of end effector for various d value
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Fig. 3. The actuators have been chosen based on the torque value. The software
package has computed the forward kinematics, forward dynamics, and inverse
dynamics. We have calculated the inverse kinematics of the system manually by
mathematical modeling. The equations and the frame of reference of every link is in
Fig. 1. The manual calculation of the end effector position as in Table 2 correlates with
that of simulation result as in Fig. 2.

The torque prevails in the processing of joints are shown in Fig. 3 that it is close to
the predicted value of torque in various locations.

5 Hardware Implementation

The robotic arm design can be fabricated as light weighted and considerably strong
enough to lift the load. The advantage of polymers is included in robotic arm parts
fabrication. Polylactic acid (PLA) filaments are the lightweight, strong and
biodegradable material which can be used in a 3D printer. PLA filaments are organic
materials made from sugarcane and cornstarch. The parts of the robotic arm can be
designed in Solidworks simulation environment to have various joints and provision
for placing servomotor firm into the fitting [12]. Figure 4 shows the sample parts of the
arm which can be fabricated using PLA in 3D printing technology.

The fabricated part by PLA filament are comparatively strong enough to withstand
the payloads as compared to Acrylonitrile Butadiene Styrene (ABS) [13] shown in
Table 3. PLA printed solids can be encased in plaster-like molding materials, then
burned out in a furnace, so that the resulting parts can be filled with molten metal. PLA
has the second largest production volume of any bioplastic as it is biodegradable. It is
also less in weight as compared to steel with reasonable strength.

Fig. 3. Measured torque in RoboAnalyzer
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Arduino Uno is chosen as the microcontroller for the control of the robotic arm as it
is required to drive the four servo motors. The servos can be controlled by a joystick or
by an Android app containing slider whose values are transmitted to the Arduino via an
HC-05 Bluetooth module. The slider values represent the values to be sent to the
potentiometer of the servo motor. From torque calculation, the arm drive torque is
calculated in the joints B and C as 0.133 Nm and 0.05 Nm. In order to implement it to
hardware the servomotor selection is crucial. The Stall torque of servo MG996R is
0.9218 Nm and for micro servo SG90 is 0.2452 Nm. Hence for making convincing
drive 2–3 times higher torque rating is needed to meet the load requirements and
withstand overload. So MG996R servo is used at joint Band micro servo SG90 is used
at joint C.

The servomotor placed in the slot of the robotic arm can be programmed to operate
as per the desired inputs based on the control signal given to the motor. The hardware
part contains four servo motors which need to be operated simultaneously to make the
end effector to reach the destination point. The Arduino programming should generate
a PWM signal of 50 Hz frequency and variable duty cycle of 0–12% as per the
datasheet information of SG60 [14] shown in Fig. 5. The duty cycle values for end
effector positioning is in Table 4. The control signal needs to be in this range to track
the desired trajectory and positioning of the end effector.

Fig. 4. Solid works design of robotic parts

Table 3. Material properties for robotic arm fabrication

Properties ABS PLA STEEL

Tensile Strength 27 MPa 37 MPa 400 MPa
Elongation 3.5–50% 6% 8.0 to 55%
Flexural modulus 2.1–7.6 GPa 4 GPa 100 to 200 GPa
Density 1.0–1.4 g/cm3 1.3 g/cm3 7.9 g/cm3

Melting point Amorphous 173° 1370°
Biodegradable No Yes No
Glass transition temperature 105° 60° 0°
Coefficient of thermal expansion 90 µm/m °C 68 µm/m °C 33.75 µm/m °C
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The complete hardware setup is in Fig. 6. It is a prototype model which is fabri-
cated and implemented for test purpose. Each link has been designed in Solidworks
platform, and 3D printed using PLA filament of 1.75 mm thickness. The power supply
rating is 5 V and 2A adaptor which power the Arduino board and robotic arm. From
this, the real implementation is possible by further improvisation.

Fig. 5. Servomotor drive frequency and duty cycle

Table 4. PWM signal generation by Arduino for positioning the end effector

Position Datasheet value Duty cycle

0° 1 ms 3%
90° 1.5 ms 8%
180° 2 ms 10%

Fig. 6. A prototype model of robotic arm fabricated using PLA filament
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6 Conclusion

A robotic arm is designed whose base frame is vertical axis similar to that pick and
place operation of the human arm. The prototype model is having lightweight, durable
and biodegradable properties by PLA material. It can be fitted in to satisfy the needy
people’s day to day activities. The position, orientation and motion planning of the
robotic arm are performed via RoboAnalyzer software package and validated using
Arduino based controller model. In future it may be extended with a realistic model of
the human arm and the control may be automatic with the proper selection of sensors
and signal processing.
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Abstract. A landslide can be termed as the movement of a mass of rock, debris
or earth down the slope, when the shear stress exceeds the shear strength of the
material due to factors like accumulated rainfall, moisture or a wide range of
ground movements. The local people who are living near the hilly areas are the
ones that will be affected by this disaster as they have no time to react at all. It
causes death, injury and property damage and adversely affects a variety of
resources. Efforts to measure and to monitor potential landslides are required to
ensure human safety and to protect civil infrastructure. Proper monitoring and
awareness can help in saving lives and reduce property damage. The recent
floods in Kerala, India caused numerous Landslides which lead to many deaths
and major destruction in the mountain regions of the state. Kerala, India is very
much vulnerable to landslide hazards. Existing methods include manual
inspection using surveying equipment such as electronics distance measurement
(EDM), levels, theodolites and total stations. The aim for our project is to
develop a system using IoT to inform human individuals about potential land-
slides automatically, if any pre-failure slope deformations are identified. It uses a
network of IOT that helps in updating the information about landslide on the
Android App. Moisture Sensor, Vibration Sensor and Accelerometer are
employed in the system that detects landslides as some critical values will be set
for these sensors. If the value exceeds these critical values, then people will be
notified the forthcoming landslide and huge loss can be prevented. So, this
telemetry project helps to make the residents aware about the forthcoming
disaster and can help to tackle the situation better. The fundamental concern of
this project is to build up an early landslide warning system while using min-
imum resources without yielding on the efficiency of the unit.

Keywords: IoT � MQTT � Cloud computing wireless sensors

1 Introduction

Landslides are disasters that occur naturally in a short period due to the variations in
environmental actions. It causes huge threat to human lives, property damage and
damages to the properties of agriculture. In India, there are several places which are
much prone to landslides. Usually, landslides occur during rainy season as part of other
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natural disasters like earthquakes, floods and volcanic activities. So here arises the need
of landslide detection and alert system. Technology based on IoT has the ability of real-
time detecting of landslide losses and large-scale deployment. Network based on IoT
helps to detect the slope instability or even the modest movements of ground. In a few
cases, human exercises and extended improvement, for example, deforestation and
changed inclines of land, can expand the events of landslide. We plan to utilize the
remote wireless sensor arranges in the landslide inclined regions for evaluating the
opportunity of event of landslides. Remote wireless sensors are one of the innovations
with huge progressions that can rapidly react to quick changes of information and send
the detected information to an information observing centre by means of cloud. Sensors
are much simple for establishment, which can be situated legitimately upon the land
body, or in the environment, to give ongoing information on the landslide activity. The
main goal of the project is to make people aware about the forthcoming disaster and
thereby enhancing the daily life which comes to a stop at whenever a landslide occurs
in their place of occupation using the IoT technology. The system is capable of pro-
viding intimation to the rescue operators with proper details of the spot so that required
rescue operations can be carried out without any delay which results in an efficient
disaster management. It also allows decisionmakers to take measurements for the
protection of the citizens.

• The goal of the project is to make people aware about the forthcoming disaster and
thereby enhancing the daily life which leads to a stop whenever a landslide occurs
in their place of occupation.

• Provides information to the rescue team with proper details of the area.
• Helps in efficient disaster management.

2 Related Works

Various authors have discussed and proposed several landslide detecting techniques
using the modern technologies.

According to the publication [1] this research focuses on alerting the general
population here various IoT sensors are used for detecting any kind of change in the
ground movement. The accelerometer can easily detect horizontal as well as angular
movements. It would detect small as well as the abrupt changes in the area around the
sensor. The user would also be able to send a message or call the disaster management
authorities in case of any kind of query and they would be able to interact with the
authorities for sufficient help.

According to the publication [2] this paper makes use of a network of IoT that helps
to update the information regarding landslide on the internet. Vibration sensor and
Moisture Sensor are used to detect landslides based on the pre-defining the threshold
values of the sensors, if the value exceeds these threshold values, then people will be
notified about the forthcoming disaster and huge loss can be limited to an extent.
Raspberry Pi takes the data and updates the information onto the webpage by using a
MQTT protocol.
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According to the publication [3] findings it is not hard to recognize the power of
wireless sensor network used for real-time monitoring system. In previous work WSN
is one of the surfaced-up areas which are widely being used for the expansion of real-
time monitoring system. This paper discusses about advancement of a wireless sensor
network to detect landslides, which combines development and design of WSN for
real-time monitoring system.

In this paper three monitoring techniques are used. According to the publication,
this paper proposes a disaster the board framework and departure framework for
individuals, utilizing Google Maps [4]. Here the users with android device having the
android application installed can register the multiple receiver or family member or
friends to send SMS at a time to send notification for help. An additional feature sends
the current position obtained by the GPS and including shortest path of shelter or safe
zone on the map of the application.

3 Proposed System

The main purpose of the proposed framework is to build up a real-time detection of
landslide factors and also to create an android application whereby users can receive
the alert information on time. Whenever landslides occur, the prime issue is the delay
occurred in addressing the local people residing in remote areas and the concerned
departments about the forthcoming landslide alert. Manually passing the alert messages
consumes a prime amount of valuable time as the information needs to be passed from
one department to the other and in-between if any loop hole occurs, may lead to severe
damage [5]. Hence, there is an utmost need for creating a system that can immediately
detect slope deformations and send simultaneously alert notifications to everyone
concerned with no man power required. To satisfy the requirement, the automatic
landslide alert unit is developed. The system is designed to inform human individuals
about potential landslides automatically, if any pre-failure slope deformations are
identified. It uses a network of IoT that helps in updating the information about
landslide on the Android App [6]. The sensor module and a transmitting unit are used
for remote correspondence. The obtained information is sent to the IoT server where
these values are stored. Warning sensors are installed at remote location which will get
activated when sensors values exceed prescribed limit [7]. All sensor modules are
connected to the Arduino Nano Controller. Vibration sensor is interfaced digitally,
moisture sensor is coupled to the analogue port of the controller and the accelerometer
uses I2C interface to the microcontroller [8]. The data collected from sensors are sent to
the Raspberry Pi Zero-W from which the sensor values are transmitted wirelessly using
the inbuilt Wi-Fi module to the IoT Cloud (Fig. 1).

From the Raspberry Pi we use MQTT protocol to send the values received directly
to the Cloud. The data uploaded is then collected by the Android Application, where
alert & sensor data are displayed by comparing it with the previously defined threshold
values. If the values obtained from the sensors are above the particular threshold limit
then an alert message is sent via the app also a text message is sent to the user [9]. We
have divided the alert in two phases an Orange Alert and a Red Alert for the people to
take precautions and to move to relief camps. The app also shows the exact location
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coordinates of the landslide detected area and it also features a list of helpline numbers
to call in case of emergency. Also the buzzer is connected to Arduino to give a local
alert to nearby people indicating occurrence of landslide by setting off an alarm.

4 Hardware Description

The major hardware requirements of the system are:

4.1 Soil Moisture Sensor

The Soil Moisture sensor includes one pair of probes that is inserted inside the soil.
When current pass through the probes the level of the resistance is known. The sensor
uses 2 probes that will read the resistance to get the moisture level. The output of the
moisture senor is an analogue value that is joined to one of the analogues to digital port
available in the microcontroller.

4.2 Accelerometer

Accelerometer MPU 6050 is implemented here. The sensor senses whether there is any
movement in the angle of sensor if so, it sends the data of movement of angle to the

Fig. 1. System architecture
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corresponding receiver side. The MPU-6050 devices integrate a 3-axis accelerometer
and a 3-axis gyro meter on the same silicon dye. It is placed on the soil or land and if
any movement occurs then the sensor detects it and transmits data so that an alert can
be send via the app.

4.3 Vibration Sensor

Vibration module depends upon the vibration sensor and Comparator to detect if there
is any vibration beyond the threshold set. The On-board Potentiometer is used to
balance the threshold value. It occupies a 15 mA rated voltage and a 3.3 V–5 V output,
digital output switching (0 and 1) a bolt sized hole for ease in installation with small
board PCB having dimensions: 3.2 cm � 1.4 cm using wide voltage compactor
LM393.

4.4 Arduino Nano

Arduino Nano is designed to be a compact, compete and breadboard-friendly board
based on the ATmega328P. It is similar to the Arduino UNO but has a slightly different
package. It makes use of a Mini-B USB cable. Input Voltage is 5 V, and consists of
14 V digital I/O pins and 8 analogue input pins.

4.5 Raspberry Pi Zero-W

Raspberry Pi Zero-W has an inbuilt WIFI module, Bluetooth hence it is ideal for IoT
projects with embedded connections. It is designed to be compact and flexible with
mini connectors and 40-pin GPIO. The main powerhouse on the Pi is the 1 GHz
BCM2835 single-core processor with 512 MB RAM. Raspberry Pi Zero-W is 4 times
efficient and faster than the original Raspberry Pi version but is only a fraction of the
cost of the present RPI3.

5 Software Algorithm

The system monitors continuously for movements inside the earth and checks for any
pre-failure slope deformations are identified. The sensor module detects soil move-
ments, and variations in soil and furthermore would publish the data to the server using
in-built WIFI module in the Raspberry Pi Zero-W [10]. From the Raspberry Pi we use
MQTT protocol to send the values received at the transmitting end directly to the
Cloud. The data uploaded is then collected by the Android Application, where alert &
sensor data are displayed by comparing it with the previously defined threshold values.
The system again monitors for land movements and moisture content to check whether
landslide will occur [11]. If the values obtained from the sensors are above the par-
ticular threshold limit then an alert message is sent via the app & also a text message is
sent to the user’s cell phone. We have divided the alert in two phases an Orange Alert
and a Red Alert for the people to take precautions and to move to relief camps in case
of a landslide development [12]. The app also shows the exact location coordinates of
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the landslide detected area and it also features a list of helpline numbers to call in case
of emergency (Fig. 2).

6 Result and Analysis

The proposed setup of the Landslide Disaster Management is shown in Fig. 3. As soon
as any pre-failure slope de-formations occurs the sensor unit of our system is triggered.
When the vibrations and the soil moisture exceed the safety critical value at any time,
an alert message is sent to the android application as well as a local alarm is set off.
Vibration sensor is interfaced digitally, moisture sensor is connected to the analogue
port of the controller and the accelerometer use I2C interface to the microcontroller.
The sensor module senses soil movements and variations in the moisture content and
transmits this data real time to Raspberry Pi, which then collects the data payload and
publish to the MQTT host address. The information is published as a separate topic to
which our Android Application is a subscriber. The information is then gathered by the
Android Application, where alert and sensor information are shown by comparing it
with the pre-defined threshold values. If the values obtained from the sensors are above
the particular threshold limit then an alert message is sent via the app and also a text
message is sent to the user’s cell phone (Fig. 4).

Fig. 2. Flowchart of the proposed system
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7 Conclusion and Future Work

In this paper, we implemented an automated landslide monitoring and warning system
using minimum resources that would alert the users about the forthcoming disaster and
also give proper location coordinates of the area to the proper authorities via the
App. In future, we propose to further improve the method of disaster management by

Fig. 3. Basic hardware setup

Fig. 4. Home screen of application
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including seismic activity detecting modules to predict occurrences of earthquakes that
may occur and notify the people in advance.
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Abstract. In recent days, parents are discomfit about their school going chil-
dren as kidnapping cases of students has been increasing from day-to-day. It is
very important for every school to have an incorruptible and reliable transport
service to make sure that the students are safeguarded. Nowadays students wait
for a longer time for their school bus arrival standing near roads which is unsafe
for them. Even though there are some of the technologies to ensure the safety of
students, they were not able to provide abundant information to parents. Without
their notice, they might exit at wrong stops. To reduce parent’s uneasiness about
their school going children, this project presents the evolution of a school bus
monitoring system which provides information about location, speed and bus
arrival prediction time. It also identifies student’s location within the school
campus. This is done through the technology – (IoT) Internet of Things.
Tracking of school bus is done by GPS (Global Positioning System) technology.
The system alerts parents by notifying them. This is achieved through GSM
(Global System for Mobile applications). RFID (Radio Frequency Identification)
identifies unique id given to each individual. The bus track system provides
solution for tracking school bus on smart phones. Also an algorithm is imple-
mented to calculate the arrival time of the bus in addition to tracking. The
information can be accessed by parents through mobile application and they can
continuously monitor their child.

Keywords: IoT � RFID detector � GSM � GPS

1 Introduction

Child security is the biggest problem nowadays, school management and parents are
worried about the lack of children’s security. This child security system full fill all
security gap and gives the better service. RFID MFRC522 reader is used to identify
each student by reading the unique ID from the card and is being placed with RFID tag.
Raspberry Pi can also be used, but it’s been neglected in this system since it is
expensive. Since HTTP connection is not encrypted this system is unsecured and is
vulnerable to hacking [1]. GSM is used to send message to parents whenever student
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enters and exits the bus. Parents are also alerted through short message if the school bus
scheduled route is changed. The paper does the integration of both hardware and
software. Hardware module includes tracking system and software module includes
Kalman filtering algorithm and android application. Core part of tracking device is
Arduino Mega Microcontroller which is used to control the tracking system of the
school bus. This GPS (Global Positioning System) provides high accuracy and gives
exact geographic coordinates anywhere on Earth. 100% accuracy is not possible using
a single algorithm and it is been found that accuracy can be enhanced by using other
algorithms like machine learning algorithm [2]. Even though there are many problems
arising day by day, considerable attempt is not been done to overcome the existing
problems. The paper presents the school bus monitoring system with local constraints
and speed sensors using IoT (Internet of Things) architecture. The system has used
MQTT (Message Queuing Telemetry Transport) to extend internet in order to reach
sensors connected which intern helps to transmit information likes location and speed
through data packets. Global communication is provided over IP from Internet of
things. The format called EPC Pure Identity URI is used to identify each object in the
world uniquely [3]. The model consists of different modules such as RFID module,
OBD module, sensor and a mobile hotspot. Initially, the data collected i.e., temperature
and humidity is fed to the microcontroller. Later OBD collects the real time data and
sends to the microcontroller using an interface called RS-232 interface. OBD/CAN is
directly interfaced with bus and conveys information to the server using 3G/4G con-
nectivity and MQTT. OBD module collects real time data and transmits to micro-
controller. Whenever student enters and leaves the bus arduino microcontroller
captures a record with time and date [4].

To transmit huge amount of data, electronic control system and unit display is
placed inside the bus. CAN (Control Area Network) is used widely in automotive
internal network since it is highly stable and of low cost. Transmission is done
whenever mailbox has the highest priority and transmits when CAN bus is idle. STM32
processor is responsible for exchange of data between the whole CAN (Control Area
Network) and even the world outside [5]. In the period 1994–2001, 360 children were
injured or killed by school transportation when travelling from and to school. Based on
the workshop conducted with the experts invited, outcome resulted in choosing driver
support system. The aim of this paper is to take next step towards improving school bus
transport system. In order to have a safe view of school transportation from door to
door, this system aimed to have a holistic approach. Holistic approach optimizes the
bus route plans and can re-route if there are any traffic issues [6]. The proposed smart
bus tracking system helps in estimating the arrival time of the bus by scanning QR
codes (Quick Response code) placed at bus stops. By scanning this code, we can also
view the current location and route of bus on the map. An algorithm called C4.5 is used
to calculate bus arrival time so that waiting time of passenger’s is minimized [7]. The
design of transportation system for people more reliable who depend on public
transportation as people will be in a hurry to reach their place. As soon as the central
server receives coordinates from the GPS, bus arrival time is predicted by applying
algorithm using speed pattern. Location of bus is represented by green mark and red
marker indicates the location of passenger. With respect to bus stop and bus’s current
location, arrival time of the bus is predicted [8].
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Tracking vehicle device which mainly uses the service called SMS (Short Message
Service). This model sends information to mobile phones through SMS about the
coordinate (location coordinate) whenever request is sent. Using the application such as
Google map vehicle tracking is done by integrating both GPS (Global Positioning
System) and GSM (Global System for Mobile Applications). Use of Internet (software)
helps in viewing the distance travelled, exact location of the bus and the speed in which
it is travelling [9]. For RFID security and work, an algorithm is implemented and is
enhanced between tag and reader. The use of RFID is limited by security concerns and
delay is standardized [10]. Radio nodes of low power tags and readers are introduced to
catch the number plates on highways. The tag which is away from RFID reader within
the range of 80 m tend to transmit the ID through channel of RF by using a scheme
called novel collision avoidance scheme [11]. RFID distributed antenna array system
has been demonstrated by the use of 2*2 planar antenna [12].

The system explains low cost school bus monitoring system which tracks location,
speed and other information. Tracking is done by taking into account the geographic
coordinates from GPS which is placed in a bus. RFID reader reads RFID tag and alerts
parents by sending notification. Ublox 6M GPS is used in this paper to monitor the bus
continuously and real time location, speed, route of the bus is being frequently. These
emerging systems have failed to provide abundant information. Some are too expensive
also. Our proposed system ensures the safety of each student by giving unique id
number, once the student enters the bus RFID reader reads the id placed in each
students tag and sends the information to the microcontroller. The information can be
accessed by parents through mobile application and they can continuously monitor
their child anywhere at any time. Message is been transmitted through GSM (Global
System for Mobile application). This system not only has the feature of tracking the
bus, speed, predicting arrival time of the school bus. There is also an advantage that, if
parents want to know their student activity at any instant time, they can watch them
with the help of CCTV which is located in the school campus. Parents will also be
notified if the bus is delayed from the scheduled timing. All the information will be
stored in predefined database.

2 Architecture of School Bus Monitoring System

Figure 1 shows the block diagram of school bus monitoring with RFID detector
system. We have placed RFID detector in the door of the bus. This RFID detector is
connected to the controller; we read the data of RFID with the help of SPI commu-
nication. Once any student with the unique ID enters the bus, RFID detector will detect
the card. In this process card is a passive device, RFID detector is an active device.
Continuously it will transmit the signal with the help of transmitter, if the same signal
falls on the card it will be reflected back. With the help of receiver we can collect it and
send it to the controller.

Power supply to the RFID detector is given with the help of controller. Once the
RFID data is collected, that should be identification. For the identification, the same
unique number starts comparing with the previously stored data which is placed in a
database. To fetch the database data, the controller need to be given the signal through
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Wi-Fi device to the particular website which is already defined and stored in a con-
troller. Once the website has been detected by the controller, it will ping the database
with the help of web services and start fetching the data present in database.

Once any data match was found, controller can be able to recognize the unique ID
which is passed through the door and it will send the message to parent with the help of
GSM model. If the same unique ID is detected second time, the controller is already
known that the same card is passed through the door. It will send the message to parent
saying that the particular person has been de-boarded the bus. It will not only do the job
of detection of RFID number, it will also do the job of detection of location with the
help of Ublox 6M GPS model. Here, we have found the latitude and longitude of
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Fig. 1. School bus monitoring with RFID detector system
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particular bus with the help of GPS. With the help of latitude and longitude, we can
identify where the bus is located. If the bus is 3 stop before the destination of any
particular parent, GSM module sends message to parents. While doing this process,
controller need to know the number of parent related to that particular place. This can
be identified with the help of database. Once the location has been traced, controller
will start fetching the data of parents. Once all the data of parent got fetched, then
controller will send the message to particular parent number.

3 Integrated Model of Child Monitoring System

Figure 2 shows the block diagram for integrated model of live video streaming child
security. This system not only helps to detect the boarding and de-boarding of the
student into the bus, it also helps us to monitor student within the school premises. To
do the above job camera need to be connected to the controller, we collect the data from
the camera and send it to the online application for live video streaming.. ESP32 is used
to provide the connection between blynk software and the controller. ESP is driven by
relay switching device which intern is driven by the controller where GSM is con-
nected. Once any parent want to see their child inside the school campus, they should
go to the application which is running online and ping the nearby router with the help
of student unique ID. Once ESP got pinging from any website, it will start searching for
the unique ID placed near the controller. Then it will be connected to the camera nearby
the student and will give live streaming to parents. If ESP is not able to find the unique
ID surrounding it, it will transfer the call from first ESP to next ESP. The process will
go on until the student is found in the campus. If student is not at all found, then
automatic message is generated from the application and the same is sent to the
guardian present in the school as well as the school principal.

4 Algorithmic Flow

4.1 RFID Detection System

Figure 3 shows the algorithm flow of RFID detection. Initially all systems are in switch
off mode. Once the bus is in ON condition, it will activate the controller. Controller will
come back from sleep mode to switch ON mode. It will not only switch ON the
controller, it also switches ON the devices connected to the controller and power is ON
with the help of GPIO pins. RFID detector is waiting for the RFID unique number
present on any card. With the help of SPI it will take the data from RFID, makes string
of data, compare the same data with previously stored data. If the detection is from first
time, increment the detection value by one.

As the comparison got over, identify student name, unique ID and send the mes-
sage to parents saying that student boarded the bus by fetching the parent information
from database. If the RFID number detection is second time, do the process same as
that of the previous, make RFID detection count to zero. Then send the message saying
that student de-boarded the bus.
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4.2 Bus Location Tracking System

Figure 4 shows the flow chart of algorithm flow of bus location tracking and sending
the message to parents before 3 stops as we discussed in the earlier discussion once the
bus is ON. When GPS gets switched ON, it will collect latitude and longitude of the
bus position and the same latitude and longitude have been compared with the Google
map data by fetching the information from the Google map. Once the bus location got
spotted, it will start sending the message to parents with the help of GSM model before
3 stops. To send the message to parents, it needs to be known the information of the
parent mobile numbers which is stored in the database. First it needs to fetch the
information of the parent mobile number and send the same information to the con-
troller. It will help to send message to parents saying that bus has been reached to the
particular place and bus will reach the next 3 stage by predicted times.

5 Result and Discussion

Experimental set up has been constructed in the lab for execution and appropriate
output. Initially, it needs to identify the location, for that purpose we used Ublox 6M
GPS model. In this model we can accurately get the latitude and longitude of present
location wherever the model is placed. For the initial setup, GPS is connected to
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Arduino to get latitude and longitude with the help of serial UART communication
method. Once we start obtaining the location with the help of latitude and longitude,
GPS is integrated with the school bus and start taking the various location latitude and
longitude wherever the bus path will move.
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Spot the bus in the map

Send the location of bus to parents 
mobile

Check bus 
stream to 
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Send message to all parents regarding 
reaching destination

End

NO
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Fig. 4. Bus location tracking system
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After taking the data’s, we started storing the latitude and longitude details in web
database so that whenever GPS will go to the same location that latitude and longitude
will get ping by the present originated data. Our next job is to send the message to the
concerned person. In this experimental model it is decided to send message to con-
cerned person before 1 km to the boarding point. To do this job, initially we need to
upload the mobile number of the concerned person in a same place where the latitude
and longitude will be located. According to the latitude and longitude, parallel we
assign the number. Now, we integrated the GSM model with the GPS model and the
arduino and start testing the result. While testing, initially GSM model start sending the
latitude and longitude location to the concerned mobile number which cannot be
identified by the common people. To overcome this problem and simplify the appli-
cation in the backend, for the particular latitude and longitude we have only assigned
the location and the same will be assigned to the parent mobile number. Once after this,
parents start getting the message of the exact location of the bus and they can track the
bus on Google Map. Figure 5 shows one of the location obtained and placing the arrow
mark on the Google integrated map with GPS and GSM model.

The bus tracking as well as child monitoring system will help to increase the
security but inside the campus it is not possible to track the student until and unless
student identification is pin to the local web server with the help of nearest router. With
the help of this system we can able to track the student inside the campus by locating
the students on the map of the school structure. But this system cannot able to give the
live streaming video to the parents or else to the management of school the design
system we adopted the live video streaming technology to monitor students inside the

Fig. 5. Tracking location of the bus
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campus by the parents as well as the school management to do above process initially
we use the three camera at the different places and the camera is connected to ESP32
controller.

This project integrated the blynk software for the application of live streaming.
Initially we set the very high bandwidth or else the data rate for the live video streaming
and sent a video call request from the parent mobile number with the help of blynk
software successfully student place got identified with the help of unique RFID passive
card and nearby camera automatically switched on and provided the live video
streaming. Figure 6 shows the graphical representation of various protocols and the
time of maintaining video streaming. To check the continuous process instead of
providing high power bandwidth we reduce the bandwidth 4G sim to 3G and continued
the process even with the help of 3G we got a video streaming of two minutes average
and maximum up to five minute without any destruction. Next process is to change the
2G sim to 3G and check the video streaming for very low data rate the video streaming
were started with lot of destruction and call has been disconnected with lesser than 15 s
by this we found that we can able to get the live streaming of video using 2G and 3G
sim. Next process is to check with the help of Wi-Fi by varying the bandwidth or else
the data rate initially we kept the 500 Mbs data gone for the live video streaming is
successful similarly for 30 Mbs, 20 Mbs and 10 Mbs data transmission has been done
without any distortion.

6 Conclusion

To increase the child security, the system is integrated with GSM, GPS as well as live
video streaming technology. Each and every point of the bus is monitored by GPS and
sends the information to the parent’s mobile number with the help of GSM model.
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GSM model not only sends the information regarding the bus position it also helps to
send the boarding and de-boarding of the student to the bus. One of the most advanced
technologies of live video streaming with very less bandwidth has been obtained and
tested with 2G, 3G, 4G and Wi-Fi with different bandwidth. For the future experi-
mental purpose, integration of two to three simultaneous live video streaming for a
different number can be done.
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Abstract. Cloud storage is an efficient solution for storage needs of organi-
zations and individuals. But the data outsourcing and data transfer using the
same network makes the cloud data more sensitive for attacks. Hence providing
security to the cloud data while in storage or transit requires a prime concern.
The denial of access to a third party also must be ensured for the confidentiality
of stored data. In this paper, Rubik’s cube based encryption with data spitting
technique is introduced to securely storing and transferring cloud stored medical
records. And the role of the third party auditor also limited to verifying the user
only. The multiple number of encryption and denial of access to the third party
ensure that the data is protected in the cloud.

Keywords: Cloud computing � Rubik’s cube encryption � Data analysis � Data
splitting � Medical record

1 Introduction

Different varieties of new technologies are introduced in the IT field because of the
growth of distributed computing and network technology. Beyond any other tech-
nologies, IT currently concentrates on big data and cloud computing. Cloud computing
provides its services on-demand, which is available anywhere at any time irrespective
of the geographical location. As cloud services become more popular the security of
cloud stored data requires a prime concern. Because due to the hike in the number of
cloud storage user’s there are chances for data loss and trespasser attacks.

The cloud stored medical records requires considerable concern because these data
sets contain personal and sensitive information’s about patients. There is a chance that
medical insurance companies or other attacker’s abuse this outsourced sensitive
information for their uses. The different sensitive information’s that must be kept
confidential in medical records are phone number, medical insurance number and
disease details etc. The loss of such data’s will reduce the confidentiality of the data and
will break the reliability of cloud service providers and hospitals.

Our focus in this paper is to provide a secure cloud storage service formedical records.
This system uses Rubik’s cube encryption with a data splitting technique for secure data
storage and data transfer. Also, the system limits the access of third-party auditor. The role
of the third-party is defined to verifying the hospital employee only. Thus only authen-
ticated persons are allowed to get access to cloud stored medical records.
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The rest of this paper is as follows: Literature survey is discussed in Sect. 2.
Section 3 describes the architecture and different modules of the cloud data security
system. Section 4 discusses the Dataset and result. Finally, Sect. 5 is the conclusion
with brief description about the present findings and future direction.

2 Related Works

Several works are carried out for the securely storing of cloud data.
Lenka and Nayak [1] proposed a method for securing cloud proposed which

implements RSA for both encryption and secure Information passing purposes, and
MD5 hashing is used for key information hiding and digital signature.

Liu [2] presented a Two-factor data security system for protecting cloud storage
system. This system is an Identity-based encryption system. Here to send a data which
is encrypted, the sender only knows the identity of the receiver. The receiver can
download the data at any time from the cloud as the sender sends the encrypted data to
the cloud. First of all the user needs to have a secret key that is stored in the local
computer then a personal security device which will be used to connect to the computer
to decrypt the data. The cipher text cannot decrypt without any of these pieces.

Akhil et al. [3] proposed AES based security system, where there is a third party
auditor. The security of data is obtained using AES encryption on the whole data.
Encryption and decryption of the whole data increase the time cost.

Cheng et al. [4] presented a paper to secure cloud data. In this system, some
sequenced or logical blocks of cloud data are created. These data blocks are again
distributed and stored among different cloud storage service providers.

Bakibayev et al. [5] proposed a hybrid cloud architecture with Elliptic curve based
data scrambling and encryption for securing the big data in an organization. Paper [6]
extended this concept to n-cloud architecture.

Researchers [7–10] uses Rubik’s cube based encryption for image security. Rajavel
and Shantharajah [11, 12] proposed different two techniques for text data encryption
based on Rubik’s cube rotation. First one was based on hybridisation and cube rotation,
and the other was based on random rotation type and angle.

From the above observations, in the existing systems for cloud data storage, the
focus is mainly on cloud stored data, and it does not consider the security of the data
during the data transfer. Also, there is a third-party auditor who has access to cloud
data. Sometimes this auditor may be an intruder and gains access to all the data. Our
proposed system aims at implementing organizational level security to data. Rubik’s
cube encryption along with a data splitting technique is used in our approach and also
limits the access of third party auditor.

3 Cloud Data Security System

In a hospital huge amounts of data are getting generated through every day working.
The data generated contain both sensitive data and general data. Sensitive information’s
are Aadhaar number, Mobile number, medical insurance number and disease details
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that require more protection. The sensitive data are to be protected at any cost for
ensuring its confidentiality. The other general data such as gender, profession etc. can
be stored as raw data for analytic purposes.

The general architecture of the proposed system is shown in Fig. 1. The important
modules of the general system architecture are Third party authentication module, Data
analyzing module and Encryption module and Decryption module.

Fig. 1. System architecture
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The medical records are stored at a hospital’s general location. These data are
analysed by the data analysing module. After analyzing the data is separated into
sensitive data and general data. The sensitive data are again splits into multiple parts.
The general data is stored in a shared or public location for easy access for analytic
purposes. Each part of the sensitive data is encrypted based on Rubik’s cube encryption
method and that is store to cloud after combining them to one.

3.1 Third Party Authentication Module

The purpose of the third party authentication is to verify hospital employee only. When
an employee requests for access the auditor authenticate that user. The auditor does not
have the access to the cloud data. Thus any misbehaviour from the third party auditor
can be prevented.

3.2 Data Analyzing Module

The medical record is analyzed using R at the organisations local location. The input
consists of a mixture of sensitive and non-sensitive data. The sensitive data and general
data are identified based on number of digits or characters. Then the sensitive data is
again splits into two equal half’s.

Algorithm 1: Algorithm for Data Analysis and splitting
Input: Sensitive data.
Output: Sensitive partition 1, Sensitive Partition 2.

1: Load the sensitive dataset into the R environment as a data frame.
2: Create two new data frames for storing sensitive partitions.
3: Copy the patient ID column  into both the newly created data frames
4: for All columns in the Dataset do
5: Check the value in the first field of column.  
6: Count the number of digits or characters in the field.
7: for all the fields do
8: Split value into two equal half’s. 
9: Copy the first half into sensitive partition 1. 
10: Copy the remaining half into sensitive partition 2.
11: end for
12: end for

3.3 Encryption Module

In this module both the partitions from the data analyzing module are encrypted using
Rubik’s cube encryption. Then these encrypted data are combined and stored to the
cloud storage. Separate keys are generated for each customer and these keys are stored
securely at hospital’s local server and that is tied to hospital admin’s login. Thus it
requires the admin to logged in to get the key for decryption.
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A 3 � 3 � 3 Rubik’s cube have 6 faces with different colours in each face, when
the 9 different pieces of all the six faces have same colour then the cube is solved. Cube
is solved by using 18 different rotations for classical Rubik’s cube.

Permutations of the original 3 � 3 � 3 Rubik’s Cube is like to be 8! * 38 *
(12! * 2) * 211 which is approximately forty-three quintillion. This huge number of
permutations makes the Rubik’s cube more complex and this is the idea to use it for
encryption.

The 18 rotation types possible are 1: upper-clockwise, 2: down-clockwise,
3: upper-inverse, 4: down-inverse, 5: front-clockwise, 6: back-clockwise, 7: front-
inverse, 8: back-inverse, 9: left-clockwise, 10: right-clockwise, 11: left-inverse, 12:
right-inverse, 13: horizontal-clockwise, 14: horizontal-inverse, 15: middle-clockwise,
16: middle-inverse, 17: vertical-clockwise, 18: vertical-inverse.

Rotation angles are 1:90°, 2:180°, 3:270°.

Algorithm 2: Algorithm for Key generation.
Input: Number of rotations (18).
Output: Random sequence of rotation types rtp and random sequence of angles for 
rotation ra.
1: Generate an unrepeated random sequence for rotation Type of 18 length. 

Rotation type [i] ϵ {1, 2, 3 … 18} where [1 ≤ i ≤ 18]
2: Generate the random sequence for rotation angle of length 18 as angle for 

each rotation type 
Rotation angle[i] ϵ {1, 2 and 3} where [1 ≤ i ≤ NR]

3: Create an ordered dictionary (rtp[i], ra[i]). This is the key for encryption. 
4: Eliminate Keys with adjacent similar rotation types. 

Algorithm 3: Algorithm for Encryption.
Input: Sensitive partition1, sensitive partition 2, keys generated 
Output: Rubik’s cube encrypted medical record. 
1:    Define all the 18 rotation types for Rubik’s cube.
2: for both the partitions do
3: for each row in the partitions do 
4:           Pad trailing 0's to the row to make it 54 length string
5: Divide the 54 length string into six 3 x 3 matrices.
6:           Rotate the matrices based on the key.
7:       Store the cipher text.
8:    end for.    
9: end for
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3.4 Decryption Module

The purpose of decryption module is to decrypt the cloud stored information on-
demand of an authenticated employee. Upon demand after retrieving the patient info
back at the hospital’s local location, data is decrypted using key available at the
hospital local locations.

Algorithm 4: Algorithm for Decryption.
Input: Encrypted data, key 
Output: Customer decrypted information.

1: Import the rotation types defined in the encryption module.
2: for the specified patient’s row in the encrypted database do
3: Divide the data into two 54 length strings.
4: for both the strings do 
5: Divide the 54 length string into six 3 x 3 matrices.
6: Rotate the matrices based on the reversed values of key and rotations 

are carried out in anti-clock wise instead of clock wise and vice versa.
7: print cube’s face values one by one after deleting all trailing z's to get  

the Original information.
8: end for
9: end for

4 Result

The medical database is the input to the system. The time to encrypt different file sizes
is given in the Table 1. The time to update the database is 0.0017 ms and time to
decrypt single patient information is 0.004 ms.

5 Conclusion

Cloud storage is an efficient solution for storage needs of organizations. Since the data
is placed to unknown location the cloud stored data is more sensitive to attacks. This
paper proposes a multilevel security system to secure cloud data at storage and in

Table 1. Execution time for encryption.

Sl. no. File size Execution time

1 3 kb 0.074 ms
2 6 kb 0.148 ms
3 9 kb 0.25 ms
4 12 kb 0.32 ms
5 15 kb 0.37 ms
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transit. The Rubik’s cube encryption and data splitting brings the security to data level.
Also the access denial to the third party auditor avoids attacks from masked intruders.
Thus this Rubik’s cube based security system is an efficient solution for ensuring
security to the cloud data.

Future extension for this work can be using multiple cloud storage servers to store
different data splits for more security and implementing Map Reduce algorithms to
reduce execution times.
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Abstract. Optimization of processes and functions on Software side or on
Hardware side are constantly remaining under the research consideration.
Optimization can decrease the average time taken by a functional element to
complete a particular task. Space-Time Complexity of various algorithms has
been determined. These algorithms are widely used in the real-time systems.
One of the algorithms is Face detection Algorithm. This project focuses on
finding the easiest way of implementing the algorithm so that it can work in real
time. In this comparative study, the Viola Jones Algorithm for Face Detection is
implemented in 4 forms – CPU, Multi-threaded CPU, OpenCV and GPU using
CUDA may be on cloud. The Algorithm is tested over Face Detection Dataset
by FDDB and the results are framed on a graph to get the comparison among the
methods used. This research project also discusses the limitations, future scope
and implementation of the algorithm in real-time video streaming in the most
efficient way.

Keywords: Face detection � CUDA � GPU � Integral image � Open CV � Cloud

1 Introduction

Over the last two decades, computer and communication technologies have literally
transformed the world we live in. Parallel processing has come out as the key enabling
technology in modern computers, driven by the ever-growing demand for higher
performance, lower costs and sustained productivity in real-life applications.

The main reason for parallel processing is to execute code efficiently as parallel
processing saves time. As a consequence of executing code efficiently, parallel pro-
cessing often scales with the problem size, and thus can solve larger problems. In
general, parallel processing is an approach to provide concurrency.

Face-recognition system has emerged in the technology industry as a great tool for
various functionalities such as security barriers implemented on end devices or highly
secured area, filters on social apps and auto face enhancement while clicking a picture.
An optimized object/algorithm for face detection was designed by Paul Viola in
2001 [1].
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The concept of Parallelism can be implemented to this algorithm so that processing
time is further reduced in some devices such as Smartphones, Low-end
Laptops/Desktops etc.

The proposed research work is a comparative study of face detection algorithm
implemented through CPU, GPU and open source library OpenCV.

Implementation of the algorithm on CPU is also done through 2 approaches:

1. Single-Threaded CPU
2. Multi-Threaded CPU.

On GPU, the algorithm is implemented using the parallel programming tool –
CUDA. This tool works on NVIDIA Graphic Cards only also available on cloud.

Time Graphs are plotted for each phase of implementation. These time graphs will
show the best way of implementing Viola Jones Face Detection on a system depending
on the hardware support provided.

2 Related Works

2.1 Viola Jones Face Detection Algorithm

Paul Viola and Michael Jones invented a strong face location technique. The procedure
use Haar highlights which are assessed quickly with the assistance of a picture por-
trayal. Portrayal depends on a “Fundamental Image”, idea. By the utilization of Ada-
Boost the boosting calculation to decrease the over-total set, it makes an immense
arrangement of highlights [1]. They presented a helped classifier depends on degen-
erative tree which is provided fast and vivacious impedances. The identifier utilized is
connected in examining style on dim scale pictures [4] (Fig. 1).

1. Pre-processingstage: In the pre-processing stage run the classifier by spot a picture.
In this stage the picture is parsed, transforming it to Greyscale lastly down-
examining the picture [11].

2. Running the Sliding Window: The sliding window is a fixed window of size 24 �
24 that movement over the picture pixel by pixel and runs certain channels on the
picture region it covers. These channels reveal features which can be used later to
order locale as face or not-face [11] (Fig. 2).

Fig. 1. Viola Jones Algorithm [1]
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3. Haar Filters: In the Haar channel there is a thought of sliding window that applies
a couple of channels which are called to picture region that it limits. These channels
reveal even and vertical features in picture. These Haar highlight has rectangular
districts which are circumscribing at a particular region in the territory window,
follows in every area pixel forces and capability is settled between these wholes.
What has any kind of effect is utilized at last to sort subsections of a picture [11]
(Fig. 3).

4. Cascade Classifier: A course classifier comprises of a few phases of channels.
Each time the sliding window moves, the new district in the sliding window will
experience the course classifier organize by-arrange. On the off chance that the info
district neglects to pass the limit of a phase, the course classifier will promptly
dismiss the area as a face. In the event that a district passes all arranges effectively,
it will be delegated a hopeful of face, which might be refined by further preparing.
For the pre-prepared course classifier, there are 25 arranges, each containing various
Haar channels, going from 9 to 211. Inside a phase, the picture district will expe-
rience these channels in parallel. The yield of these channels will be summed up and
looked at against a for every stage edge, in light of which the choice of the
identification is made [11] (Fig. 4).

Fig. 2. The sliding window

Fig. 3. Haar filters
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2.2 CUDA

The CUDA (C-Compute, U-Unified, D-Device, A-Architecture) is model reliant on C
from NVIDIA. It revealed parallel limits of GPU for headway and sending of com-
prehensively helpful counts straightforward [10]. On other hand CPUs have few
focuses which are streamlined to perform back to back enlisting while GPUs have a
colossal number of focuses which are arranged especially for parallel getting ready.
Along these lines a basic speedup is cultivated by running some of the task which has
no dependency on GPU while rest in CPU. Experts use GPU to enliven distinctive
sensible and planning issues, for example, picture preparing, complex scientific issues
and so on. Additionally, applications dependent on pixel like PC vision and picture
processing and video is appropriate to innovation of broadly useful GPU [8].

The CUDA Architecture includes a couple of sections:

1. Parallel figure engines inside NVIDIA GPUs
2. OS kernel level helps for gear instatement, setup, etc.
3. Customer mode driver, which gives a device level API to engineers
4. PTX guidance set design for parallel enlisting kernel and limits (Fig. 5).

NVIDIA had imagined CUDA in 2007. This is a framework that offers designers to
get the virtual direction sets and memory of parallel taking care of units in a GPU of
NVIDIA.

Instead of utilizing guidelines of graphical API, a program that written in C/C++
code is coordinated to a specific equipment in the GPU and that equipment deals with
the execution of that program on the GPU. The CUDA system is augmentation to the C
programming language. The name of compiler is NVCC that is utilized for accumu-
lating CUDA code [10] (Fig. 6).

3 Proposed Work

This research project is a comparative study of various implementations of Face
Detection Algorithm. Implementation phase in this research work will give the idea of
average time taken by processes.

Fig. 4. The Haar Cascade classifier
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All the versions of Face Detection, written in C or C++, will be implemented on
Visual Studio. GPU version of Face Detection Algorithm will be implemented using
CUDA which is also written using constructs of C and C++.

The results are plotted on a graph for final comparison of various category of the
Viola Jones.

3.1 Proposed Flow Chart

In Fig. 7 explain about steps between input image to output image. In step one take
input image and insert image in our CCPU model for processing. In CPU model fallow
4 steps, step first start face detection second read image third apply load classifier and
in last step apply image transformation. After image transformation apply next model
CPU/GPU/OpenCV. In this model get form of image transformation then divided into
three haar Feature 1 to 3 then in haar features we apply adaboost algorithm which
generate accurate features selection then we got original face.

3.2 Algorithm

Face Detection Data Set is taken from FDDB which is proposed to consider the issues
of unconstrained face revelation. This instructive accumulation contains the docu-
mentations for 6453 faces in a great deal of 3241 pictures taken from the Faces in the
wild enlightening record.

Face Detection Algorithm for consecutive methodology and multi-strung
methodology in CPU are taken from the assets referenced in other research ponders
dependent on Face Detection.

CUDA implementation of Viola Jones Face Detection Algorithm is provided in the
CUDA 8.0 toolkit. Some dependencies of external libraries of Visual Studio were

Fig. 5. Architecture of CUDA [1]
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required for CUDA which were installed from credits packages on official site of
Microsoft.

OpenCV implementation of the algorithm is also taken from the resources men-
tioned in other research projects studied during the course of this project. To implement
OpenCV based algorithm, OpenCV 3.1 package is installed on the system and the path
of the directories is updated in the environment variables for required dependencies.

XML files for frontal face detection are provided along with the versions.
Sample images are downloaded from internet for testing purpose as every version

outputs the image, under processing, with a rectangle around the face to ensure that it
has successfully detected the face.

The face identification framework that we have built up (a blend of C++ and
CUDA) is tried on an Intel(R) Core i7 4210U CPU, have arrangement of 2.4 GHz
having 16 GB RAM, with a NVIDIAGPU of GeForce 820M. This highlights of GPU
with 4 multiprocessors, shared memory of 49152 bytes and 4 GB gadget memory.

Fig. 6. CUDA processing flow
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Here there can be of maximum 2048 threads per block and per multiprocessor 1536
active threads.

4 Result

The results of all the implementations done on FDDB are taken and the average time
was calculated for every stage which gave the following results as shown in Figs. 8
and 9.

The total compute time for every implementation is as follows:

1. GPU – 783.4 ms
2. CPU(sequential) – 16717 ms
3. CPU(multi-threaded) – 70736 ms
4. OpenCV – 540 ms.

After using many parallelization techniques, we can say that the OpenCV GPU
implementation is better. This is because:

1. The library of Open CV GPU is more optimized and as result it will perform pre-
processing faster than our version.

Fig. 7. Proposed flow chart

692 S. Patidar et al.



2. The library of OpenCV GPU can change 2D representations of the image to 1D
representation in much faster way also it use better indexing techniques han the one
we used.

OpenCV is almost 100 times faster than CPU implementation of Viola – Jones Face
Detection Algorithm and 1.25 times faster than GPU implementation.

CUDA implementation of GPU also performs quite fast than CPU version of the
algorithm. GPU can

Also, the CPU implementations – sequential and multi-threaded are found out to be
deprecated in this algorithm as many times they do not yield a result. A sample is
shown in Fig. 10.
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Also, the GPU implementation using CUDA have some errors as shown in Fig. 11
and it needs some error resolution techniques in order to make it efficient.

Errors in various versions of Viola Jones Algorithm show the Accuracy of each
implementation.

1. OpenCV had highest accuracy.
2. CUDA based implementation had second highest accuracy.

CPU implementation – both single-threaded and multi-threaded had least accuracy.

5 Conclusion

Face recognition has very essential job in checking the security of frameworks. Since as
we are thinking for savvy application in future it plays critical role. By presentation of
GPU and programming with GPU, we can use parallelism to huge degree for pro-
cessing huge assignments like face identification.

The results were not 100% accurate for all implementations. But, we got the idea
that OpenCV works fastest in terms of face detection whereas CUDA based imple-
mentation was 0.75 times of that of OpenCV. CPU implementation was the slowest and
least accurate.

Fig. 10. CPU implementation of Face Detection Algorithm on a sample image

Fig. 11. GPU implementation of Face Detection Algorithm using CUDA
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A few limitations that were recognized are as per the following:

1. Our methodology isn’t invariant revolutions. Once in a while if faces are tilted or
turned the calculation may neglect to identify them. This is a consequence of
utilizing the Haar channels in the course classifier that are not pivot invariant.

2. There is some heap irregularity in our CUDA execution. For example, a string with
a sub window with no facial component may stop much before a string with a sub
window comprising of facial highlights; the last will experience more phases of the
course classifier.

This abandons us with some extent of progress which can be expressed as pursues:

1. We can improve speed by utilizing an alternate classifier. Notwithstanding amid our
execution we found different classifiers like the direct twofold classifier that is
essentially quicker as it has less order arranges yet is somewhat less exact.

2. Further diverse classifiers with channels or strategies that are pivot consistent would
likewise enable us to get increasingly exact outcomes as it will help recognize faces
that are turned or tilted.

3. Improve burden irregularity issue in CUDA execution by dedicating lazy strings to
other calculation serious undertakings.
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Abstract. Cloud computing is a growing environment in the IT industry. Many
of the users are interested to outsource their data in cloud. However, load bal-
ancing in cloud is still at risk. Resource allocation plays a major role in load
balancing. In this scheduling problem, independent tasks in cloud computing can
allocate resources by the use of fuzzy c means algorithm (FCM). To allocate tasks
to their corresponding resources, particle swarm optimization algorithm (PSO) is
used. This paper proposes a hybridization of the FCM and PSO algorithmwhich is
calledH-FCPSO algorithm. FCMuses Euclidean distances and PSO optimizes the
cluster centers. FCM requires the number of clusters used in advance and thus PSO
comes into action to find the number of best clusters. Hence, H-FCPSO identifies
the number of clusters and enhances the load balancing. Since our proposed
system selects resources based on parallel execution kit reduces the load imbal-
ance in cloud. When compared to Genetic algorithm (GA), Ant Colony Opti-
mization algorithm (ACO), PSO algorithm showed better results in terms of
memory. Similarly, FCM was compared with k-means clustering algorithm,
Hierarchial algorithm and it showed outputs with better accuracy. The proposed
system evaluated data sets and proved to overcome the issues in load balancing
and load scheduling which is proved by its precision in the outputs.

Keywords: Cloud computing � Optimization � Clustering � Load balancing �
Resource allocation � Accuracy � Memory

1 Introduction

1.1 Cloud Computing

Cloud Computing delivers computing services like servers, storage, databases, net-
working, software, analytics etc. to the user over the internet. Companies that provide
these services are called cloud providers and charge the customers based on their usage.
The concept of cloud computing evolved around a decade ago, but already has its
applications in many fields. Right from startups to established organizations, government
offices to non-profit organizations use cloud computing for various purposes (Fig. 1).

• Private cloud: This infrastructure is exclusively created solely for an organization. It
is not shared with other tenants. It is owned, managed and operated by the orga-
nization itself. Example: Dell EMC.
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• Public cloud: This infrastructure is open to the general public. It is the most frequent
way of implementing cloud computing. It is owned, managed and operated by a
business or a government organization. Example: Google.

• Hybrid cloud: It is the combination of two or more cloud infrastructures. Many
companies have adopted this infrastructure to attain the benefits of both public and
private clouds. It offers greater flexibility. Example: Microsoft Azure.

• Community cloud: This infrastructure provides services to a particular community
within a limited number of organizations. It is owned, managed and operated by the
participating organizations or a third party manager. It is often used by organiza-
tions that work on joint projects. Example: Government organizations.

Cloud services are categorized into three categories:

• Infrastructure as a Service (IaaS): External provider provides and manages the
hardware. Its also called as HaaS (Hardware as a Service). It includes companies
like IBM, Google and Amazon.

• Platform as a Service (PaaS): Besides the hardware the operating system layer is also
managed. It maintains the platform and system upgrades and proves to bemore efficient
and cost effective. It includes companies like Microsoft, Salesforce and Google.

• Software as a Service (SaaS): This additionally manages the application layer
besides the other two layers. The clients can use the software applications on a
remote basis via an internet web browser. It includes companies like Adobe, Oracle
and SAP (Fig. 2).

Fig. 1. Deployment models of cloud

1.2 Load Balancing

Load balancing is dividing the amount of work that a computer has to do so that more
work gets done in minimum time and, in general, all users get served faster. Load
balancing can be implemented with hardware, software, or a combination of both. Load
balancers help to build flexible networks and improves performance and security for
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many types of traffic and services, including applications. By efficient use of load
balancers, the increased user traffic is managed and distributed among various servers
and network devices.

1.3 Resource Scheduling

Resource scheduling is the delivering and allocating of various resources to a server in
the cloud environment. The available resources to a tenant are in a fixed range and
hence cannot be owned and reserved to a particular organization or an individual.
Instead these resources are allocated to various virtual machines based on their
availability using scheduling algorithms. Scheduling these resources ensures:

1. Optimum utilization of resources
2. Helps in real time applications
3. Supports multitasking
4. Maximizes throughput.

2 Contribution of Work

The requests from customers are obtained and assigned to different virtual machines
(VM) dynamically by the cloud providers. They use pay-per-basis scheme. So the
customers don’t have to worry about the idle time. The cloud industry offers a wide
range of discounts for long term customers and large requests. For example, Amazon
offers 10–20% discount on $25,000–$200,000 investments by customers. This gives an
opportunity for the cloud brokers to act as a bridge between customers and providers.

3 Literature Survey

Cloud Computing has been widely deployed in the IT environment due to its property
of utility base computing. Utility Computing includes the concept of cloud and grid
computing. MIPS rating is calculated based on various parameters like efficiency, cost,

Fig. 2. Cloud services

energy etc. Tasks are allocated to various virtual machines based on their MIPS rating.
Besides execution time, finish time is a very important parameter taken into consid-
eration. The tasks are prioritized based on their time or size and then clustered to gain
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optimal performance. The performance of the server is calculated using the simulation
technique. This is helpful in deployment of the cloud models like IaaS, PaaS, SaaS and
their tasks. The results of this technique is improved using various configurations.

The data, resources, processes etc. used in cloud computing are all dynamic and
heterogeneous. It means the resources can be added and removed anytime during the process.
This introduces the problem of load imbalancewhich reduces efficiency and the utilization of
resources. The process used to resolve this problem is called Interlacing peak. The working
involves collection of data, sorting them and then interlacing the resource load peak. The
factors needed for the efficient working of this process are average response time, load
balancing, deadline violation rates and resource utilization. It now solves the problem of
inefficiency and poor utilization thus proving to be better than the other standard algorithms.

Cloud computing plays a major role in the industry of technology. Many
improvements and revolutions have been brought about by this concept. Services
provided by the cloud are used by small scale organizations and the flexibility property
of cloud is made use by large companies and organizations. There are many problems
posed by cloud computing. It is solved using Computational Intelligence (CI). It mainly
solves problems in multiple resource management. The problems mainly faced are
holistic and cross layer optimization. CI can be combined with other approaches like
machine learning, mathematical approaches etc. and have been proved efficient.

An efficient hybridization algorithm is based on a hybrid self-adaptive learning
global search algorithm and firefly algorithm (HSLGSAFA). It combines two algo-
rithms namely gravitational search algorithm (GSA) and Firefly algorithm (FA) using
SL. It makes use of advantages from both the algorithms and neglects the disadvan-
tages for optimal efficiency. It is mainly preferred by IaaS (Infrastructure as a Service)
users. An important factor to be considered is the Quality of Service (QoS). An efficient
algorithm with no quality would be an absolute waste. The HSLGSAFA algorithm is
used to build hybridization processes and schedules tasks in DCTS problem. Thus, this
algorithm proves to outstand the other traditional algorithm.

Cloud computing is mainly used for the safe storage and retrieval of data in a
centralized system. Thus, a wide range of data is now stored, accessed and shared
between various systems. The deployment models of cloud are Infrastructure as a
Service (IaaS), Platform as a Service (PaaS) and Software as a Service (SaaS) used for
this purpose. Green control algorithm used is an energy efficient algorithm in storing
and retrieving of files. The main objective is to find optimal service rate and mode
restriction. In return it reduces cost and increases the profit of the user. An efficient
green control (EGC) algorithm solves problems related to constrained optimization. It
mainly reduces the power consumption.

4 Gaps Identified in the Existing System

See Tables 1 and 2.

Table 1. Comparison of optimization algorithm

Optimization
algorithms

Memory Solve continuous
problems

Easy
implementation

Rapid discovery of
solutions

GA – ✓ – –

PSO ✓ ✓ ✓ –

ACO ✓ – – ✓
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5 Proposed Work

5.1 Particle Swarm Optimization (PSO)

Pseudocode For PSO

The particle swarm optimization algorithm (PSO) is used to achieve objectives such as
load balancing, availability and reliability in cloud environment. Cloud environment
allows access of resources using pay-per-basis scheme. It uses virtual machines
(VM) thereby increasing availability and scalability. The main disadvantage of particle
swarm optimization algorithm is the local optima. But it can be solved by combining it
with other algorithms.

1 Start

2  i=0

3  initialize particles R(i);

4  evaluate particles R(i);

5  while (end conditions are unsatisfied)

6  begin

7   i=i+1;

8   update weights

9   select rBest for each particle

10   select fBest from R(i-1);

11   calculate particle velocity R(i);

12   update particle position R(i);

13   evaluate particles P(t);

14  end

Table 2. Comparison of clustering algorithms

Clustering algorithms Speed Flexibility Accuracy No prior knowledge

FCM – ✓ ✓ ✓

K-means ✓ – – –

Hierarchial ✓ – – ✓
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5.2 Fuzzy C Means Algorithm (FCM)

6 Proposed Architecture
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7 Hybridization of FCM and PSO

Initialize Partition randomly

for i=1 to n

Repeat for j=1,2,3….. 

Update centroid with using (3); Compute distance with 

Update partition matrix with using (5)

Until ||  - || < 

End; Return P  <- and M  <- 

i=0

initialize particles R(i); evaluate particles R(i);

while (end conditions are unsatisfied)

i=i+1;

update weights; select rBest for each particle; select fBest from R(i-1);

calculate particle velocity R(i);

update particle position R(i);

evaluate particles P(t); 

8 Conclusion

In this paper, we have developed an algorithm to manage load balancing and resource
scheduling more efficiently. Various algorithms were studied to conclude that
hybridization of FCM and PSO showed better results than other traditional algorithms.
Hence, we have hybridized FCM (Fuzzy c Means) and PSO (Particle Swarm Opti-
mization) to form H-FCPSO. Thus the properties of energy, cost and makespan have
been made efficient giving larger profits to the user.
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Abstract. Unlike a traditional network architecture, Software Define Network
(SDN) provides central control over the Network. When network visibility and
network device programmability is concerned, standard documented open flow
enabled physical or open vSwitch is a priority. Because of the central control
over the network devices can be programed for different functionality of net-
work application such as switches, routers, firewall and load balancer. One can
program a network switch even though it is physical or virtual switch which
supports standard southbound API interfacing to controller like open flow to act
as hub, switch, firewall, etc. using those network application which can be
interfaced with restful API to the controller platform choosen. In this paper, we
study the behavior of different network functionality such as hub, switch, fire-
wall and load balancer of open vSwitches over the SDN in linear topology. To
create required virtual environment, we used mininet a network emulator tool
for analysis and demonstration for network behavior of open vSwitches as hub,
switch, firewall and load balancer role by running pox controller remotely
outside the network of topology running machine and analyzed whether does it
affect on throughput if we run our controller locally or remotely outside network
boundary e.g. running on AWS cloud.

Keywords: Open vSwitch � Open flow � Network switch � Pox � And software
defined network

1 Introduction

People have started implementation of SDN by replacing traditional network archi-
tecture [1] depicted in Fig. 1 (Traditional vs SDN Architecture) by means of choosing
different controllers as part of control plane and running application with the ease of
northbound API [1] such as Restful API to interface with the controller and the control
plane itself interfacing to physical or virtual switch by standard documented protocol
i.e. OPEN flow [2].
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To get rid of from traditional network architecture, SDN brings more pro-
grammability and flexibility [3] in network to code hub, switch, and firewall, load
balancer and many more as network application, against the vendor dominance with
respect to features provided. One can choose any type of open flow based controller as
controller platform depicted in Fig. 2 SDN Architecture view [3] to control forwarding
layer and acting as central point.

As far as actual working of SDN architecture is concerned, your forwarding layer
will be just like network box which will receive packets from network hosts and checks
the flow table entry of open flow enabled devices according to that it acts, if no such
entry present in the flow table it is send to controller running with the network
application then it instructs the device to behave as per the network application pro-
grammed to take action whether to forward or drop and corresponding entry will be
added to flow table at the forwarding layer for the next upcoming events to be handled.
Having an eye on various SDN implementation done before by Saleh [4] who has
created an switch application for the performance analysis connecting to Ryu [4]
controller and also Vipin [5, 6] used firewall application over open vSwitch running

Fig. 1. Traditional vs SDN architecture

Open   Flow

Application Layer

Northbound API

Southbound API

Control Layer

ASIC Hardware or 
(Open flow vSwitches)

API

Network Application like Hub, 
Switch, Firewall, Loadbalancer 

Controller Platform 
(E.g. POX, Open Daylight, Flood-

light, Ryu)

Topology/network design e.g Linear

Fig. 2. SDN architecture view
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inside the mininet host. Moving further we decided to run our controller remotely on
Amazon cloud having public ip and made open vSwitch behave as per the expected
functional role decided by network operator with Software Defined approach.

This paper depicts following sections as follows. Section 2 provides Implementa-
tion and results by the analysis of some network behaviour as per the network func-
tionality succeeded by Sect. 3 conclusion and future scope followed by Sect. 4
references.

2 Implementation and Results

To get start with SDN implementation, we choosed mininet [7] as network emulator to
behave our open vSwitch [8] as per expected network functional role using linear
topology design. To get it done to analyse behaviour we, divided it in to 4 sub sections
as an analysis part as follows.

(A) Analysis of hub Behaviour
(B) Analysis of Switch Behaviour
(C) Analysis of Layer 2 Firewall Switch
(D) Analysis of Load balancer.

(A) Analysis of Hub behavior

In general, a hub enables multiple devices or connections to be connected to send and
receive packets in the form of broadcasting communication from one to another and
forms network of nodes connected. Here we have considered an open vSwitch [8, 9]
running undermininet [7] host which is connected to the pox [10]which is an open source
well documented python based controller to act as central point. For demonstrating hub
based network behavior, linear topology of 4 switches and 2 hosts connected to each
switch was choosen, running under mininet host which connects to pox controller run-
ning hub application on Amazon cloud having public ip depicted in Figs. 3, 4.

Fig. 4. Running pox controller with app on
AWS cloud

Fig. 3. ICMP check hub

Fig. 5. Node h1s1 Fig. 6. Node h2s1 Fig. 7. Node h1s2 Fig. 8. Node h2s2
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To check the hub behaviour 3 packets were sent using ping utility from second host
of switch 4 i.e. h2s4 to first host of third switch i.e. h1s3 and analyzed that hub
broadcast the packet to all ports except the one from which it is received by opening all
nodes terminal and packet capturing software tcpdump running on each node shown in
Figs. 5, 6, 7, 8, 9, 10, 11 and 12.

(B) Analysis of Switch Behaviour:

In general, switch leads as layer 2 device has its own MAC table includes MAC
address with respect to specific port to forward to meet its accurate Network Interface
card. Switch forwards the packet to specific port based on MAC entry associated with
port number. To implement switch in SDN considering 4 switch linear topology of two
host connected to each switch and topology is created by running mininet command
and our pox controller connected remotely placed on AWS cloud. To show the
behavior of open vSwitch in SDN after successful setup of switch scenario we had
gone with random ICMP check using ping utility from host h1s1 of first host of first
switch to host h2s2 which is second host of second switch present. By opening the
terminal of all other hosts noticed that first packet sent was broadcasted as like hub
behavior but when the next packet sent and count went on incrementing then it was
only sent to specified destination by learning behavior of switch by extracting frame to
add entry to MAC table as per the script l2_learning executed shown in Fig. 13 and
count was more for captured packets of host h1s1, h2s2 in compare with other hosts
behavior depicted in Figs. 14, 15, 16, 17, 18, 19, 20, 21.

Fig. 9. Node h1s3 Fig. 10. Node h2s3 Fig. 11. Node h2s4 Fig. 12. Node h2s1

Fig. 13. Random ICMP check switch Fig. 14. Running pox controller with app on
AWS cloud

Fig. 15. Node h1s1 Fig. 16. Node h2s1 Fig. 17. Node h1s2 Fig. 18. Node h2s2
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(C) Analysis of Layer2 Firewall

To move further with Layer 2 Firewall implementation in SDN as Firewall helps to
filter out the network traffic based on policy/rule defined. In this approach same
topology as like switch behaviour mentioned earlier was selected by running pox
controller with Firewall switch application [11] running on AWS cloud remotely. In the
forwarding directory of pox we have specified firewall code in the name of firewall-
switch.py and .csv file which includes rules specified in terms MAC entry shown in
Fig. 22 where first MAC entry and second MAC entry mentioned followed by space
indicates that source and destination frame should be blocked and vice-versa. So by
looking at the Fig. 24 ICMP checked that h1s1, h1s2, h1s2, h2s2 are not able to ping to
h1s2, h1s3, h2s4, h1s4 respectively and vice-versa (Figs. 23, 24).

Fig. 19. Node h1s3 Fig. 20. Node h2s3 Fig. 21. Node h2s4 Fig. 22. Node h2s1

Fig. 23. Firewall-mac-policies .csv Fig. 24. Running pox controller with switch

Fig. 25. ICMP check from all hosts to each host
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(D) Analysis of Load Balancer

Generally, load balancer serves resources requested by equal distribution to avoid
overwhelming response, so to demonstrate load balancer functionality single topology
of 6 hosts choosen over open vSwitch. Out of 8 hosts running on Linear topology
depicted in Fig. 25 two hosts h1, h2 are set as python based http web server as shown
in Fig. 26 and http web request from all other hosts using curl [12] utility was sent to
web servers running on ip address 10.0.0.1 and 10.0.0.2. Controller is set on ip i.e.
10.0.1.1 and load balancer is executed as per the following command [12].

root@ubuntu:/home# pox/pox.py log.level–DEBUG misc.ip_loadbalancer –ip =
10.0.1.1–server = 10.0.0.1,10.0.0.2.

Fig. 26. Topology Fig. 27. Traffic distribution sent to host h1 and h2

Fig. 28. Node h1 as web server Fig. 29. Node h2 as web server

Fig. 30. Node h2 Fig. 31. Node h3 Fig. 32. Node h4 Fig. 33. Node h5
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By looking at Fig. 26 observed that traffic was redirected equally to both the web
servers and load balancing in terms of web request served is achieved over open
vSwitch (Figs. 27, 28, 29, 30, 31, 32).

This way we have successfully demonstrated behaviour of same network switch to
work as like anticipated functionality of network using software defined approach.

Now, Just to touch to throughput parameter of network, performance analysis
achieved using iperf tool which says if controller is running locally within the subnet
and outside the network e.g. Aws cloud there is slight variation have been obtained in
case of hub and little more variation obtained in case of switch which was demon-
strated for hub as well as for switch applications as shown in Figs. 33, 34, 35, 36, 37,
38, 39, 40 and 41.

Fig. 34. Iperf results for hub running con-
troller on AWS

Fig. 35. Pox with hub app running on AWS

Fig. 36. Iperf results for hub running
controller

Fig. 37. Pox with hub app running on same
machine locally

Fig. 38. Iperf results for switch running controller on
AWS

Fig. 39. Pox with switch app
running on AWS
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3 Conclusion and Future Scope

SDN is most acknowledged network architecture and has brought prosperity in net-
work industry by allowing them to program to meet its anticipation as per functional
role targeted. To get rid of from traditional and costly network boxes serves different
purposes, one can make it behave by programming as per the functional role as and
when required without the will and concent of the vendor. Major part is to choose right,
flexible and easy to use controller, its position in the network by programming various
network functions and its related features like how it tolerates the different network
situation based on the various parameters of network may give call to various
researchers to work upon and to provide optimized solution to leverage the life of
network industry.
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Abstract. Computer performance improvement is one of the biggest chal-
lenges. The technology has moved towards increasing the performance by using
Quantum computing which improves 20 times to decrypt the code compared to
the classical computer. Quantum computing is computing which uses quantum
mechanical phenomena. The main purpose of the quantum computing is to find
algorithms which are considerably faster than the classical algorithms for
solving the same problem. In this paper we are proposing the tools of quantum
computing and different quantum algorithms. These ideas are first applied to
classical computer and then to the quantum computer. We are also focusing on
the architecture of quantum computing which is existing in literature.

Keywords: Quantum computing � Classical computing � Quantum
algorithms � Superposition

1 Introduction

Scientists are planning to build a new type of computer called quantum computer as it
has tremendous computing power which enables us to solve the tough mathematical
problems that are holding back our progress in number of fields.

A classical computer performs calculations using the bits 0 and 1 in which 0
representing off and 1 representing on. It uses transistors to process the information in
form of sequences of zeros and ones. More the transistors more will the computing
power.

In classical computing bits has two possible states which are zero or one. In
Quantum computing uses Qubit which is unit of quantum information. Qubit have
special properties which solve the complex problem much faster than classical bits.
One of the properties is superposition which states that instead of holding one value of
either 0 or 1 like a classical bit, a Qubit can hold a combination of 0 and 1 simulta-
neously. Qubits have two possible states zero and one, but these states are superpo-
sition of zero and one. In Quantum world Qubit don’t have to be one of those states. It
can be any proportion of those states.
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2 Basics of Quantum Computing

A. Superposition of states

Quantum superposition [5] is the fundamental principle of quantum mechanics. It is
much like a wave as in classical physics, in which superposing of any two or more
states will result in another valid quantum state.

B. Qubits

Qubit [6] is the basic unit of quantum information. Qubit is a way of describing a
quantum system of dimension two. The difference between the qubit and classical bit is
that qubit can be in two states |0> and |1> or superposition of both states.

In classical bit, the bit will be in one state which is either 0 or 1.
Example: Spin of an electron in which two levels can be represented as spin up and

spin down.
Raussendorf et al. [13] proposed a structure of quantum computation consisting of

one-qubit measurement on a entangled state of particular class. They have described
why underlying computational model is different from the quantum computing network
model.

C. Quantum gates

Quantum gate is basic quantum circuit which operates on a smaller number of
qubits. They act as building blocks of the quantum circuits.

D. Quantum Entanglement

Quantum entanglement [14] is a phenomenon which occurs when pair of particles
or group of particles generate, interact in a way such that each particle quantum state
cannot be described independently of the state of the other even if separation between
the particles is large.

3 Quantum Algorithms

Feymann [1] have presented the scheme that the computation which is based on
quantum physics would be much more exponentially efficient than the quantum phy-
sics. He proposed a quantum computer with his universal quantum simulator.

Deutsch [2] has showed means of quantum computing by formulating a description
for quantum turing machine. He also specified the algorithm that is designed to run on
quantum computer.

Shor [3] has published a quantum algorithm for integer factorization in 1994. The
polynomial time is (O(log3N)) for factoring the integer N. The Algorithm takes
quantum gates of order O(logN)2(loglogN) (logloglogN) using fast multiplication. The
problem can be solved efficiently on a quantum computer and it is faster than the
classical factoring algorithm. The Shor’s algorithm efficiency is due to quantum Fourier
transform which is more efficient than classical fast Fourier transform.
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Grover [4] published quantum mechanical algorithm for searching an unordered
database of size N. The algorithm takes O(N1/2) steps which is faster than classical
algorithm which takes (O(N)) steps. The Grover’s algorithms provide quadratic
acceleration whereas the other quantum algorithms which provide exponential
speedup. The Grover’s algorithm is probabilistic which gives correct answer when the
probability is less than 1. The Grover’s algorithm has a quadratic drop of complexity
which has a lot of applications, namely in data retrieval.

These results are generalised and extended to related classes of problem.

4 Quantum Vs Classical

In classical computing, an electrical impulse is either represented as 1 or 0, where 1
represents the high voltage and 0 represents low voltage. In quantum computing, since
state of the quantum object is not known until we observe it. Hence the superposition of
all possible state happens. For example, consider the electron spin to a bit which are
spin up = 0 and spin down = 1. We cannot know the exact spin of electron and thus
superposition of all possible spins are created. The corresponding generated bit is called
as “qubit”.

In classical computer computation, if we take two bits each bit can have the value
which is either 1 or 0, the possible combinations are 00, 01, 10 and 11. If we take the
two electrons their possible spin can have both value 0 and 1 at the same time, hence
they have much larger possible combinations when compared to number of bits
allowed by classical computing.

5 Quantum Computing Architecture

5.1 Trapped Ion Architecture

Trapped ion architecture [7] uses charged atomic particles or ions to perform com-
putation. To perform computation, the ions are confined or suspended in free space
using electromagnetic fields. Using laser transitions the ions are brought to ground state
which excites the electrons and they will come to lowest energy state provided some
time.

The two methods of cooling using laser transitions which can be tuned to exact
frequency are:

(1) Doppler cooling (2) Sideband cooling

Doppler cooling
Each atom will have a difference in energy between the ground and upper state. The
two laser sources which are modulated slightly less than energy difference is kept
facing each other on two sides of the atom. Due to doppler effect the atom will move
towards one source or the other. The electrons will absorb additional energy difference
from one of the sources and move to the first excited state. The electrons will decay
from first exited state to ground state with emission of photon in different direction. The
overall effect of absorption and emission of energy will reduce the momentum of
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atoms. Due to this effect atoms will cool because the effect has further reduced the
kinetic energy which results in cooling.

Sideband cooling
Sideband cooling is a technique to cool the atoms beyond doppler cooling limit. Along
with excited state there are vibrational states. The drawback of the doppler cooling is
that it will not reduce the atoms which are in their vibrational states. To excite these
vibrational states and allowing them to return to their ground state we use laser tuned to
difference in energy between excited state and vibrational state. This effect will allow
the atoms which are in vibrational state to return to the ground state. The net effect is
that we attain cooling lesser than doppler cooling (Fig. 1).

5.2 Quantum Computing Using Superconducting Qubits

Superconducting circuits [8] are the basis of the superconducting qubits. These
superconducting circuits are made of quantum circuit which consist of capacitor and
Josephson circuit for non-linearity and non dissipativity.

Quantum LC circuit and Josephson circuit are the basic element of superconducting
quantum computer. The ladder of equal spaced states is formed by LC resonator, So the
superconducting quantum circuit forms a multilevel system. But only two levels are
needed among them to manipulate the qubits. Therefore, there exists a non-linear
energy between the energy states in the ladder. Josephson junction is used to achieve
this non-linearity.

Fig. 1. Trapped ion quantum hardware
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6 Tools of Quantum Computing

6.1 IBM Quantum Experience

IBM Quantum experience [9] is the industry first initiative to build universal quantum
computer for science and business. These IBM Q quantum devices are accessible by
using Qiskit which is an open source programming network. At the IBM quantum
experience website there are four modules which provides a short demo giving
quantum computing principles and a quantum composer which allows to configure
quantum gates for the qubits, a simulator for simulating their configuration, finally the
access to the machine to execute the configuration and display the results.

6.2 Microsoft Quantum Development Kit

Microsoft Quantum development kit provides a new named quantum computing lan-
guage called Q# [10] which is integrated with visual studio development environment.
This Q# was built by Microsoft to succeed LIQUi | > and it is domain specific lan-
guage which can used within Microsoft quantum development kit. It uses.NET
Code SDK for easy creation, building and running quantum project using command
line.

6.3 ProjectQ

ProjectQ [11] is an open source software implemented in python for quantum com-
puting. It allows the user to execute the quantum programs in python using intuitive
syntax. The structure allows testing of quantum algorithms and running them in actual
quantum hardware in backend connecting to IBM quantum Experience cloud service.

6.4 Cirq

Cirq [12] is an open source Python library for writing, operating, and optimizing the
Noisy Intermediate Scale Quantum (NISQ) circuits and executing them in quantum
computers. It allows the researchers to write quantum algorithms for specific quantum
processors.

7 Conclusion and Future Scope

Quantum computing assures to deliver new level of computational power. Quantum
computing has many challenges and advantageous over classical computing. Some of
the algorithms have already been implemented on small scale hardware. The paper
concludes with the architecture of quantum computing. The algorithms are effective
only on quantum computer, they tend to be less effective if they run on classical
processor. Different algorithms of quantum computing and quantum computing tools
existing in the literature has been summarised. As of today, a limited success is made in
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field of quantum computing and a small number of Qubits have been designed so far.
But its application will transform the field of computing. D-wave which is pioneer in
the field of quantum computing is working with google in manufacturing qubits.
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Abstract. The life of human beings is getting more dynamic in this era. So,
every person needs to have a safer driving feature which supports their dynamic
life. Self-driving or driverless car is getting popular day by day due to its low
transportation cost which can result in better accessibility of those persons
belonging to economically backward classes. A driverless car can drive in an
autonomous way towards the destination safely with the help of GPS based road
map which can be downloaded from a GPS server in collaboration with GPS
satellites. But the problem with this present system is that if the number of the
driverless car increases in a city that will lead to the congestion which results in
overcrowding of GPS server. So the delay in the system will increase propor-
tionally. One solution to this problem may be the cooperative communication
through which vehicular communications can improve the wireless transmission
capacity and reduces the server overloading due to its distributed features. In this
paper, we have proposed a next-generation vehicular technology using an ad-
hoc cooperative communication system consisting of vehicles and BTSs with
small database consists of surrounding destinations.

Keywords: Cooperative communication � Driverless car �
Arduino microcontroller � Bluetooth transceiver � Ultrasonic sensor

1 Introduction

The drastic changes in robotic systems increase the demand for a smart robotic plat-
form which will be autonomous and more intelligent [1]. An example of such a robotic
system is an autonomous vehicle or driverless car. Lots of research work has been
carried out on autonomous vehicles based on RADAR or LIDAR as sensing element
[2], automatic braking and adaptive cruise control facility [3], car controller tuning
through Bayesian optimization [4], collision protection and GSM based destination
guiding facility [5], GPS guided driving facility [6, 7] along with obstacle detection
using infrared or laser sensors [8]. In the future fifth-generation (5G) cellular networks,
denser and smaller cells are expected to provide a high transmission rate for users.
Different from traditional personal users, vehicles are sensitive to transmission sce-
narios in 5G cooperative small cell networks. Moreover, due to the mobility nature of
vehicles and the related high vehicular speed, the topology of vehicular wireless net-
works becomes highly dynamic and prone to recurrent links intermediately [9].
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Figure 1 shows the system model of 5G cooperative small cell networks which can be
used for vehicular communications. The individual base station shown in this figure
forms a cellular region which can be different in size based on the velocity of the
vehicles. For vehicles, with lower velocity, a microcell, picocell, or femtocell can be
used whereas a vehicle with higher velocity uses macrocell for communication pur-
pose. Each cell is interconnected with their neighboring cells as well as with the
backbone network to form a fully connected and robust network for vehicular com-
munication. Since the network will be denser, therefore, the number of BTSs are
required to form this type of network is also increases proportionally. So, it is expected
that the base stations will be cheaper in price so as to provide the autonomous vehicle
services to the peoples belonging to economically backward classes [10]. In this paper,
we proposed a prototype model of driverless car which is made of using low-cost
microcontroller module, sensors, and wireless transceiver modules and the base station
is also made of using those low-cost devices so that it can be accessible by all category
of peoples belonging to different economic classes.

2 Description About the Proposed System

2.1 Block Diagram

In this paper, we proposed a novel vehicular communication system where individual
signaling post at any junction point of a road will perform the role of base station
(BTS) which have a small database consisting of pin codes as nearby location infor-
mation and a list of default route information for the prefix of those pin codes which are

Fig. 1. System model for next generation vehicular communication system
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not under its coverage region. When a BTS receives a destination request from a
vehicle, it finds in its database about the location. If the location has been found from
the database, then it sends the route information to the vehicle for the corresponding
destination. There will be a central server with GPS connectivity consisting of a global
database of route information about a city or a state in a country which will connect all
the local BTSs residing at each junction points of roads through some backbone
networks. If the local BTS fails in finding the destination route information sends by
the car then it will fetch the information from the central server and forwards the
information to the car. By receiving the route information the car will move towards the
destination by properly utilizing all of its automatic control circuitry and sensors
information about the surrounding obstruction (Figs. 2 and 3).

2.2 Flow Chart

In our proposed model the BTS or Base Transceiver Stations are merged with the
existing traffic signaling post resides at the divider of two or more roads. The BTSs are
worked with a principle such as they will have a local database consisting of the
surrounding destination information. The routing of the vehicles will be performed
based on the pin code of the destination address. Depending on the first few digits of
the pin code the BTS can identify the destination location in terms of the country, state,
city, and lane. When BTS will get a request destination message from Car then BTS
first check its local database for the destination. If found, then it will send the desti-
nation information to Car using a wireless interface. If the local database has not
contained destination information, then it will search the destination information
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Fig. 2. Proposed model of our system
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around its surrounding BTSs and if again not found then the BTS will send the request
about destination address to central server which may have GPS facility or global
database consisting of the route information of a city or a state in a country. The central
server searches the route towards the destination with the help of its own database or
GPS facility and sends the entire route information consisting the all the intermediate
BTSs address towards the destination to the BTS which will again be transmitted to the

Fig. 3. Flow chart of BTS

Application of Cooperative Communication System in Driverless Car 723



Car for successfully driving to the destination. The car after getting the direction from
the BTS start running towards the next BTS or destination. During the traveling of the
car, an interrupt will generate in every periodic fixed time interval which will force the

Fig. 4. Flow chart of car
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car to check any obstruction towards its path in order to avoid any accidental phe-
nomenon. The details of the flow chart about working of car and BTS is depicted in
Figs. 4 and 5 respectively.

2.3 Circuit Diagram

In the circuit diagram of the prototype of the car, we used Arduino uno r3 as a
microcontroller unit along with a car chassis consisting of 4 dc motors controlling by a
motor driver ic and a Bluetooth transceiver module for communication with the BTS.
Also, the car module consists of an ultrasonic sensor for detection and measurement of

Fig. 5. Circuit diagram of car

Fig. 6. Circuit diagram of BTS
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any obstruction within its vicinity. The BTS module is made by one Arduino uno r3
microcontroller with a Bluetooth transceiver module for communication with vehicles
and one Arduino nano microcontroller for controlling the traffic light. The details of the
circuit diagram of car and BTS is shown in Figs. 5 and 6 respectively.

3 Conclusion

Also, the efficiency in detection of static and dynamic obstacles has to be addressed in
future development. In this paper, the vehicular technology for driverless car has been
implemented for 5G cooperative small cell networks. Based on the location information
within the database of Base stations the car can be routed towards its destination.
Furthermore, the collisions with environmental objects and other vehicles can be
avoided with the help of ultrasonic sensor. The base stations are performed traffic
controlling tasks and communication tasks with vehicles in a time shared basis.
Therefore, with the help of our proposed model we can reduce the number of human
interventions in driving the car which further reduces the probability of accident due to
unconscious mind of driver. Our model is limited to only a small area with location
information of pin codes of regions. In our future plan we will extends our model over
larger area using the implementation of handoff facilities within base station, security
issues in sensor networks [11, 12] and with incorporation of advanced routing
algorithm.
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Abstract. ID card location innovation assumes a significant job in the present
society to recognize the data database in different areas. Histogram of Oriented
Gradients is the most broadly perceived part descriptors in picture planning and
PC vision and is used for article ID. High-security ID check is an extremely
intense activity. Present day object distinguishing proof and acknowledgment
has progressively transformed into a critical issue in various on-going applica-
tions like security frameworks and government oversaw reserve funds systems.
The ID card can be definitely perceived by utilizing an institutionalized scanner,
for example, a standardized tag scanner. The specific customer honestly takes a
gander at the given information on the ID card and after that thinks about it to
the information effectively given to check whether it matches. This sort of ID is
used precisely to strikingly separate customers faster and is dynamically pow-
erful to give unmistakable access control courses of action. The trial results led
show that this technique can be utilized to get the careful data of an individual
and the required information.

Keywords: Histogram of oriented gradients � Identification card � Barcode
canner � Anti-fraud identification

1 Introduction

In the present society character extortion is an extremely huge issue with genuine
results. There have been various security issues and various arrangements have been
proposed to realize the said hypothesis LBPH to reasonably get the needed results. The
guideline method executed here is that the ID card is inspected utilizing an institu-
tionalized standardized identification scanner to recognize whether the data of the
individual is fake or not. A short time later, the image of the individual is researched to
get the required subtleties from the database.

The original version of this chapter was retracted. The retraction note to this chapter is found at
https://doi.org/10.1007/978-3-030-37051-0_109
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The element descriptor-Histogram of Oriented Gradients is overwhelmingly used in
picture taking care of for the reason of article ID. The crucial usage of Histogram
descriptor is utilized in pictures for human ID.

LBPH (Local Binary Pattern Histogram) methodology is a standout amongst the
most easy counts in the field. We intend to give a figuring to effectively recognize the
image and output the scanner tag (i.e.) the standardized identification scanner to get the
required information for ID card acknowledgment.

LBP choices are considered here to make a part vector that recognizes a face from a
non-face. Each component from the image is divided into little squares.

For recognition, the Local Binary Pattern (LBP), a calculation, is utilized that will
rely upon the neighborhood double administrators. It is an outrageous board algo-
rithmic guideline, extensively used, as a result of its ease in calculation.

Histogram of Oriented Gradients is generally used to identify the facial highlights
or even the human body. To extend the adequacy of article acknowledgment, gamma
and shades of the image should be institutionalized.

The item look for relies upon the recognizable proof of small pictures portrayed by
sliding the identifier window that analyzes every single piece of the given info and its
scaled structures. A descriptor is assigned to each pointer window.

This descriptor includes all the cell histograms for each district in the location
window. This window is utilized for getting the expected information to distinguish the
items. Planning and checking everything about by the utilization of this descriptor.
There are various systems accessible to describe items, for example, descriptors like,
neural systems, SVM (bolster vector machine, etc.

The HOG is one of the institutionalized techniques for human structure arrange-
ment. To perceive people, stand up to area and picture affirmation may similarly be
associated. In any case, the Histogram of Oriented Gradients is a not too bad descriptor
for article acknowledgment and face affirmation.

We will in general investigate a basic yet a solid method to deliver string use of
HOG features for face recognizable proof. So as to finish botches in facial segment
disclosure because of hindrances, cause and delineation, we will in general propose
HOG descriptors from a common structure. Likewise, blend of HOG descriptors at
absolutely uncommon scales permits getting significant structure for face
acknowledgment.

2 Related Works

There were numerous other related takes a shot at picture getting ready and item
disclosure and here we select a couple of significant papers.

Fang et al. [1] This paper utilizes MATLAB stage for the task. The pre-treatment is
thresholding which is finished with the assistance of OTSU calculation then the sub-
sequent thresholding pictures utilizes high pass sifting and normal format for evacu-
ating interface and smooth the picture.

At that point the procedure is prepared with character division which was separated
into two sections line fragment and segment split. Character pictures on projection
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pivot are portioned by line division and limit esteem and determined and store by
utilizing section split calculation.

Results are additionally handled to character acknowledgment. In this session the
characters are standardized and diminished. At that point utilizing layout coordinate
calculation is utilized for acknowledgment. At that point SVM comes to scene to get
highlights and to prepare model which can be utilized to perceive.

Navneet Dalal and Bill Triggs utilized an all the more straight-forward strategy, to
show frameworks of the Histogram of Oriented Gradients (HOG) descriptors through
and through beat the present strategies utilized for human acknowledgment. Bolster
Vector Machine (SVM) was utilized for improving the speed and the straightfor-
wardness of this strategy. On execution of this technique, fine-scale tendencies, fine
presentation binning, respectably coarse spatial binning, and splendid neighborhood
separate institutionalization in covering descriptor squares are particularly significant
for good results. Recognizable proof and Distinguishing human in video perception
structure correspondingly expect a key employment in improving exactness and
guaranteeing open property.

A framework for human recognizable proof in various appearance, obstacle, under
uneven illuminations and positions has been planned. Another proposed framework for
distinguishing human by improving the HOG was advanced by the author. There were
some different takes a shot at acknowledgment of ID cards on secure norms.

The principle purpose behind distinguishing proof is to give an exact and safe
individual data. Another examination was likewise made on verification distinguishing
proof reliant on Image affirmation. Appropriate systems have been utilized for picture
recognizing strategy, for instance, Machine method, Support Vector Machine
(SVM) and Character recognizing confirmation. Constrained counts were utilized to
botch the rate of division.

The character affirmation and the image division fall under the essential piece of the
Image acknowledgment. In the process to distinguish the article, the writers gave the
introduction of the component descriptor, for example Hoard (Histogram of Oriented
Gradients), that is utilized to beat the confinements in the current counts face to face by
walking disclosure.

3 Local Binary Patterns

For facial appearance order Local Binary Patterns (LBP) has been seen to be a ground-
breaking trademark; it’s moreover been set up that once LBP is united with the His-
togram of Oriented Gradients (HOG) descriptor, it upgrades the ID execution basically
on some datasets.

The underlying stage in HOG acknowledgment is to parcel the source picture into
squares (for example 16 � 16 pixels). Each square is additionally separated into littler
parts called cells (for example 8 � 8 pixels). Usually, squares spread one another (i.e.)
they cover each other, so a comparable cell is in various squares.

The flat and vertical slopes are gained for each pixel inside the cell. Histograms of
edge introductions are made by the HOG algorithmic guideline from bound patches
found in the photos. A fix could come back from an article, an individual, unimportant
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establishment and is only some way to deal with illuminate a locale utilizing edge
information.

As said before, this information will by then be used to improve an AI algorithmic
rule like the help vector machines to set up a classifier prepared to remember one sort of
article from another. This has the favored viewpoint that in greater scales the HOG
features give a lot of world information, and give fine-grained detail in littler scales (in
little sub-divisions).

The shortcoming is that the last descriptor vector increases, in this manner setting
aside more effort to pull back and to plan suing the classifier which is given. In the
possibility of LBP arrangement of surfaces, the occasion of LBP codes is amassed into
a histogram. The facial picture is apportioned into littler areas. Autonomously these
LBP surface descriptors are extricated from each locale.

This histogram suitably intertwines a depiction of the look on 3 completely
changed elements of locale: the information of the examples on the pixel-level is
contained in the histogram of the LBP, the marks are considered over a little zone to
give data on a common measurement and in this manner these histograms are utilized
to give a general portrayal of the face which is shown in Fig. 1.

4 Working Principle

To beat the downsides of the past work, a structure has been proposed wherever picture
taking care of and standardized tag scanner is used to find the highlights of an
individual.

The strategy for Local Binary Pattern is defrauded to complete the picture handling.
In an incredibly thick system the arranged picture angle introductions neighborhood
histogram is assessed. this is often executed by dividing the image window into
minimal spatial areas (i.e.) “cells”, for every pixel of the cell storing up an adjacent 1-D
histogram of tendency headings or edge introductions and that is shown in Fig. 2.

Picture preparing is done to improve the nature and nature of the digitized picture.
It names the pixels of an image and the result is conveyed as a twofold territory. The
standardized tag scanner is used to recognize an ID card. The information is spared in

Fig. 1. Face description with local binary patterns [7]
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the database and the scanner finishes the filtering procedure. Here the LBP executions
are being clarified and the finder exhibitions choices are inspected intently.

The pyzbar library is used in python to recognize and disentangle the QR and
different codes. At first, it will recognize the kind of QR and standardized identification
being filtered. Presently the information contained in the standardized identification
will be appeared. An accumulation of focuses indicates the area of codes. There are
four to signify the four corners of the QR codes. A gathering of focuses checks the start
and end of word constrains in the standardized tag scanner. The ID card database will
be inspected when a number is delivered and it is shown in Fig. 3.

Fig. 2. Barcode verification process [3]

Fig. 3. Face detection analysis in ID card [3]
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The image filtering in the ID card is finished. The face in the ID card is perceived
using the LBPH and is confirmed with the image in the Identification card database. By
then when the perceived face is found in the database under the number which is
delivered by the scanner tag, it is checked that the ID card is a unique one. In case, if
there is no counterpart for the face in the ID card under the number created by the
institutionalized ID, at that point the ID card is phony which is shown in Fig. 4.

5 Experimental Results

The LBP logic has provoked essential progression in surface examination. It’s com-
prehensively used wherever all through the globe both in examination and applications.
From the execution reason for see, we have made the area of ID card affirmation
structure faster, accurate and automated which crushes every one of the issues present
in the present system. It is cost-amazing, capable and beneficial strategy to use.

Acknowledgement. All author states that there is conflict of interest. We used our own data.
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Abstract. Cognitive Radio (CR) is an adaptive, intelligent radio and network
technology which automatically detects available channels in a wireless spec-
trum and changes transmission parameters enabling communications to run at
the same time as and also develops radio operating behavior. It is viewed as a
novel approach for improving the utilization of a precious natural resource: the
radio electromagnetic spectrum. Cognitive radio network consist of primary
network and secondary network. Primary users are licensed users and secondary
users are unlicensed users. Whenever the channel band is found idle secondary
users can occupy it without jeopardizing the communication of primary user.
Priority is to serve primary user first on the channel. But there are lot of
interferences caused by both the users. Solutions proposed are not able to deal
with multiple CRN’s without centralized coordinator. This problem arises in
coexistence heterogeneous networks. Several Markov chain models are pro-
posed to deal with the solution which consist of decentralized MAC protocol to
solve the unfairness issues. Fairness is one of the issues to solve and for this
purpose probing is done. Simulation results shows how fairness is achieved and
each user has got fair chance to serve on the channel.

Keywords: Cognitive radio � Primary user (PU) � Secondary user (SU)
Channel accessing � MAC protocol � Fairness � Probing

1 Introduction

As there is wide increase in applications, the number of wireless user’s increases for
which Radio spectrum becomes the natural and essential resource. Due to this, spec-
trum scarcity problems are created by number of users giving an opportunistic way for
a potential technology: Cognitive Radio [1]. Cognitive radio is considered as an
objective towards which a software-defined radio platform should evolve: a fully
reconfigurable wireless transceiver which mechanically adapts its communication
parameters to network and user demands. It is a flexible and efficient technology to
solve the future spectrum management which can greatly improve spectrum utilization.
Statistics of Regulatory bodies in the world (including the Federal Communications
Commission’s in the United States and Of com in the United Kingdom) said that
temporal and geographical variations in the use of assigned spectrum range from 15%
to 85% [2]. The spectrum which is unused is referred as spectrum hole or white space.
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In next generation technology it is a need to use this wasted spectrum in an efficient
way with the help of cognitive radio. CR networks have a fascinating concept of using
this spectrum when licensed band is unused.

2 Literature Survey

Spectrum is natural resource but increase in cellular communication has led to the
spectrum scarcity. To solve this canonical architecture called Cognitive radio is used
[1]. In this type of architecture hardware is simple and functions are software defined. It
introduces new channel access modes into bands where established modes must be
accommodated in bands for years. Cognitive radio wireless communication is immense
hence its is referred as “disruptive but unobtrusive technology” [3]. A radio scene
analysis is required which gives exact scenario of how spectrum is used and led to
determination of spectrum holes. A proper spectrum sensing algorithm is required to
know about spectrum depending upon various aspects of sensing talk. Challenges as
well as enabling algorithms are discussed in [4, 5]. This gives better idea to use proper
technique. In cognitive radio network it consist of licensed and unlicensed user. So
both user faces lot of interference. First type of interference is from licensed user to
unlicensed user and second one is unlicensed to licensed one. Dynamic spectrum
leasing rewards the licensed user as they allow unlicensed user to operate in their
licensed spectrum [6]. This gives an incentive to primary users as they gives a way to
secondary user to utilize the spectral opportunities. To utilize the spectral opportunities
various MAC protocols are proposed for cognitive radio network [7]. Decentralized
design brings the advantages of fast deployment and flexibility. To operate in syn-
chronized network there is need of decentralized MAC protocols [8]. It provides pri-
ority spectrum access to PU and limit the interference to PU by collecting the
information from sensing the channel and managing spectrum sharing. There are
challenges faced by cognitive radio network. These challenges are required to be
overcome to achieve spectrum efficiency. One of the problems is to achieve fairness in
cognitive radio network. FMAC-MAC protocols developed for cognitive radio network
and most of them does not consider coexistence problem in this network [9]. FMAC
uses a two-state spectrum-sensing model to distinguish whether a busy channel is used
or idle from nearby CRN. PU uses IEEE 802.11 Distributed coordination function [10].
OC-MAC serves the secondary users by use of probing function which observes the
channel for particular period of time [11]. OC-MAC has been modified to CCR MAC
which is used by secondary user. The specifications of CCR MAC are same only it is
used for coexistence cognitive radio networks. MAC protocols in cognitive–radio are
carrier sense multiple access with collision avoidance (CR-CSMA/CA) which coor-
dinate the channel access of secondary users and to protect primary user from inter-
ference of secondary user [12]. CR-CSMA/CA Varies users with offered traffic load of
secondary users and spectrum utilization rate of primary users. CCR MAC serves good
channel selection by use of probing and jamming function. This coexistence is due to
PU and SU causing unfairness problems. A synchronized heterogeneous cognitive
radio networks causes coexistent problems [13]. Various Markov Chains are studied
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with channel models by applying probing and jamming function. Protection to primary
user’s traffic is also provided by enhancing fairness feature.

3 Cognitive Radio

For reconfiguration a cognitive radio looks naturally to software defined radio and for
their tasks of cognitive kind it looks to signal processing and machine learning
procedure. Cognitive radio cycle basically focuses on three tasks i.e. radio scene
analysis, channel identification and transmit power control and dynamic spectrum
management [3].

The functional aspects of cognitive radio network include spectrum sensing,
spectrum management, and spectrum sharing and spectrum mobility while dealing with
radio spectrum [4]. Various spectrum techniques have been evaluated for cognitive
radio network. Practical challenges are still to be covered in spectrum sensing. The
detection schemes include transmitter detection, cooperative detection and interference
based detection [5]. This paper uses the popular solution of transmitter detection which
are implemented towards sender side. Cooperative detection is a mechanism in which
results are decided by a group of SU’s while Interference detection schemes operates
by sender and receiver in a pair.

Tradeoffs between accuracy and overhead in spectrum sensing and PU - detection
mechanism must be considered. Basically SU’s which originate from synchronized
networks may have variable PU detection ability. Thus lack in PU detection ability may
affect the system leading to unfairness problem in cognitive radio network.

This paper deals with causes of unfairness problem in coexistence synchronized
networks and proposes a MAC solution. Markov Chain approach is studied which
focuses to serve secondary user without affecting the primary user. MAC layer
approach are designed and verified under various models. Mathematical models pro-
posed are used in this paper for better results. All simulations are carried out in
Network Simulator 2(NS2) to show the effectiveness of proposed system.

4 Issues of Cognitive Radio Network

Mostly there are three problems associated with synchronized networks which include
uncoordinated spectrum unit size, uncoordinated PU-detection ability and coexistence
of heterogeneous CRN’s. Uncoordinated spectrum unit size problem occurs due to
various spectrum sizes of secondary user and this problem is solved by using a self
blocking mechanism with SU’s accessing strategy. The second issue is uncoordinated
PU detection ability which occurs due to variable PU detection.

Abilities of secondary users. That means SU’s throughput depends upon PU’s
utilization on spectrum. Therefore it is necessary to identify the problems which type of
user has accessed the spectrum. For this purpose MAC-layer approach which improves
PU detection ability avoiding limitation of hardware capacity is proposed. The third
problem can be solved with help of use of spectrum broker but in proposed scenario
CRN’s are not assumed to be centralized framework. Proposed scenario consist of
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PU’s, SU’s and TSU’s (an aggregate group of SU from another CRN). The user type
and its priority is kept as it is in [13]. A distributed MAC protocol CCR-MAC protocol
is used to solve the first two unfairness issues without a centralized coordinator
avoiding harmful interference to licensed holder.

5 System Model

Consider a cognitive radio network consist of ‘K’ number of secondary users and ‘M’
primary user channels. The system model for the network is shown in Fig. 1. The main
aim of cognitive radio is to sense the channel and identify the vacant channel to allocate
it for transmission of data for SU. It continuously checks if PU’s are transmitting on the
spectrum. If no PU has been detected then it informs SU about the vacancy on radio
spectrum after which if majority of SU detect the channel empty SU’s broadcast
message with their ID and job time on MAC layer. The secondary users will be now
served on unprocessed priority. Suppose if we consider secondary users SU1, SU2 and
SU3. SU1 and SU2 had got the chance to access the spectrum. After that SU3 and SU1

are detected then first it is going to serve SU3 as it has never got the chance to access
the channel spectrum. Whenever the PU comes in between, the secondary systems has
to stop the transmission and move towards next current available channel.

A decentralized energy efficient MAC protocol to minimize spectrum scarcity
problems and to provide access to SU on the radio source is been implemented [7, 8].
This protocol combines jamming and probing for secondary users. SU is continuously
observing the channel and should continue its communication without causing any
harm to PU. But secondary usage of channel by SU can lead to decrease in throughput
of PU. This decline in throughput is because of jamming which is an overhead of SU’s
secondary usage. So to control this throughput decline, use of probing function is done.
MAC protocol combines with jamming and probing to solve the issues in coexistence
heterogeneous CRN’s.

Fig. 1. Cognitive radio network

738 C. Chaudhari et al.



CCR MAC inherits same characteristics as that of OC-MAC [11]. OC-MAC
protocol requires less information and it is better in terms of throughput and provides
better protection to PU. Similar to this CCR-MAC also requires less information which
is gathered by SU [13]. Practically it is impossible to have information about the exact
scenario in CR network. To avoid any harmful interference to PU probing function is
combined with self blocking mechanism. Probing function can jam a channel with a
probability of p, where 0 < p < 1. Lesser is the value of p, less is advantage to TSU
and high protection to PU’s traffic. Jamming rate is given by p. SU has the ability to
control the interference to PU just by controlling the value of p. The value of p can be
found on using probing function. The channel model of single CRN has been modified
with introduction of pwin. pwin is probability of transmission that SU gains the PU
occupied channel resource by jamming.

The channel model in Fig. 2 consists of three states IDLE, PU and SU. Idle state is
the one in which channel is found to be vacant and no user has access to the channel.
Idle state is converted either to PU or SU state. PU state is when the channel is
occupied by PU. After the channel is occupied by PU spaces are generated which
results into generation of spectrum holes. SU’s occupy spectrum holes without inter-
fering with PU. If PU is detected in between when SU is accessing the channel, SU
releases the channel and hands over traffic to PU. The generator matrix A’ to charac-
terize the translation of this MC model is

A0 ¼
� kPUþ kSUð Þ kPU kSU

lPU � lPU þ pwinkSUð Þ pwinkSU
lSU kPU � kPU þ lSUð Þ

0
@

1
A

The variable related to the Fig. 2 and matrix are described in Table 1. P is the
probability vector when jamming is zero (pwin = 0) and P′ is probability vector when
jamming is done (pwin > 0). The probability distribution vectors in the steady state of
IDLE, PU and SU states can be given by P0

I ;P
0
PU and P0

SU respectively. Steady state
probability vector P has been modified to P′ such that P′A′ = 0 where P0 ¼
P0

I þP0
PU þP0

SU and PJ
I þPJ

PU þPJ
SU ¼ 1. Comparing PJ and P reaches to point

Fig. 2. Channel model of single CRN with probing [13]
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that PU’s throughput decline level when SU gains the channel by jamming is in the
probability of pwin. The decline level in throughput of PU can be found out with
corresponding value of pwin of PP′ U = 0.99 � PPU. pwin achieves 0.4 in extreme
traffic ratios [13]. kP U and µPU are assumed to be known to SU. But as SU knows PPU

it can calculate kPU depending upon presumed value of µP by equation

PPU ¼ kPU
kPU þ lPU

kPU is also calculated based on presumed value of µPU which may not seem to be
correctly calculated. If PU is assumed to be collision based user then it may retransmit
the packet after the packet collision event. That means if PU’s collided packet is not
transmitted then p is equal to the packet loss rate of PU. But to achieve target
throughput decline level it is assume that PU does not retransmit the collided packets.
But for practical scenario PU is going to retransmit the collided packet which makes
PU’s link stronger which means that an SU should have corresponding p, which is be
quite larger than pwin.

PU is assumed to retransmit the collided packet after the collision event takes place
otherwise SU will acquire access to the channel resource which will result in decline of
PU’s throughput. But after the end of maximum retransmission counter, PU stops its
retransmission and SU accesses the channel with the help of jamming. To study how
pwin changes to p there is need to study the back off model of IEEE 802.11 [10]. In this
IEEE 802.11 back off model it uses DCF-carrier sense multiple access with collision
avoidance (CSMA-CA) so that whenever PU retransmits the collided packet it gets
transmitted [12]. This retransmission of packet can be studied from the Fig. 3.

Table 1. Variables related to figure

Sr. no. Variable Meaning

1 kPU Traffic arrival at PU
2 kSU Traffic arrival at SU
3 µPU Departure rates from PU
4 µSU Departure rates from SU
5 pwin Probability of SU to gain a PU occupied channel

Fig. 3. Discrete-time MC of packet retransmission [13].
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There are stages from stage 0 to stage (m + 1) which indicates the retransmission of
the packet. Each stage transits to other stage with a probability of p. m represents
maximum retransmission count. ith stage denotes that the collided packet has been
transmitted that much times 0 � i � m. Stage (m + 1) denotes that the link has been
failed which itself has a probability of p. Whenever the link fails it indicate that access
is acquired by SU. Assume the probability distribution vector be V where V = (V0, V1,
V2,, Vm, Vm+1) where Vi is the probability distribution of stage −i. The probability of
the link-failed state, which is Vm+1, is able to be prohibited by modifying p which
indicates an SU can gain the channel, as indicated by Vm+1 = pwin. As a result, the
translation from Vm+1 to p is equal to the translation from pwin to p. The second
unfairness problem of uncoordinated spectrum unit size can be controlled with mod-
ification of p. However, modeling an MC that contains multiple-channel and multiple-
system states with different spectrum unit sizes is wasteful. Therefore, the following
equation is used for translating jamming rate for simplification purposes [13]:

1� 1� pnð Þn ¼ p

6 Performance Evaluation

The performance of CCR MAC protocol is studied by detection of PU on channel.
There are four cases where PU is detected on channel. They include:

1. PU is active at initial and final phase only.
2. PU is interrupting at specific intervals.
3. PU is present at random intervals.
4. PU is active at starting phase

Depending upon this CCR-MAC protocol deals with unfairness issues. To study
how it impacts uncoordinated PU detection ability throughput results of two secondary
users i.e. SU and TSU assuming TSU has better PU detection ability than SU are
considered. Results are presented and verified in this section. The second problem
uncoordinated spectrum unit size is studied with fairness indexes of SU’s and TSU’s
Lastly the throughput decline of SU is studied with the probing function in section.
Since fairness and throughput efficiency are always tradeoffs, the improvement of the
proposed solution is shown negatively impacting the throughput performance. The
system parameters are listed in Table 2.

Table 2. Simulation parameter

Sr. no. Parameter Size

1 SIFS period 10µs
2 DIFS period 50µs
3 Min. back off window size 32
4 Max. back off window size 1024
5 PU throughput decline ratio 0.99
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6.1 Fairness Feature

By using proposed solution fairness indexes are presented to show the enhancement by
applying probing function in the network. The unfairness problem of the uncoordinated
PU detection ability is also addressed. Let pS and pT be probability of SU and TSU
detection abilities of primary user’s traffic. Figure 4 shows throughput results of SU
and TSU when pS = 0 and pT = 1. As SU has less PU detection ability throughput of
SU is only 4.3% and that of TSU is 95.7% due to high PU detection ability. But when
pS = 1 and pT = 1 then both throughput performance match each other which is exactly
50%.

Figure 5 shows the results of fairness index between SU and TSU in different traffic
loads. Results shows enabling of probing function is efficient and provides a fair chance
to users. Figure 6 shows how the throughput per channel of SU and TSU has increased

Fig. 4. Throughput ratio overall in % for
secondary systems

Fig. 5. Fairness index

Fig. 6. Throughput per channel by probing enabling and disabling
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unfairness problem when traffic increases. Two lines indicated in Fig. 6 shows probing
enabling and disabling to achieve fairness feature. Obviously enabling probing function
enhances the throughput of users which have weak PU detection ability.

7 Conclusion

Secondary users have an opportunistic way of accessing the radio spectrum, due to this
two unfairness problems are caused in coexistent heterogeneous networks. Unfairness
includes uncoordinated PU detection ability and uncoordinated spectrum unit size.
A MAC protocol for distributed systems i.e. CCR-MAC protocol combines probing
function to work in CRN networks. This MAC layer approach solves both the
unfairness problems with MC models proposed for coexistent heterogeneous CRN.
Scheduling of SU done at the MAC layer is generally First in First Out (FIFO) so in
order to serve SU’s in a fair way without causing any harm to PU, SU are served on
basis of unprocessed priority. The simulation results show that how this protocol is
advantageous to CR networks thus removing unfairness feature. In future secondary
systems can be served in number of ways to check whether it gets a fair chance without
affecting the throughput of primary systems.
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Abstract. As the beginning of twenty-first century, PC framework describes
the improving Updation in the form of network efficiency, several hand holders
& kind of operations that achieve on the system. As accompanied by latest
generation comfortable machines for ex: Internet mobile, tabs, smart instruments
i.e. updated machines & software also several calculating devices, no. connected
hand holders progressing most & most. Therefore, safety on connection has
been the key process which support complete hand holders. Intrusion detection
has been the procedure in protecting intrusion. An intrusion detection technique
may predict the complete upcoming & on- going intrusion at a structure.
Intrusion detection technique may investigate complete priority under safety
procedure with the help of managing the infrastructure movement. As Intrusion
detection system (IDS) emerges as the obvious class under safety layout, it may
manage capacity with support to determine the safety points in a framework.
Several system supports under intrusion detection. Primary objective of this
research work is representing i.e. With support to hybrid document opening
approaches, it may minimize the duration difficulty in process as compared with
mono approach. Particular structures were certified with support to kdd’99
document pair. An observational outcome remains significantly describing in
nature i.e. hybrid approaches with support to k-means & Projective Adaptive
Resonance Theory may uniquely minimize structure practicing duration of the
framework & balances the perfectness of detections.

Keywords: Intrusion detection system � KDD CUP’99 dataset � K-means
Projective adaptive resonance theory

1 Introduction

Establishment of generation to generation internet of things under computer infras-
tructure connection & simulation software technique are improving regularly; public
still remains unable to prevent self resources through theft either attackers. As several
methods were given through a term as interruption certification & interference pro-
cedure for stopping committee to that types of assault, while on the other hand several
safety space in each committee [1]. Therefore hand holders attempting several path for
safety his proprietary rights & too discovered several simulation tool for safety his
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proprietary rights. No any safe procedure under whole country as we mandatorily
applying & given safety more & more as researchers may [2]. Interruption detection
approach has been path of managing programmers continuing on the infrastructure &
studying prior assaults. Under interruption detection approach, document opening
process has been latest Updation for finding out interruption. Documents categorization
having key benefits & his achievement under great amounts of documents pair are
beneficial for interruptions [3]. Primary aims under document opening with support to
interruption detection are to support man-made issues with support of electronification.
For getting electronification, documents opening support through drawing out system
with the help of document & study approach form instrument with support to upcoming
applications. This procedure given to documents for categorizing interruption & un-
interruption nature, also helpful in several areas which needed document study. Several
types of unique documents opening procedures they are categorization, grouping, &
layout detections [4].

Formula –build interruptions detections are much as compared with alternative
process of signature-build & anomaly-build interruption detection. Under this proce-
dure, well-founded situations build on future incident-experimental analysis are
described. Formula –build interruptions detections are primarily much significant as on
comparing with signature-build interruption detection as it happens at numbers of
variables for ex: programming build at signatures, set of rules, study, & task detection
identifiers etc… Particular article publishers by support of k-means & Projective
Adaptive Resonance Theory formula build code used with support to find out predict
interruption under system document pair. Short representation of Projective Adaptive
Resonance Theory has been PART.

2 Literature Survey

Particular research objective provides analysis of continuing interruption detection
framework with support to hybrid approach i.e. document opening accompanied by
flexible evaluating procedure. Numbers of several system applied under interruption
found out procedure however every procedure are unable to become fully unique. Given
published researches revised some published article related to the concept of interrup-
tion detection framework, procedures, & best fuzzy categorizers with support to
hereditary code & document processing approaches that provides medium with support
to the issues regarding interruption detection framework [5]. Additionally, a conver-
sation on future information creativity & several approaches that assurance for pro-
gressing efficiency for computer framework in predicting interruptions are proffer [6, 7].

Given research describing observational outcomes under altogether approaches for
ex: release, super charging & on analyzing the achievement accompanied by stdd. J-
forty eight categorization code build under the categorization of ten % document pair.
Benefits under altogether are analyzed accompanied by earn outputs [8].
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Given articles also describes profits with support to anomaly detection recommend
accompanied by exploitation found out procedure under finding unspecified interrup-
tion infrastructure. Under exploitation find out approaches, 4 dissimilar categorizers
(Formula induction, baye, judgment tree & closest acquaintance) which support for find
out acknowledged assaults. Although that codes got unsuccess in finding out
unspecified interruptions [9].

Main aim of published research has been primarily choose 10 categorization codes
build according to his capacities for ex: velocity, build under the observational analysis,
complete better outcomes under perfectness & F-score were collected by Random tree
code, however large find out speed & below wrong signaling device speed was col-
lected through formulation-One R, J48 & Random Forest codes [10].

Device studying approaches are process with support to interruption detection.
Under previous years, many procedure build for device studying codes which support
to interruption detection framework although it is powerless under find out perfectness
& duration also gap difficulty for continuation also with support to implemented
application which choose a sub pair for categorizing that minimize duration difficulty &
mind necessities. His approaches presenting up to 98% perfect & detection extent [11].
Given research with support to k-means & baye to find out interruption [18, 19].

3 Intrusion Detection System

The Intrusion detection system (IDS) can be a basic review trail process or sifting
process utilizing traffic control system, for example, switch separating, parcel channels,
firewalls, and so forth. A few people use IDS to mean an order utility. At the point
when individuals utilize a switch based access list, or a working system screen, they
can follow the intrusions by utilizing IDS. For instance, the record systems in a system
situation contain an assortment of information documents and programming. Unpre-
dicted changes in registries and records, particularly those to which get to is typically
confined, might be a side effect that an intrusion has happened. Changes may incor-
porate evolving, making, or erasing registries and documents. What rolls out such an
improvement capricious may relies upon who transforms it and where, when, and how
the progressions are made. IDS is a PC based data system went for social affair data
about pernicious exercises in a progression of focused IT assets, breaking down data,
and reacting to the predetermined security arrangement [3]. Intrusion can be charac-
terized as a progression of activities that endeavor to bargain the trustworthiness,
classification, or accessibility of system assets. Intrusion could be in numerous struc-
tures, for example, malevolent projects, unapproved individual, and approved indi-
vidual endeavoring to increase extra benefits [4]. Intrusion detection system can be
comprehensively arranged dependent on two parameters as appeared in Fig. 1 [4, 5]:

• By Analysis technique, Misuse IDS and Anomaly IDS can be characterized
• By Source of information, Host based IDS and Network based IDS can be

characterized
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4 Overview of K-Means and Projective Adaptive Resonance
Theory

K-means calculation is a standout amongst the most prevalent strategies for bunch
investigation, which intends to contract with “n” in the information “k” bunch for the
segment in which every datum object having a place with gathering the mean esti-
mations of other. It utilizes the Euclidean measurement as a proportion of likeness. The
fundamental highlights of the K-means calculation that is successful in handling
substantial arrangements of information that just takes a shot at numerical qualities.
The PART calculation sets governs by over and over settling on incomplete choice
trees, consequently fusing two key ideal models for basic leadership, for example, a
standard based choice guideline and a different strategy for learning and goals systems.
After an incomplete tree is shaped, a rule is created from that point and thus the PART
calculation maintains a strategic distance from post preparing. PART calculation is the
mix of the gap and-vanquish procedure with independent and-overcome system of
principle learning. The working stream of the PART calculation is as following [1, 2]

1. Build a fractional choice tree on the present arrangement of cases
2. Create a standard from the choice tree

The leaf with the largest coverage is made into a rule
3. Discarded the choice tree
4. Remove the occasions secured by the standard Go to stage one.

Fig. 1. Taxonomy of IDS
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5 Proposed System Architecture of Intrusion Detection
System

The proposed system design of this paper can be seen in Fig. 2. In the figure, we utilize
two ways to deal with arrange 10% KDD CUP 99 dataset occasions. Furthermore,
compare the grouped consequences of two methodologies. The exploratory conse-
quences of two methodologies can be found in segment VI.

6 Dataset Selection and Experimental Results

To encourage the examinations, we utilized obscuration java and R apparatus to
actualize the calculations on a PC with 64-bit window 10 working system, 8 GB RAM
and a CPU of Intel center i3-4010U CPU with 2.4 GHz. Information originate from
MIT Lincoln lab of KDDCup99 informational index. We select 10% informational
collection which contains 494021 Connection records, each record has aggregate of 41
qualities, 7 representative field and 34 numeric fields to test on the grounds that the
informational indexes are extremely tremendous. This informational index contains
four kinds of intrusions: DoS, Probe, U2R and R2L and furthermore contain ordinary
examples. Research exercises in IDS are as yet utilizing the KDD Cup 99 dataset for

Fig. 2. Proposed system architecture of intrusion detection system
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examining and investigating new methodologies for better IDS. We utilize 10%
informational index of KDD CUP 99 and test with two ways to deal with accurately
group the ordinary and intrusions in the informational index. The examinations of two
methodologies are appeared Tables 1, 2, 3, 4, 5 and 6.

Examinations of two methodologies demonstrate that approaches dependent on K-
means and PART calculation is less model preparing time than just PART calculation
in full preparing dataset, 10 overlay cross approval and 66-33 rate approval. Time
distinction between two methodologies is impressively multiple times. In any case,
accurately grouped instances (ordinary + intrusions) in view of K-means and PART
calculations is less than the methodology dependent on just PART calculation. And
furthermore the quantity of erroneously grouped examples (ordinary + intrusions) in
view of K-means and PART is more than the methodology dependent on just PART
calculation. Be that as it may, the distinctions of effectively arranged occasions and
mistakenly characterized examples dependent on two methodologies is about the
equivalent as indicated by the informational index volume. Furthermore, today
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organize informational index world, the volume of information measure is increasingly
increasing step by step. So time multifaceted nature is additionally essential now and
again. When we underline time multifaceted nature of the intrusion detection system,
the trial consequences of the two methodologies can support to some broadens. The
time intricacy of the two methodologies can be found in Graph 3. The effectively and
inaccurately arranged occurrences (ordinary + intrusions) can likewise be found in
Graph 1 and Graph 2.

Table 1. Testing results for full training dataset

Dataset K-
mean

PART Correctly
classified
instances

Correct
instances
percentages

Incorrectly
classified
instances

Incorrect
instances
percentage

10% P1 Y Y 108838 99.9936 7 0.0064
10% P2 Y Y 23520 99.966 8 23528
10% P3 Y Y 280798 100 0 280798
10% P4 Y Y 78737 99.9746 20 78757
10% P5 Y Y 2086 99.6656 7 2093
10%
kdd

N N 493987 99.9931 34 494021

Table 2. Testing results for full training dataset with time complexity

Dataset K-mean RF Total instances Time to build model (sec)

10% P1 Y Y 108845 1030.56
10% P2 Y Y 23528 46.44
10% P3 Y Y 230798 2573.76
10% P4 Y Y 78757 855.36
10% P5 Y Y 2093 0.2
10% kdd N N 494021 8451.55

Table 3. Testing results for 10 fold cross validation

Dataset K-
mean

PART Correctly
classified
instances

Correct
instances
percentages

Incorrectly
classified
instances

Incorrect
instances
percentage

10% PI Y Y 108827 99.9835 18 0.0165
10% P2 Y Y 23492 99.847 36 0.153
10% P3 Y Y 280798 100 0 0
10% P4 Y Y 78678 99.8997 79 0.1003
10% P5 Y Y 1064 98.6144 29 1.3856
10%
kdd

N N 493865 99.9684 156 0.0316
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Table 4. Testing results for 10 fold cross validation with time complexity

Dataset K-mean RF Total instances Time to build model (sec)

10% P1 Y Y 108845 991.18
10% P2 Y Y 23528 44.65
10% P3 Y Y 280798 1863.51
10% P4 Y Y 78757 701.78
10% P5 Y Y 2093 0.2
10% kdd N N 494021 8139.05

Table 5. Testing results for 66-34 percentage validation

Dataset K-
mean

PART Correctly
classified
instances

Correct
instances
percentages

Incorrectly
classified
instances

Incorrect
instances
percentage

10% P1 Y Y 37000 99.9811 7 0.0189
10% P2 Y Y 7984 99.8 16 0.2
10% P3 Y Y 95471 100 0 0
10% P4 Y Y 26728 99.817 49 0.183
10% P5 Y Y 703 98.736 9 1.264
10%
kdd

N N 167898 99.9589 69 0.0411

Table VI. Testing results for 66-34 percentage validation with time complexity

Dataset K-mean RF Total instances Time to build model (sec)

10% P1 Y Y 37007 1072.57
10% P2 Y Y 8000 46.65
10% P3 Y Y 95471 1851.5
10% P4 Y Y 26777 737.86
10% P5 Y Y 712 0.47
10% kdd N N 167967 8142.43
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7 Conclusion

As the intrusion recognition learning has started picking up security in the network, a
few techniques have thought about fulfilling the issue. The intrusion detection system
differs in the assets they use to get the accurate information and strategies they use to
investigate this information. Every methodology has its relative benefits and impedi-
ments. Flawless following like impeccable security, isn’t a reachable objective given
the intricacy and advancement of a modernized system. The exploration displayed in
this paper is to examine the job of information mining calculations in an Intrusion
Detection System. Test results demonstrate that the participation intrusion recognition
is dependent on K-means and PART is better than the identification system with a
solitary PART in terms of time in a multifaceted nature.
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Abstract. Initially, a number of frequent itemset mining (FIM) algorithms have
been designed on the Hadoop MapReduce, a distributed big data processing
framework. But, due to heavy disk I/O, MapReduce is found to be inefficient for
such highly iterative algorithms. Therefore, Spark, a more efficient distributed
data processing framework, has been developed with in-memory computation
and resilient distributed dataset (RDD) features to support the iterative algo-
rithms. On the Spark RDD framework, Apriori and FP-Growth based FIM
algorithms have been designed, but Eclat-based algorithm has not been explored
yet. In this paper, RDD-Eclat, a parallel Eclat algorithm on the Spark RDD
framework is proposed with its five variants. The proposed algorithms are
evaluated on the various benchmark datasets, which shows that RDD-Eclat
outperforms the Spark-based Apriori by many times. Also, the experimental
results show the scalability of the proposed algorithms on increasing the number
of cores and size of the dataset.

Keywords: Parallel and distributed algorithms � Frequent itemset mining �
Eclat � Spark � Big data analytics

1 Introduction

Frequent itemset and association rule mining [1] are the techniques of data mining
employed to discover the interesting correlations among data objects of the database.
These algorithms need to be re-desinged on big data processing platforms like Hadoop
[2, 3] and Spark [4, 5] when it comes to deal with the big data. Spark is 100 times faster
in memory and 10 times faster on disk than Hadoop MapReduce [4]. Many authors
have designed different frequent itemset mining (FIM) algorithms on the Spark RDD
framework [6–11], in which most of the algorithms follow Apriori [1] as the base
algorithm. Parallelization of Eclat-based algorithm on Spark has not been explored yet
to the best of our knowledge. In this paper, we consider Eclat [12], a more efficient
algorithm than Apriori. Eclat reduces I/O cost due to a small number of database scan,
and computation cost due to vertical data format and lattice traversal scheme.
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This paper proposes some approaches to parallelize Eclat algorithm on the
Spark RDD framework. The name RDD-Eclat represents Spark-based Eclat algorithm,
and its five variants are named in short as EclatV1, EclatV2, EclatV3, EclatV4, and
EclatV5. EclatV1 is the first version of the algorithm, and each subsequent version
results from the further modifications on the preceding version to achieve better per-
formance. Algorithm EclatV1 first generate frequent items and a vertical dataset. From
vertical dataset, it constructs equivalence classes based on common 1-length prefix.
A default partitioner partitions the equivalence classes into (n-1) independent partitions,
where n is the number of frequent items. Equivalence classes in each partition are
processed in parallel by applying the bottom-up search recursively on each equivalence
class to enumerate the frequent itemsets. EclatV2 applies all operations of algorithm on
the filtered transactions which contain transactions with only frequent items. Trans-
action filtering is adopted from the efficient implementation of Apriori and Eclat by
Borgelt [13]. EclatV3 is slightly different from EclatV2, and the difference is the use of
accumulator, a kind of shared variable in Spark. Algorithms EclatV4 and EclatV5 are
similar to EclatV3 except the partitioner used to partition the equivalence classes.
These two algorithms use two different types of hash partitioner to partition the
equivalence classes into p independent partitions, where p is the user defined value.
The performance of our proposed algorithms is compared with the Spark-based Apriori
algorithm on both synthetic and real life datasets, and they significantly outperform the
Spark-based Apriori in terms of execution time. Further, the performance of all pro-
posed RDD-Eclat algorithms is compared with each other in terms of speed and
scalability to study the effect of various strategies applied on these algorithms.

The rest of the paper is organized as follows. Section 2 presents preliminaries for
RDD-Eclat, which is a brief description of frequent itemset mining, Eclat algorithm,
and Apache Spark. Section 3 discusses the related work. In Sect. 4, the proposed
algorithms are described in detail. Experimental results and analysis are presented in
Sect. 5. Finally, Sect. 6 concludes the paper with future directions.

2 Preliminaries

2.1 Frequent Itemset Mining and Eclat Algorithm

Frequent itemset mining is the computation of all frequent itemsets in a given database
[1]. The generation of all frequent itemsets is a computationally as well as memory, and
disk I/O intensive task [14]. Eclat algorithm [12] uses a vertical tidset database format,
equivalence class clustering, and bottom-up lattice traversal; which reduces these costs.
Eclat converts horizontal database into vertical database, i.e. from itemset for-
mat < TIDi, i1, i2, …, ik > to tidset format < ik, TID1, TID2, …, TIDk >. In horizontal
database, each transaction Ti comprise of an unique transaction identifier TIDi and an
itemset, i.e. in the form of < TIDi, i1, i2, …, ik >. A vertical tidset database consists of a
list of items followed by respective tidsets. The tidset of an item or itemset X is the set
of all transaction identifiers containing X, and is denoted as tidset(X) = {Ti.TID | Ti 2
D, X � Ti}. The support of an item or itemset X is the number of elements in tidset(X)
i.e. r(X) = |tideset(X)| [15]. An itemset X is said to be frequent if r(X) � min_sup,
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where min_sup is a user-specified minimum support threshold. The tidset approach
reduces the cost of support counting. The support of a candidate k-itemset is computed
by the intersection of tidsets of its two (k-1)-subsets. The vertical database is more
compact than horizontal and contains all relevant information, which reduces memory
requirements and scanning of the whole database. Further, as the length of itemsets
increases, their tidset decrease, that consequently reduces the cost of intersection
operations. The computation of frequent 2-itemsets is costlier with vertical format in
comparison to the horizontal format. So a triangular matrix is used to update the counts
of candidate 2-itemsets [12, 14].

Algorithm 1. Bottom-Up recursive function of Eclat
Input: ECk = {A1, A2, ..., An}, equivalence class of k-itemsets consists of atoms Ai.
Output: Frequent itemsets ECk
1: Bottom-Up(ECk)
2: {
3: for(i = 1; i <= |ECk|; i++)
4: {
5: ECk+1 = ;
6: for(j = i + 1; j <= |ECk|; j++)
7: {
8: Ai j = Ai U Aj;
9: tidset(Ai j) = tidset(Ai) tidset(Aj);
10: if( |tidset(Ai j)| >= min_sup)
11: {
12: ECk+1 = ECk+1 Ai j;
13: LECk = LECk Ai j;
14: }
15: }
16: if(ECk+1 != )
17: Bottom-Up(ECk+1);
18: }
19: return LECk;
20: }

The set of items I of the database forms a power-set lattice q(I). The set of atoms of
this lattice corresponds to the set of items [12]. The power-set lattice is the search space
that contains all the potential frequent itemsets. To enumerate all the frequent itemsets,
lattice must be traversed along with intersection operations on tidsets to obtain support
count of itemsets. The equivalence class clustering partitions the lattice into smaller
independent sub-lattices enabling parallel computation of frequent itemsets. It also
overcomes the limited memory constraint when the complete lattice could not fit in
memory due to the large intermediate tidsets. The equivalence class clustering parti-
tions the itemsets of lattice into equivalence classes based on the common prefixes of
itemsets. Suppose, the set of frequent k-itemsets Lk is lexicographically sorted, then its
itemsets can be partitioned into equivalence classes based on their common (k-1) length
prefixes. All the classes can be processed independently and parallely, and if a class is
large enough to be solved in main memory, it can be decomposed to the next level.
Eclat uses a bottom-up lattice traversal scheme [12] that processes each equivalence
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class by recursively decomposing into smaller classes to enumerate all frequent
itemsets. The pseudo code in the Algorithm 1 shows the recursive procedure of this
bottom-up search technique, originally given by Zaki [12]. Here, LECk represents the
set of frequent itemsets generated by the equivalence class ECk. A detailed and illus-
trative explaination of Eclat algorithm and searching technique can be found in the base
paper [12], and is not duplicated here.

2.2 Apache Spark

Apache Spark [4] is a fast and general cluster computing system for large-scale batch
and streaming data processing, originally developed at AMPLab of UC Berkeley
[5, 16]. Spark was developed to overcome the inefficiency of Hadoop MapReduce [3,
17] for iterative jobs and interactive analytics. It retains the good properties of
MapReduce like scalability and fault tolerance. The backbone of Spark is a distributed
memory abstraction called Resilient Distributed Datasets (RDDs) [16], which is a
collection of immutable data objects partitioned across the nodes of Spark cluster.
Spark achieves fault tolerance through a lineage chain that keeps record of set of
dependencies on parent RDDs i.e. how an RDD derived from another RDD. A lost
partition of RDD can be rebuilt quickly through the lineage chain. The more about
RDD and its various operations, Spark application, and architecture of Spark cluster
can be found in [5, 16, 18, 19].

3 Related Work

With the evolution of big data, re-designing of traditional data mining algorithms on
Hadoop and Spark have been started to provide the scalability. With the introduction of
Hadoop, researchers have proposed several FIM algorithms on Hadoop MapReduce
framework based on the central algorithms Apriori [1], Eclat [12], and FP-Growth [20].
The well known Apriori-based algorithms are SPC, FPC, and DPC [21]. More formal
and optimized versions of these algorithms are proposed by Singh et al. [22]. Recently,
Chon and Kim [23] proposed BIGMiner, an Apriori-based frequent itemset mining
algorithm on MapReduce. Two distributed versions of Eclat algorithms on MapReduce
have been proposed by Moens et al. [24]. The algorithms are named as Dist-Eclat and
BigFIM. Dist-Eclat partitions the search space on Mappers rather than data space. Big-
FIM is a hybrid of Apriori and Eclat approaches. Liu et al. [15] have incorporated three
improvements in Eclat algorithm and proposed Peclat (Parallel Eclat) algorithm that
parallelizes this improved algorithm on MapReduce framework. PFP (Parallel FP-
Growth) [25] is a MapReduce-based FP-Growth algorithm. It breaks the FP-Tree into
smaller independent FP-Trees, which are processed by different Mappers to generate
frequent itemsets. FiDoop [26], a parallel frequent itemset mining algorithm on
MapReduce uses an FIU-Tree (frequent items ultrametric tree) in the place of FP-Tree.

The development of Spark has shifted the research focus from Hadoop
MapReduce-based algorithms to the Spark-based algorithms. MapReduce does not fit
in with the iterative nature of data mining algorithms. Each time, for a new iteration,
one needs to launch a new MapReduce job that takes a significant amount of time.

758 P. Singh et al.



Further, the costly read/write operations on HDFS are required for the intermediate
result of jobs. Spark keeps the good features of MapReduce, resolves the problems with
MapReduce, and adds a number of additional features.

During the recent years, many Spark-based FIM algorithms have been proposed.
Qiu et al. [6] have proposed a Spark-based Apriori algorithm named YAFIM (Yet
Another Frequent Itemset Mining). YAFIM is modularized into two phases. The first
phase produces frequent items, whereas the second phase generates frequent (k + 1)-
itemsets from frequent k-itemsets for k � 2. YAFIM outperformed the MapReduce-
based Apriori around 25 times. Rathee et al. [7] proposed R-Apriori (Reduced-Apriori),
a parallel Apriori-based algorithm on the Spark RDD framework. R-Apriori is similar
to YAFIM with an additional phase that reduces the computation to generate 2-
itemsets. Adaptive-Miner [8] is an improvement over the R-Apriori, which dynamically
selects a conventional or reduced approach of candidate generation, based on the
number of frequent itemsets in recent iteration. DFIMA (Distributed Frequent Itemset
Mining Algorithm) [9] is also an Apriori-based algorithm on Spark. It uses a matrix-
based pruning approach to reduce the number of candidate itemsets. In the first step, it
creates a Boolean vector for each frequent item, and then 2-itemset matrix from
Boolean vectors. In the second step, it generates all frequent (k + 1)-itemsets from
frequent k-itemsets, for k � 2. HFIM (Hybrid Frequent Itemset Mining) [10] exploits
the vertical format of the dataset with Apriori algorithm. The smaller size of vertical
dataset reduces the cost of dataset scanning. The first phase of the algorithm produces
vertical dataset that contains only frequent items. Also, a revised horizontal dataset is
obtained by removing infrequent items from the original dataset. Horizontal dataset is
distributed on all worker nodes while vertical dataset is shared. Shi et al. [11] proposed
DFPS (Distributed FP-growth Algorithm based on Spark) algorithm. The first step of
the algorithm calculates frequent items from RDD of transactions. The second step
repartitions the conditional pattern base, and the third step generates frequent itemsets
in parallel from the independent partitions.

4 RDD-Eclat Algorithms

We parallelize Eclat algorithm on Spark RDD framework and named it as RDD-Eclat.
We propose five different variants of RDD-Eclat by successively applying different
strategies and heuristics. EclatV1 is the first implementation, and its successors
EclatV2, EclatV3, EclatV4, and EclatV5 are resulted after applying the changes in their
respective preceding algorithm. All proposed algorithms are modularized into three to
four phases. Each phase comprises of transformations, actions, and other operations
[19].

4.1 EclatV1

EclatV1 is divided into three phases described as pseudo codes in Algorithm 2, 3, and 4
respectively. Phase-1 (Algorithm 2) takes input as horizontal database and produces
output as frequent items with support count, the number of frequent items, and the
database in a vertical format for the subsequent use. It first creates an RDD,
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transactions from the database. Here, the database is not partitioned in order to assign a
unique transaction identifier, when it is not present in the database. The flatMapToPair
() transformation maps each transaction to a (item, tid) pairs, and creates a paired RDD
containing the (key, value) pairs. The groupByKey() transformation groups all pairs
with the same key. The filter() transformation removes the items having support count
less than min_sup. The paired RDD, freqItemCounts contains (item, count) pairs, where
count is the support count of item. Here, (itemTid._1, itemTid._2) is a (key, value) pair
of a Tuple2 [19] type object, itemTid. Finally, the action, collect() returns the entire
content of RDD, freqItemTids to the driver program where it is sorted in the ascending
order of support and stored in a list.

Algorithm 2. Phase-1 of EclatV1
1: RDD transactions = sc.textFile("database", 1);
2: PairRDD itemTids = transactions.flatMapToPair(t -> {
3: tid = 1;
4: for each item of t.split(" ")
5: pairList.add((item, tid));
6: tid++;
7: return pairList;
8: }).groupByKey(s);
9: PairRDD freqItemTids = itemTids.filter(itemTid -> itemTid._2.size () >= min_sup);
10: PairRDD freqItemCounts = 

freqItemTids.mapToPair(itemTid -> (itemTid._1, itemTid._2.size(s)));
11: freqItemCounts.saveAsTextFile("frequentItems");
12: freqItemTidsList = sort(freqItemTids.collect());
13: n = freqItemTidsList.size(s);

Phase-2 of EclatV1 (Algorithm 3) computes support count of all 2-itemsets using
an upper triangular matrix from the horizontal database, as recommended by Zaki in
[12]. It is computed in parallel on the different partitions of the database. The database
is partitioned as per the default parallelism which is equal to the number of cores on all
machines of the Spark cluster. The triangular matrix is shared as an accumulator
variable, accMatrix among all the executors to add support count of 2-itemsets in
parallel. The transformation, flatMap() updates the accumulated matrix for all 2-itemset
combination of each transaction.

Algorithm 3. Phase-2 of EclatV1
1: transactions = transactions.repartition(sc.defaultParallelism());
2: if(triMatrixMode)
3: {
4: create a triangular matrix, triMatrix[ ][ ]
5: pass triMatrix as accumulator variable, accMatrix
6: transactions.flatMap(t -> {
7: for each 2-itemset combination, itemIitemJ of items of t.split(" ")
8: accMatrix.update(itemIitemJ);
9: });
10: triMatrix = accMatrix.value();
11: }
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Phase-3 of EclatV1 (Algorithm 4) takes the input as freqItemTidsList, the vertical
dataset, and produces frequent k-itemsets, k � 2. It first generates ECList, a list of pairs
of equivalence classes for 2-itemsets and tidset of members of the class. A paired RDD,
ECs is created by parallelizing the ECList, and partitioned into default (n-1) partitions,
where n is the number of frequent items. The triangular matrix containing the support
count of 2-itemsets is used here to avoid the costly intersection operations for infrequent
2-itemsets. The transformation, flatMap() processes each partition of the equivalence
classes ECs in parallel. It applies the Bottom-Up() recursive function of Eclat (Algorithm
1) on each equivalence class EC in a partition. The source code of Bottom-Up() method
has been taken from the SPMF Open-Source Data Mining Library [27].

Algorithm 4. Phase-3 of EclatV1
1: for(i = 0; i < freqItemTidsList.size() - 1; i++)
2: {
3: itemI = freqItemTidsList.get(i)._1;
4: tidsetI = freqItemTidsList.get(i)._2;
5: for(j = i + 1; j < freqItemTidsList.size(); j++)
6: {
7: itemJ = freqItemTidsList.get(j)._1;
8: if(triMatrixMode)
9: if(triMatrix.getSupport(itemI, itemJ) < min_sup)
10: continue;
11: tidsetJ = freqItemTidsList.get(j)._2;
12: tidsetIJ = tidsetI ∩ tidsetJ;
13: prefixIList.add((itemJ, tidsetIJ));
14: }
15: ECList.add(itemI, prefixIList);
16: }
17: PairRDD ECs = sc.parallelize(ECList);
18: ECs = ECs.partitionBy(new defaultPartitioner(n - 1)).cache(s);
19: RDD freqItemsets = ECs.flatMap(EC -> Bottom-Up(EC));
20: freqItemsets.saveAsTextFile("frequentItemsets");

4.2 EclatV2

EclatV2 comprises of four phases, the pseudo codes of first three phases are described
in Algorithms 5, 6, and 7, whereas Phase-4 is same as the Phase-3 of EclatV1
(Algorithm 4). Phase-1 simply saves the frequent items and their support, and produces
a list of frequent items in alphanumeric order.

Algorithm 5. Phase-1 of EclatV2
1: RDD transactions = sc.textFile ("database");
2: RDD items = transactions.flatMap(t -> List(t.split(" ")));
3: PairRDD itemPairs = items.mapToPair(item -> (item, 1));
4: PairRDD itemCounts = itemPairs.reduceByKey((v1, v2) -> v1 + v2);
5: PairRDD freqItemCounts = 

itemCounts.filter(itemCount -> itemCount._2 >= min_sup);
6: freqItemCounts.saveAsTextFile("frequentItems");
7: freqItemList = sort(freqItemCounts.keys().collect());
8: n = freqItemList.size();
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Phase-2 of EclatV2 (Algorithm 6) is similar to the Phase-2 of EclatV1 except the
addition of transaction filtering [13]. The frequent items, trieL1 stored in a prefix tree,
must be broadcasted to all executors using the broadcast variable, before applying the
transformation. The support counting of 2-itemsets is performed applying the same
triangular matrix method of EclatV1, but on the filtered transactions.

Algorithm 6. Phase-2 of EclatV2
1: store frequent items in trie, trieL1;
2: RDD filteredTransactions = transactions.map(t -> filterTransaction(t.split(" "), trieL1));
3: if(triMatrixMode)
4: {
5: create a triangular matrix, triMatrix[ ][ ]
6: pass triMatrix as accumulator variable, accMatrix
7: filteredTransactions.flatMap(t -> {
8: for each 2-itemset combination, itemIitemJ of items of t.split(" ")
9: accMatrix.update(itemIitemJ);
10: });
11: triMatrix = accMatrix.value();
12: }

Phase-3 of EclatV2 (Algorithm 7) generates the vertical dataset from filtered hor-
izontal dataset. It first reduces all partitions of transactions into one partition in order to
generate unique transaction identifier. The action collect() returns the list of (item,
tidset) pairs, that is sorted by the total order of increasing support count and stored in a
list. Phase-4 of EclatV2 is exactly same as the Algorithm 4, where equivalence classes
are created and partitioned for parallel computation of the frequent itemsets.

Algorithm 7. Phase-3 of EclatV2
1: filteredTransactions = filteredTransactions.coalesce(1);
2: PairRDD freqItemTids = filteredTransactions.flatMapToPair(t -> {
3: tid = 1;
4: for each item of t.split(" ")
5: pairList.add((item, tid));
6: tid++;
7: return pairList;
8: }).groupByKey( );
9: freqItemTidsList = sort(freqItemTids.collect( ));

4.3 EclatV3

EclatV3 comprises of four phases in which first two phases, Phase-1 and Phase-2 are
exactly same as those of EclatV2. The purpose of Phase-3 of both algorithms EclatV2
and EclatV3 is same i.e. both generate vertical dataset. The difference is that EclatV3
uses a hashmap data structure to store (item, tidset) pairs of vertical dataset. This
hashmap is accumulated across all executors, and updated by the flatMapToPair()
transformation. The updated hashmap is used to sort the list of frequent items of Phase-
1, by total order of increasing support count. Phase-4 of EclatV3 is similar to the
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Algorithm 4, the only difference is the data structure used to store the pairs of item and
tidset. Here, the items and corresponding tidsets are fetched from a hashmap instead of
a list, and the rest of process is the same.

4.4 EclatV4 and EclatV5

Algorithms EclatV4 and EclatV5 apply the heuristics on EclatV3 to partition the
equivalence classes into p partitions, where p has the value supplied by the user.
Heuristics are applied to balance the partitions of equivalence classes. Only the Phase-4
of these two algorithms is different from EclatV3, and first three phases are the same to
those of EclatV3. Further, Phase-4 is different only with respect to the partitioning of
equivalence classes which is done at line no. 18 (e.g. in Algorithm 4). EclatV4 and
EclatV5 respectively use hashPartitioner and reverseHashPartitioner in their Phase-4
instead of defaultPartitioner as in Algorithm 4.

The hash partitioner of EclatV4 applies a hash function on the values corresponding
to the prefix of equivalence classes, and returns the remainder as a partition ID.
Whereas, EclatV5 returns the partition ID in reverse order when the unique value
assigned to the 1-length prefix of equivalence class is greater than or equal to p. The
partitioners with hashing and reverse hashing are used to investigate the workload
balance among partitions. The workload is measured in terms of the members in
equivalence classes. An equivalence class having more members leads to the genera-
tion of more candidate itemsets as well as the intersection of their tidsets.

5 Experimental Results

The Experiments are conducted on a workstation machine installed with Spark-2.1.1,
Hadoop-2.6.0, and Scala-2.11.8. The workstation is equipped with Intel Xenon CPU
E5-2620@2.10 GHz with 24 cores, 16 GB memory and 1 TB disk, and running 64 bit
Ubuntu 14.04. HDFS is used as storage for the input datasets and generated frequent
itemsets. Source codes of all algorithms are written in Java-7. Table 1 summarizes
datasets used in experiments with their properties. BMS_WebView_1 (BMS1) and
BMS_WebView_2 (BMS2) are the click-stream data taken from [27] while
T10I4D100 K and T40I10D100K are generated by IBM Generator available at [28].

Table 1. Datasets used in experiments with their properties

Dataset Type of dataset Transactions Items Average transaction width

BMS_WebView_1 Real-life 59602 497 2.5
BMS_WebView_2 Real-life 77512 3340 5
T10I4D100K Synthetic 100,000 870 10
T40I10D100K Synthetic 100,000 1000 40
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The proposed algorithms EclatV1, EclatV2, EclatV3, EclatV4, and EclatV5 require
two parameters, triMatrixMode and p to be set before the execution. The triangular
matrix optimization can be enabled or disabled by providing the true or false value to
triMatrixMode. It is true for all datasets except BMS1 and BMS2. The size of triangular
matrix depends on the maximum integer value of all items in the dataset, and it is very
large in BMS1 and BMS2. The very large size of the matrix may cause out of memory
problem, so the value of triMatrixMode is false for these two datasets. Further, algo-
rithms EclatV4 and EclatV5 partition the equivalence classes into p partitions, which is
set as 10 for all datasets.

5.1 Execution Time on Varying Value of Minimum Support

Figures 1(a), 2(a), 3(a) and 4(a) compare the execution time of the proposed algorithms
against the Apriori algorithm whereas Fig. 1(b), 2(b), 3(b) and 4(b) compare the
execution time of the proposed algorithms EclatV1, EclatV2, EclatV3, EclatV4, and
EclatV5. On all datasets, RDD-Eclat outperforms the RDD-Apriori (Figs. 1(a), 2(a), 3
(a) and 4(a)), and the execution time difference between them becomes wider with the
decreasing value of minimum support.

Fig. 1. Execution time of algorithms (a) Eclat variants and Apriori (b) Only Eclat variants for
varying minimum support on dataset BMS_WebView_1

Fig. 2. Execution time of algorithms (a) Eclat variants and Apriori (b) Only Eclat variants for
varying minimum support on dataset BMS_WebView_2
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Since, the Apriori algorithm is outperformed by all the proposed algorithms, all the
subsequent observations are considered only for the proposed algorithms. Figures 1(b),
2(b), 3(b) and 4(b) closely compare the execution time of the proposed algorithms
EclatV1, EclatV2, EclatV3, EclatV4, and EclatV5. The major algorithmic difference
between EclatV1 and EclatV2, EclatV3 is the use of filtered transaction technique in
EclatV2 and EclatV3; and the difference between EclatV2, EclatV3 and EclatV4,
EclatV5 is the use of hash partitioners for the equivalence class partitioning. EclatV2
and EclatV3 perform worse than EclatV1 (Figs. 1(b), 2(b), 3(b), and 4(b)). Algorithms
EclatV2 and EclatV3 can only improve the performance when they significantly reduce
the size of the original transactions after applying the filtered transaction technique. If
the size of filtered transactions is still near to that of the original transactions, then it
only adds overhead, and increases the overall execution time of the algorithms.
Adoption of the filtered transaction technique may improve the performance on a
dataset of larger scale where the filtered dataset is reduced significantly. Further, it can
be seen that algorithms EclatV4 and EclatV5 significantly improve the performance in
comparison to EclatV2 and EclatV3 on all datasets (Figs. 1(b), 2(b), 3(b) and 4(b)). It
proves the effectiveness of equivalence class partitioners used in EclatV4 and EclatV5.

Fig. 3. Execution time of algorithms (a) Eclat variants and Apriori (b) Only Eclat variants for
varying minimum support on dataset T10I4D100K

Fig. 4. Execution time of algorithms (a) Eclat variants and Apriori (b) Only Eclat variants for
varying minimum support on dataset T40I10D100K
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5.2 Execution Time on Increasing Number of Executor Cores

The behavior of the proposed algorithms is investigated on the different datasets for the
increasing number of executor cores, as shown in Fig. 5(a–b). Execution time has been
measured using 2, 4, 6, 8, and 10 executor cores for the two datasets. With the
increasing number of cores, execution time of the algorithms decreases. The decline is
more apparent in case of BMS2 dataset. It indicates that execution time can be reduced
or maintained by allocating more cores or by adding more nodes.

5.3 Scalability on Increasing Size of Dataset

Scalability test is carried out for the proposed algorithms on the increasing size of
dataset T10I4D100K at a fixed value of minimum support, 0.05. To get the larger
dataset size, it is doubled each time from its previous dataset, so it ranges from 100K
transactions to 1600 K transactions as shown in Fig. 6. It can be seen that with the
increasing dataset size, execution time of all algorithms increases linearly. It shows the
ability of the algorithm to to handle the growing size of datasets at the fixed resources.
Efficiency can be maintained by adding more resources.

Fig. 5. Execution time on varying number of executor cores for two datasets (a) Dataset
BMS_WebView_2 at min_sup = 0.001 (b) Dataset T40I10D100K at min_sup = 0.01

Fig. 6. Execution time on increasing size of dataset T10I4D100K at min_sup = 0.05
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6 Conclusions and Future Directions

The re-designing of Eclat algorithm in the distributed computing environment of Spark
has been explored in this paper. The key contribution here is a parallel Eclat algorithm
on the Spark RDD framework, named as RDD-Eclat along with the implementation of
its five variants. The first variant is EclatV1, and the subsequent variants are EclatV2,
EclatV3, EclatV4, and EclatV5. Each variant is resulted from applying some different
approach and heuristic on the previous variant. The filtered transaction technique is
applied after EclatV1, and the heuristics for equivalence class partitioning are applied
in EclatV4 and EclatV5. Experimental results on the both synthetic and real life
datasets, shows that all proposed algorithms outperform the YAFIM, a Spark-based
Apriori algorithm, by many times, in terms of execution time. As the minimum support
threshold decreases, the proposed algorithms perform better in comparison to Spark-
based Apriori. Further, the proposed algorithms are closely compared in order to
investigate the effect of various heuristics applied on the latter variants. It has been
observed that the filtered transaction technique improves the performance when it
significantly reduces the size of the original dataset. Further, the heuristics applied in
equivalence class partitioning significantly reduce the execution time. Also, the algo-
rithms exhibit scalability when executed on increasing the number of cores and the size
of dataset.

Moreover, a more optimized and fine-tuned RDD-Eclat algorithm can be designed
in future by efficiently assembling the different modules from the different variants. For
example, the heuristic of equivalence class partitioning is not applied in EclatV1 but in
EclatV4 and EclatV5 along with the filtered transaction technique. This paper only
considers 1-length prefix based equivalence classes, the results can be explored for the
k-length prefixes where k � 2. Also, the heuristic for equivalence class partitioning
can be improved further to get a more balanced distribution of equivalence classes.
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Abstract. The number of accidents in the world is increasing day by day and
most of these accidents are effectuated due to Driving While Intoxicated (DWI).
Therefore, since the death due to the Drunken-Driving or Driving Under the
Influence (DUI) of alcohol has assumed proportion larger (60%) than one can
visualize. In order to combat such life-risking problems, we have designed a
mock-up. This safety serious system is actualized using ARDUINO and the
main unit of this project is alcohol detecting sensor. Here alcohol sensor (MQ3)
is used in a steering wheel and also in the passenger seat to sense the alcohol
molecules present inside the vehicle. When sensor equipped in a steering wheel
senses the alcohol content (i.e)., when the level of alcohol of driver crosses a
permissible limit, fails the attempt of the driver to start the engine irrespective of
the passenger. To thwart the accidents due to immediate engine failure, a timer is
proposed in the exemplary. This framework is also embodied with widely used
GSM MODEM and it will automatically send the distress message to the owner
of the vehicle or to the family member.

Keywords: Alcohol sensor (MQ3) � Short messaging service (SMS) � Safety
Serious System (SSS) � Global system for mobile communication (GSM)
Timer � Automatic engine locking

1 Introduction

Drunk driving is a major life-threatening problem around the world. In an analysis,
over 10,000 traffic fatalities were directly associated with drivers who had Blood
Alcohol Content (BAC) or Blood Alcohol Concentration above 0.08 mg/dl. The legal
limit of BAC is 0.05% or 5 mg per 100 ml or 1 dl. Drivers demand complete attention,
spontaneous action, self-control, and quick decision-making abilities to avoid any
unanticipated incidents while driving a vehicle. But drunken drivers will not be in a
stable condition. When BAC crosses 0.08%, alcohol in the blood seizes the human
brain working and it results in a lack of concentration, difficulties in controlling the
speed, drowsiness, slow reaction time, loss of self-control [10]. States that the above
mentioned factors result in rash driving. Hence it is an inconvenience for the other road
users and a question of life. Body Area Network (BAN) an under-developing tech-
nology, which can be able to provide mobility for person with Wearable or Implantable
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devices in and around the body, who are wandering within the coverage region of
monitoring system. BAN or WBAN plays a pivotal role in Human Healthcare. By
integrating the concepts of WBAN and WSN, the proposed automotive alcohol
detection system caters an efficacious solution for the safety of the people inside the
car, pedestrians and other motorists. This framework detects the alcohol molecules in
human breath, provides the corresponding analog resistive output to the arduino to
control the vehicle ignition with low power consumption. The system encompassed
with the timer to avert immediate engine failure after alcohol detected inside the
vehicle. To report accidents occurring in real time the alert system is implemented by
deploying GSM. This system also enables the inter-city transport companies to
effectively track their vehicles.

2 Literature Survey

According to the World Health Organization (WHO) Report on September 2018: The
deaths that occur on India’s roads is almost 1 lakh, which are indirectly related to
driving vehicles under the influence of alcohol. In [3], reveals about approximately 336
people/day die in Road accident, but as of WHO report 2018, the number increased to
400 deaths/day which impelling India to take car safety seriously. Model [6] admits
around million children killed due to over-speeding. For a 1% increase in mean speed
culminates in a 4% increase in the road fatalities. To curtail accident rate due to over
speeding, model [5] uses GSM and GPS to send the message when speed of the vehicle
and amount of tilting exceeds. System [2] exemplifies the traffic mechanism for speed
control, SONAR in this system supports to determine the distance of surrounding
vehicles. Once when an obstacle is captured, vehicle stopped. Psychological state of the
driver such as Drowsiness & Distraction acting as a root to endorse night accidents.
More than 80% of accidents due to drunken driving accidents take place between 1 am
to 4 am. To safeguard the drowsiness and drunk drivers, [8] embodies Eye-blink
sensors to find the driver drowsiness and Alcohol sensor for detecting the drunken state
of the driver. It adopts GSM to send an SMS when the driver is caught in inebriated
condition. It also focuses on obstacle detection mechanism using proximity sensor. In
[12], depending on the alcohol concentration and Eye blinking rate, Speed of the
vehicle varies. This system triggers alarm, activation of auto pilot. Smart-Helmet
mechanism for Two-Wheeler Accident prevention elucidated in [7], which senses
alcohol content and sends data to Smartphone via Bluetooth Module when an Accident
is detected. Using Vibration Sensor, [9] reduces the action time after Accident. This
clearly depicts that Driving While Intoxicated (DWI) and Rash Driving are the major
sources of Road accidents across the world. These accidents will also have adverse
impacts on Pedestrians, Elderly Citizens and School children who are crossing the road
at that time. Survivors from these Road Accidents will lead a Traumatized life.
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3 SSS Model

In an existing system, automatic engine locking process was done in an unprotected
way, i.e when the alcohol is detected by the sensor the motor is turned off immediately.
This immediate engine breakdown may cause unexpected accidents. Thus in the pro-
posed model, this limitation is overcome by using a timer system. A block diagram of
the SSS (Safety Serious System) Model is represented in Fig. 3. This system is divided
into three sections:

• Sensing
• Processing
• Actuating network.

Sensing part consists of Infrared (IR) and Alcohol (MQ3) Sensor. Infrared Sensor
in the system is used for efficacious power usage. It initiates the whole process only
when a person is detected inside the vehicle. The motor will be ON only when a non-
alcoholic breath is detected. Alcohol Sensor continuously monitors the driver’s breath
and produces an analog resistive output. Processing part has a Microcontroller. Using
MQ3 Sensor, microcontroller sways the whole system. Arduino which is the heart of
the system reads the data from MQ3 Sensor. Analog to Digital Converter (ADC) in
Arduino converts the analog data from the sensor to corresponding digital data. In
response to the detected alcohol percentage, Microcontroller controls the actuating
element (DC Motor) and sends a warning message to the concerned person (Fig. 1).

Consider a scenario of a car equipped with SSS model as shown in Fig. 4 by the
owner of the vehicle. When the driver gets inside the car the SSS model activates in a
jiffy. The model activation is done by the IR sensor used in the circuit. The system will
be in ‘ON’ state only when the IR sensor output is high (i.e. IR = 1). Effectively saying
when the person sits inside the vehicle is sensed by the IR sensor and sends the output
to the controller to initiate the system, until the circuit remains in ‘OFF’ state or in
‘Sleep’ mode (Fig. 2).

Fig. 1. SSS model block diagram
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Once the system turns ‘ON’ state, the onboard alcohol sensor will detect the alcohol
content in the driver’s breath and sent its value to the controller board (Arduino). The
purpose of the sensor module is to provide a technique to compare alcohol source with
a reference or an acceptable level and when the source exaggerates, it is capable to set
an alarm limit. It acts similar to a common breathalyzer circuit. Since the sensor has gas
sensitive material to sense alcohol, it has high sensitivity to small value. From the MQ3
sensitivity graph shown in Fig. 5, its sensitivity towards hexane, CH4, and CO is less

Fig. 2. SSS equipped car

Fig. 3. MQ3 sensor sensitivity graph
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when compared to alcohol which is very high. To obtain a meticulous measurement,
the sensor’s alarm circuit has to be fixed by considering the temperature and humidity
influence.

As the result of alcohol detection the controlling process is done by the core part of
this prototype (Arduino board). This board mastery the engine and turns it down as
soon as the alcohol is detected. The next stage before the engine fiasco is the notifi-
cation provided by the timer to alert other road users. It is a specialized type of clock
which is used to sync operation time with a system clock. With extension, the alert note
is sent to the vehicle holder by the low power GSM modem which uses a protocol
based on the Hayes AT-Command set as shown in Fig. 6 to setup and control the
transmission and reception of data (Table 1).

4 Process Control

Whenever a person sits inside the vehicle, IR sensor initiates the system. For effectual
power consumption, IR sensor is used over here.

4.1 Driver Consumed Alcohol

The MQ3 Sensor in the steering wheel checks whether the person consumed alcohol or
not. If a drunken driver sits in the driver seat, it works on two cases:

1. When the vehicle is not moving, then the alcohol sensor detects the alcohol content
based on the breath of the driver and it fails the foray of the driver to start the
engine.

2. If the driver consumes alcohol during driving, then the MQ3 sensor sends a digital
HIGH output to ARDUINO. Then it turns ON the Timer to notify other vehicles
such that the vehicle is going to stop instantly and this prevents the accidents that
will occur due to immediate engine failure. Once the counter value reaches zero, the
speed of the vehicle gradually diminishes.

Table 1. AT command

Command Description

AT Check if serial interface and GSM modem is working
ATE0 Turn echo off, less traffic on serial line
AT + CNMI Displays new incoming SMS
AT + CPMS Selection of SMS memory
AT + CMGF SMS string format, how they are compressed
AT + CMGR Read new message from a given memory location
AT + CMGS Send message to a given recipient
AT + CMGD Delete a message
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Fig. 4. Process control of SSS model
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4.2 Passenger Consumed Alcohol

To avoid interrupting the system with alcohol molecules from the breath of the pas-
senger, here MQ3 Sensor is also placed in the passenger seat. Hence this system works
based on the alcohol consumption of driver irrespective of the passenger.

Fig. 5. Software simulation window

Fig. 6. Safety serious system output window
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5 Results and Discussion

From Fig. 5 it is absorbed that MQ3 Sensor is Heat-Driven Device. It takes some time
to sense precisely. The moment the sensor detects the alcohol molecules, it locks the
ignition system and sends a distress message to the concerned persons. From Fig. 6 it is
inferred that, when the alcohol is detected, an acknowledgment about the alcohol level
of the driver and the vehicle condition is sent by the Arduino. Figure 7 ensures the
successful conveyance of SMS to the registered number of the authorized person from
the system modem. The driver does not consent to Drunk Driving or Driving Under the
Influence (DUI) of Alcohol.

6 Conclusion

Fire and ice can still make a pair, but drinking and riding can never get assort. When it
goes together, the result will be incorrigible. Hence the SS system helps to find and
preclude accidents before it happens. This device provides well-advanced facilities and
has a great pertinence in today’s world as it can curtail alcohol-related road fatalities
and mortalities.

7 Future Work

The paper can be extended to an improved version for obviating drunken drivers from
getting on the road with a new concept using various digitized alcohol detection
sensors. In future instead of using MQ3 sensor, wearable sweat sensors can be used to
check the alcohol content level in the blood from the sweat. Using sweat sensor will be
more accurate when compared to MQ3 sensor. This can be accompanied by an RFID

Fig. 7. Alert note from GSM
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sensor to prevent the fraudulent. This system can be enhanced using Accelerometer to
identify Potholes in Roads. One can also encompass GPS Module [2, 3] that might
provide additional functionality to track the vehicle efficaciously. Hence a system with
wearable sweat sensor supported with identification mechanism for authorized and
unauthorized car owner along with location tracking can cumulatively contribute to
absolute safe driving.
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Abstract. Fresh water availability, conservation, and management are intense
areas that need consideration. The paper focuses on automated mechanism to
find effective solution to certain problems like, leakage detection when there
occurs a break in the pipelines, water wastage due to overflow of water from
buckets and storage tanks, no facility to check the quantity and quality of water
in storage tank, use of water pipelines without the knowledge of the household
owner and user needs to check manually the condition of lid of the storage tank.
The system comprises of Raspberry Pi, pH value detector probe, ultrasonic
sensor, solenoid operated valve, PIR sensor, light sensor, water flow meter, and
a push button switch. The work also aims to notify the user of their water usage
for each activity by monitoring the quantity of water used at each pipe and
analyzing the consumption rate.

Keywords: Internet of things � Automation � Water conservation � Water
management � User interactive app � React native

1 Introduction

Water [8] scarcity is a major problem that prevails in the present world. The issues
faced related to the water consumption exists in household as well as in public water
system. One of the major reason for this is the poor water management system existing
in the society. An efficient and effective method for proper water management is
necessary in this situation. The paper brings out a well-designed approach for proper
water management, a method for Detection, Restoration, Optimization and Preserva-
tion of fresh water – DROP. DROP is implemented using IoT and a react native user-
friendly app.

The proposed system comprises of a set of sensors to control, monitor and analyse
the water usage and its status on a live basis. The system notifies the user about the
water usage and quality of the water being used. All this information is passed to the
user via app where each user has their own account and the user can control the water
flow at their home by themselves. As an extension of its application, the system can be
implemented on public and community water systems [10].
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2 Literature Review

2.1 The Real Time Monitoring of Water Quality in IoT Environment

M.B. Kalpana discussed on “Online Monitoring Of Water Quality Using Raspberry Pi3
Model”, in which it was mentioned that there exists a low-cost system for real time
monitoring of the water quality in IoT. The system consists of several sensors such as
conductivity, turbidity and dissolved oxygen of water and pH sensor. The measured
values from the sensors can be processed by raspberry PI 3 model which is used as a
core controller. Finally, the sensor data can be viewed on internet using cloud com-
puting [1]. Similarly, N Vijayakumar and R Ramya proposed a system in which
raspberry PI B + model was used as micro controller [4]. A novel approach was
proposed by Prashant Salunke, et al. to design smart sensor interface for water quality
monitoring in IoT environment. Different sensors are available for water quality
monitoring which are used to check the quality. IoT provide interface to monitor and
operate remotely from anywhere and anytime. Intel Galileo Gen 2 board is used as
interfacing device in the proposed system [7].

Brinda Das et al. analysed on “Real-time water quality monitoring system using
Internet of Things” in which water quality measuring system checks the quality of
water in real time using various sensors to measure the quality of water. There is a
ZigBee module in the system that transfers data collected by the sensors to the
microcontroller wirelessly, and a GSM module which transfers wirelessly the data
further from the microcontroller to the smart phone/PC [5, 12].

2.2 Leak Detection

R F Rahmat, et al. reviewed on “Water Pipeline Monitoring and Leak Detection using
Flow Liquid Meter Sensor” in which a solution to detect and to determine the location
of the damage when there is a leak. The detection of the leak location will use fluid
mechanics and kinematics physics based on harness water flow rate data obtained using
flow liquid meter sensor and Arduino UNO as a microcontroller [3].

Jihoon Choi, et al. studied leakage detection techniques in which a new method for
leak detection and location based on vibration sensors and generalised cross-correlation
techniques was proposed [2].

2.3 Water Level Controlling System

Siddartha Shankar and Dr M. Dakshayini proposed a system for Smart Water Level
Controlling which was developed based on IoT and Mobile. This effectively reduces
the wastage of water by monitoring the level of water in the storage tank and intimating
the user to turn on or turn off the motor using their mobile phone. The water level
sensor is deployed in the storage tank and connected to the Arduino Board. The
Arduino updates the database in the server with the level of water in the tank. This
information stored in the server is displayed in the mobile phone [6]. Water level
monitoring as well as controlling with IoT and android application is also an existing
system [11]. Tech giant IBM has partnered Indian Institute of Information Technology
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and Management, Kerala (IIITM-K) to develop a system that will monitor quality and
presence of metals in water in real-time [10].

3 Proposed Model

An introduction of smart automated water management system can be done to solve the
above defined problems. Here this can be solved by gathering up the issues at each
point in the water transmission lines. Considering the water storage tanks, problems
like lack of proper monitoring of water quality, improper alert system for the user on
low water level in the storage tank, insufficient facility for controlling the water meter,
inadequate system for monitoring the overall water usage, absence of a system to check
whether the storage tank is protected or not i.e. whether the lid is closed or not exists.
These issues can be solved by taking the tank as a module. So the master module in the
Sect. 4.1 deals with how it can be solved. Another major problem is the water leakage.
The solution for the same is discussed in the outlet control module (Sect. 4.2). Other
functionalities adding up to this system is the controlling the taps used in households
and in industries. This function gives the user the power to control the pipes, the usage
status of water at each pipes and this is examined in the tap control module. Overflow
control module is introduced to prevent overflow of water from buckets even in the
absence of user. Considering the literature survey undertaken, the system is planned to
implement the system module wise. Connecting all the modules after completing each
of them gives the solution for all problems that have mentioned above. These four
modules bring up a solution to the existing water problems. The overall design of the
proposed system is as shown in Fig. 1.

1 Master module 

2 Tap module 

3 Outlet control module 

4 Overflow module 

Fig. 1. Overview of module design
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4 Design and Methodology

The proposed system is implemented module wise. Each module performs specific
functionalities to contribute to the overall water management system. These modules
are later interconnected to implement for forming the complete water management
system. The system can be implemented in the household, industries as well as in
public water system.

The modules that are introduced in the system are.

4.1 Master Module

This module performs the functions that must be performed at the water storage tank
level that are stated in proposed system. The master module is assigned with the tasks
of checking the water quality in storage tanks, to give the user a live status of the water
level in the tank, to ensure the protection of storage tank. In order to accomplish these
tasks, the module includes push button switch and a light sensor to ensure the lid of the
water storage tank is closed or not, ultra-sonic sensor to measure the water level, water
quality sensor to test the quality of the water and solenoid valve is placed at the main
outlet of the tank to control the water flow from the tank to other water consuming

Fig. 2. Master module architecture [9]
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points. For the analysis of water consumption, a flow sensor is used to measure the
water flow to the other pipelines consuming the water from the storage tank. All these
sensors are connected to the raspberry pi board as shown in Fig. 2 and the data from the
sensors are uploaded to the server. This data is retrieved to the app and is monitored
and controlled by the user.

4.2 Outlet Control Module

In order to control the water flow to each pipe and for performing leakage detection test
the outlet control module shown in Fig. 3 is introduced. The module is placed at every
junction in the pipelines and it consists of water flow sensors and solenoid valves. The
leakage in the pipe line is detected by measuring the quantity of water which is passed
from different points in the pipelines. The flow sensor in the module is used for easing
up this process. Solenoid valve in the module is used to control the water flow to the
different water consumption points from the junction. The leakage detection can be
done on a timely basis or with a manual instruction from the user through the app.

4.3 Tap Control

For controlling and analysing the water being used for different puposes tap control
module is used. The tap control module (Fig. 4) consists of solenoid valve, waterflow
sensor Passive Infra-Red sensor. The PIR sensor lets the user turn ON and OFF by
gesturing. The water flow sensor analyses the water being used at the outlet. The
obtained data of usage is uploaded to the server which is retrieved by the app and
displayed to the user, it helps to give the live status of water usage analysis which is
very useful for the consumers to look at their water consumption rate.

Fig. 3. Outlet control module architecture [9]
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4.4 Overflow Control

For solving the bucket overflow problem, the overflow control module is placed. The
module is implanted at every outlet where there is a chance that buckets or any other
containers may be used for water collection. The module consists of solenoid valve,
PIR sensor, ultrasonic sensor and a water flow sensor. The module is like the tap
control module apart from an extra sensor for checking water overflow. PIR and
solenoid valves are used to turn the tap ON and OFF and the water flow sensor is used
to monitor and analyse the water being used at the outlet. An extra ultrasonic sensor is
added in the overflow control module for checking the water level in the water col-
lecting container placed beneath the tap. Once the container is filled and starts
overflowing the ultrasonic sensor senses that there is no rising in the water level in the
container. This information signals the solenoid valve to cut off the water supply. Thus,
with a slight tolerance amount of water loss the bucket overflow problem is solved
without any manual intervention (Fig. 5).

Fig. 4. Tap control module architecture [9]

Fig. 5. Overflow control module architecture [9]

784 A. S. Sekhar et al.



5 Conclusion

Water conservation and its proper management are important. Though there exist
conventional methods for leakage detection, water quality and quantity check and to
prevent water wastage due to overflow, there is no proper and cheap automated system
which solves all these problems together. Each of the existing conventional methods
have its own drawbacks. The proposed system preserves water from being wasted by
detecting leakage and controlling overflows, and aware users about water quantity used
at each consumption point. The system promotes water conservation strategies and
makes awareness of conservation of freshwater among society.

As a future scope of the project, it can be extensively implemented over cities and
villages. Especially this technique can be implemented in hostels, flats and hotels to
monitor the water consumption rate of each occupants individually. Hence the system
will be convenient for the owner to deal with the water bills. One of the functions that
can be applied in our public water system as an extra functionality of the project is
providing timing information about the water arrival at the pipeline connected to the
user’s house. This function will be beneficial for the Kerala Government’s Rural Water
Supply and Sanitation Project ‘JALANIDHI’. Since the app provide the guidelines
about the water conservation, the instructions can be passed to the client in association
with the Kerala water authority. This will help to spread the announcements from the
authority in a very fast and easy manner. The system can be set up not just in Kerala but
also in other state’s water authorities.
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Abstract. Cuckoo algorithm which is inspired from the breeding strategy of
cuckoo bird is a type of meta-heuristics, which is widely used in solving NP-
hard problems. Furthermore, CS has only one input parameter i.e., discovery
probability. So, it is generally applicable to vast set of problems as compared to
other multi parameter algorithms. Moreover, Cuckoo search uses Levy flight
which is supposed to be global random walk as compared to other distribution
schemes. In this paper, we have deeply studied Cuckoo Search Algorithm and
Levy flight with important variants of both. We reviewed and compared Binary
cuckoo search, Improved (Dynamic)cuckoo search, as variants of CS while
Mantegna, Gaussian, and Cauchy distribution as variants of Levy walk. Fur-
thermore, on the behalf of this we have proposed Dynamic Strategy based
cuckoo search (DSBCS) which is supposed to give better results due to dynamic
discovery probability, best global walk, good neighbor strategy after discovery
and solution preserving strategy for replacement.

Keywords: Binary CSA � Cuckoo search � Improved CSA � Levy flight �
Meta-heuristic approach � Nature inspired strategies � Random walk

1 Introduction of CS

Yang and Deb discovered an Algorithm named as Cuckoo Search for optimization. This
is to solve the certain emcee bird optimization issues, this can catch the immediate
problems of appropriate Cuckoos which is inspired by nature’s behavior [1–5]. Obligate
brood Parasitism is a feature in which some Cuckoo’s drop their eggs in the host nest of
another species, birds for better or good growth and wealth because of which it is said to
be based on nature inspired algorithm. Taking, the emcee bird find that the egg is not its
own, then it abandons that unwanted egg or leave the nest simply by making an another
nest. The cuckoo birds specially broad parasitic abate have emitting in a pattern, as the
mimic of voice and the colors of the opted host bird species by the Cuckoo’s. Cuckoo
birds claim for the Optimization problems as they enhance such reproductive acts
[6–10]. The first act of the cuckoo chicks after appear in live, is to make the emcee bird
eggs or chicks by forcing them to get out of the nest. This behavior of cuckoo decreases
the splitting of eatables collected by the host parent birds [10–12].
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1.1 Some Important Aspects of Cuckoo Search Algorithm [1, 2]

1. Each & every egg within the nest consists of a solution, and that egg of Cuckoo
Species depicts a contemporary solution.

2. In the Algorithm, we obtain the best and prospective solutions by replacing the
good-for nothing eggs out of the nest.

3. We apply this algorithm for only one bird per host nest because it is the best
appearances in this mode.

4. This algorithm is also applied with multiple eggs in a nest for composite problems
to constitute a set of solutions.

1.2 CS Algorithm, in Three Assumptions

1. By selecting a emcee bird nests from the total number of nests with the help of levy
flight, each Cuckoo lay one Cuckoo egg per nest.

2. Nest having better quality eggs, which are carried onto the next round
3. The number is fixed and the quality of the nest is static and is not alterable.

Algorithm Name: Cuckoo Search Algorithm

Algorithm 1CS Algorithm 
1. Pk where, (k = 1, 2,3,4,5, ..., n) Get the start population of n nests(host). 
2. While(G>Max generation) or (stop-condition) 
3.          Get a cuckoo randomly by Levy flight 
4.          Evaluate its fitness function Zk
5.          Choose a nest among n (say, s) randomly 
6.          If (Zk > Zs), 
7.                  Replace Zs by the fresh cuckoo solution or egg; 
8.         end 
9.         Abandon or discover nest with pa probability by host bird and create                                                     

.            new nest 
10.         Hold up the best solutions 
11.         Solutions is ranked and search  the current best solution 
12. end while 
13. Post results 
14. end 

2 Levy Flight Algorithms

Levy flight algorithm is handles a group of molecules at every generation. Start with
best available location, creates all new breed(generation) at distances are aimlessly allot
by Levy [4, 9]. Then the best/fresh one is estimated and selected from the fresh or new
generation. The operation is repeated until the close condition is reached. Only the
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finest featured solution is chosen. Levy Equation which is used to generate fresh
solution y sþ 1ð Þ for a bird (cuckoo i)

y sþ 1ð Þ
j ¼ y sð Þ

j þ a� levy bð Þ ð1Þ

Where,
A = Step size (a > 0), in most cases we use a = 1 and 1 < b � 3.
Here the random step length is chosen by the levy distribution which is as follows.

Levy� v ¼ s�b ð2Þ

With the help of this levy equation some new solutions are generated which revolve
around the current best solution and make the local search work faster then normal.

Algorithm 2 LFA (Random Walk)
1 Process  LF Optimization() 
2 Start-state(); 
3 Current-value = objective-function(); 
4 best-value = Current-value; 
5 best-State= present-state(); 
6 while(close-condition-not-meet) 
7          while (jump-number-not-reach-maximum) 
8                   flight-length = Levy-flight(base-length ,beta( β)); 
9                   jump-random-at- the distance(flight-length); 
10                 present-value  = objective-function();
11                 if(present-value<best-value) 
12                       best-value  = Current-value; 
13                       best-state= Current-state(); 
14                 end if 
15        end while 
16        output : “reached-to-best-known-state()” ; 
17 end while 
18 end procedure 

A symmetric Levy distribution, denoted as la(c,g) is a PDF with a characteristic
function:

la c; gð Þ ¼ e�c gj ja ð3Þ

Note that this can only be a valid characteristic function for 0 < a < 2 because the
variance of la(c, g) does not exist (i.e. = 0) for a > 2.

We have already seen some examples of Levy distributions. The Gaussian distri-
bution is l2(r2 /2,g):
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p gð Þ ¼ e�
r2g2

2 ! p gð Þ ¼ e�
x2

2r2ffiffiffiffiffiffiffiffiffiffi
2pr2

p ð4Þ

And the Cauchy distribution is l1(c,x):

p gð Þ ¼ e�c kj j ! p gð Þ ¼ c
p c2 þ x2ð Þ ð5Þ

3 Variants of Cuckoo Search

3.1 Binary Cuckoo Search

As we know that, CS Algorithm is applied in Continuous searching and as output gives
real values which is inappropriate to apply in discrete search space, because of which
Binary Cuckoo search came into existence as an improved version/variant of CSA [6].
A set of bits as a problem solution is given by the binary CSA, which is said an
extension to the CSA. Levy flight random walk and Binary search representation are
the two major steps of Binary CSA. After completing these two steps a Sigmoid
function is used to get the BCS. A new cuckoo is selected with the help of levy flight
operation. Secondly, for every Cuckoo the flipping chance is calculated with the help of
a sigmoid function. After calculating the flipping chances for every cuckoo it will be
used to find the binary value of cuckoo’s. Handling of Binary optimization problems is
the main objective of BCS Algorithm. A binary representation zk’ is obtained, to
convert zk from real to binary solution which is the main feature of BCS algorithm.

Algorithm 3. Binary Search Representation Algorithm
insert: zk Real solution representation
return: s(zk)

1. For (k = 1 to (problem size)) {
2. S zkð Þ ¼ 1

1þ e�zkð Þ ;
3. If (random number c < S(zk))
4. zk

’ = 1;
5. otherwise
6. Zk

’ = 0; }

Where S(zk) = bit’s (zk)
’Flipping Chance. zk

’ takes the value 1 shows the proba-
bility of bit.

From interval [0,1] a random number is created for dimension of the solution z (Dk)
& with the flipping chance S(zk), to get the binary solution zk.

If c < S(zk), R2 [0, 1] then
Zk = 1;
else
Xk = 0;
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Algorithm 4. Binary Cuckoo Search Algorithm [6]

1. Objective function f(z), z = (z1, …, zd)
v ;

2. Initialization of population of R host nest zk where, (k = 1, 2,3,4, …, R);
3. while (v < Maximum Generation) or (close-criterion){
4. Using Levy flight for random cuckoo generation (which is k);
5. BSR algorithm is used to get the binary representation;
6. Evaluate its quality/fitness Hk; //(where H = fitness)
7. select a nest among R (which is r) randomly; //(With the help of BSR)
8. Estimate its quality/fitness Hr;

9. if (Hk > Hr){
10. Fresh solution replaces r; //(Fresh solution quality estimated by BSR)}
11. Worse nests fraction(pa) is abandoned;
12. With the help of levy flight random walk, new nest is created at new location;
13. store the best output solutions;
14. Get the best current & order the solute.

3.2 Improved Cuckoo Search

As we know that original Cuckoo Search use fix value of pa and a. This values are set
at initial level and cannot be altered for new generations. To find optimal solution in
number of iterations, this search shows most of the flaws. If a is large and pa is small
then increases in number of iterations and poor performance. Speed of convergence is
good but not able to get best solution if pa is high and a is small. The best and
important difference between CS and ICS is to adjust pa and a. To resolve the CS flaws,
variable pa and a are used at start generation. Algorithm increases the divergence of
output vector. To obtain better fine-tuning of output vector at final generation the
values should be decreased. The values of both the parameters are changed dynami-
cally with number of generations [8].

Algorithm 5. Improved CS Algorithm

1. Pa cnð Þ ¼ Pama� cn
NI Pama� Pamið Þ

2. a cnð Þ ¼ amaexp c:cnð Þ

C ¼ 1
NI

ln
ami
ama

� �

Where,

NI = Number of total iteration
Cn = Current iteration
Pa ma = Maximum value of Pa
Pa mi = Minimum value of Pa
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4 Variants of Levy Flight (Random Walk)

4.1 Mantegna Algorithm (Equation)

The first Algorithm is the Mantegna Algorithm, which produces random numbers by
Symmetric levy distribution. The distribution parameters p2[0.3,1.99] (Standard value
set), p > 0, number of iterations n, and the number of points which are to be generated.
If the points are not specified it by default generates only one point [4, 12].

V ¼ s

tj j1=a
ð6Þ

where s and t are random variables. But s will be calculated by srsand t by trt –

rs að Þ ¼ Cðaþ 1Þ sin pa
2

aCð aþ 1ð Þ=2Þ:2ðða�1Þ=2Þ

� �� �ð1=aÞ
; rt ¼ 1 ð7Þ

4.2 Cauchy Random Distribution

The Cauchy random walk relates to the curves of normal distribution which is
continuous probability distribution. As because comparability is available, normal
curve has a shorter peak value than the Cauchy. Normal distribution is distinct, because
of which it’s fat tail decays much slower than other distributions [9].

The Cauchy has two important attributes: a scale specification (k) and a location
specification (x0).

• Where the peak is given by the locate specification (x0).
• The PDF will be at half of the max height when the scale specification is width’s

half.

The locate specification x0 turns the graph along the x-axis and the scale specifi-
cation k results in a height (short/long) graph. The smaller the scale specification, the
taller and thinner the curve. PDF for Cauchy random distribution

F xð Þ ¼ f xð Þ ¼ 1

kp 1þ x�x0
k

	 
2
(

�1\x\1ð Þ; ð8Þ

Where x0 is the locate specification and k is the scale specification. Standard
Cauchy distribution will reach when x0 = 0 and k = 1. Standard Cauchy random
distribution changes to Eq. (10) after the value being set to standard-

f xð Þ ¼ 1
p 1þ x2ð Þ ð9Þ

However, the standard Cauchy random distribution can be obtained from the
general formula with a specific value set.
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4.3 Gaussian Distribution

Gaussian Distribution is also called bell shaped curve/ normal distribution is a con-
tinuous distribution. Because of central limit theorem, the Gauss distribution is useful.
If large number of random variables being summed up together, under some conditions
the sum will be approx normal by CLT statement. In the real life there are many
random variables which are shown as the sum of the large numbers of random variables
as with the help of Gaussian distribution we can debate that the sum will be of gauss
pattern by CLT [4, 9].

PDF of the Gaussian random variable distribution/normal distribution:
A continuous random variable Z is said to be a standard normal (standard Gaus-

sian) random variable, shown as Z*N(0,1) if its PDF is given by

f zjl; r2	 
 ¼ 1ffiffiffiffiffiffiffiffiffiffi
2pr2

p e�
x�lð Þ2
2r2 ð10Þ

The area is equal to one is confirmed by 1/√2p,
This PDF will be seen if Z* n(0,1), then Z a continuous random variable is said to

be the Normal random variable (Standard Gaussian).

5 Comparison Among Variants of Cuckoo Search & Levy
Flights

On the behalf of the deep research as covered in Sects. 3 and 4 regarding cuckoo search
and levy flights variants, comparison has been made among these as tabulated in
Tables 1 and 2 [4, 9, 12].

Table 1. Comparison on Cuckoo search variants

# Cuckoo search Binary cuckoo search Improved cuckoo search

Input
parameter

Pa = Discovery
probability
n = Population size

Pa = discovery
probability
n = Population sigmoid
function

Pa = Dynamic discovery
probability and
a = Dynamic step size

Output Population of improved
ones

Population of improved
ones

Population of
dynamically improved
ones

Step-Size Step size (a) >>> 0,
commonly used is
a = 0.01

Step size (a) >>> 0,
commonly used is
a = 0.01

Dynamic Step size is
a > 0

Range Pa = [0,1],
commonly pa = 0.25
n = [15,50],
commonly n = 15

Pa = [0,1],
commonly pa = 0.25
n = [15,50],
commonly n = 15

Range will change
dynamically with the
number of generations.
Pa (min) = 0.005,
Pa(max) = 0.5
a (min) = 0.01 and
a(max) = 0.5

(continued)
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6 Proposed DSBCS (Dynamic Strategy Based Cuckoo
Search)

On the behalf of comparisons we have come to know that performance of CS lacks due
to constant discovery, non strategical replacement, non strategical neighbor searching
and only use of Mantegna as levy flight.

Table 2. Mantegna v/s Cauchy v/s Gaussian distribution

# Mantegna algorithm Cauchy distribution Gaussian distribution

Number of
parameter

Distribution
Specification p2
[0.3,1.99]

Location(x0) and
Scale(k)
Specification

Location Specification (µ)
is mean & Scale
specification (r2 > 0) is
variance

Range −∞ to + ∞ −∞ to + ∞ − ∞ to + ∞

Variance Finite variance Undefined Finite variance
Application Local and global

searching in many
optimization
problems

Extreme events such
as annual maximum
one-day rainfalls

To fit data in best fit for
minimizing error of least
square problems

Table 1. (continued)

# Cuckoo search Binary cuckoo search Improved cuckoo search

Step length Random walk process
obeys the heavy-tailed
power law step length
distribution

Random walk process
obeys the heavy-tailed
power law step length
distribution

Step lengths is given by
heavy probability
distribution

Modification Uses levy flight as global
search and find the best
over all the nest present

Used to transform real
solution into binary by
using a sigmoid function
for all binary values
provided by BSR

As the improvement in
Cuckoo search it uses
variable value of Pa and
n to deduce the number
of iterations and high up
the convergence rate

Application There are many NP-Hard
problems, Mining and
clustering, Image
processing issues, and
power and energy
problems in which CSA
gives optimum solution

Gives better solution for
0-1 Knapsack problem
and traveling salesman
problem as compared
with other optimization
algorithm

Planer graph coloring
issue
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Algorithm DSBCS (DD, BW, NSS, SPS)

Input-DD: Dynamic Discovery (Current / total )*Pa 
BW: Best Walk (out of Mantegna, Gauss, Cauchy) 
NSS: Neighbor Search Strategy (used after discovery) 
SPS: Solution preserving Strategy (Keeping the bad moves with some probability)  
1. Initialization of Population 
2. Fitness Evaluation 
3. While (stopping criterion not true) 
4.  Generation of cuckoo eggs using BW(Mantegna, Gauss, Cauchy) 
5. Comparison & Keep good one out of Cuckoo egg and Host egg 
6. If (Rand > DD) //Dynamic discovery 
7. Host bird create new nest through NSS(neighbor search 

strategy) 
8.  end 
9. Replace by SPS (Solution preserving Strategy) 
10. end 

7 Conclusion

In this paper we have successfully deeply studied cuckoo search and levy flight
including their various important variants proposed so far by other researchers.
Binary CS dealt population dimension in binary rather than real number while
Improved CS removed constant parameters by making them corresponding to itera-
tions. In cuckoo search levy flight played important role so deeply discussed variants of
levy flight such as Mantegna algorithm, Gaussian, Cauchy. Comparison has been done
among variants of levy flight and variants of cuckoo search. Furthermore, on the behalf
of this we have proposed Dynamic Strategy based cuckoo search (DSBCS) which is
supposed to give better results due to dynamic discovery probability, best global walk.
Future scope involves use of practical implementation of this dynamic parameters and
strategies in other metaheuristic to extend the performance.
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Abstract. The Internet of Things (IoT) ML and AI is an enormous gathering of
gadgets containing sensors or actuators associated together over wired or remote
systems. With a gauge of more than 25 billion gadgets associated together by
2020, IoT using ML and AI has been quickly becoming over the previous
decade. Amid the development, security has been distinguished as one of the
weakest territories in ML IoT. While actualizing security inside an IoT using AI
arrange, there are a few difficulties including heterogeneity inside the framework
just as the amount of gadgets that should be tended to. To approach the diffi-
culties in verifying IoT gadgets in ML, we propose utilizing AI inside an IoT
door to help secure the framework. We explore utilizing Artificial Neural Net-
works in a portal to distinguish oddities in the information sent from the edge
gadgets. We are persuaded that this methodology can improve the security of
IoT frameworks.

Keywords: Internet of things � Security � Artificial intelligence �
Machine learning

1 Introduction

The Internet of Things (IoT) is a monstrous gathering of gadgets containing sensors or
actuators associated together over wired or then again remote networks [1]. IoT has
been quickly becoming over the previous decade and, amid the development, security
has been recognized as one of the weakest regions in IoT. There are finished six billion
evaluated gadgets as of now associated with the Internet what’s more, a gauge of more
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than 25 billion associated by 2020. IoT gadgets can be separated into two essential
gatherings: edge gadgets and portal gadgets. An edge gadget is a low-control, low-asset
[2] gadget containing sensors as well as actuators. Edge gadgets typically have a
solitary reason, for instance, gathering temperature information and detailing it to a
portal. Entrywaygadgets normally have more assets contrasted with edge gadgets.
A portal gadget is in charge of associating the edge gadgets to the Internet and con-
glomerating information from edge gadgets. With the broad amount of gadgets,
measure of information that movements between the gadgets, and the effect these
gadgets will have in our regular day to day existences, security is a need. There are a
few difficulties with actualizing security inside an IoT arrange [5]. In the first place, IoT
frameworks are heterogeneous. There are diverse sorts of gadgets, techniques [8] for
correspondence, kinds of information being exchanged and shared, different asset
dimensions of gadgets, and framework setups. Each unmistakable component adds to
the test of viably secure IoT. A second test inheres in the quantity of gadgets that are
associated together. Billions of gadgets associated together gives another examination
region of center when thinking about ostensible capacity, flexibility, and security also.

To address the difficulties in verifying IoT gadgets, we propose utilizing AI inside
an IoT passage to helpsecure the framework. AI is a zone of Artificial Knowledge
(AI) in which PC programs are empowered to gain as a matter of fact, models, and
analogies [3]. Aslearning happens, the abilities inside the program become progres-
sively clever and the program winds up fit for making educated choices. Inside AI, two
of the most famous methodologies are counterfeit neural systems (ANN) and hereditary
calculations. ANNs emulate the neurons and neurotransmitters inside the mind to
exchange information for correspondence, learning, what’s more, basic leadership [4].
ANNs are utilized inside IoT frameworks to screen the territory of IoT gadgets and to
make educated choices [6]. We propose the utilization of ANN to get familiar with the
sound condition of a framework and associated gadgets. The rest of this paper is
composed as pursues. Area gives a review of the territory of IoT Security what’s more,
the utilization of AI inside security. The portrays our way to deal with calculator
learning inside an IoT passage. Segment discusses our experimentation what’s more,
results incorporating achievement and disappointments in calculator learning inside the
gateway. The Empowering the Internet of Trusted Things can resemble opening
Pandora’s Box. We are putting forth one of the business sole IoT security arrangement
stages to use the individual identities of IoT gadgets to give precise perceivability and
assurance of an association’s IoT resources in Fig. 1.

Our stage use AI to find IoT gadgets, survey chance, pattern ordinary conduct,
distinguish strange exercises, and give constant remediation over an association’s
whole IoT impression. The Conventional security arrangements depend on acknowl-
edgment of working frameworks [11], modules, and introduced applications to group
and give gadget settings. Lamentably, setting for IoT gadgets are not surely known.
Recognizing X-beam machines, mechanical robotization frameworks, or purpose of-
offer gadgets just as Windows-based gadgets offers little knowledge into how best to
oversee and verify these gadgets.
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The dangers of a gadget, as indicated by customary security arrangements, are
frequently determined by looking at the gadget practices against the ordinary/confided
in practices of a common client. Such examples are frequently used to distinguish
infections. Sadly, this methodology can’t be connected to IoT gadgets. To precisely
survey hazard to IoT gadgets, the security arrangement must have full learning of the
gadget including its trusted and planned practices. Without such subtleties, numerous
associations are depending on wrong hazard appraisals of their IoT resources. Cus-
tomary security arrangements depend on apparatuses, for example, Enterprise System
Management (EMS) for PCs and Mobile Device Management (MDM) for cell phones
to oversee and update end-point gadgets. These arrangements guarantee that the most
recent fix and best-practice setups are authorized. Sadly, this methodology isn’t
appropriate to IoT gadgets. IoT gadgets are reason assembled and not intended to be
workable by end-clients. Any endeavor to overhaul their product or even block their
correspondence can prompt unusual practices.

2 Analytical Methodology

2.1 Performance Analytics

In the initial move toward scientific estimation of framework execution, we create
Gaussian Models (GM) of the biometric information, that around copy the conduct of
information. Different highlights can be separated from the biometric information, and
combined to shape a nD include vector.

Fig. 1. IoT identification & security –machine learning artificial intelligence approach
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Training Phase: Feature vectors, x = (x1, x2… xn), separated from preparing
information is demonstrated utilizing multivariate [10] Gaussian dissemination
ðNðxjltrnsub sub;

Ptrn
subÞÞ where, l is a nD vector containing the mean estimation of each

component, and R is an n � n covariance lattice of x. Equation (1) is the Probability
Density Capacity (PDF) of a multivariate Gaussian dissemination.

Z
xð Þ ¼ 1p

2p
P e�

1
2 x� lð ÞT x� lð Þ

P
x� lð Þ ð1Þ

where superscripts T and −1 show the network transpose what’s more, reversal
activities, individually, and |R| is the determinant of the covariance framework. A limit
(s) around the lsub, shapes a n-dimensional hypersphere that demonstrates the subject
class limit. The classifier acknowledges includes as subject class information, in the
event that they exist in the hypersphere focused at lsub, that fulfills the disparity
appeared in Eq. (2):

ðx1�ltrn 1ð Þ
sub Þ2 þ . . .þ ðxn�ltrn nð Þ

sub Þ2\ s2: ð2Þ

More noteworthy limit builds the sweep of the hypersphere, what’s more, its region
which implies higher acknowledgment rate, while lower edge is proportional to higher
dismissal rate.

Testing Phase: K segments (set tentatively) Gaussian Mixture Model (GMM) can
gauge the test information as:

Z
xj^ð Þ ¼

Xk

i¼1
wiuNðxijl;RÞ ð3Þ

Fig. 2. The mechanism of centroid-based object classifiers
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Figures 2 and 3 represent testing information model for one and two measurements,
separately. In view of the PDF of subject and non-subject testing information, FRR and
FAR can be determined by reconciliation over the class limit (for example hyper-
sphere), utilizing Total Distribution Function (CDF) of GMM (Eq. (4)):

Z
xj^ð Þ ¼

Xk

i¼1
wiuNðxijli;RiÞ ð4Þ

where U signifies standard Gaussian conveyance with zero mean and unit fluctuation,
and accordingly, Eq. (5) is inferred:

Fig. 3. Test data model

Fig. 4. Test data model for object classification
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Z
xj^ð Þ ¼

Xk

i¼1
wiuNðx1i�l1ir1i

� � � ; xni�lni
rni

Þ ð5Þ

It indicates the area infinite of hypersphere (center: ltrnsub and radius: s).

2.2 Security Strength Analytics

The normal number of conjectures utilizing geometrical examination of the component
space considering the classifier limits [8]. In this sense, as found in Fig. 4, the
achievement likelihood of the enemy in speculating a component point inside csubi is
given by Eq. (6):

Paccept ¼ Vsubi=Vtotal ð6Þ

where Vtotal is the volume of the entire element area, and Vsubi is the volume of the
subject class csubi. What’s more, the aggregate ill-disposed exertion is given in Eq. (7):

j ¼ log2 1=Paccept
� � ð7Þ

In CBC, Vsub is a n-circle around the item preparing information, with volume
found in Eq. (8):

Vn sð Þ ¼ pn=2

C n=2þ 1ð Þ r
n ð8Þ

where n is the measurement, and C is Euler’s gamma work. For figuring Vtotal, we
accept the component area is in a type of a hypercube. The focal point of the n-
dimensional hypercube is situated at the mean of the entire subjects preparing infor-
mation highlights. Additionally, each side of the hypercube has length equivalent to
multiple times of the most extreme standard deviation of the entire preparing infor-
mation among all measurements (for example 20 � max(r1, r2,…, rn)). This space
covers almost all conceivable highlights with high likelihood (>99.99%). For assessing
the exchange off among execution ands ecurity quality.

3 Experimental Results

A framework to effectively recognize as of now known weakness with the fixrecord
data in double code crosswise over two working frameworks. Amid the arrangement
stage, two code bases of known powerlessness works and comparing fixed capacities
are examined furthermore, their numeric highlights and SimHash are put away.
Whenever a new powerlessness and its relating patch are distributed, we generally can’t
know the detail data about them. One exceptional issue is about the dataset.

In the event that the helplessness program has an obscure weakness type, our
device can’t distinguish it or commit an error result. Furthermore, the arrange task
stages are most certainly not enough, and we can’t recognize other stages’
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vulnerabilities however they are a similar kind. In this way, in the future, we will gather
greater weakness capacities and their comparing patch to our informational collection.

Another issue Table 1 happens when we test the machine learning classifier. The
highlights extricated from the advanced extractor may have distinctive sorts to coor-
dinate them, which implies the advanced component can’t speak to the capacity very
well. Later on, we will attempt more alternatives to get the highlights to decrease the
scope of the potential set. At that point, amid the procedure of the parallel examination,
we find that we need to apply each capacity sets with likeness over 80% to the
following stage. In spite of the fact that they have a little range, regardless we need to
utilize the certain vulnerability patch pair to decrease the expense of existence. In this
way, in the future, we will improve the twofold examination strategy.

To take with the program CWE415 and its fixed document as the info separately in
the KNN classifier. At that point we can get a rundown of results that are function
vulnerability sets. As Table 1defenseless program has 68 works absolutely, and the
classifier returns 30 works that might be the potential weakness work. In any case, just
4 capacities have a weakness. A portion of the 30 capacities are the framework
capacities, as Paccept = Vsubi/Vtotal, etc., which are clearly sheltered capacities.
Additionally, there are 70 works in the fix record with 4 relating fixed capacities, be

Table 1. The final result
R xð Þ.Fun Rðxj^Þ:Fun Paccept Vn sð Þ
sub_401177 sub_401117 Double_Free Double_Free
sub_401013 sub_4010db Double_Free Double_Free
sub_4012a0 sub_4010a0 Double_Free Double_Free
sub_400fc9 sub_4010a0 Double_Free Double_Free

Fig. 5. The comparison between testing and training classification data set
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that as it may, 23 capacities are come back from the classifier including the same [9]
framework capacities, as Paccept = Vsubi/Vtotal thuson. By watching the information,
we find that there are nine framework works totally same which are Pac-
cept = Vsubi/Vtotal etc. They take an excessive amount of vitality for us, be that as it
may, they are not the helpless capacities. (i) It lessens the scope of applicant set of
helpless capacities. It returns 30 and 23 potential defenseless works through the single
approval. In any case, it just returns 10 potential [7] capacities by the twofold approval.
It effectively disposes of the safe capacities: Paccept = Vsubi/Vtotal etc. (ii) It lessens
the scope of each capacity’s potential defenselessness type. Much the same as the
capacity pair, sub_4010db sub_401013, which return two defenselessness types sep-
arately. In any case, through the crossing point of the outcome, it just returns one right
helplessness type. The results are appeared in Fig. 5. We can see that twofold approval
is superior to the single approval since it scales back the scope of competitors and
decreases the bogus positive rate. The result came back from the twofold approval is
nearer to the genuine circumstance.

4 Conclusion

In this paper to introduced a review of the extraordinary AI calculations used to verify
and IoT. Table 1 outlines the diverse AI approaches used to verify IoT and ML. While
numerous approaches result in high exactness, SVM is less mind boggling than KNN
in order. There are as yet numerous difficulties in verifying IoT and ML in light of the
fact that AI ought to bargain between an abnormal state of security and a low com-
putational multifaceted nature to be appropriate for the resource limited IoT and ML
gadgets. The future work to Breaking down Biometric-based Security Systems
(BSS) that apply increasingly complex classifiers such as help vector machines or
profound neural systems. This methodology can likewise help us to plan new sorts of
highlight extraction calculations or classifiers for improving execution and security
quality together.
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Abstract. In recent years, intrusion becomes one of the greatest problems which
affect the community network. In Windows, firewall takes action on the bases of
rules defined in it and there is no such software which has multi-faceted features
i.e. against attacks, viruses and location tracking. This system is easy to understand
and use by novice users as they cannot do the same with big Intrusion Prevention
System like Snort, Suricata, etc. It is a user-friendly graphical interface system that
provides all basic networks and system securities just on one click. It will provide
secured environment in term of detection against intrusions in personal computers
by hackers. The system is tested over Windows operating system, based on the
signature method for the novice users in a community network. The system will
scan the port and track the location of the attacker. If any suspicious IP is found,
then those IPwill be automatically blocked by the system. The systemwill have its
own database which maintains the activity log.

Keywords: Intrusion detection � Port scanning � Location tracking �
Signature-based detection � Anomaly-based detection � Intrusion prevention �
Packet sniffer

1 Introduction

Network and communication technology form its advent plays a key important role in the
society. The latest developments in the area of network and communication technologies
have attracted billions of users that provide various connectivity’s to large range of
devices [1, 2]. Every single user in the society carries network services such as Social
Networking, E-Mail and E- Business in their hand [3, 4]. However, on one side network
and communication technology has made the life of people very flexible but on the other
hand the issue related to the security in a network is a growing worry of every user [5].
Every system on a network ranging from industries to home are vulnerable to various
types of attack in which intrusion is dominating security issue. CERT statistics report
shows that the number of intrusion done by the intruders are rapidly growing very year
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and any intrusion done on the network system causes a serious disaster on an organization
[6]. To prevent such type of attack every organization practice various type of intrusion
detection system (IDS) application to monitor and control the malicious activity done by
the intruders who violates the network security policy [7].

In this present era the network facilities were not only limited up to the industries
but it is also availed and enjoyed by the home users through community network.
A very important point to note here is that the community network is also vulnerable to
attack and all the home users in the society are neither a network security analyst nor
ICT literate people and these users are called as novice users. Here by the term novice
users mean those users who do not have any knowledge of intrusion and doesn’t know
how to use the IDS application. The major problem is that most of the IDS such as
Suricata, Snort, N-Map and WireShark are an industrial standard system and designed
to use by the network security analyst. These IDS applications are very high end
application and one need to be trained and well qualified to use these IDS applications,
but it is very difficult by the novice users to use this IDS applications in a community
network and more over these IDS application are not users friendly.

The main objective of this research is to develop a user friendly intrusion detection
system for the novice users through which they can protect their personal system from
the intruders. Developing such type of system is a key challenge in this research,
because here it is very important to identify what are the key features does this IDS
application should need to make it more user friendly for the novice users.

Further this paper is organized in a following manner. Section 2 of this paper
contains various studies which are done related to this research. Section 3 contains
architecture design of the proposed work. The implementation and the results are
discussed in Sect. 4. Finally, the conclusion and the future enhancement would be
discussed in Sect. 5.

2 Related Studies

The first network intrusion detection system was developed in 1990 by Heberlein [8].
Intrusion detection system discovery is the way towardwatching the activities in a network
and breaking down them for sign of an intrusion. Intrusion detecting can be approached as
anomaly detection and signature detection [9–12] In a signature based detection a prede-
termined attack patterns is in the formof signatures [13]. In anomaly detection techniques, it
signals all anomalies as intrusions, false alarms are expectedwhen anomalies are caused by
behavioral irregularity instead of intrusions. Packet sniffing is the process of gathering
traffic from a network by capturing the data as they pass and store them for later analysis
[14]. Packet Sniffer especially captures the data while the communication is done between
hosts for specific network [15]. A penetration test is designed to evaluate an information
system’s defense and discover weaknesses in the network and its resources.

There are number of open source IDS available, but these three are most popular
Snort, Suricata and Bro etc., Snort-intrusion detection system perform protocol anal-
ysis, content searching, and content matching which was developed by Martin Roesh in
1998 [16]. Snort checks the packets coming against the rules written by the user and
generates alerts if there are any matches found. Suricata –Network Security Monitoring
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Engine can be used as IDS or as IPS. It is compatible for many operating systems like
Mac, UNIX, Linux, Free BSD, and Windows. Snort use single threaded engine and the
Suricata use multithreaded engine [17]. Specification of several L7 protocols on top of
the L3 protocols are supported by Snort, http, ftp, tls, smb and dns in Suricata [18].
Suricata uses similar rules like Snort and is compatible. The rule structure is same for
both Snort and Suricata. The difference between the two is in the keywords and
protocols that can be specified.

Bro IDS focus on network security. It gives additional feature for network traffic
analysis. It detects anomalies while analysing network traffic. It is primarily not rule-
driven [19]. Bro is conceptually divided into an “event engine” that reduces a stream of
filtered packets to a stream of higher-level network events, and an interpreter for a
specialized language that is used to express a site’s security policy [20]. Proposed an
integrated security systemwere the Antivirus and the virtual private network is integrated
for the home users. But this system is only implemented in windows operating system. It
will not support in other operating systems like Linux, Mac [21]. Proposed a Snort based
smart and swift intrusion detection systemwhich works only a relevant or specific attack.
Here supervised learning neural network is used to detect the intruders. Users are putting
away their sensitive data and since they have no more control over the services or their
stored information, there is need to implement strong security strategies that will prevent
unauthorized access to the system functionalities and users information [22].

3 Architecture Design

The research is aimed to protect the computers from various, DoS Attack, threats
launched by intruders, attacks from suspicious IP, and viruses. The function of IDS is
not only to detect the interruption of the services by an attacker, but also to take
preventative action. The system act as an intermediator between the Admin and the
hacker as shown in Fig. 1.

Fig. 1. System design
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When the hacker sends malicious data through open ports, the IDS identify the
ports, decode the action, detect the IP and take the prevention action. IDS is securing
the network by analysing the network traffic as, If same IP is trying to connect to our
system repeatedly will be blocked, If the format of an IP is vulnerable will be blocked
and If someone is port scanning will be blocked.

The workflow of the system is detailed in Fig. 2. When the admin host the IDS, it
performs port scanning, detects open and close ports and sends it to the event pro-
cessor, it forwards the processed data to the event detector to check the attack signature,
attack recognition will be done when the signature matches the IP with the IP’s in the
database and create a response towards the attacker. The system sniffs the packets and
excludes the basic details of the packets, like their destination, Source and other
information. If internet is not present then packets between IPv4 and router and local
interfaces are sniffed. The system saved the information in the database for future use.
When the suspicious IP has been detected, system perform prevention measures, in
case of virus/DoS attack, prevention measures are concertina the virus, or delete the
virus or block the virus.

The main features in the system are Maintain System Log, Port Scanning, Detec-
tion, and Prevention. The system has graphic interface and will provide all basic
network and system security just on one click, including features like packet sniffer,
packet logger and network intrusion detection system. It will not require any special
training or certification due to its simple design.

Fig. 2. Workflow diagram
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4 Implementation and Results

The software requirements are Windows OS, C# visual.net and Frame work 3.5.
System libraries, System.Net.Sockets, Collections, Diagnostics classes, user defined
packages like, packet sniffers, port scanning, Dos Detect Algo, Resolve IP were used in
building the application.

The following are the major and sub modules of the system that is used in the
implementation.

Major Modules.

• Port Scanning.
• Suspicious IP Blocking
• Preventing DOS Attacks.
• Virus Protection
• Location Tracing

Sub Modules

• DNS Resolver
• Active Connections
• Active Processes
• Packet Sniffer

The main form of the system contains the functions viz., view network traffic,
active connections, active services, get location, anti-virus and parental control while
running the application.

4.1 Essential Packet Sniffers

This is the home page and the user can see the complete detail of incoming and
outgoing packets along with time. In View Network Statistics the user can view the
TCP Listener Only, Active Connections and UDP Listeners, as in Fig. 3.

Fig. 3. Network statistics
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4.2 Active Connection

When user clicked on Active Connection, the new window of TCP active connections
will be open. In this new window user can see detailed view of TCP active connections
included protocols, local address, remote address, states and PID’s as in Fig. 4.

4.3 Active Services

When user click on Active Services, the new window of Active Processes will be open,
it will show the ID, session ID, Process name along with start time as in Fig. 5.

4.4 Get Location

When user enter IP address and click on find location the user can see the information
of that given IP address as in Fig. 6.

Fig. 4. Active connection

Fig. 5. Active processes
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4.5 Port Range

When user wants to check multiple ports, the user will enter the port range for checking
open and closed ports. It will display all the open and closed ports as in Fig. 7.

4.6 Check Port

The user can check any individual port by entering IP address and Port number. The
dialogue box will be appearing to show the complete detail about given IP and Port as
in Fig. 8. Here 127.0.0.1 is the IP address used for checking.

Fig. 6. Get IP location

Fig. 7. Port scanner
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4.7 DNS Resolver Dialogue

By using DNS Resolver the user can get information about the external IP by entering
the web address as in Fig. 9.

An Intrusion detection system was designed. The implementation and testing were
done in Windows OS with C# visual.net and Frame works 3.5. The testing results
clearly showed the system is a user-friendly, resolves the basic security issues of users
in real time. The system received positive reviews from the user in the end user
evaluation. Based on the reviews 90% of the users were satisfied with the new IDPS
system. In future enhancements, Protocol analysis function will be added with the IDPS
which allows users to analyze the behavior of protocols and ensure that the users are
communicating with each other accordingly. It will help users to identify a range of
attacks particularly DoS attacks are able to identify in terms of anomalous protocol
activities.

Fig. 8. Port dialogue

Fig. 9. Setting external IP
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5 Conclusions

This research was carried out in order to make novice users not to worry of intrusion
and threating. The network security considers being a critical issue for the users who
connect their personal computer with a community network. The intrusion may steal
and/or damage the existing data and personal data irrespective of the security provided
by the OS. The user friendly and interactive system was designed to detect DoS Attack,
threats launched by intruders, attacks from suspicious IP, and viruses and to provide
preventive action against the intrusion. The system acts intermediately between the
Admin and the hacker who attempts to intrude to the system. It uses the signature based
intrusion detection method which could detect the intrusion based upon certain traces.
The developed system was tested for its usability and accuracy. It is found that the
system functions very well in finding the intruders and taking the preventive action
against them.
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Abstract. In today’s scenario where everything is internet based, data security
is on high demand. Data is considered as a crucial asset and is required to be
protected. Data Security includes data confidentiality, integrity, authenticity and
much more. Despite of several approaches to data security such as encryption,
compression, steganography, data is still prone to potential security threats. The
major reason identified is the shortcomings of these individual techniques when
certain factors are taken into account. Cryptography ensures security but it
comes at cost in terms of time and space. Compression techniques encrypts data
and saves disk space but these compressed files can easily be uncompressed by
attackers. Steganography a technique which hides data instead of encrypting it
also has its merits and demerits. In this paper, approaches for data security
(Encryption, Compression, Steganography) and their potential advantages and
disadvantages are studied in detail. A comparison of these approaches has been
generated successfully and a hybrid approach is proposed named as
Extended ECS (Encryption, Compression, and Steganography) by taking
selected sub approaches only with aims to overcome the flaws of existing
approaches keeping high data security and low complexity as aims in mind.

Keywords: Data security � Cryptography � Compression � Steganography �
Encryption � Decryption

1 Introduction

Data security is the act of protecting data from uncertified access. Any type of infor-
mation transferred over the internet has a possibility of being misused. Hence various
techniques such as cryptography, compression, steganography is used to safeguard data
from threat while sharing it over Internet [1–3]. Cryptography is a technique that make
use of mathematics for data security. It works by jumbling plaintext into ciphertext,
then back again. To encrypt data, two keys either symmetric (encryption and
decryption is done using same key) and asymmetric (encryption and decryption is done
using public and private key respectively) key algorithms [1, 3]. Steganography is a
method that conceals the message in a way it cannot be seen by a unauthorized person.
It hides the fact that a secret message is being transmitted [2] Compression is a method
that reduces the number of bits occupied. It works by eliminating redundancy in data. It
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ensures lesser storage, minimum cost and requires less amount of time to transfer a file
over network [1].

1.1 Our Contribution

Several studies showed that Compression, Encryption, Steganography provides Data
security from unauthorized access but these techniques can be compromised as none
alone is perfect [1, 2]. These data security approaches have been compared on their
merits and demerits in subsequent sections. We proposed a hybrid approach named as
Extended ECS (Encryption, Compression, and Steganography) which aims to over-
come the flaws of existing approaches.

1.2 Organization

Following paper is sectioned as—Sect. 2 describes Cryptography including its goals,
security attacks, classification, Symmetric-Asymmetric comparison, Asymmetric sub
approaches comparison, hashing techniques. Section 3 describes Compression, its
goals, classifications & comparison of few approaches under it. Section 4 describes
Steganography its goals, attacks, & comparison of few approaches under it. In Sect. 5
we successfully proposed certain hybrid methods using Extended ECS (Encryption,
Compression, Steganography) on the basis of comparisons done in Sects. 2, 3 and 4.
Finally Sect. 6 concludes & discusses future scope of the proposed work.

2 Cryptography

While dealing with data security, Cryptography has a significant role to play. ‘Crypto’
signifies something that is hidden. It is the examination and utilization of methods for
secure correspondence within the sight of unapproved parties. It deals with developing
and analysing protocols which prevents malicious third parties from retrieving infor-
mation being shared between two entities thereby following the various aspects of
information security [1, 3].

2.1 Goals

Access Control, Authentication, Confidentiality, Integrity, Non-Repudiation.

2.2 Security Attacks

Cipher text-only attack, Known-plaintext attack, Chosen-plaintext attack, Chosen-
cipher text attack, Chosen-text attack, Brute-force attack.

2.3 Classification and Comparison

Cryptography is classified as “Symmetric key cryptography”, “Asymmetric key
cryptography” and “hash functions”.
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2.4 Symmetric Key Ciphers

It uses one single key often called secret key for both encryption and decryption
algorithms [3] (Fig. 1).

2.5 Asymmetric Key Ciphers & Comparisons

It involves usage of public key and private key for encryption and decryption algo-
rithms. From Table 1, it can be inferred that Asymmetric key cipher performs better
over Symmetric key ciphers as far as security of data is concerned. Below is a com-
parison among various Asymmetric ciphers [3] (Table 2).

2.6 Hashing Functions & Comparison

in this technique, plain-text is converted it to a hash value of fixed size using a hash
function. This process ensures integrity of the message as the hash value on both,
sender’s and receiver’s side should match if the message is unaltered [3] (Table 3).

Following table generates a comparison among all the three techniques of Cryp-
tography mentioned above (Table 4).

3 Compression

It is a way of reducing the size of original data by using certain encoding techniques
which in turns saves storage capacity, transfer of file speed up and reduces the cost for
storage hardware and network bandwidth [8].

3.1 Goals

Reduce the file and save disk space [9].

Fig. 1. Classification of symmetric key cipher
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3.2 Classification & Comparisons

From the above points we conclude that Lossless data compression technique is better
so we further use it in our study (Tables 5 and 6).

Table 1. Symmetric versus asymmetric key ciphers

Features Symmetric key Asymmetric key

Numbers of
keys

a single key is required to be shared a pair of public keys and a private
key is used

Security Same key is shared hence is prone to
data threat

Eliminates the need of key
sharing due to the concept of
public private keys

Time
complexity

It takes less time for execution as only
single key is used

Use of separate keys for
operations makes it a time-
consuming process

Lack of
delay in
Execution

both the operations can be carried out
pretty quickly due to its simplistic
nature

Since both the operations are
done by two separate keys, it
makes it a slow procedure

Need of
keys

here, we have n (n − 1)/2 keys. This is
O (n2) keys

for n users, we have 2(n) keys,
which is O(n) keys

Specific key
features

1 randomly generated k-bit strings
2 Simple to generate
3 have no special properties

1 have special structure (e.g., are
large primes)
2 are expensive to generate

Length of
key

Execution is faster due to small length
of key

Key length can be up to 1024 bits
hence process of encryption-
decryption is slower

Table 2. RSA versus ECC versus ELGAMAL [4]

Features RSA ECC ELGAMAL

Security Based on difficulty of
factoring large
integers

Based on theory
of elliptic
functions

based on difficulty of
computing discrete
logarithms

Base Large prime number Elliptic functions Logarithmic functions
Encryption
(ms) keysize-256

37 7098 8242

Decryption
(ms) keysize-256

37 37 3932

Key generation
time for key-size
256

1957 895 6451
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Table 3. MD5 versus SHA1

Features MD5 SHA 1

Output length 128 bits 160 bits
Required attempts to try and
find two messages providing
the same output value

264 operations (4 rounds *
16 steps)

280 operations (4 rounds *
20 steps)

Required attempts to try and
find original message
corresponding to output

2128 operations 2160 operations

Speed Faster Slower
Chain variables 4 (a-d) 5 (a-e)
Mathematical expression in
each round

a = b + ((a + Process p (b,
c, d) +M[i] +T[k]) <<< s),
b = b, c = c d = d

a = (e + Process P +S5
(a) + W [t] + K[t]), b = a,
c = s 30 (b), d = c, e = d

Attacks Collision attack SHAttered attack

Table 4. Comparison & conclusion on cryptography

Features Hashing
function

Symmetric Asymmetric

Required No. of
keys

0 1 2

Approved key
length by NIST

256 bits 128 bits 2048 bits

Often used SHA AES RSA
Key sharing N/A Pose problems Secured and easy
Effect of key
compromise

N/A Sender and receiver
both bears lose

Loss is only for owner of
asymmetric key

Speed Fast Fast Slow
Complexity Medium Medium High
Examples Sha 224,

Sha 256,
AES, DES RSA, Elgamal, ECC

Table 5. Lossy versus lossless

Lossy Lossless

Reconstruction of an approximation of the original data Whole of the data is retrieved.
Quality id degraded Quality remains the same
Used for audio, video Used for text, audio, video, image
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4 Steganography

Stenography is a technique which is used in communication which allows hiding the
secret data within any cover media. In this a sender some information by encoding it
into some other media. The media used to hide data can be audio, video, text or any
image. Message is embedded in cover media using any algorithm and a “stego” file and
send it along the communication channel [11] (Fig. 2).

4.1 Goals

The objective is to adjust the transporter in a subtle way just, with the goal that it
uncovers nothing—neither the installing of a message nor the implanted message itself
[12] (Table 7).

Table 6. Comparison of compression techniques

Run length Huffman LZW

Input Variable Fixed Variable
Output Fixed Variable Fixed
Speed Fast to execute Fast to execute Fast compression
Drawbacks Can’t achieve high

compression ratio
Interpreting is troublesome
because of various code
lengths [10]

The executives of
string table is
troublesome

Time
Complexity

O(n) O(n(log n) O(n)

Space
complexity

0(2n) O(k) for the tree and O(n)
for the decoded text

O(n)

Decoding
(Input)

No information
required

Required No prior
information

Cost Complicates
decoding process so
increases time cost

Extra cost of transmitting
the encoding tree

Low time cost
Cost of transmission
is less as table is not
passed

Applications TIFF, PDF, BMP GIF, ARJ, JPEG, MPEG TIFF, GIF, PDF

Fig. 2. Steganography
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5 Proposed Work

After studying cryptography, compression and steganography techniques in detail, we
came to a conclusion that none alone is perfect. After comparing cryptography tech-
niques in Sect. 2, we concluded that RSA performs exceptionally well in asymmetric
encryption cipher and also it can be blended with symmetric key ciphers (Playfair and
Columnar) to generate a system which ensures data security in minimal time and space
complexity. From Sects. 3 and 4 we concluded that compression techniques help in
compressing redundant bits of data and steganography helps in hiding data in any
media form, hence steganography and compression techniques can also form a secure
hybrid system. So, we applied encryption approaches (identified in Sect. 2), then
steganography approaches (identified in Sect. 4) and compression approaches (iden-
tified in Sect. 3) in series to encrypt a plain text for providing high level data security
depicted in Fig. 3. On the basis of this we demonstrated few examples that can be used
for securing data using the above-mentioned techniques in combination of one another
along with their algorithms.

Table 7. Comparison of steganographic methods

Audio Images Text

Cover media Audio Image Text
More prone to
attacks

Least Less Most

Difficult Most difficult in
hiding data in audio

Less Least

Main feature The message is
embedded into cover
audio file as “noise”
at frequency which is
out of hearing range

Computerized picture
are the most famous
spread media because
of their high level of
repetition

The content
steganography is a
strategy for utilizing
composed common
language to cover a
mystery message

Applications Skype, Phone Calls TCP/IP packets SMS texting, CSS,
emails

Undetectability Poor [13] Very large [14] very small [15]
Bit rate Medium [13] Good [14] Poor [15]
Resistance to
modification

Weak [13] Very good [14] Average [15]

Cryptography 
(RSA/PlayFair/Columnar)

Steganography
(Image)

Compression
(RLE/LZW)

Fig. 3. Proposed extended ECS (Extended Compression Steganography)
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5.1 Example 1

This method is a blend of Symmetric (Playfair and columnar ciphers) and Asymmetric
(RSA) ciphers. Since Symmetric cipher suffers from key sharing issue, this is elimi-
nated by blending it with a Asymmetric cipher technique.

Step 1: Encryption

1:1. Generate a 5*5 matrix utilizing given keyword. Fill rest of entries in the matrix
using remaining alphabets avoiding duplicates.

1:2. Encrypt the plaintext using generated matrix according to the rules of the Playfair
cipher.

Example: Keyword: tutorial
Table 1

3 1 2

V E Z
R F K
B N

Table 2

T U O R I/J

A L B C D
E F G H K
M N P Q S
V W X Y Z

Plaintext: MA YI HE LP Ciphertext: VE ZR FK BN

1:3. The ciphertext so obtained will be fed to the columnar cipher as plaintext.

Order: 3 1 2 Ciphertext: EFNVRBZK (Table 2)

1:4. The text now obtained will be the plaintext which will be finally encrypted with
the public key of RSA.

Let’s assume two prime number are: p = 5 and q = 7, n = p*q = 35, e = 3 (as
1 < e < n)

Hence public key:(n, e) = (35,3) Ciphertext = (plaintext)e mod n
Plaintext: EFNVRBZK Ciphertext: TFNHVHFA

Step 2: Hide the so obtained cipher text using Image Steganography.
Step 3: Apply any of the Compression techniques (RLE/LZW) to reduce the redundant
bits and hence obtaining a compressed file.

5.2 Example 2

In this method, Cryptographic technique (2 round columnar cipher) is merged with
image steganography and compression (Run length encoding) in series to build a
hybrid system which aims to overcome the spatial flaw of cryptography and at the same
time ensures data security.
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Step 1 The plaintext is fed to columnar cipher and the ciphertext is read column wise in
round 1

Plaintext: How are you nowCiphertext: weuw____oroohayn (Table 1) Order: 4 3 1 2
Table 1

4 3 1 2

H O W _
A R E _
Y O U _
N O W _

Table 2

2 1 3 4

W E U W
_ _ _ _
O R O O
H A Y N

1.2. The ciphertext obtained acts as plaintext for columnar cipher for round 2.
Plaintext: weuw____oroohayn Order: 2 1 3 4 Ciphertext: E_RAW_-

OHU_OYW_ON (Table 2).

Step2: Steganography (Encrypt above ciphertext into below image) (Fig. 4).

Step 3. Now apply run length encoding on this image on the basis of similarity of
pixels.

6 Conclusion & Future Scope

Seeing the growing threats to data, the techniques such as cryptography, steganogra-
phy, compression and many more existing can’t handle attacks single headedly [8].
Encryption though in a secret form can’t be just seen and predicted but can be breached
by cryptanalyst. Steganography hides information behind a cover file but if its bypassed
then it serves whole of the information at one go in its original form. Compression
encodes the message but it arises suspicion and hence can be decompressed to get the

Fig. 4. Image with hidden text
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information. So, the combined form of above techniques with selective good sub
approaches can be used to safeguard the data keeping high data security and low
complexity as aims in minds. This paper provides a review of some common algo-
rithms and schemes that combine two or all three of these techniques including good
sub approaches under it which will be used. For example hybridization of RSA (as
asymmetric approach), Columnar or Playfair (as symmetric approach), Image
steganography & Run Length Encoding or LZW (as compression) is good combination
for providing high data security and low complexity. Future work may envelop diverse
blends and study of Cryptography (Modern and classical) or Cryptography and
steganography or Cryptography joined with steganography and from that point being
packed to help security and drop down the existence complexity.
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Abstract. Graphene-based antennas are artistic concept for wireless commu-
nications. In this paper, a Dual Band antenna using Graphene and FR4 is pro-
posed. Graphene is used a patch and ground plane whereas FR4 is used as a
substrate material. The graphene antenna is evaluated in terms of return loss,
radiation pattern and current distribution. The radiation pattern of Graphene
antenna shows omnidirectional pattern with no null. The simulated impedance
bandwidth of the graphene-based antenna is 5.06% (2.43–2.30 GHz) and 3.80%
(5.52–5.12 GHz), which makes the antenna suitable for Dual-Band Wireless
Local Area Network (WLAN)/WiMAX communication.

Keywords: Dual band � Flexible � Graphene antenna � WLAN

1 Introduction

In the new era of wireless communication; the demand for small size, robust, efficient
and flexible antenna working in the range of wireless local area network (WLAN) is
increasing. Due to impressive properties like electrical and thermal conductivity,
strength, stiffness, and toughness enable a whole new diversity in the applications. This
is one of the prime reasons Graphene-based antennas are the qualifying technology for
a wireless communications system. As Graphene is a two-dimensional (2D) honey-
comb lattice with monolayer crystal carbon atomic structure. Graphene material pro-
vides 15 to 20 times more mechanical strength and 5 times lighter than copper.
Graphene is also zero band gap semiconductor material as the electric field is applied to
this material electron and holes carriers emerged, which allows the control of con-
ductivity and surface resistance, and controlled by doping and electric field biasing
method [1]. Graphene, Young’s Modules (E) (Tensile Elastic Capacity) in the range of
1000GPa, and copper have only 110–130 GPa. With this Graphene have moderately
low resistance approx. 35 to 50 X/sq, 80–90% optical transparency, carrier density of
2to 6 � 1011 holes per sheet and a mobility of 200 to 1900 cm2/V-s [2]. Aeronautics
& Automotive industries are already shifted metal to Carbon based materials due to its
lighter structure, high durability, and energy-harvesting properties. These will push the
Graphene to “Metal Replacement” goal in the wireless field. However, high electrical
conductivity is required; metals are still preferred to Carbon base material.
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This deficiency can be overcome by upgrading plastics with conductive fillers such as
carbon black and graphite fibres.

Scida et al. presented wearable and highly flexible antenna using Graphene Paper
structure for NFC communication and RFID tags for the frequency of ISM band
13.56 MHz [3]. Metallic heavy material structure deformation with repetitive bending
occurred, production costs and disposal issues also tried to overcome. Graphene based
antenna for 2.67–2.92 THz with a different substrate of Si3N4, Al2O3, BN, Silica, and
Quartz was performed and achieved higher bandwidth and radiation efficiency to other
conventional substrate material, Rajni Bala et al. [4] Optically transparent antenna with
multi walled carbon Nano tube (MWCNT) in terahertz frequency range with (> 2 dB)
high gain and (7.56 dB) directivity was achieved by A. Thampy et al. [5] in wearable
wireless communication systems, the transmission line is also prime structure to carry
signal in electronic devices, and it should be highly flexible needed was performed by
printed graphene material in the frequency range of 1.97 GHz by Huang et al. [6].
A reconfigurable antenna made from hybrid Metal- Graphene structure performance
analysis was presented by Alvarez et al. [7] Recent development of Graphene con-
ductive ink has brought the possibility along with its superiority in a high conductivity,
mechanical flexibility, and lightweight with low cost can extract from the carbon
granules [8, 9]. A smart way to construct conductive patterns on rigid or flexible
substrates is by the printing of conductive ink solutions; conductive adhesive ink can be
manufactured with low cost and can be suitable for Graphene grow on a dielectric
substrate. With this method, average conductivity can be obtained with reducing
electrical resistivity surface [10]. Graphene based antennas falls into the category of
transparent antenna where many researchers have proposed dual band [11], wideband
antennas using metametrials, array structures for WLAN, 5G and MIMO applications
[12–18]. Other graphene based antennas working in dual band for terahertz frequencies
and satellite frequencies are also proposed by researchers [19]. Size of this kind of
antennas can be reduced if we use the concept of electrically small antennas [20] and
metamaterials antennas [21, 22].

In this paper, a Dual Band antenna is proposed using Graphene as a conductive
material with etching out copper from FR4 substrate for designing and performance
analysis. Sections 2 has characterized the proposed antenna designs and the system
setup parameter. In Sect. 3 simulation results are presented and discussed. In the end,
Sect. 4 is the conclusion.

2 Proposed Antenna Desıgn

A Graphene based dual-band antenna using FR4 is proposed. Antenna is composed of
a Graphene paper as patch and Ground plane, with total dimensions L � W � H is
38.5 mm � 33 mm � 1.45 mm and its suspended on a FR4 dielectric substrate having
parameters, h = 1.4 mm, er = 4.4 and tan d = 0.02.

828 R. Vashi et al.



Graphene antenna inquire into simulation to evaluate the performance using
Table 2. Due to skin depth effect, thickness of the Graphene sheet is major concern in
the terms of performance. For that in this simulation 25 lm of Patch and Ground plane
has taken as a reference to simulate and optimise the design on Ansys HFSS 17.0 full
electromagnetic solver on FEM method software is used for numerical modeling of the
designed antenna at operating frequency range of 1 to 6 GHz.

Fig. 1. Proposed antenna a top view, b side view

Table 1. Design parameters of proposed antenna

Antenna Dimension Value

Patch length Lp � Wp � hp 24 mm � 18 mm � 25 lm
Dielectric substrate length, width and
thickness

Ls � Ws � hs 38.5 mm � 33 mm � 1.4 mm

Dielectric constant (FR4) er 4.4
Microstrip line length and width Ll � Wl 8 mm � 2 mm
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3 Results and Discussion

In this paper, a challenge has been made to examine the effect of patch and ground base
material on the performance with the microstrip feed line antenna. From the Fig. 2,
calculate the B.W. of resonance antenna of |S11| plot; consider return loss more than
−10 db. Result shows the B.W. of an antenna is 5.06% (2.43–2.30 GHz) and 3.80%
(5.52–5.12 GHz).

A VSWR with the ideal value of 1.0 means that there is no power being reflected to
the source. At a VSWR of 2.0, approximately 10% of the power is reflected to the
source. High VSWR value create problem of power wasted, and the reflected power
can cause problems such as heating antenna or connector to the cable. Figure 3 shows
that Graphene antenna VSWR with the value of 1.03 at 2.41 GHz and 1.12 at

Table 2. Graphene sheet electrical and mechanical properties [2]

Parameters Value Unit

Carbon content 97% –

Thickness 25 µm
Density 1.98 g/cm3

Electrical conductivity 3.70 � 105 S/m
Thermal conductivity 1300–1500 (x–y plane)

13–15 (z plane)
W/(m) � (k)

Tensile strength 30 MPa
Sheet resistance 2.88 � 10−2 ohm/sq

Fig. 2. Simulated S11(dB) and VSWR for Graphene antenna
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5.45 GHz, which enhanced the performance of an antenna in terms of Gain and
radiation efficiency (Table 3).

As shown in Fig. 3(a), surface current is uniformly distributed at middle of I section
antenna at lower frequency 2.41 GHz, so patch is well matched and radiates at this
frequency. As shown in Fig. 3(b), at higher frequency 5.45 GHz current is concen-
trated on the lower edge of radiator which means that the antenna affects impedance
characteristics at higher frequencies.

The radiation pattern of the proposed antenna is shown in Fig. 4. We can see that
the simulated radiation patterns are approximately in a good agreement. The radiation
pattern exhibit two peaks along the ±z axis at resonance frequencies of both 2.41 GHz
at 0° E-field and H-field gain is 1.39 dBi and 2.41dBi respectively. While 5.45 GHz at
45°° E-field and H-field gain is 2.59 dBi and 1.57 dBi respectively.

Fig. 3. Current Distribution of Graphene antenna for a 2.44 GHz b 5.45 GHz

Table 3. Performance parameters of Graphene based antenna

Frequency Return loss (dB) Impedance
bandwidth (%)

VSWR Gain
(dBi)
E-field
H-field

2.41 GHz −24.25 3.04 1.03 1.39 2.41
5.45 GHz −25.62 4.92 1.12 2.59 1.57
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To validate the advantages of Graphene antenna over the conventional patch
antenna, the antenna designed using FR4 substrate. Due to lower conductivity of
Graphene material to copper and high relatively permittivity, which is depend on the
height of substrate are the prime reasons to get low value of Gain and radiation
efficiency, but it can be overcome with the help of material science research and
modern fabrication technology.

4 Conclusion

The accomplished results confirm that a Graphene-based patch antenna resonates in the
Network (WLAN)/WiMAX band, consistently with the conventional model. The
bandwidth of a proposed antenna is achieved 3.04% for 2.41 GHz and 4.92% for
5.45 GHz band with high return-loss to the conventional antenna; with consistent of
VSWR value near to one with good gain at 2.41 and 5.45 GHz.

Graphene is made up a mono carbon lattice structure, available in very thin layer
and it can be utilized on a flexible substrate. Wearable and Transparent miniaturized
gadgets are the future of electronic wireless system; and proposed antenna described in
this work is a pioneer step towards this goal.
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Abstract. In cloud storage services, users can store their data remotely on the
cloud and exchange data with others. The cloud files consist of sensitive
information. At the time of file sharing, may realizing the sensitive information
of files hide, but this shared file cannot be used by others. The problem is to how
to perform data sharing with sensitive information. To solve this problem,
propose a Revocation algorithm to avoid the use of sensitive files from unau-
thorized users. In the system first, The system sanitizes the data blocks and data
blocks corresponding to the organization’s sensitive information, sanitizes the
sanitized data blocks signatures, and finally, sanitizers the sanitized files and
their corresponding signatures in the cloud. These signatures are used to verify
the integrity of files sanitized during the integrity audit phase. TPA then checks
the integrity of the disinfected file. In this way, we are provide security for
sharing data.

Keywords: Cloud storage � Data integrity auditing � Revocation algorithm �
Sensitive information hiding

1 Introduction

The growth of data puts a heavy burden on users to store all of their data in the cloud.
However, if the accumulated data of the cloud is damaged or lost, such as software,
hardware failure, human error of the cloud. We can store the data, to verify whether the
data is safe and secure, will be the first to the owner needs of the owner of the data on
the file private cloud before uploading, many remote data integrity audit into the cloud
properly. These signatures audit the Phase health of the data blocks have a sense of
Identity Cloud. After that, the owner of the data is a signature work within the data
block.

Data stored in the cloud can accumulate a lot of users, but this is limited to cloud
storage apps such as Google Drive, Dropbox and iCloud. Cloud storage is a very
important feature of data exchange. Data stored in the Cloud consists of confidential
information [1].

For example, electronic medical records (EHRs) that are stored and shared in the
cloud usually contain sensitive information about the patient (patient name, phone
number, id number, etc.) and confidential information of the hospital (hospital name
that is directly uploaded to the Cloud Sharing study for the purpose of confidential
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information of the patient and the hospital Ehr, but not necessarily cloud, and will be In
addition, there is a cloud of human mistakes and software/hardware failures, so you
need to ensure the integrity of the EHR. Therefore, the achievement of a remote data
integrity audit is important, provided that the total data confidential information is
protected. The question is how to perform data sharing of sensitive information [1, 2].

To reduce the computational load on the client, third-party auditor (TPA) [1–4], has
been introduced, which helps the client to periodically check the integrity of the data in
the cloud. While all existing protocols focus on cloud failure or fraud, the procedure for
dealing with client private key disclosure for security weakness and secure cloud
storage audit is a very important issue for clients. This process includes downloading
the entire data from the cloud, creating a new authentication system, and re-uploading
all the data to the cloud. When the client regenerates new authenticators, no guarantees
to cloud provide an original data [3]. Another important issue in cloud storage auditing
is the recent review of key issues.

The problem itself is not self-evident in nature. When a client’s private key for
storage auditing is exposed to the cloud, the cloud can easily hide data loss incidents to
maintain its reputation [4]. In order to solve this problem, propose a Revocation
algorithm to avoid the use of a sensitive file from unauthorized users. In the first
system, the sanitizer [1] sanitizes the data block and the data block blind block cor-
responding to the organization’s sensitive information, and in the end, the sanitizer
sends this sanitized file and its corresponding signature to the cloud. These signatures
are used to verify the integrity of files sanitized during the integrity audit phase. TPA
sanitizes the process of verifying the integrity of sanitized files stored in the cloud, and
then sends the audit challenge to the cloud, and finally, TPA verifies the integrity of
sanitized files by verifying that this audit proof is correct. In this way, we are in charge
of system security that we propose.

Our contribution: The system proposes a Revocation Algorithm to avoid the use
of sensitive files from unauthorized users. This allows the owner at any time to directly
revoke any user from cloud servers and to distinguish unauthorized users because the
security model of the cloud service allows you to share data and protect the data of
trusted users. User cancellation is the most difficult, clouds in which a single user
revocation affects other users who share a common attribute space.

As a result, reducing the cost of data sharing services provided by cloud computing.
Mobile cloud computing is a mobile smart terminal used from anywhere when the
cloud of convenience, data access to the user. The user stores personal data on the
cloud server and it is easy to share only with authorized customers who have access to
the data. A lot of traditional systems provide access control for users of the service, a
service based on user attributes. Today, the business is usually outsourcing to the cloud
with shared encrypted data for users and, moreover, cloud services are new cloud
service partners to respond to in its traditional access control system distributed in
different geographical areas. In addition, the cloud server was completely reliable,
large-scale users from different domains did not leak the contents of the data collusion
correspondence with these data leaks is difficult, and the user can cancel the scheme for
multiple users to access the cloud service. To solve this problem design a Revocation
algorithm for multiple user accessing in cloud service.
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2 Literature Review

The author proposes a scheme to audit the integrity of remote data that enables you to
share data with confidential information hidden. In this scheme, a sanitizer is used to
block data corresponding to the confidential information of the file, and these blocks of
data on the valid signature for the sanitized File are used to encrypt the file. Using this
signature to, verify sanitized file integrity in the integrity auditing phase. These tech-
niques are capable of ensuring the storage and exchange of files in the cloud and also to
hide confidential information. This technique is based on Cryptography-based
identity [1].

For group, user-author proposes the cloud storage audit scheme. It is used to reduce
the computational load on the user side. This method introduces a third-party media
(TPM) which performs lengthy operations on behalf of the use and also used to verify
the integrity of the data. In this way, data is protected from TPA. Simple operation to
blind data Phase data uploads, data audit [2].

In this article, the author focuses on the auditing of cloud storage. The author study,
the damage of the client’s key exposure on how to reduce in cloud storage auditing and
set the solution to this problem. The definition of auditing protocol and the security
model are formulated using the key Exposure resilience and this protocol is proposed.
In this design, a binary tree structure and a leading traversal technique are adapted to
update the client’s secret key. The development of such a new certification construction
will help to ensure the security and reliability of blocking less certification [3].

The author will explain how to update the key as a key update, and how to ensure
the transparency of the new paradigm proposed by the client, called cloud storage
auditing and verification of outsourcing keys. In this paradigm, key renewal can be
safely entrusted to some authorized parties, and thus the burden of key renewal on the
client is particularly acute [4].

Cloud storage services have been widely adopted by more and more institutions,
through the user’s convenience per share data. In this paper, the author proposes
efficient public auditing of the preservation of privacy and identity. The system also
allows you to achieve data during your privacy authentication generation by using
blind signature technology. Using the proposed method, the auditing system for the
actual scenario is designed further [5].

The author proposes a new public audit mechanism for the integrity of the shared
data with the user’s efficient cancellation in mind. By utilizing the idea of quitting the
proxy, you can re-sign the block on behalf of an existing user upon user revocation, and
then re-sign the existing user. In addition, the organization provides a comprehensive
audit of the audit work at the same time [6].

Data per user group and share in cloud storage services. The author proposes a new
Public Audit scheme for the integrity of shared data using the concept of Shamir secret
sharing. In addition, this scheme supports safe and efficient auditing by improving
authentication tags based on polynomials [7].

The paper proposes an identity-based proxy oriented data upload and remote data
integrity check model. The formal definition of a system model is the security model.
Next, they design a specific ID-PUIC protocol using a bilinear combination [8].
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Patent application securing system i.e. SecCloud, cloud. Not only does SecCloud
generate data tags before the client uploads them, it also always encrypts the data
before the customer uploads it and encrypts the data’s storage [9].

The author proposes a new server-side de-duplication scheme for encrypted data.
Not only to prevent this data leakage but also to cancel the user’s own data is also a
sincere or strange cloud storage server. Furthermore, the proposed scheme guarantees
the integrity of the data against arbitrary tag contradiction attacks. As a result of the
efficiency analysis, it is shown that the proposed scheme is as efficient as the previous
scheme, but the additional computational overhead is negligible [10].

3 Proposed Approach

3.1 Problem Statement

The file in the cloud may contain sensitive information. The problem is how to perform
data sharing with sensitive information. In order to solve this problem, propose a
Revocation algorithm to avoid the use of a sensitive file from unauthorized users.

3.2 Proposed System Overview

A detailed description of the system architecture is as follows:
The system architecture includes five types of different entities: the cloud, the user,

the sanitizer, the Private Key Generator (PKG) and the Third Party Auditor
(TPA) (Fig. 1).

The cloud: On the cloud, users save a lot of data. Users to upload and share data
with other users.

Sanitizer: The sanitizer, which is responsible for sanitizing data blocks that cor-
respond to sensitive information in files (such as personal and organizational infor-
mation), is responsible for sanitizing data blocks.

Fig. 1. Proposed system architecture
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The Public Key Generation (PKG): Other entities rely on the generation of Public
Key. The functionality of this PKG is the generation of public parameters and private
key for the user according to their identity ID.

Revocation: Whenever data owner wants to share reliable data with some selected
authorized user from the set of all authorized user of organization, we use revocation
algorithm to revoke the particular set of user as input then select the encrypted reliable
data and time stamp used for at what time period revoked user is removed from
organization, then we update the list of authorized and sent it to the server with
encrypted reliable data.

The Third Party Auditor (TPA): Third party Auditor is a public verifier. It checks
the integrity of data stored in the cloud on behalf of users.

On the cloud, users save a lot of data. The sanitizer [1], which is responsible for
sanitizing data blocks that correspond to sensitive information in files (such as personal
and organizational information), is responsible for sanitizing data blocks. Other entities
rely on the generation of Public Key. The functionality of this PKG is the generation of
public parameters and private key for the user according to their identity ID. Whenever
data owner wants to share reliable data with some selected authorized user from the set
of all authorized user of organization, we use revocation algorithm to revoke the
particular set of user as input then select the encrypted reliable data and time stamp
used for at what time period revoked user is removed from organization, then we
update the list of authorized and sent it to the server with encrypted reliable data. Third
party Auditor is a public verifier. It checks the integrity of data stored in the cloud on
behalf of users.

In this system first blinds sensitive information data from files and then generate the
corresponding signature for those blinding files. These signatures are used to verify the
integrity of sanitized files during the integrity audit phase (Fig. 2).

After sanitizes the process the TPA wants to check the integrity of the cleaned file
stored in the cloud, it sends an audit challenge to the cloud. And then, the cloud
responds to TPA with proof of verification of data possession. Finally, TPA verifies the
integrity of the clean file by checking whether this proof of verification is correct or not.
In this way, our proposed system provides security for data sharing (Fig. 3).

Fig. 2. The processes of signature generation, sensitive information sanitization
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In the revocation system, We can add some user those who cannot able to
download that sensitive file called revoked user. When user makes a request to
download the file from the cloud: cloud firstly checks requested user if the revoked user
if it is revoked user then the cloud will not allow downloading that file. If it is not
revoked user then he/she can download the file using the private key. In addition, we
add the validation period to the file.

3.3 Algorithm

Revocation

Revocation algorithm to revoke the particular set of user as input then select the
encrypted reliable data and time stamp used for at what time period revoked user is
removed from organization, then we update the list of authorized and sent it to the
server with encrypted reliable data.

In this algorithm, The owner generates a new list of revoked user and upload that
list to cloud. PKG run this algorithm for validate the user is revoked or not.

Input: List of the user for revocation
Output: Revoke user from an organization
Process:

(1) Start
(2) Take encrypted File and TimeStamp
(3) Remove selected user from the organization for
(4) Update list of user
(5) Upload updated revoked list of user to a server with encrypted file
(6) user request for private key to PKG
(7) PKG validate the user is revoked or non-revoked.
(8) if the user is revoked it does not share the private key to that user and does not

Fig. 3. The processes of proof generation and verification
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(9) provide access to download the data
(10) End

3.4 Mathematical Model

System S can be defined as:

1. Private Key Generation

Choose g, a number whose multiplicative order modulo p is q
q is the smallest positive integer such that
Prime p such that p − 1 is a multiple of q
Choose an element l’, l1, l2…… ln;
Let H be hashing function
U = {UI, UF, Uu} is a user
UI = {UI1, UI2} set on I/P
UI1 = User authentication detail contain UID = (UID1, UID2, UIDn)
UI2 = File data
Compute private key of user [1]

skID ¼ ðgx2 l0
Yl

j¼1
lUIDj ; grID

� �

rID = Randomly picks values from user ID.

2. Generate Signature

Compute Signature Sig [1]

sig ¼ gx2 l0
Yl

j¼1
lUIDj

� �rID
; ðH nameð Þ; lmiÞr

� �

Where,
m�

i is a blinded file

3. Data Auditor

DAI = {DAI1, DAI2}\\ A set of input
DAI1-User Registration Details
DAI2-Block Details
s = tag or file [1]

s ¼ s0 DAIk

s0 ¼ name grID
�� ���� ��gr
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4. Sanitization

The Sanitizer checks the signature is valid or not.
The sanitizer respectively verifies the correctness
of signature sig as follows: [1]

e sig; gð Þ ¼ e g1; g2ð Þ:e l0
Yl

j�1
lIDj

j ; grID
� �

:eðHðnamejjiÞ:um�
i ; grÞ

5. Cloud

CI = {CI1, CI2}, A set of input
CI1-Block Data
CI2-Challenge Message
CF = {CF1 CF2} \\ A set of functions
CF1 = Save Blocks and its hash
CF2 = Generate Response
CO = Output of cloud
CO = {CO1, CO2}
CO1 = Set of Blocks = {b1, b2.., bn}
CO2 = Generated Response of File block

6. Revocation

P = {L,R,O}
L = {L1, L2}\\ A set of Input
L1 = List of user
L2 = Revoke list of user
R = {R1, R2} \\ A set Of Function
R1 = Revoke User
R2 = Secret key updating
O = {OP} \\ A set Of Output
OP = List of revoked user

4 Result and Discussion

4.1 Experimental Setup

The system uses Java framework on Windows platform. The Net bean IDE is used as a
development tool. As on tested on the real cloud it takes less time when sharing with
authorised users. For a dataset, the system uses a number of files in different size.
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4.2 Result and Analysis

This section discussed the experimental result of the proposed system.
The Fig. 4 shows that the auditing computation overhead of proof verification,

proof generation and challenge generation, these three procedures linearly increases
with the number of challenged blocks. The verification procedure takes longer than the
other two phases, and the challenge generation procedure takes the shortest time among
the three procedures. In the case of this graph, all the blocks will be threatened, and
these three stages will require a large amount of computational overhead.

Table 1 shows, the time comparison between the existing and proposed system
algorithm. Figure 5 shows the time require to access data of the proposed system with
the existing system. It shows that the data accessing time of the proposed Revocation
algorithm is less because of data sharing with selected authorized users and there is no
traffic in the data accessing process. Suppose, the hundred of users send a request to the
admin to access the file, the admin gives the permission only authorized 60 users. So
the less time requires accessing the file and there is no traffic in the data accessing
process.

Table 2 shows, the performance Comparison. Figure 6 shows that if a number of
users increased the performance of the system with revocation and without revocation.
The graph shows that the performance of the system with revocation is better than the
performance of the system without revocation.

Fig. 4. Computation overhead in auditing phase

Table 1. Time comparison

Algorithm Time in ms

Data access time without revocation 90
Data access time with revocation 40
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5 Conclusion and Future Scope

Proposes a Revocation algorithm for reliable data sharing that supports data sharing
with sensitive information hiding. This supports data sharing with selected authorized
users within an organization. Data accessing time of the proposed Revocation algo-
rithm is less because of data sharing with selected authorized users and there is no
traffic in the data accessing process. The results show that the proposed system pro-
vides security to data sharing.

In future we can implement traceability method to trace or detect the fake user and
make system more secure.
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Abstract. System security is one of the real worries of the difficult time. With
the fast advancement and monstrous utilization of web over the previous decade,
the vulnerabilities of system security have turned into an important issue.
Interruption identification framework is utilized to distinguish unapproved get to
and uncommon assaults over the verified systems. High volume, assortment and
fast of information produced in the system have made the information exami-
nation procedure to identify assaults by conventional strategies extremely
troublesome. To comprehend the present status of usage of Machine and Deep
learning methods for tackling the interruption recognition issues, this study
paper listing out the related examinations in the continuous period focusing.
This overview paper gives the various models of the detection system and
briefly on Machine and Deep learning algorithms.

Keywords: Intrude � Intrusion Detection � Machine Learning � Deep Learning

1 Introduction

With the increasingly deep integration of the Internet and society, the Internet is
changing how individuals live, study and work. However, the different security dangers
that we face are winding up increasingly genuine. Step by step instructions to distin-
guish different system assaults, particularly unexpected assaults, is a certain key spe-
cialized issue. An Intrusion Detection System (IDS), a vast research accomplishment in
the data security field, can distinguish an attack, which could be a progressing intrusion
or an interruption that has just happened. Actually, interruption identification is typi-
cally proportional to a grouping issue, such as a binary or a multiclass classification
problem, i.e., identifying whether network traffic behaviour is normal or anomalous, or
a five-category classification problem, i.e., identifying whether it is reasonable or any
one of the other four attack types: Denial of Service (DOS), User to Root (U2R), Probe
(Probing) and Root to Local (R2L). In short, the primary motivation of intrusion
detection is to improve the accuracy of classifiers in effectively identifying the intrusive
behavior [1].

This paper is described as follows: Sect. 2 provides the research topic overview
where several techniques for intrusion detection have been described in Machine

© Springer Nature Switzerland AG 2020
S. Smys et al. (Eds.): ICCNCT 2019, LNDECT 44, pp. 845–849, 2020.
https://doi.org/10.1007/978-3-030-37051-0_94

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-37051-0_94&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-37051-0_94&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-37051-0_94&amp;domain=pdf
https://doi.org/10.1007/978-3-030-37051-0_94


learning. Section 3 describes the deep learning techniques. Sections 4 and 5 gives in
the detailed view of the intrusion detection system life cycle and various approaches to
detecting intrusions and types of attacks. Section 6 describing the comparison analysis
among machine and deep learning

2 Machine Learning Techniques

AI Approach Machine learning is a unique part of man-made reasoning that gains
information from preparing information dependent on well-established actualities. AI is
characterized as an examination that enables PCs to learn information without being
customized referenced by Arthur Samuel in 1959 [2]. Machine learning mainly focuses
on prediction. Machine learning techniques are classified into broad categories such as.

(a) Supervised Learning. Task Driven methodology. As a matter of first importance,
you should name information like encouraging a model with instances of exe-
cutable records and saying that this document is malware or not. In view of this
marked information, the model can settle on choices about the new information.
The detriment is the farthest point of the named information.

(b) Unsupervised Learning. Information Driven methodology. The methodology
can be utilized when there is no named information, and the model ought to be
one way or another imprint it without anyone else’s input dependent on the
properties. It usually is expected to discover inconsistencies in information and
viewed as progressively incredible as a rule as it is practically difficult to check all
information. As of now, it works less decisively than managed approaches.

(c) Semi-supervised learning. As the name infers, semi-regulated taking in attempts
to consolidate profits by both managed and unsupervised methodologies, when
there are some marked information

(d) Reinforcement learning. Condition Driven methodology can be utilized when
the conduct ought to be one way or another respond on the evolving condition. It
resembles a child who is learning condition by experimentation.

(e) Active learning. It is progressively similar to a subclass of Reinforcement, dis-
covering that most likely will develop into a different class. Active learning takes
after an instructor who can help correct mistakes and conduct notwithstanding
condition changes.

3 Deep Learning Techniques

Deep learning was inspired by the structure and depth of the human brain. The reason
for the multiple levels of abstraction, the network learns to map the input features to the
output. Given a set of conditions, the machine can use a series of mathematical
methods to determine if classification is accurate based on the likelihood of error.
Within the realm of deep learning [4].
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4 Intrusion Types

Attacks can come in many forms. Several behavioural samples that would trigger a flag
for an anomaly can be port scans coming from one host on a network across an entire
subnet, download file count/size in a shared network folder, multiple USB file transfers,
etc… NIDS can be configured to account for many behavioural examples. Highly
targeted configurations can account for known signatures for malware transferred
across the network compared to a database containing hashes for the malware. Attacks
are of active and passive type attacks, Endeavour to get the unapproved access and
change data in the framework with intent to destroy the entire network is of active type
attacks. Whereas attackers listen stealthily however do not alter any data in the
framework treated as passive attacks [5] (Table 1).

Table 1. Different attack types

Attack
type

Name of
attack

Description Researchers

Active Spoof While an attacker imitates someone else’s tool
or person so that it will provoke assaults
against network hosts, pass get entry to
control, thieve facts, or unfold malware

[6]

Gray hole Behaves like a malicious node to drop
malicious packets, however later switches
again to everyday

Malicious
packet
dropping

It is a type of DDoS attack similar to black
hole attacks

Passive
attacks

Eavesdropping Network layer attacks that intercept a private
communication

[8]

Traffic
analysis

An assault that examines the communication
styles among entities in a system

Location
disclosure

Can reveal something about the network
structure or the nodes points

DDOS
or DOS

A DoS assault is a kind of assault wherein the
programmer makes a processing or memory
assets excessively occupied or too full to even
think about serving genuine systems
administration demands and subsequently
denying clients access to a machine

Probe Probing is an assault wherein the programmer
filters a machine or a systems administration
gadget so as to decide shortcomings or
vulnerabilities that may later be misused in
order to bargain the framework
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Intrusion Detection System working with various types such as Host Based,
Network-based Hybrid and Distributed.

• Host Based: In this type, the IDS mechanism was installed on the server system to
monitor and audit the information received from the operating system to identify the
intrusion. It can deal with the encrypted environment at the transport layer—no
need for additional hardware.

• Network-Based: In this type of IDS mechanism, observing the network traffic and
application protocol activities between two systems. It is able to handle the attacks
which are missed at Host Based model, Faster response and easy to deploy. Need
full-time monitoring and unable to detect encrypted packets.

• Hybrid Model: It is the combination of above to type’s, i.e. Host and Network-
based models. It uses mobile agents and combined anomaly and misuse based
approaches. Log file checked by the mobile agent

• Distributed Type: Different IDS are combined by working as faraway sensors and
generate a report about intrusion at the end send to a centralized system treated as
distributed IDS. In this centralized model system able to monitor intrusion detection
and responses. Able to analyze the incident and instant attack data.

Intrusion Detection System (IDS) is a vital component of security measures
shielding computer systems and networks from potential abuse and misuse. In 1980,
John Anderson published one of the earliest papers on IDS in the Computer Security
Threat Monitoring and Surveillance. Since then, many different efficient approaches for
IDS have been proposed and implemented in practice. However, the research on
intrusion detection is still an active field and attracts the attention of many researchers
because of its challenges and necessity of IDS for our computing resources when using
the Internet. Some of the challenges in current IDS are:

Adaptability: IDS should perpetually learn changes in the environment over time
and adjust to them accordingly. Adaptability is a major challenge and arguably the
most desired characteristic for IDS. Generally, achieving adaptability automatically is a
harder problem for misuse detection systems which rely on manual creation of sig-
natures. Anomaly detection systems by definition, look for novel attacks, but they also
need to adapt their learnt models of normal behaviour relative to changes in the
environment.

Speed: dealing with the high-performance network—Diversity of environments:
needs to operate in changing and adversarial network environments with diverse
protocols, services, and applications.

Fault tolerance: the IDS not becoming security vulnerability itself.—Inter-
Operability and transparency ease of use.

Timeliness: handle large amounts of data. Concerned with how quickly the IDS
can propagate the information through the network to react to potential intrusions. It is
also referred to as scalability [3].
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5 Comparative Analysis

Specialists in Machine and Deep learning have not yet achieved agreement on these
ideas. The significant difference between Deep and Machine learning as follows,

In Deep learning, a lot of information is expected to convey the calculation
structure to the ideal. The algorithms are able to extract the features from the data.
These algorithms able to work on high-performance machines; the problem is solved
end to end.

Machine learning can be worked on normal CPUs doesn’t require any high-
performance systems. The problems are generally partitioned into pieces, these parts
are understood one by one, and afterward, the arrangements are shaped because of the
arrangements.

6 Conclusion

Based on the various approaches of deep learning and machine learning, here we are
provides a study with comprehensive explanation of intrusions in terms of their
detection and corresponding methods used. This paper has mentioned various
methodologies used by Machine learning and deep learning for intrusion detection.
Listing out the various types of attacks pointed out by various researchers.
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Abstract. In this digital era, the usage of internet and information grows
rapidly. Every fraction of second, huge volume of data is transferred from one
network to another. This information and information system are subjected to
attack. It is necessary to protect this valuable information and network from
intruders generally named as crackers or hackers who are threat to system
security. System security is a common, current and critical problem which is a
challengeable task to researchers. Intrusion Detection System (IDS) offers good
solution to this problem. With aim of boost up the performance of IDS, it is
integrated with data mining. Various data mining techniques in IDS, based on
certain metrics like accuracy, false alarm rate, detection rate and issues of IDS
have been analyzed in this paper. A total of 43 papers were reviewed in the
period 2008 to 2018. It is observed that more number of articles support SVM or
ANN Techniques. Also it is observed that hybrid methods produce better
performance than single. This survey shows that in hybrid methods, frequently
K-means or SVM technique are combined with others and gives good result.

Keywords: Intrusion � Attack � Data mining � Intruders � Security

1 Introduction

An intrusion in network is an unauthorized access to resources and a threat to network
security. A number of popular attack vectors like Asymmetric Routing, Buffer Over-
flow Attacks, Common Gateway, Interface Scripts, Protocol-Specific Attacks, Traffic
Flooding, Trojans, and Worms pose a serious security risk in network environment
existing in network. A number of new technologies and methods are available to
diminish the potential effectiveness of each one. One of the important solutions is
“Intrusion Detection system” (IDS). It performs a very important task in identifying
intrusion in network. When data mining concept is incorporated with IDS to mine the
useful, relevant, hidden and valuable information for the user, it increases the efficiency
with less execution time. IDS are data analysis process. It handles a large amount of
5 V characteristics data i.e. Volume (size of data), Velocity (speed of incoming data),
Value (trustworthiness of data), Variety (heterogeneous nature) and Veracity (value of
data changing dynamically). As Data mining analyzes an enormous amount of data
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with high speed in less amount of time, it is integrated with IDS. A number of tools and
technologies are available and working on current and new platforms. Both normal and
abnormal activities leave evidence on data. Hence it is quite easy to develop models
through supervised and unsupervised learning. All these models are combined with
IDS in detecting attacks.

2 Research Access

This paper works a thorough study on Intrusion detection in network published in
various journals/conferences.

2.1 Research Issues

RQ1: What are the various data mining techniques used in Intrusion detection
systems from 2008?
RQ2: What are the limitations of various data mining techniques used in IDS?
RQ3: What are the issues/challenges that are addressed in the research papers?
RQ4: What are the techniques proposed to solve the issues?

To answer RQ1, a systematic analysis and review on research spanning from 2008
up to 2018 are carried out. For RQ2, various data mining techniques have been ana-
lyzed to find out their limitations. Regarding RQ3, challenges addressed in research
papers have been identified. RQ4 is framed to understand the existing proposed.

2.2 Requirement System

For essential case papers for the study, search has been done and papers are obtained
from various data repository.

Various search terms have been compiled using Boolean operators AND/OR.
Based on these terms, advance search is done on selected articles related to IDS.

2.3 Paper Enclosure Standard

Papers with the following criteria are included: (i) Papers that describe various data
mining techniques used in IDS, (ii) Papers that use testing methodologies for vulner-
ability detection in network services, (iii) Papers that address web service attacks such
as Denial of Service (DoS), Remote to Local (R2L), User to Root (U2R) and Proof, etc.
(iv) Papers that are published after 2007.

2.4 Data Compilation

Information that extracted from selected articles are (i) Title and Publication year of
papers, (ii) Synopsis of Paper, (iii) Type of Web service attack (DoS, R2L, U2L and
Proof), (iv) Area of Research (Intrusion detection and prevention).
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3 Outcome and Discussion

In this part, Research queries and answers for these queries obtained from this review
are discussed. Section 3.1 gives an overall idea about selected articles. The total
numbers of 43 articles have been selected for the literature study. These articles are
retrieved from various journals and proceedings which have published between 2008
and 2018.

3.1 Data Mining Techniques with Their Merits and Demerits (RQ1,
RQ2)

A list of top 10 data mining techniques which have been applied by researchers in the
field of IDS is listed out and they are.

(i) Artificial Neural Network (ANN), (ii) Support Vector Machine (SVM),
(iii) Decision Trees (DT), (iv) K-Means, (v) Genetic Algorithm (GA), (vi) Fuzzy
c-means, (vii) Y-Mean, (viii) Naive Bayesion (NB), (ix) K-Nearest Neighbors (k-NN),
(x) Random Forest.

Table 1, consist of detailed information about the data mining techniques used by
the selected articles in this review.

Table 1. Summary of review findings

S. no DM Alg Merits Demerits Ref. no

1. K-means Less execution time
on small data set,
ease of use, better
accuracy and
efficiency, easy for
parallel
implementation

More execution time
on large data set,
Speed is less,
sensitive to outlier
and noise and
selection of the
cluster centroids

[1], [2], [8], [18],
[19], [20], [28], [31],
[35], [36], [39]

2. Y-mean Eliminate the empty
clusters, overcomes
the limitations
namely dependency
on the number of
clusters, degeneracy
and dependency on
the initial centroids

As data set updation
is not done
dynamically during
process, it is not
applicable to real
time anomaly
detection

[1], [18], [19]

3. Fuzzy c-
means

Performance and
efficiency are best for
small and large data
sets. It measures
quality of partitioning
though it allows an
item to belong to
many clusters

Time consuming [1], [2]

(continued)
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Table 1. (continued)

S. no DM Alg Merits Demerits Ref. no

4. Naïve
Bayesion

Accuracy and speed
is high in larger data
set, easy to construct
Naïve Bayes without
any complex iterative
parameter

Time complexity
increases when size
of data points grows

[1], [8], [23], [26],
[31], [39], [41]

5. SVM High accuracy than
other classifiers,
SVM is preferred by
researchers than
KNN, decision tree,
genetic algorithm,
able to model
complex and
nonlinear decision
boundaries, performs
better for U2R attack,
it works well in small
data set and produces
high accuracy by
reducing execution
time. Independent of
feature space. Here
classification
accuracy is quite
impressive or high
fast accurate while
training as well as
during testing

Extensive memory
requirement, training
and testing speed
slow high algorithmic
complexity the choice
of the kernel is
difficult

[1], [4], [8], [10],
[11], [13], [14], [16],
[18], [19], [20], [23],
[25], [26], [30], [32],
[34], [37], [38], [40],
[41], [42]

6. ANN More stable and
reliable than other
algorithms, highly
tolerate the noisy
data, multiple
training algorithms
available

Long training time,
over fitting, requires
more sample-training
phase

[1], [3], [9], [13],
[18], [19], [20], [22],
[24], [26], [29], [43]

7. KNN Simple to understand
and implement, noise
and larger K-value
affect accuracy and
prediction time

High storage
requirement, slow in
classifying and
testing tuplets

[1], [6], [8], [28]

8. DT Simple to understand
and easy to generate
rules, when dataset is
large, tree based
classifier has highest

Unstable, limited to
one output attribute
mostly non-
backtracking methods
are used in

[1], [3], [4], [8], [13],
[18], [23], [26], [30],

(continued)
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Figure 1 shows most popular data mining techniques used in intrusion detection
systems.

3.2 Techniques Proposed to Solve Issues (RQ4)

In Sect. 4, various issues and challenges that existing in IDS have been discussed.
A number of techniques are available in the field to solve these issues. As data mining
is a data analytic tool, it is integrated with IDS to analyze huge volume of data to
differentiate the normal and intrusion events. Frequently used data mining techniques
are depicted in the Fig. 1. From the survey in this paper, it is identified that hybrid
methods perform better than single methods. Those details are given in Table 2. From
the findings, summarized in Table 2, it is observed that SVM or K-Means techniques
are frequently combined with other techniques and produces better results.

Table 1. (continued)

S. no DM Alg Merits Demerits Ref. no

performance and has
high detection rate

constructing decision
tree

9. GA Efficiency is
increased through
feature selection

It is difficult to
understand as method
is complex

[1], [3], [7], [17],
[19], [21], [25], [30]

10. Random
forest

Build the patterns
automatically instead
of coding rules
manually, powerful
algorithm in detecting
probe and DOS
attack

It suffers due to bag
error that is generated
during training phase

[1], [11], [27], [29],
[32], [33], [34], [35],
[41]

Number of Articles supporting the techniques

Fig. 1. Number of Articles supporting the techniques
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Table 2. Summary of hybrid methods—review findings

S.
no

Ref.
no

Year Hybrid methods Results/outcome

1 [1] 2017 K-means, Fuzzy NN, SVM Accuracy achieved is 98.80% for
DoS attack, 97.31% for PROBE
attack 97.5% for R2L (Remote to
Local) and U2R (User to Root)
attacks

2 Combination of classifiers random
forest & random tree, J48 & Random
forest, J48 & Random tree,

Achieve better result for U2R and
R2L type of attack when compare to
other classifier, Achieves better
attack detection rate

3 SVM, Decision tree
Naïve Bayes

High accuracy is maintained by
reducing false positives

4 [7] 2017 Particle swarm optimization(PSO)
neural network

Effectively detect intrusive attacks
achieves a low false positive rate

5 [8] 2017 k-Medoids clustering SVM
classification

Gives better performance in both
accuracy and detection rate than K-
Medoids with Naïve Bayes while
reducing false alarm rate

6

7 [18] 2013 k-means clustering k-nearest
neighbor classification Naïve Bayes
classification

Attains good detection rate and low
false alarm rate than existing
methods

8

9 [2] 2017 C4.5, SVM classification Improvement in detection rate and
accuracy

10 K-means Naïve Bayes (KMNB) Increases the detection rate and
accuracy

11 SVM, CSOACN (Clustering based
on Self Organized Ant Colony
Network)

Takes merits of these methods and
avoids the weaknesses

12 [25] 2013 Fuzzy genetic algorithm Gives good results in all categories
with a detection rate of 99.53 but
FAR is high (1.94)

13 [27] 2017 Average one-dependence estimator
(AODE), random forest (RF)

Overcome the problem of attribute
dependency in Naïve Bayes classifier
and accuracy, false alarm rate and
detection rate are good

14 [28] 2017 KNN K-Means Performs well over CIDDS-001
dataset and gives high Detection rate
& Accuracy and low false positive
rate

15 [31] 2015 Naïve Bayes decision tree Works well in KDD (Knowledge
Data Discovery) cup data set and
attains 99% accuracy, high detection
rate and reduce false positive. But
while handling R2U attack, some
enhancement is required

(continued)
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4 Introduction Detection Systems Based on Data Mining—
Issues and Challenges (RQ3)

In this hi-tech world, usage and growth of network is rapid and interminable one.
Through Net, Society gets a lot of benefits and at the same it faces a lot of challenges
also. Especially security is the one of the important issue which needs more research
and focuses. Intrusion detection systems support security by identifying anomaly
activities and alert the system. Though much advancement in IDS, sometimes IDS
itself is subjected to attack and faces a lot of problems. It is listed below [5, 7, 15, 17,
19].

Table 2. (continued)

S.
no

Ref.
no

Year Hybrid methods Results/outcome

16 SVM, DT Gives 100% accuracy in tested
datasets

17 SVM classification k-medoids
clustering

Accuracy is Higher and Time
complexity increases when data set
grows

18 k-Medoids clustering Naïve Bayes
classification

High detection Rate and low false
alarm rate. Performance of Naïve
Bayes is not same on different
environments

19 k-Means, ID3 decision tree Performs well than individual k-
Means and ID3 and works well on
specific data sets

20 [35] 2015 K Means, Support vector machine Produces better result on
KDDCUP’99 data set

21 [37] 2011 Principal component analysis (PCA),
SVM

Increases detection rate and reduces
false alarm in anomaly intrusion
detection

22 [39] 2012 KMeans, Naive Bayes Detection rate is higher than single
method. At the same time, it suffers
due to more false positive rate

23 K-Medoids, Naïve Bayes Works well and increase accuracy &
detection rate by reducing false alarm
rate on KDD dataset than combined
K-means and Naïve Bayes

24 [12] 2016 K-Means C4.5 True positive rate is high
25 [40] 2018 Random forest, SVM (RFSVM) Provide good stability and accuracy

by taking merits of both random
forest and SVM
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(i) Data overload, (ii) False positives/False Alarm rate, (ii) False negatives,
(iv) Almost all techniques are designed to protect one or two web attacks only
(v) Integrating many IDS will produce more rate of misreporting, (vi) Most anomaly
based NIDSs depend on training data which is difficult to obtain it in network envi-
ronment, (vii) Data feature selection, (viii) Increase network services is also a chal-
lenge, (ix) Quick updation of database of patterns of known attack.

5 Research Result

On the whole this survey gives an outlook about Intrusion Detection System based on
Data Mining. As it is given, the introduction part covers the fundamentals of IDS. Then
the core concept of integrating data mining with IDS is explained. Data mining tech-
niques are categorized into three concept i.e. Classification, Clustering and Association
Rule. Under this, various data mining algorithms used in IDS are analyzed. Each
algorithm has its own pros and cons. Based on various metrics like accuracy, false
positive rate and detection rate performance of algorithms in IDS is assessed and
degrees of these factors are varying based on applications. Sometimes hybrid methods
yield good results. Hence, as per our literature studies, our research is focused on
designing a framework for IDS with high performance where data mining is integrated
with it.

6 Conclusion

Every second huge volume of information is transferred from one network to another
and they are subjected to attacks. Hence it is very necessary to protect these valuable
information and information system. To provide and maintain the security in terms of
confidentiality, availability and Integrity is a very tedious job. Intrusion Detection
System (IDS) performs well in detecting anomalies by analyzing the data. Growth of
data and attacks are higher than analysis speed. As data mining techniques are quickly
analyzing huge volume data, it is integrated with IDS to increase the efficiency of IDS
with less execution time.

After surveying many research papers, it is observed that most researches in
intrusion detection use SVM and ANN. Because SVM produces high accuracy with
smaller dataset in IDS and its execution time is less and ANN is much more stable and
reliable than other models and algorithms. Though data mining increases efficiency of
IDS, still there are some loopholes. To rectify this, researchers try hybrid methods that
perform better than single methods. In hybrid methods, high detection rate and low
false rate can be accomplished. Still, more researches are to be carried out in this area to
get better result and to meet the fast growing challenges in this field.
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Abstract. A Mobile ad-hoc Network is set of nodes which are self organized in
a wireless system. The attack on the network will be either attack or passive
attack. The malicious node in the network can act as a base node for vampire
attack which drains the life of other nodes in the network. In this study, we have
proposed a reputation based framework for detecting malicious and selfish
nodes in manets using AODV and PLGP protocol and illustrating several cases
on how vampire attack can be prevented in the network using backtracking
technique.

Keywords: PLGP (Parno, Luk, Gaustad and Perrig) � AODV �
Backtracking technique (BT) � Reputation based framework

1 Introduction

The development of electronic devices since 1990s like PCs PDAs, Wi-Fi systems
made MANETs a well known research subject [8]. MANETs are infrastructure-less
remote framework, i.e. they don’t require a base station to convey what’s more, can be
sent quickly to any remote spots. They don’t have central controller, consequently the
hubs move unreservedly toward any path [12]. This prompts interesting and corre-
spondence challenges in MANETS. MANETs are organized in such a way that the hub
which is a companion can speak with other friend just in the event that they achieve
each other’s range [11]. MANETs are additionally self-healing and self-configurable
networks. Each node performs three duties: as a router or host or as an intermediate
node. Each node is independent of other node, hence it can move freely in the network.
The presence of each node in the network is determined with the energy constraint
assigned. Every node energy drains down quickly because each node acts as a router or
an intermediate node [9]. The energy usage of every node acts as a key attribute to keep
the node and network active or alive. The routing protocol plays major role in trans-
mission of packet from source to destination [1, 5]. There are several protocols such as
DSR protocol. There are several approaches used for detecting the attacks on the
MANETs like: Watchdog, intrusion detection system and random feedback. Compo-
nents of detecting intrusion in the network involves: Data Collector, Detection Engine
and Alarming System [2].
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PLGP [3] a clean-slate sensor network routing protocol by Parno Luk Gaustad
perrig. PLGP consists of two phases: Topology discovery and packet forwarding phase.
Initially during discovery phase each node knows only itself. Nodes discover their
neighbors using local broadcast and starts expanding. Throughout this phase, tree like
structure is built that is later used for routing and addressing.

The proposed system includes two routing protocols such as PLGP and AODV.
The main objective of the paper is to detect malicious nodes and selfish nodes using
reputation based framework and prevention from vampire attack.

2 Related Work

Many research and related approaches are proposed for detection of misbehaving
nodes. Some of them illustrates the concept only for malicious node and some for only
selfish nodes, but none of paper proposed describes reputation based framework for
detection of abnormal nodes in the network and prevention from vampire attack.

Sathya Bama [4] proposes an algorithm called chord algorithm, which is a struc-
tured protocol. To give P2P Nodes Service in Mobile Adhoc Network Chord is con-
nected in MANET. The real preferred stand point of Chord calculation is sending,
forceful update, bootstrapping and overlay broadcasting. Chord in MANET may be
effective, in light of the fact that it isn’t just giving direct routing yet in addition gives
indirect routing.

Momin Kashif [7] proposes the detection of selfish behaviour in the node on
essential attributes such as routing and packet dropping. The proposed system increase
in detection ratio and packet delivery ratio. Here each node independently monitors the
packet forwarding behaviour to neighboring node. The proposed system was simulated
in NS-2 and results show that the scheme is highly robust and has performance
improvement.

Verma [3] proposes a system to investigate vampire attack and implemented a
framework to improve the performance. Vampire attack uses RREQ flooding and
packet to establish malicious node connection. At the point when attack is exploited the
quantity of broadcast counter is increased and threshold values are determined. Based
on this misbehaving nodes are removed from network.

Kargl [6] proposed different sensors to detect misbehaving nodes in network.
Multiple sensors are running in parallel and a selfish behaviour of node is detected by
these sensors, then that node is marked as misbehaving node and further could not
participate in the routing process again. All the threshold values are set manually.

Nimje [10] proposes the concept of clustering, where entire network is divided in to
clusters, and every cluster has cluster head that is used to send and receive packets.
Every node is assigned with selfish node and normal node such as friend and enemies.
Every friend node send packet to enemy node, and enemy node act selfish and does not
forward the packet to other nodes. Watchdog process in used and hence the proposed
system may fail in complex networks.
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3 Proposed Work

The aim of this paper is to detect malicious node and selfish node using reputation
based framework, and prevention from vampire attack which uses malicious node in
the network to drain life of nodes present in network. Reputation based framework
proposed as illustrated below: (Fig. 1)

The proposed system consist of two algorithms and two routing protocols namely
EDPS (extensive deep packet scrutiny) algorithm with AODV as a routing protocol and
Bayasian algorithm with PLGP as a routing protocol. Here reputation based framework
and EDPS algorithms are integrated to enhance the security of the network.

3.1 Final Reputation Score Calculation

Both Algorithm_FRS_Selfish and Algorithm_FRS_Malicious algorithms are used to
calculate the final reputation score of each node individually present in the network
using direct and indirect reputation score of the node.

Direct reputation score calculation

Direct Reputation Score of a node ‘n’ is calculated based on the ratio of packets
received to that of packets transmitted for a given time.

Indirect reputation score calculation

Indirect reputation score of a node ‘n’ is calculated based on the node history behavior
to that of neighboring nodes i and j. (Table 1)

Fig. 1. Reputation based framework
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Algorithm_FRS_Selfish(node n)// Selfish node Detection

Start
Set of nodes N={N1,N2.......Nn}
Initialize set of nodes with reputation value DRS=1.0
Initialize local watchdog system node behavior
for i=1 to N do

Discover neighoring nodes
Check for node behavior with DRS and IDRS

İf (Node i and j do not communicate) then
Node ‘n’ is selfish node
DRS[n]=1.0

Else 
İf FRS[n]>DRS[n] then

Calculate DRS[n] using equation 1
Calculate IDRS by applying DRS values in equation 2
FRS[n]= DRS[n]+IDRS[n]

End if
End if

End for
End

3.2 Formulae Used

Direct Reputation Score: Formula used to calculate Direct Reputation score is as
given below:

Table 1. Simulation parameters

Parameter Value

Channel Wireless channel
Network simulation tool NS2
Topology dimension 1000 * 1000 (m)
Number of nodes 30, 40
Simulation time 50 s
Antenna model OmniAntenna
Speed 0.5 (m/s)
MAC type 802_11
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DRSij½n� ¼ jb f � w1� SPij ½n� þw2� 1� RPij ½n� þw3
�CDij½n� þw4� 1� TFij½n� þw5� HPij½n�
þ 1� TFij½n� � DRSij½n� 1�j

ð1Þ

Where SPij ½n� = no. of packets successfully transmitted from source to destination,
RPij ½n� = packet rate, CDij½n� = data consistency, TFij½n� = time frequency, HPij½n� =
Hello packets sent and ACK, b f = network field, w1;w2; . . .. . .::;w5 are the weights
assigned.

Indirect Reputation Score: Formula used to calculate Indirect Reputation score is as
given below:

IDRSij½n� ¼
Pn

i¼1

Pm
j¼1 DRSijðnÞ
N

þ b f ð2Þ

Algorithm_FRS_Malicious(node n)// Malicious node Detection

Start
Set of nodes N={N1,N2.......Nn}
Initialize set of nodes with reputation values DRS=1.0
Set Destination node=s[i]
for i=1 to N do

Discover neighoring nodes
Check for node behavior with DRS and IDRS

if (node i do not communicate with node j) then
if(Route discovery does not equal to s[i]) then

node ‘i’is malicious node
DRS[n]=1.0

Else 
İf FRS[n]>DRS[n] then

Calculate DRS[n] using equation 1
Calculate IDRS by applying DRS values in equation 2
FRS[n]= DRS[n]+IDRS[n]

End if
End if

End if
End for
End
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3.3 Vampire Attack Cases

Vampire attack on network is executed with the help of malicious nodes in the net-
work. Vampire attack uses Route Request Packet (RREQ) to establish connection with
malicious node. There are certain cases where vampire node drains the life of normal
nodes in the network as discussed below:

Case(i) Both Source and destination are free from vampire attack.
Case(ii) Both Source and destination are under vampire attack.
Case(iii) Source is under vampire attack and destination is free from attack.
Case(iv) Source is free from attack and destination is under vampire attack.

Case(i) Here both source and destination are free from vampire attack, here after
the detection of misbehaving nodes, data will be safely routed from source to the
destination.

Case(ii) Here both source and destination are under vampire attack, hence there is
use of backtracking technique, where the source and destination node will be re-routed.
During the transmission each node verifies the identity of source using backtracking
process.

Case(iii) Here source is under vampire attack and destination is free from attack. In
this case when source is down, energy value is assigned dynamically to source node,
hence the transmission continues to destination.

Case(iv) Here destination is under vampire attack and source is free from attack. In
this case when destination is down, energy value is assigned dynamically to destination
node, hence the transmission continues from source to destination.

4 Results and Discussion

The simulation is done using Network Simulator 2, dynamic environment where nodes
are spreaded around the network. The results describe the identification of misbehaving
nodes using reputation based framework in the network and illustration of vampire
attacks on the nodes with different cases.

4.1 Throughput Comparison and Simulation Results

Figure 2 shows the simulation graph throughput for detecting intruders nodes in net-
work without using reputation based framework. The system uses AODV as a routing
protocol and accuracy for detecting misbehaving nodes is about 65%.

Figure 3 shows the throughput graph using reputation based framework. The
proposed system uses AODV and PLGP as a routing protocol and accuracy for
detecting misbehaving nodes is about 75–85%.

Figure 4 shows the simulation of which is captured at the particular time of sim-
ulations. Here set of nodes spreaded across the network. Malicious nodes and Selfish
nodes in the network are identified and prevented from the routing process. It
demonstrates the case(i) in vampire attack where both source and destination are free
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from being attacked by vampire node, hence packet is securely transmitted from source
node(0)-6-18-33-(22) being destination.

Figure 5 İt illustrates the case(ii), where both source and destination are under
attack by vampire node, hence using backtracking technique, the data is re-routed from
different source to destination. As shown in figure data is transmitted from source node
(7)-3-1-9-(2)being destination (Figs. 6, 7, 8, 9).

Fig. 2. Throughput without reputation based
framework

Fig. 3. Throughput using reputation based
framework

Fig. 4. Illustrates Case(i) transmission of data
from source to destination

Fig. 5. Illustrates Case(ii) transmission of
data from source to destination using BT
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5 Conclusion and Future Work

The security of nodes present in the network is a major issue to improve the Quality of
data transmission from source to destination.

Fig. 6. Illustrates Case(iii) where source node
is under attack

Fig. 7. Adds energy value dynamically to
source node

Fig. 8. Illustrates Case(iv) where destination
node is under attack

Fig. 9. Adds energy value dynamically to
destination node
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In this paper we have proposed a reputation based framework which detects both
malicious nodes and selfish nodes in the network, and illustration of all the cases which
are caused by vampire nodes to the honest nodes. Hence future work will be adapting
concept of regaining the life of lost nodes or drained out nodes using VCG model to
again participate in routing process.
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Abstract. In modern world, high performance is achieved with the advance-
ment of science and technology. In the fast way of life, the developments of
automation projects are required. Automation systems are mainly developed by
using Internet of Things. Likewise, the project represents the implementation of
the Smart Mirror for an individual use instead of a normal mirror. The project is
based on the Intel Atom Processor- Z-series which runs with the help of an open
source operating system. Using speech processing techniques, the pilot can
interact with the Smart Mirror through verbal commands. It actively listens to
the pilot’s command and once the subsequent voice command is recognized, it
performs the function associated with it. Smart Mirror provides common
functionalities such as daily weather, time corresponding to the location, using
social applications and more. The Smart Mirror can make the people to use other
devices with low contribution and get them the entire world into hands through
their voice commands itself.

Keywords: Smart mirror � Intel atom processor � IOT �
Mobile internet devices � LCD HD � Sensor

1 Introductıon

Recently there has been a growing interest in Internet which changed our lives by
bringing the entire world into hands. Mobile phones had become smart phones and then
this concept has turned into Internet of Thing. The concept of a smart mirror that the
user can interact with is attractive and is more in fantasy movies [1].

Home Mirror is developed by electronic people with changing degrees of inter-
activity. This project describes the method of building a smart mirror using an Intel
atom processor and the android operating system. The aim of the project is to design a
Mirror that user could interact with it and also to develop further so that new appli-
cations would be developed and installed. Finally the results are good because the level
of interactivity is being achieved with the help of voice commands through the
microphone of a smart phones [2]. A few hurdles are being faced in the construction of
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hardware and software of the project and those drawbacks are rectified by making
many trails for the future development of the smart mirror.

2 Literature View

The smart mirror with artificial assistance is designed and developed for commercial
uses as well as security purposes in various industries. The project collects real world
data and the data is processed by the Intel atom processor. The Smart Mirror which is
used as digital personal assistance device is made with equipments such as Intel atom
processor, microphone, HD Screen covered with a sheet of reflective one-waymirror
provides the basic information like in other electronic gadgets such as daily weather of
the city, time corresponding to the location. The speech processing techniques in the
speech application makes the Mirror to interact using verbal commands, functions and
responds them instantly. ISSN: 2320-2084 (Volume-5, Issue-1, Jan. 2017).

The paper prevails that the development of a smart mirror which is more like an
unobtrusive interface for the smart homes. Paper: Ambient Intelligence Vole 5, No 4
(2004).

3 Methodology

The smart mirror is a home mirror with an HD display behind it. The display can be an
Android tablet or an HD display. Figure 1 shows the component available in the smart
mirror.

Fig. 1. Smart mirror component
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The project collects real world data such as weather reports, time corresponding to
the location etc., The data is sent from the machine and managed in a central database
by the processing unit. The Smart Mirror which is used as digital personal assistance
device is made with equipments such as Intel atom processor, microphone, HD Screen
covered with a sheet of reflective one way mirror provides the basic information like in
other electronic gadgets such as daily weather of the city, time corresponding to the
location. The mirror display is provided by an HD display which displays all the
necessary information which are useful to the user. A one way mirror is used to display
the things located in front of the Smart Mirror using atom processor. As a result, the
smart mirror gives the function of a regular mirror.

4 Workıng and Requırements

The objective is to provide an unobtrusive interface with artificial assistance for the
individual convenience. It includes downloading the Android operating system and
performing the following steps [3].

• The working is done by Intel atom processor.
• The screen can be an HD display.
• The project collects real world data.
• Use of speech application.
• Displays all the information which is asked by the user.
• One way reflective mirror is used.

4.1 Workıng

• Preparation of the display: HD display is unmounted and is adjusted for the project.
• Preparation of the aircraft Cabin: The cabin made up of wood holds the complete

mechanism inside it [4].
• Mounting: The mirror and the HDdisplay are mounted on the cabin.
• Configuration of the processor: The Intel atom processor z-series is configured.
• Configuring Sound and then voice.
• Configuration of the smart mirror.
• Booting the android os on the processor.
• Voice Commands are used to run the Smart Mirror.

4.2 Requırements

4.2.1 Dısplay Unit
For the display a 14.1-inch HD screen display is used for its high graphics resolution.
The resolution of the graphics display in the smart mirror is based on the width and
height dimension of an electronic visual display device. A display of resolution
1366 � 768 displays photo or video content sharper with pixel art smaller [5].

4.2.2 Intel Atom Processor
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Intel atom processors are mainly used in embedded applications ranging from health
care to robotics. The Intel Atom x5-Z8350 is the power efficient quad-core SoC for
Windows and Android [6–8]. It is clocked at 1.44–1.92 GHz. The SoC offers a Directx
11.2-capable GPU. The memory types this processor is LPDDR3 Memory Controller
(2 � 4 bits and 25.6 GB/s) to the CPU cores. The processor in smart mirror uses the
processor count to be 1. In this project, we used a graphics coprocessor called Intel HD
Graphics 400 [6]. HD Graphics operates on the Intel Gen8 architecture supporting
Directx 11.2. The GPU supports 4 K/H.265 video acceleration [9, 10].

• Microphone.
• Sensors.
• Wooden Frame.

5 Experimental Results

The proposed design of smart mirror used as a normal mirror and also bringing data
when ever required based on the voice command of authorized pilot. The Fig. 2 shown
the front panel of the product. Figure 3 states that the output given by the product based
on request.

Fig. 2. Front panal
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6 Conclusıon

The Smart Mirror provides the pilot with a mirror experience. By making use of smart
mirror, the pilot can update the time, weather while preparing for the day with the
functioning of the Smart Mirror. Hence the smart mirror that provides interaction
between pilot in the aircraft moving in the air and the base station in the earth. The
Smart Mirror makes the people to use other devices with low contribution and get them
the entire world into hands through their voice commands itself. In the future we would
design a separate store to download and install smart mirror applications such as play
store and google store, apple store etc., For security purpose, pairing the smart devices
with mirror using a QR code is also under construction.
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Abstract. Extreme Learning Machine (ELM) is a single layer feedforward
neural network (SLFN) that has shown remarkable results in regression and
classification (multi-class) problems. The theories on ELM indicates that the
hidden neurons can be randomly generated. In this paper, we introduce a hybrid
Recurrent Neural Network(RNN) – ELM hybrid structure for crime hotspot
classification. The RNN extracts the features from the data and learns using
Long Short-Term Memory (LSTM) and finally ELM is applied at the end of the
layers for our classification problem. The dataset used for this study is
Philadelphia’s crime data. The dataset is also tested with RNN using back-
propagation without ELM. With ease of implementation, fast learning speed and
better accuracy, RNN-ELM clearly outperformed RNN with backpropagation.

Keywords: Classification � Recurrent neural networks � Back propagation �
LSTM � Extreme learning machine � Crime hotspots

1 Introduction

Crime hotspot analysis is increasingly becoming popular among researchers. One of
the core areas in crime hotspot detection is pattern analysis. It is a very tedious process
to understand crime patterns and how they vary under different conditions. The
methodology of understanding and analysing such patterns are not fully matured in
real-world scenarios.

Crime usually is a well planned activity and it is not something which occur
randomly. The theory of repeat-crimes state that a crime is prone to occur in a place
where it has already occurred in near-past [1]. The crime data are analogous to time
series data as the description of the crime and the period of occurrences are very much
essential to capture the patterns. In recent days, deep learning algorithms are proving to
be very effective in classification/regression problems. In this aspect, Recurrent Neural
Networks (RNN) [2] and its variants are used predominantly for data that follows a
sequence e.g.: Time Series data [3].

RNN are the networks that are capable of storing previous inputs and pass on this
stored information to the next layer. So, whenever the data is sequential, RNN can be
deployed. RNN is a special type of neural network that have loops in them. Typically,
RNN comes with Backpropagation through time (BPTT), which helps in adjusting the
weights of nodes in the hidden layer. The vanishing gradient problem of RNN was
solved by using Long Short Term Memory (LSTM). The LSTM network unit act as a
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memory unit which stores the prior information for a short span of time. This is very
effective in identifying crime patterns especially the repeat-crimes as there is a need to
capture the information about a similar crime occurring in the near-past. In order to
improve the accuracy of predictions through RNN-LSTMs, plethora of works are
carried out by various researchers.

Extreme Learning Machine (ELM) [4] is a single layer feedforward neural network
(SLFN) that has shown remarkable results in regression and classification (multi-class)
problems. The hidden layer biases and the input weights are randomly generated. ELM
has been proved to be an efficient algorithm because of its capability to learn from the
data quickly, better training speed and very minimal human intervention [5].

In this paper, we propose a novel hybrid RNN-ELM algorithm structure to leverage
full advantage of both RNN and ELM. This hybrid architecture not just exploits the
two algorithms but it is also used for crime classification. The hybrid architecture also
prevents overfitting to a larger extent than the classical RNN. The dataset used for this
analysis is Philadelphia’s crime data [6]. However, the dataset is first segregated into
three classes namely hotspot, coldspot and warmspot based on cluster analysis. With
ease of implementation, faster training speed and better accuracy, RNN-ELM cleary
outperformed RNN with backpropagation dropout. The reminder of this paper is
organized as follows: Sect. 2 provides the reviews of existing works. Section 3
explains our proposed hybrid architecture model and Sect. 4 discusses the results. The
conclusion has been provided in Sect. 5.

2 Related Works

Thangavelu et al. [7] used GIS implementations for analyzing spatial distributions of
rural crime. The work focused on allocation of police stations, assigning boundaries to
the police station, identifying the crime rate and density in specific locations, top five
prominent crime types, etc. for Coimbatore rural police stations. The crime rate in that
jurisdiction was calculated by dividing the number of crimes in the area by the total
population of the area. The authors concluded that these GIS implementations would
provide effective insight on the jurisdiction that might need more police intervention to
avoid a crime from occurring. Sundharakumar and Bhalaji [8] suggested some methods
for crime classification.

Tayal et al. [9] proposed a method for the design and implementation of crime
detection and criminal identification for Indian cities using data mining techniques. The
work comprises of data extraction, data pre-processing and clustering techniques for
extracting the unstructured crime dataset from various web sources. The authors used 7
Indian cities under study based on the maximum amount of crime (in percentage).
K-Means clustering algorithm was implemented for looking into underlying patterns
and relations in the crime data. The results were validated using WEKA tool. They
concluded that their tool Crime detection and criminal identification (CDCI) could
speed up the crime solving process by processing and filtering the voluminous data
within a short span of time.
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Wang et al. [10] studied on forecasting crime data using deep learning algorithms.
The authors compared predictable events with crime and came to a conclusion that
crime predictions were sparse. They also suggested that at different spatio-temporal
scales, the crime distributions exhibited different patterns. The authors adapted an
existing state-of-art deep learning method called ST-Resnet that was proposed by
Zhang et al. [11]. The methods used by them had Convolutional Neural Network
(CNN). The authors collected crime records of LA for the last six months of year 2015.
They performed a spatio-temporal analysis due to low regularity in the crime data and
concluded that using a CNN, they acquired more accuracy.

ELM [4, 5, 12] is emerging to be one of the most prominent methods in machine
learning. It was first formulated as a single layer feed forward neural networks [13].
Huang et al. [4] proposed the ELM which was used primarily because of the lesser
training error and better generalization performance than the Backpropagation algo-
rithm. The hidden node parameters in ELM are randomly generated prior to obtain the
train data [14]. Minimum training error, minumum norm of weights and faster training
process makes the ELM models more credible.

Though ELM has lot of advantages, using it along with other machine learning or
deep learning algorithms provide better results than deploying ELM separately. The
novelty of this work encompasses the usage of deploying a hybrid deep learning
algorithm – RNN and ELM by leveraging the advantages of both the techniques.

3 Hybrid Architecture of Our RNN-ELM Model

İn this section, we describe our hybrid architecture of RNN-ELM model. As discussed
in the earlier section, ELM is a single layer feed forward neural network which can be
observed in Fig. 1. The ELM contains an input layer, a hidden layer with ‘n’ neurons
and an output layer.

For N distinct observations of (xi, yi), where xi are the neurons in the input layer
and yi are the neurons in the output layers, the standard ELM can be defined as:

Xn

i¼1

bigi xj
� � ¼

Xn

i¼1

big wi � xj þ bi
� � ¼ yj ð1Þ

where j = 1,2…N, wi represents the weights associated with input neurons and the ith

hidden neurons, bi are the weights connecting the ith hidden neurons and the output
layer, bi’s are the bias vector.

The weights and bias are randomly generated for the ELM. A generic form of Eq. 1
can be written as shown in Eq. 2

Hb ¼ Y ð2Þ
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With the randomly assigned values to the weight vector wi and bias b, the output
vector H is determined. Then the output weight b can be found using Eq. 3.

B ¼ H0Y ð3Þ

where H´ is the Moore-Penrose generalised inverse of the matrix H.
ELM is widely used in regression and classification problems. In our usecase, ELM

is used for multi-class classification. Our hybrid architecture involves Recurrent Neural
Network with LSTM which can extract relevant features, store and remember the
intermediate results and ELM can be used for classifying the crime.

3.1 Design of RNN-ELM Hybrid Architecture

The aim of this paper is to leverage the advantages of using Recurrent Neural Network
and Extreme Learning Machine. The data that is used for this study is Philadelphia’s
crime data [6]. The data from the source is preprocessed and clusted into three
groups/classes. We assigned the three groups of clusters as hotspots, cold spots and
warm spots. Hotspots are the regions in which there are very high crime rate, cold spots
are those regions in which the crime rate has decreased due to increased policing
activities and warm spots are those regions in which the crime rate is increasing, failing
to monitor these regions could lead them to become hotspots. Repeat crimes can be
modelled as a time series data since they are sequential, i.e., there is high possibility of
a crime occurring in the region where it had earlier occurred (in recent past). This type
of data requires an architecture which can store prior information. For this requirement,
Recurrent Neural Networks are the apt architecture as they have LSTM which can store
prior information and pass on that to the successive layers. Usually, a backpropagation
mechanism would be used, which feeds back the output to the input layer again in order
to increase the accuracy.

Fig. 1. Single layer feedforward neural network (ELM architecture)
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Our hybrid architecture is shown in the Fig. 2 below.

We propose to use ELM architecture after RNN for classification and provide a
comparative analysis on how our RNN-ELM hybrid and traditional RNN with BP
perform for the data under study.

4 Results and Discussions

In this paper, we provide a comparative analysis of RNN with Backpropagation and
RNN-ELM hybrid architecture. The dataset contains 16000 records which is split into
training dataset and testing dataset in the ratio of 70% & 30% respectively. Firstly, a
RNN model is built for the training dataset. RNN with LSTM extracts relevant features
from the dataset. Then the model is used to predict the classes for the test dataset upon
which backpropagation (BP) technique is applied as a feedback to the trained model to
improve the accuracy of the resultant model. Performance measures such as accuracy,
precision and recall are calculated for the test dataset.

For the second part of our analysis, we retain the trained RNN model and the
feature selection. Instead of applying the backpropagation, we apply the ELM at this
juncture to predict the classes for the test dataset. We calculate the same performance
measures such as accuracy, precision and recall. The Table 1 shows the performance
measures for our dataset.

Fig. 2. RNN ELM Hybrid architecture

Table 1. Performance measure values

Accuracy Precision Recall

RNN with BP 86.67 93.4 85
RNN with ELM 92.3 94.4 89.47
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The Table 1 shows the performance measure values for the two different approach.
The first row shows the accuracy, precision and recall values for RNN with Back-
propagation technique and the second row shows the same values for RNN with ELM.
Figure 3 below shows the visual form of the above table, i.e., performance measure
values such as accuracy, precision and recall.

The accuracy of the model with traditional RNN is found to be 87% for the data
under study, whereas the accuracy using our hybrid RNN-ELM is found to be 92.3%. It
is very evident that RNN with ELM outperforms the traditional RNN with Back-
propagation algorithm.

5 Conclusion

The RNN-ELM hybrid architecture is created to analyse the performance metrics of the
dataset under our study. The crime classification is a very challenging task and hotspot
analysis has already become one of the interesting research topics among researchers
across the globe. RNN with LSTM network provides the feature extraction and also
aids in classification. However, we introduce the ELM architecture in the end to add
another layer of classification. A comparative analysis of RNN with BP and RNN with
ELM is provided. The results indicates that RNN with ELM hybrid architecture show
an increase in accuracy of the model.
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Abstract. Crowdsourcing is developing as a conveyed critical thinking and
business creation in recent years. The expression “crowdsourcing” was authored
by Jeff Howe in 2006. From that point forward, a great deal of work in
Crowdsourcing has concentrated on various parts of publicly supporting, for
example, computational procedures and performance analysis. Declarative
crowdsourcing frameworks help diminish the complexities and conceal them
from users and manages the weight of the crowd. Crowdsourcing has been a
critical perspective with regards to locate a specific information in a database.
Crowdsourcing gives an amazing platform to execute inquiries that require
progressively human talents, insight and investigation rather than simply
counterfeit canny computers, which use picture acknowledgment, information
filtration and tagging. Crowd optimization realizes how to adjust among cost
and latency and accordingly query optimization targets are increasingly effec-
tive. CROWDOPT for upgrading three sorts of questions: selectionquires, join
quiries and complex quires. In this paper, we give the outline of the survey of
Crowdsourcing worldview which are arranged by the Crowdsourcing operators
and datasets. In view of this study we sketch the vital components that essential
to be estimated to improve Crowdsourced data management.

Keywords: Crowdsourcing � Crowdsourcing operators � Query optimization �
Datasets

1 Introduction

1.1 Crowdsourcing

Crowdsourcing has turned out to be exceptionally mainstream for the two governments
and organizations to assemble information and sentiments. Crowdsourcing is essen-
tially used to finish little assignments or get little bits of data, as bigger and increasingly
complex undertakings are not appropriate to the stage. Crowdsourcing is utilized to
depict the system of re-appropriating to a substantial group of free specialists instead of
through a solitary element or organization. Crowdsourcing enables an organization to
associate with a far reaching system of ability however foregoes huge numbers of the
quality controls that normally exist when redistributing to a solitary organization. The
principle disadvantage of crowdsourcing is an absence of value control. Particularly
with microwork, crowdsourcing will in general be of low quality– it’s for the most part
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fit towards work that does not need to be done precisely but rather basically needs to
complete. Crowdsourcers themselves have their very own arrangement of concerns,
most moral and money related: crowdsourcers in general be from low-pay economies
and some trust that their ability to work for such low rates is in effect unjustifiably
promoted upon. Crowdsourcing is the way toward getting work or financing, normally
on the web, from a horde of individuals. The word is a blend of the words ‘crowd’ and
outsourcing. The thought is to take work and redistribute it to a horde of workers.
Model: Social Media like Facebook, Twitter. People are presented the messages on
their companions, relatives and so forth., this can’t be accomplished by the car
frameworks like labeling the picture.

1.2 Crowdsourcıng Data Through Mobıle Devıces

The huge infiltration of cell phones is a marker demonstrating their effect on our
everyday life, saw by means of the assorted administrations offered through them. In
the vitality area, they can be utilized as a device for bidirectional correspondence
between the vitality presumes and the other for imagined on-screen characters in the
Smart Grid. Most preliminaries today require extra equipment establishments at the
client’s side so as to gather metering information and use it for vitality improvement;
anyway comparative data can be gained from the clients and by and large the nature of
data might be similar or superior to anything the uninvolved techniques connected
today (particularly while considering assessed future client conduct). We trust that cell
phones can assume a key job in client helped information obtaining and forecast, just as
enable methodologies managing investigation, imagine a scenario in which reenact-
ments and so forth. In this limit Crowdsourcing, vitality data through the utilization of
cell phones can fill in as an empowering innovation until the SmartGrid and its
administrations are completely conveyed.

2 Taxonomy of Crowdsourcıng System

The Crowdsourcing classification discussed in this paper is:

2:1 Crowdsourcing Users
2:2 Database used in Crowdsourcing system
2:3 Query Optimization
2:4 Crowdsourcing Operators
2:5 Human Intelligent Tasks (HIT’s).

2.1 Crowdsourcing Users

The Crowdsourcing system classifies into two different types of users namely:
Requestors and Workers.
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2.1.1 Requestors
Users (or requesters) submit micro jobs, frequently several at a time, and fixed a
monetary price or incentive for Workers. At any point, there are various micro jobs on
proposal in the fair. [R1]

2.1.2 Workers
Human workers attain at the fair at any time, and can leave at any time. When on the
fair, workers can select to work on any of the available micro jobs. They are allowed to
work on a single micro job at a time. Once they complete micro jobs, they will obtain
the incentive or value assigned for the task by the Requester. [R1]

2.2 Database Used in Crowdsourcing System

• CrowdDB [5]
• Qurk data model [2]
• Deco’s data model [3].

2.3 Query Optimization

Query Optimization is to work the query in various ways that it gives a similar outcome
however the speed to recover the information increments. The inquiries ought to be
proficient with the goal that information can be recovered in less time or getting to
database turned out to be quick. There are elective approaches to play out the query that
give a similar outcome. The best approach to play out the query should give the
outcome in least time and should build the execution of the query.

Cost Components for Query Execution: [T1]

1. Access cost to secondary storage
2. Storage cost
3. Computation cost
4. Memory usage cost
5. Communication cost.

2.4 Crowdsourcing Operators

The Crowdsourcing operators are shown in the Table 1:

Table 1. Crowdsourcing operators

S.
no

Operators Description References

1 Fill Crowd Fill in missing values in databases R1, R2
2 Selection Filter items satisfying certain constraints R6, R7
3 Join Join between the tables and retrieved the results R15, R16
4 TopK/Sort Top answers-ranking/Sorting in either Ascending

order or Descending order
R2

5 Aggregate
functions

Max, Min (R4), Count (R9), Avg, Stddev, Group By
(R12)

R4, R9,
R12
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2.5 Human Intelligent Tasks (HIT’s) [R5]

A Human Intelligent Task, or HIT, specifies thetiniestunit of effort a worker mayagree
to do. HIT’s comprise single task or more tasks. The unit is splitted intoMicroTask and
complete as HIT’s in the Crowsourcing Platform.

CreateHuman_Int_Task(H_domain, H_spec,H_query,H_hint,H_pay, H_time,
H_Bound_Assignment, validity)!

HitNo: Calling this method creates a new Human_Int_Task on the Crowdsourcing
Platform. The CREATE Human_Int_Taskprocessyields HitNo to the requester is to
find the HIT for all further communication. TheH_domain, H_spec, and H_payfields
are used by Crowdsourcing Platform to associate HITs into HIT Groups.

The queryfactorsummarizes the user interface that workers use to find the answer
for the HIT, containing HTML pages. The H_timeparameter specifiesto what extent the
worker needs to finish a task in the wake of tolerating it. The validity attribute shows a
measure of time after which the HIT will never again be accessible for workers to
acknowledge. Requesters can likewise oblige the arrangement of workers that are
permitted to process the HIT. CrowdDB, in any case, does not presently utilize this
capacity so the subtleties of this and a few different parameters are excluded for
curtness.

getAssignHIT(HitNo)!list(docID, workerId, response):
This strategy restores the answers of all assignments of a HIT that have been given

by workers (maxAssignments solutions as indicated when the requester made the HIT).
Every solution of a task is given adocID which is utilized by the requester to accept or
cancel that task.

acceptAssignment(docID)/cancelAssignment(docID): Endorsement triggers the fee
of the reward to the worker and the intermediate fee to Crowdsourcing Platform.

ForceTerminateHIT(docID): Terminates a HIT straightaway. Assignments that
have just been acknowledged might be finished.

3 Survey on Declaratıve Crowdsourcıng

Several researchers worked to make crowdsourcing techniques to reduce cost and
latency with different aspects which are briefed in this survey.

3.1 Crowdop: Query Optimization for Declarative Crowdsourcing
Systems

Fan et al. [1] researched the query optimization issues in the declarative crowdsourcing
systems. The methods like cost and latency are the performance metrics for the Query
Optimization. The algorithms were developed for optimizing three types of queries:
Selection queries join queries, and complex selection-join queries and it validated with
the Crowdsourcing platform.
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3.2 Crowdsourced Databases: Query Processing with People (Qurk)

Marcus et al. [2] researched for Crowdsourced Databases is a has studied the problem
of the HIT’s(Human Intelligent Tasks) workflow from the crowdsourcing platform
between the requestor and worker. Requestor are the person who is issuing the HIT’s to
the crowdsourcing Platform and the workers are those who are answers posted by the
requestors in the Crowdsourcing Platform. The team has briefed about the Crowd
Database functions, Optimizations functions like Runtime Pricing, Input Sampling,
Batch Predicates, Operator Implementations, Join Heuristics, Task Result Cache and
Model Training and the Execution of the Queries.

3.3 Deco: Declarative Crowdsourcing

Parameswaran et al. [3] researched Deco is a system for getting the results from the
Crowdsourced data answers along with the existing database. The team used the
conceptual schema as a Data Model for the Crowdsourced Database. The concepts used
are Fetch, Resolve, Join in Deco. Fetch is the retrieval of additional data for raw table
using Fetch rules. Resolve is the conversion of incompatible raw data and make it
compatible data. Join is used to outer join the compatible data from more than one table
to produce the conceptual relation. In Deco model uses the “AtLeast n” clause is used
to retrieve the data without empty value. By using “AtLeast n” Deco collects more
values to produce n result tuples with better quality data. And the differences compared
with CrowdDB in Interfaces, Cleansing and Design.

3.4 So Who Won? Dynamic Max Discovery with the Crowd

Guo et al. [4] researched the Crowdsourcing System is a platform for answering queries
through HIT’s by the Crowdsourcing Requestor and the worker. Next, the answers
were received from the worker and it is stored in the CrowdDB (Crowd Database). If
the received answers were more than one right answer means how it will be decide
which one is the right answer. Hence, the research team used Max Function to get the
maximum number of responses posted by workers. i.e. PageRank is used to sort the
received answers from the CrowdDB. Then the Top-1 answer will be assumed as the
right answer. The team solved the Judgement Problem with PageRank Heuristic and
Next Votes Problem with Complete Tournament Heuristic are the best strategies to find
the right answer by the MaxFunction.

3.5 CrowdDB: Answering Queries with Crowdsourcing

Franklin [5] and team researched the CrowdDB and define how to create the Crowd
Table, Crowd Column in the Relational Database Systems with the constraints like
Primary Key, Foreign Key etc., with the knowledge of SQL. CrowdSQL discussed the
issues of Incomplete Data and the Subjective Comparisons in the CrowdDB. Next, the
team explained about the Query Processing techniques used in the CrowdDB. The
differences are the CrowdDB parser for CrowdSQL. Crowd Operators are CrowdProbe,
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CrowdJoin, CrowdCompare. The team proposes the future work for Answer Quality
should be improved.

3.6 CrowdScreen: Algorithms for Filtering Data with Human

Parameswaran et al. [6] proposed the CrowdScreen calculation for the settling issue of
sifting the appropriate responses dependent on a lot of properties with the motivation
behind canister be checked by people. The group created deterministic and probabilistic
algorithms to upgrade the evaluated cost and assessed error. The deterministic algo-
rithm that plans a roughly ideal deterministic procedure. Furthermore, the Probabilistic
methodologies the group made a straight programming outcome to build the best
probabilistic methodology. This probabilistic procedure encircled for the inquiries
finding more than one solutions, for example, hues: white, dark, orange and so on. The
group inferred that the emergency of streamlining sifting of information utilizing
people. The best and heuristic algorithms competently find separating procedures to
encourage result in significant cost investment funds met all requirements to ordinarily
utilized techniques in crowdsourcing applications.

3.7 Finding with the Crowd

Das Sarma et al. [7] proposed the CrowdFind algorithm and it was configuration best
algorithm that degree the horizon of cost and time. This paper centers around sepa-
rating the information things dependent on cost and time. There are some basic angles
talked about in this paper are:

(1) The Crowdsourcing framework as a rule accept an inflexible number of processors
working in similar to however while in sensible usage that can contrast the
quantity of processors. Here the substitute methodology is, it can powerfully
change the quantity of people working on the undertakings anytime. The complete
cost is the absolute number of inquiries or tasks total cost.

(2) The Central facilitator which does the calculation among stages and utilizing
human processors on interest to do basic errands. This paper proposes the
arrangements on the horizon of expense and inactivity for two reasons. i.e., when
people react accurately and when they conceivably will make mistakes.

3.8 Counting with the Crowd

Marcus et al. [8] proposed the selectivity estimation problem in a Crowdsourced
database. The group tests the workers creativity by assessing the appropriate responses
from the Crowdsourcing workers. They are detecting the spammers using Spammer
Detection Algorithm (SDA) and implemented in both label-based approach and count
based approach in the crowdsourcing platform. Once the spammer is detected using
SDA then the spammer answer gets rejected from the database and the same question
will be assigned with some other Crowdsourced worker. As a result by applying SDA it
improves the result in monetary cost and latency.
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3.9 CrowdMiner: Mining Association Rules from the Crowd

Amsterdamer et al. [9] proposed CrowdMiner: an engine for Well Being portal
application, the objective of engine is to find the data patterns associated from the
CrowdSourced data. The CrowdMiner is implemented in the Well-Being portal to find
the new patterns from the existing questions and answers supplied by the crowd. The
team followed two approaches namely: Closed Questions (X->?Y) and Open Questions
(?->??). Then the engine finds the support and confidence of the corresponding X->Y.
The collected in sequence of information on every rule is separated from the crowd.

3.10 Crowdsourcing Based Description of Urban Emergency Events
Using Social Media Big Data

Xu et al. [10] researched how to detect the urban emergency events like fire, storm,
flood, etc. to ensure the security of people from uncertainty using Social Media Big
Data. Crowdsourcing is the concept of obtaining information from the big and
heterogeneous data generated by variety of sources in urban liberty, such as sensor,
transportation mediums, mobile devices and from humans. The research team proposes
the five W’s to recognize the constant urban crisis occasion. The main sources of data
received from Social Media users, the spatial and temporal information and GIS based
annotation. The team proposed the hierarchical structure of three layers namely, Social
sensors layer, Crowdsourcing layer, 5 W based description layer. The proposed
structure is implemented in the emergency management field to get the desired result.

3.11 Using the Crowd for Top-k and Group-by Queries

Davidson et al. [11] learn the crisis of examining top-k and group-by queries by means
of the crowdsourcing. Top-k queries are used to know the higher order/Max result and
Group-by queries is used to get the result in a cluster form. These Top-K and Group-by
Functions are played the major role in the crowdsourced database. The team proposed
two evaluating strategies of Top-K and Group-By queries either by Type Questions and
Value Questions. Type Questions are Yes/No questions and Value Questions are
answered based on the data information. Example: image annotation. And the team
also proposed Variable error model for the flawed results from the crowd, and Bayesian
Model designed for the workers can approach for the grouping. Finally, the goal of the
work is to minimize the number of comparisons perform by the crowd to get the correct
top-k elements or the correct groups.

4 Research Challenges

See Table 2.
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Table 2. Contrast between the algorithms

S.no Algorithm Features Enhancing features

1 Query optimization
algorithm

Streamlining three kinds of queries:
Selection queries
Join queries
Complex selection-join queries

CrowdOp don’t
bolster further
developed SQL
operators, as Sorting
and aggregation

2 Query processing Workflow of the HIT’s in the
crowdsourcing platform

Dynamic allocation of
cost for HIT’s

3 Deco Concepts:
Fetch
Resolve
Join

1. Execution time
varies between the
Number of questions
2. Query optimization
techniques can be
improved

4 Maximum function Judgement problem
Next votes problem

Not getting the
optimal solution

5 CrowdProbe,
CrowdJoin,
CrowdCompare

1. CrowdProbe- Crowdsourcers missing
information of CROWD columns
2. CrowdJoin used an index
nested-loop join in excess of two
tables
3. Crowd Compare –this operator
executes the
CROWDEQUALand CROWDORDER
functions

Answer quality may
be improved

6 CrowdScreen Deterministic approach
Probabilistic approach

An answer from the
crowdsourcing
applications includes
human accuracy,
handling correlations
between multiple
filters
Clustering problems

7 CrowdFind Skyline between cost and latency 1. Single predicate
2. Distinguishing spam
workers and learning
correctness of workers
after some time

8 Spammer detection
algorithm

Count based approach
Label based approach

Query optimization
technique

9 CrowdMiner:
association rule
mining

Closed question approach
Open question approach

Not utilizing the
gathered information
on several rules at
once (it will gather
information on each
rule separately from
the crowd.)

(continued)
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5 Inferences

Crowdsourcing systems features, Classifications are discussed from the above sections.
Research challenges focused on the algorithms and the enhancement features that may
need to be improved. From the above study we can improve the dataset performance
that used in the Crowdsourcing system. The optimal dataset can be implemented in any
of the crowdsourcing platform and we have measure the execution of the crowd-
sourcing frameworks as far as idleness and query optimization.
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Abstract. In IDMA conspire interleavers are utilized to recognize the dis-
tinctive clients that subsequently influence the framework throughput. In this
paper the execution of Random interleaver (RI), Tree based Interleaver
(TBI) and clamorous interleavers are dissected dependent on memory necessity,
multifaceted nature and mistake rate. The reproduction results demonstrate that
disorder based interleaver configuration can accomplish the better execution.
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1 Introduction

The Code Division Multiple Access (CDMA) frameworks has been broadly utilized in
the third era of versatile cell frameworks because of better transfer speed proficiency,
preparing gain [1]. However it has been seen that, numerous entrance obstruction
(MAI), Inter symbol interference(ISI) and Multi-User discovery (MUD) multifaceted
nature are the significant requirements, which obstacle the utilization of CDMA in
future radio communication(FRC) [2].

To overcome above expressed issues, Interleaver-division numerous entrance
(IDMA) conspire has been proposed, in which the restrictions of CDMA have been
diminished by utilizing chip level interleavers as a discretionary method to recognize
diverse clients in multi client condition. The utilization of interleaver is for the most part
to revamp the requesting of twofold groupings or codeword which lighten the huge burst
commotion into little blasts more than a few bits rather than a solitary coded image, and
along these lines give more clamor resistance and better mistake rate execution. The
fundamental execution standards of interleavers can be recorded as [3, 4]:

Interleaver groupings ought not crash to one another.
Less calculation multifaceted nature.
Less memory and data transfer capacity assets necessity.

Chip level interleavers are fundamentally utilized for recognizing the clients in
IDMA framework so a similar interleavers is additionally required at the recipient side
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for appropriate disentangling the information and consequently beneficiary multi-
faceted nature can likewise be the execution paradigm for Interleaver age. Figure 1
demonstrates the randomization of burst clamor at the receiver [5].

Numerous interleavers are proposed by specialists, for example, arbitrary Inter-
leaver, symmetrical interleaver, pseudo irregular interleavers and tree based Interleaver
and so on. Albeit these interleavers guarantee great interleaving execution, less memory
prerequisite. Be that as it may, some restricting components spur for further research
[5]. In this way, this paper gives a similar investigation of as of late proposed inter-
leaving calculations, for example, arbitrary, tree based and turbulent interleavers in
IDMA correspondence framework. Segment 2 exhibits the IDMA framework por-
trayal. Segment 3 characterizes arbitrary, tree based and turbulent interleavers. Next the
execution investigation and correlations are made among above said interleavers in
segment 4 and segment 5 talks about the ends drawn based on BER execution
examination and computational multifaceted nature.

2 IDMA System Description

In Fig. 2, the Interleave Division Multiple Access (IDMA) system with K users is
considered. At the transmitter, “a n-length input data sequence yk ¼ yk1; yk2. . .½
. . .. . .yki. . .ykn� of k-th user is spreaded and encoded into chips ck ¼ ck1; ck2;½ . . .. . .ckj�”
somewhere j is the chip length. Now chips are interleaved by a specific interleaving
pattern (based on chaotic maps) to produce transmitted chip succession
“xk ¼ xk1; xk2. . .. . .xkj

� �
”. For performance evaluation multipath Rayleigh fading

channel is opted [1, 6–8]. In receiver section, the received signal from the k-th users
with channel coefficient h k for kth user and for the samples of fading fj

� �
can be

written as

Rj ¼
Xk
k¼1

hkxkj þ fj ð1Þ

“The iterative MUD detector also consists Elementary signal Estimator (ESE) and a
posteriori decoder. The output of ESE is known log likelihood ratios and defined as”

Sudden Burst of 
Noise

Fig. 1. Randomization of burst error due to the use of efficient interleaver
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eESE xkðjÞð Þw¼ 2hk
Rjþw � E fk;w

� �

var fk;wðjÞ
� �

“The output of APP-DEC is called as extrinsic log likelihood ratio. Based on the
iterative process, the final outcome is decided. Now by using total probability theorem
the output of estimator extrinsic LLR can be written as”

ln

P
c0m;n;k¼þ 1

P ynjxn;k ¼ x
� � Q

m0 6¼m
P c0m0;n;k ¼ dm0
n o

P
c0m;n;k¼�1

P ynjxn;k ¼ x
� � Q

m0 6¼m
P c0m0;n;k ¼ dm0
n o

As it has discussed that along with iterative process the effective interleaver can
enhance throughput of the IDMA system.

3 Interleavers in IDMA

As talked about that interleaver calculation has the crucial job in enhancing the
effectiveness and forward blunder remedy execution of IDMA framework. Essentially,
the way toward interleaving is a procedure to modify the requested paired data bits in
the deterministic method to drop the impact of burst commotion mistake. In this
segment, three mainstream interleavers are contemplated and broke down to discover
ideal interleaver grid.

Fig. 2. IDMA transmitter and receiver model for k simultaneous users
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3.1 Random Interleaver

The irregular interleaver scrambles the situation of bits arbitrarily. For a given intro-
ductory esteem the interleaver calculation is appeared in Fig. 3. In any case, in
uproarious condition with profound blurring parameters, typically clamor meddle with
the back to back bits and produce burst blunder which diminishes the likelihood of
location at the recipient. Consequently the utilization of irregular interleaver coverts
burst mistakes into arbitrary blunders and make flag effectively perceptible [8–10].
Memory necessity of arbitrary interleaver is the fundamental constraining element
since extensive space is involved at to store the calculation at beneficiary side.

3.2 Tree Based Interleaver

The algorithm for TBI is base on the selection of mixture of two master interleavers.
The odd number of users is taken plus while even number of users is taken downside.
In this manner, a large number of users may be allocated with user specific interleavers
with extremely less complexity. The memory needed of TBI is tremendously low as in
comparison to that of the random interleaver, while is a little high if compared with
master random interleaver [3], as shown in Fig. 4.

To overcome the restrictions of irregular interleaver new tree based interleaver is
proposed, which diminishes the capacity necessity just as computational intricacy. The
data required to share between the base stations and portable stations is additionally
decreased [11]. To create TBI succession, initialstarted two irregular interleaver
arrangement and are chosen p. Presently for much number of client the lower part of
tree is considered and upper branch is considered for odd number of clients The
calculation for interleaver age is plain as day in the Fig. 4. For instance for client
no5theinterleaing example will be p1ðp2Þ.

Interleaving 

De-interleaving

U N G U N KG

K G U N G UN

U N G U N KG

1 2 3 4 5 6 7

3 7 1 2 6 4 5

3 7 1 2 6 4 5

1 2 3 4 5 6 7

Fig. 3. Random interleaver and de-interleaver process
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3.3 Chaos Based Interleaver

Disorder based interleavers are as of late proposed strategy which depends on mayhem
hypothesis. It is noticed that any disorganized framework pursues certain properties, for
example, the framework is deterministic, clamor like arbitrary in nature and high
reliance on beginning conditions with the goal that distinctive signs could be created.
Here the prevalent Logistic guide is utilized for interleaver age [12–14]. Steps required
for the interleaver design age is depicted beneath.

Fig. 4. Tree based interleaver
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4 Execution Analysis of IDMA with Various Interleavers

4.1 Computational Complexity

Computational multifaceted nature is the imperative parameter to choose the nature of
correspondence. Here, unpredictability implies that number of cycles required for the
age of spreading codes and interleaver framework as far as clients. In this area, mul-
tifaceted nature is determined for disorder based calculated guide interleaver and for
other famous calculations utilized for interleaver age. Table 1 demonstrates that the
computational multifaceted nature increments with the quantity of client k for sym-
metrical, Nested and Tree based interleaver (TBI). It implies intricacy is subject to
clients for all referenced plans aside from disarray based interleaver. Actually, the
intricacy is O (1) which implies that computational unpredictability of calculated guide
interleaver is autonomous from the quantity of clients [6].

4.2 Error - Rate Examination

In this segment, the nature of transmission of regular IDMA is assessed for tumult
based interleaver. Irregular Interleaver is additionally considered for bit mistake rate
(BER) examination of traditional IDMA framework. For straightforwardness, BPSK
adjustment is considered in multipath Rayleigh blurring channel. The spreading code
for all clients is just a reiteration code with the length sl = 16. Figure 5 demonstrates
the reenactment results for information length = 1024 bits. Reproduction results con-
firm the execution of tumult based IDMA framework. This is clear in assume that the
bedlam based interleaver accomplishes comparative BER execution contrasted with RI
and fairly better for higher estimations of Eb/N0.

“In Fig. 5, reenactment results demonstrate alike BER execution of RI tumult based
interleaver and TBI”. The information length is accepted 8192 bits. No. of emphases
are 10 and spread length sl is viewed as 16. Simulation figure infers that the execution
of disorder based IDMA have almost same or better contrasted with RI-and TBI based
IDMA (Fig. 6).

Table 1. Computational complexity of interleaver generation of different algorithms

No. of Users RI TBI CBI

1 1 1 1
2 2 1 1
4 4 2 1
16 16 4 1
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4.3 Memory Requirement

For the best possible preparing of flag at beneficiary, it is necessitated that the inter-
leaving network ought to be known to the collector. The source needs to broadcast the
interleaving framework with the information. For the bigger number of clients, the
substantial measure of memory is required to store interleaver lattice along the edge of

Fig. 5. BER comparison of RI and chaos based interleaver for data length = 1024, sl = 16, no
of iterations = 10

Fig. 6. BER comparison of RI, TBI and chaos based interleaver for data length = 8192, sl = 16,
no. of iteration = 10
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transmitter and beneficiary. It builds the memory necessity of the framework. This
issue turns into another test in the structuring of interleaver for IDMA framework.
Memory prerequisite per client for various interleavers are appeared Table 2. The
proposed turmoil based interleaver calculation recommends the need of just instatement
parameter to produce a particular interleaver. Henceforth just single piece for example
instatement parameter is required to share between transmitter (MS) and collector (BS).
Along these lines, the mayhem based interleaver is proficient in memory prerequisite.
In Table 2, memory prerequisite for various interleaver is displayed. The spreaded
information is spoken to as chip-length and k is no. of clients.

5 Conclusion

This paper exhibits the examination of three well known interleaver calculations, for
example, irregular, tree based and disorder based interleaver to locate an effective and
ideal interleaver plan. All the three calculations are dissected to register stockpiling
necessity, computational multifaceted nature and BER execution. Further, the reen-
actment results demonstrate that confusion based interleaver outflanks the RI and TBI
as far as BER. Furthermore, the capacity is additionally ideally required by tumult
based interleaver. Computational intricacy is additionally free from client limit in
confused interleaver. Henceforth tumult based interleaver can be treated as a proficient
interleaver plan and increasingly appropriate for IDMA framework.
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Abstract. Automation could be a trending topic in twenty first century since
it’s a significant job in our day by day lives. Automation decreases the human
work, time, exertion and a couple of human mistakes moreover. This paper aims
to debate home automation systems for Dysarthric persons by speech recognition
and to work home appliances by their own voice. Defect of speech could be a
neurologic incapacity that damages the management of motor speech articulators.
It can even be outlined as a speech that’s characteristically unintelligible and slow.
Someone with defect of speech might also suffer from issues like dominant the
pitch, loudness, rhythm, and voice qualities of his or her speech. Several home
automation systems are developed for old and disabled persons. Similar manner,
this subject discussion will certainly pave the manner for several researchers in
future to develop a sensible connected home for dysarthric persons.

Keywords: Home automation system · Dysarthria · Speech recognition

1 Introduction

Speech is that the primary communication medium between folks. This speech con-
tains a complicated structure consisting not solely of the transmission of voice however
conjointly embrace gestures, the language, subject that also contributes to the present
method [1]. Speech recognition is one in all the foremost complicated areas of engi-
neering science and partially due to it’s knowledge base. Speech also known as Dis-
course, which is obviously unique in nature. There are a few methodologies utilized in
discourse acknowledgment like fake neural systems (ANN), design acknowledgment,
language displaying and connected math investigation. The basic model of discourse
acknowledgment incorporates preprocessing, highlight extraction and demonstrating is
performed (Fig. 1).
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Fig. 1. Basic working of speech recognition

The home computerization frameworks have gotten distinction everyday gratitude
to their direct use and wide operational abilities and a great deal of utilizations. These
automation systems have seen a forceful modification within the recent times. These nat-
ural procedure patterns of homes mechanization are predominantly focused on numer-
ous fundamental components like security, culture, recreation, comfort, vitality reserve
funds, the board and financial exercises. Throughout the years loads of work has been
cleared out the area of programmeddiscourse acknowledgment formechanization frame-
works. Therefore integration of speech recognition technology and residential automa-
tion systems for dysarthric persons will build the persons lighter and comfort. These
home robotization frameworks will give a greater help for the elderly people. There are
various queries and enhancements for the home robotization systems. We have a ten-
dency to discuss thoroughly relating speech recognition, home automation and therefore
the attainable ways in which of integration each within the following section.

2 Previous Self Assessment Studies

Variety of techniques and strategies are on the market for Home automation system.
Some common strategies are given as:

(i) Home Automation System Victimization GSM Technology

Home Automation Systems are by and large made by using microcontroller as a central
controlling unit. The Central Control Unit is the inside point and cerebrum of a home
motorization system. We consider three options for correspondence with GSM, to be
explicit SMS based, GPRS based and DTMF based Home Automation systems. Home
machine control system gives security on disclosure of interference through SMS using
GSMadvancement. In this framework, client sendsSMSfromremote to theGSMmodule
relatedwithMicrocontroller and subject to SMS different gadgets in the house are turned
on/off. This structure offers adaptability to customer with the objective that customer
can murder on/off devices from wherever on the planet. Regardless it is past the area of
imaginative vitality to would like to execute this structure where the client is old created
or debilitated with ailment because of the rule two reasons. The essential basic reason is
that to use this structure a customer must know the usage of flexible for sending SMS,
generally old developed individual don’t ponder making and sending SMS, and second
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is giving mobile phone to each old developed or injured individual isn’t monetarily
keen. GPRS based progression utilizes a webcam to stream video and photos of the
home to its proprietor’s adaptable. In GPRS based Home Automation structure client
needs to screen his/her telephone always to reasonably guarantee against impedance
revelation. In DTMF based Home Automation structure customer calls a SIM number
allotted to the home and presses the digits on their phone’s keypad to control the home’s
devices by making a DTMF tone. The tone is gotten and decoded by the GSMmodule at
home using a DTMF decoder. The decoded principles are passed to the microcontroller
with the target that client headings can be executed at home. DTMF-based home security
frameworks also remain defective. They are fragile against—fuzzing attacks, as depicted
by R. Sasi. This may make entire home structure to crash.

(ii) Home Automation System Via Gesture Recognition System

In our earlier days, for interaction with the machines we use keyboards and mouse.
Those encountering physical disables, for example, Carpel Tunnel Syndrome, Rheuma-
toidArthritismay be unfit to use such kinds of devices. In this situation,Gesture acknowl-
edgment is utilized for Home Automation. This Gesture recognition did not depend on
voice directions, at the same time, rather, enables a gadget to perceive certain signals.
This philosophy does not require any specific learning (like in SMS based comput-
erization system). Old developed or disabled people will use his/her hand to control
mechanical assemblies. By using an essential webcam the photos will be taken and will
be dealt with at Laptop in MATLAB programming and once a particular movement
(gesture) is seen then the corresponding action will be performed. Even though it is a
knowledgeable solution, incase suppose these dysarthric people can only shake hand
instead of moving his or her hand, then hand detection may not be done accurately. In
such cases, the probability of false alarm is high. So the hand gesture recognition is done
by the skin color of the human instead of hand detection. In order to get this gesture
recognition(skin color of human) lighting is more important. Motion acknowledgment
framework can be utilized in different applications like Virtual reality, recreations and
gesture based communication. Sign language is an important case and it has received a
special attention in Gesture recognition.

(iii) Home Automation System Utilizing Bluetooth, WIFI, WSN and Zigbee Technolo-
gies

ManyWireless Technologies likeRF,Wi-Fi, Bluetooth andZigbee are becoming popular
due to their versatility, low working charges, etc. Bluetooth Technology is already been
familiar among the people due to its easy and quick set up. In addition to that it is also
very cheap comparing with other technology. Bluetooth technology should be utilized
for events with little worry for security and short network communication. On the other
side, Bluetooth has a high power consumption and they have maximum communication
range of 100 m in ideal conditions. Whereas other technologies like WiFi, WSN and
Zigbee are not cost effective since they needmotors, sensors, transmitters, receivers, etc.,
for their operation. Moreover these technologies are highly useful for mobile users who
remotely access their homes but for aged or disabled people only conventional systems
will be helpful.
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2.1 Dysarthria

Dysarthria, it is referred to us as an engine discourse issue which results from neurologi-
cal damage of the engine part of the engine discourse framework and is portrayed by poor
verbalization of phonemes (aphasia: a turmoil of the substance of language).At the end of
the day, it can likewise be characterized as a condition in which issues adequately happen
with the muscles that assistance produce discourse, regularly making it hard to articu-
late words. It is detached to any issue with understanding subjective language. In some
cases any of the discourse subsystems (breath, phonation, reverberation, prosody, and
enunciation)may unfavorably get influenced, whichmay likewise prompt impedances in
understandability, discernability, instinctive nature, and proficiency of vocal correspon-
dence. An individual with dysarthria may likewise have issues, for example, controlling
the pitch, din, musicality, and voice characteristics of his or her discourse. As indicated
by Duffy [3], Dysarthria is brought about by loss of motion, shortcoming, or failure
to arrange the muscles of the mouth. Dysarthria can happen as a formative incapacity.
It might be an indication of a neuromuscular issue, for example, cerebral paralysis or
Parkinson’s ailment. It might likewise be caused because of stroke, mind damage, or
cerebrum tumor. Treatment of dysarthria incorporates concentrated language instruc-
tion with an expectation on oral-engine expertise improvement. Dysarthrias are grouped
in number of ways dependent on the nearness of side effects. Some particular sorts of
dysarthrias incorporate spastic (coming about because of respective harm to the upper
engine neuron), limp (coming about because of reciprocal or one-sided harm to the
lower engine neuron), ataxic (coming about because of harm to cerebellum), one-sided
upper engine neuron (exhibiting milder side effects than two-sided UMN (Upper Motor
Neuron) harm), hyperkinetic and hypo dynamic (coming about because of harm to parts
of the basal ganglia, for example, in Huntington’s illness), and the blended dysarthrias
(here manifestations of more than one kind of dysarthria are available).

Dysarthric people may encounter difficulties in the accompanying:

• Timing: Individuals while talking won’t ready to exhibit a word on time since the
words are incomprehensible and furthermore because of verbalization challenges.

• Vocal quality: Sometimes the vocal quality might be cruel or now and then it might
be deadened relying on the attributes of dysarthria in patients.

• Pitch: Pitch is low, with somecases where pitch breaks occurs. Monopitch and
Monoloudness may result from vocal overlap deadens.

• Volume: Patients with dysarthria may not ready to modify their volumes as a result
of their poor pitch and vocal quality.

• Breath control, Speed and Strength: Occasionally, just a single vocal overlap is inca-
pacitated. On the off chance that the overlap is incapacitated in an adducted position,
the voice will sound brutal and have low volume. In the event that the crease is
incapacitated in the stole position, this will cause hoarseness alongside a decrease in
clamor. Two-sided vocal overlap loss of motion is the one which is more typical than
one-sided loss of motion. the voice is hoarse and inspiratory stridor might be noted,
since the folds are in a snatched position, and obviously, loss of motion of both vocal
overlap in a totally kidnapped position would comprise a therapeutic crisis; and the
aviation route would be shut off.

RETRACTED C
HAPTER



906 V. Shenbagalakshmi and T. Jaya

• Steadiness, Range and Tone: All the three will change as a result of their low pitch
and vocal quality.

2.2 Speech Recognition

Speech Recognition Systems have turned out to be so exceptional and standard that
business and medicinal services experts are swinging to discourse acknowledgment
answers for everything from giving phone backing to composing therapeutic reports. In
our home, there may be old aged or disabled people who regularly needs a caretaker
with special attention. But it is practically impossible for any individual to be with them
for 24 h. But the problem is that those disabled persons need the caretaker when they
are absolutely not present with them. Generally, disabled persons living in Smart homes
can feel good, comfortable and secure compared to normal homes. Amid 1960s, the
development of mechanization frameworks utilizing speaker distinguishing proof was
occurred by content coordinating. The qualities of a person’s discourse were believed
to have the capacity to recognize the uniqueness of an individual much like a finger
impression.

Discourse acknowledgment is the method by which a PC (or other kind of machine)
see and recognizes the verbally communicatedwords. It infers chattingwith your PC, and
having it adequately see what you are articulating. It is significant to any speech related
application. There are essentially more ways to deal with this but the most important is
to extract the features from the pronounced word(speech) and after that those obtained
features can be used to see the word when it is explained afresh.

The initial step of Speech Recognition is Preprocessing (i.e., the input discourse flag
must be preprocessed with the goal that quiet and clamor can be evacuated.) The sec-
ond step is Feature extraction (like GNE, HNR, Skewness and Kurtosis) and next one is
Modeling.Utilizing different demonstrating strategies, for example,HMM,GMM,ANN
(any one can be picked) discourse can be perceived. We can utilize both Speaker Depen-
dent and Speaker Independent technique. The Speaker subordinate technique implies
the client needs to record his/her voice before utilizing the framework and the other way
around for Speaker free strategy (Fig. 2).

Input signal Preprocessed
signal

Feature
extraction

MFCC,PLP,LFPC,
Phase features

Modeling 
methods 

Recognized 
speech/speaker

HMM,GMM,ANN
,MN-ANN

Fig. 2. Block diagram for speech recognition
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3 Discussion

Our past analysts depend on typical speakers for home computerization frameworks.
Yet, in this paper we proposed a similar thought for dysarthric speakers. While we go
for dysarthric speakers, we have to concentrate on the right demonstrating techniques to
remove the discourse. Since the discourse acknowledgment precision may differ among
the ordinary speakers and the dysarthric speakers. Since that specific word expressed
just goes about as a key to initiate the electrical apparatuses inside the home. Here, we
can favor Artificial Neural Network (ANN). In ANN, we can utilize different prepar-
ing capacities. So contrasting and other demonstrating procedures, ANN can give bet-
ter acknowledgment accuracy.’ In the execution part we can utilize Voice Recognition
module. The voice acknowledgment module can be talked about as pursues:

Voice controlled gadgets fundamentally utilizes the main of discourse acknowledg-
ment which incorporates the way toward changing over or changing a discourse wave-
form into words. Changing over a discourse waveform into an arrangement of words
includes the accompanying advances:

1. A speaker gets the standard of the discussion to be seen and changes over it into
an electrical pennant. A forefront talk certification framework moreover necessitates
that the electrical pennant be tended to digitalized by systems for a simple to-front
line (A/D) change process, so it may be dealt with a computerized PC or a microchip.

2. This discussion pennant is then dejected down (in the examination dishearten) to pass
on a delineation including striking highlights of the discussion. The most overpower-
ing fragment of talk is gotten from its concise timespan run, assessed powerfully over
brief time windows of length 20–30 ms covering at between times of 10–20 ms. Each
brief time run is converted into a segment(feature) vector, and these feature vector
only forms the speech pattern.

3. This speech pattern is then compared to a store of phonemic patterns in order to
generate hypothesis by means of a dynamic programming process. The speech signal
has variations among many dimensions.

4. Speaker dependent or Speech dependent system rely only on the individual or the
particular words who are trainedwith the system. So that they result in better accuracy
of about 95% inword recognition. The downside to this framework is that the structure
just reacts unquestionably just to the person who organized the framework. This is
the most exceptional methodology utilized in programming for PCs.

5. Speaker Independent System is the one which deals with the word which is not even
trained by the system. So the system should undergo a multiple number of training
with the target word. The command word count is usually lower than the speaker
(Fig. 3).

4 Software Details

MATLAB Millions of authorities and analyst generally speaking use MATLAB® to
separate and structure the systems and things changing our existence. MATLAB is in
vehicle dynamic security structures, interplanetary rocket, prosperity watching devices,
sharp power cross sections, and LTE cell frameworks. It is used for AI, banner dealing
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Fig. 3. Speech Identification Kit

with, picture planning, PC vision, correspondences, computational cash, control plan,
mechanical self-governance, and essentially more. MATLAB is the least requesting and
most advantageous programming for architects and analysts. MATLABwindow, paying
little mind to whether you’re dismembering data, making figurings, or making mod-
els, MATLAB gives a circumstance that invites examination and revelation. It unites an
irregular state languagewith awork zone condition tuned for iterative planning and intel-
ligent work forms. The work zone condition invites experimentation, examination, and
disclosure. These MATLABmechanical assemblies and limits are generally completely
attempted and expected to coordinate (Figs. 4 and 5).
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Fig. 4. Normal speech signal for the word “command”
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Fig. 5. Dysarthric speech signal for the word “command”

5 Conclusion

All things considered the fundamental thought is to enable the discourse to scatter peo-
ple in our general public. Earlier, home computerization frameworks utilizing discourse
acknowledgment frameworks have been created by numerous analysts. Be that as it may,
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our fundamental point is to help dysarthric people by utilizing brilliant home innova-
tion. The utilization of speech recognition gets out the need to remote controllers and
other electronic gadget and makes it simple to interface with the framework to perform
automation and control electrical gadgets. For these individuals robotizing a home by
discourse acknowledgment with inserting equipment of home with the framework can
be gainful. With this thought we can execute a voice worked framework for dysarthric
people. In future both speaker dependent and speaker independent home automation
system can be organized with lots and lots of comfortness, high efficiency and high
preference to security.
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Abstract. Data mining is a method, used to extract usable and valuable
information from the bulk of the data. Frequent data mining is an interesting task
that is used to find frequent patterns from the database. In this paper, we used to
perform frequent item set mining on temporal data. Temporal data contains data
that primarily ranges over time. The idea of the time hierarchy is introduced to
generate rules from temporal data. In this paper, we try to solve the problems
using three popular data mining algorithms such as FP growth, Eclat and Apriori
algorithm. The main focus of this study is to generate efficient algorithms that
consume very less runtime and present the more frequent item set from the
dataset. We evaluate our algorithms through experiments.

Keywords: Data mining � Frequent itemset mining � Temporal data �
Time hierarchies

1 Introduction

Data mining is a technique that is applied to extract usable and helpful information
from the bulk of the data. Data mining is the method for obtaining outright patterns and
information from huge data sets. This is the method of obtaining interesting patterns
and information from huge amounts of data [1]. These data are extracted from the
databases. Some database is in static form while in some database transaction is done
frequently, known as a frequent database. The frequent database holds the data that are
repeated frequently such as the transactional database. Frequent data mining is an
interesting task that is used to find frequent patterns from the database. To perform
frequent data mining several methods are used such as correlations, association rule,
clustering, classification and some more. Among these methods association rule mining
is very popular. The concept of frequent data mining is introduced by [2]. To perform
association rule mining couple of steps used. In the very first step, all frequent itemsets
are generated. In the second stage, positive association rules are generated with these
itemsets [3].

Basically, the motivation behind using association rules came from the requirement
to check so-called supermarket transaction data, the order is used to check the con-
sumers purchasing behavior as what product they would like to purchase more. We
check the customers purchasing behavior by seeing the transactional database of a
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store. For example, a set of items such as cd player and cd disc appears in the trans-
actional database together or frequently. Suppose if a person is going to purchase cd
player then there is a more probability that he is going to purchase cd disc too. Frequent
Item set Mining (FIM) holds some major analysis issue under data mining [4]. In this
paper we perform mining on temporal data by using the three data mining algorithms
that is Apriori, FP growth and Eclat algorithm.

The rest of the paper is organized as follow. Section 2 presents the literature review
of the paper in Sect. 3 we present the system architecture of the paper. In Sect. 4 we
discuss about result and implementation procedure. Finally, we will finish by
conclusion.

2 Literature Review

In [4] his paper, the author performs mining on temporal data. He introduces the
concept of BTC (basic time cube) and solves the problem using the apriori algorithm.
He introduced some basic concepts like density function to solve the overtime esti-
mating problems.

In [2], the author introduced the concepts of the apriori algorithm that usually
applies to frequent itemsets to generate meaningful information from that.

In [5], the author discusses the improved apriori version name active apriori. Active
apriori rather than scanning whole database it works on the compressed dataset and also
optimizes the system performs.

In [6], the author discuss the improved FPGrowth algorithm. In his paper, he
presents a comparison between Painting-growth and N Painting-growth algorithm.

In [7], the author discusses the eclat algorithm. In eclat the scanning of the database
is performed on the bottom-up approach so, a large number of iterations is required. In
this paper eclat, the algorithm is work in a top-down approach that reduces the amount
of iterations and escapes time too.

To handle large transactional data a very efficient algorithm is required. In [8], the
author discusses the parallel apriori algorithm depend on Map-Reduce, that is a
framework that processes large dataset using a huge amount of computers.

3 Methodology

In this paper, we basically perform mining on frequent itemset with respect to time
hierarchies. Time hierarchy divides the time segments into primarily three segments:
the day, month and year and performs the operation on that particular itemsets. In this
paper, the problem of temporal data mining is solved by using the three data mining
approaches such as Apriori algorithm, FP growth and Eclat algorithm. In [9], the author
proves that frequent data mining algorithms are classified into three groups according
to their properties. Namely, Tree-based, joint based and Pattern growth algorithms.
Tree-based approach mines the frequent itemset using either depth-first search or
breadth-first. Mining is performed using these both algorithms either sequentially or
parallelly. After mining itemset a tree is plot. This is very popular technique approach.
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In joint based approach mining of itemset is performed by using only the bottom up
approach whereas in the pattern growth approach mining is performed by using the
concepts of divide and conquer [10] (Fig. 1). In Fig. 2, the flow of the frequent itemset
mining algorithm is shown.

The above flow diagram shows the basic structure of the flow of the processes.In this
particular problem for the extraction of the data we basically use the concepts of the
time hierarchy.

I. Apriori
The concepts of the apriori algorithm are introduced by [2]. Basically, the apriori
algorithm is designed to work on the transactional database. Apriori uses the
concepts of association rule mining to generate the meaningful information from
that transactional dataset [8]. Apriori work in two steps: in the first step we

Fig. 1. Flow chart

Fig. 2. Time hierarchies
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extract all items that have the minimum support and in the second step we
generate the rules with these item sets.

II. FPGrowth
FP-Based algorithm is the enhanced version of the apriori algorithm. The con-
cepts of FP growth are introduced in [5]. This is an algorithm that generates
frequent patterns from the itemset without candidate generation.

III. EClat
EClat refers to equivalence class partitioning. This is the algorithm that is
basically designed to improve the effectiveness of apriori algorithm [10].

4 Result and Disscussion

In this section, the experimental result is discussed by applying the proposed set of
rules. The performance of the algorithm is examined in the experiment on synthetic
information. To perform this operation synthetic dataset of around 100 transactions is
created. The data-set is a synthetic database containing transactions made up by way of
a hundred transactions from 1 January 2013 to 23 February 2013. To perform mining
basically, extract the data from the database with respect to time hierarchies (TH).
Figure 3 show the synthetic dataset. From this dataset, we extract the temporal data
with respect to the time hierarchies.

After extracting data from the dataset with respect to time hierarchy. We get the
following item sets. Then a sample is selected as a goal answer. The purpose at the
back of the usage of this sort of large dataset for analysis is to ensure that our proposed
set of rules is able to manage any common item set mining problem. A synthetic dataset
is selected instead of a real dataset in order that a managed test may be conducted to
validate the efficiency of our technique. We run the program on the Java platform. We
convert the xlx dataset into csv format. Figure 4 shows the temporal data. Temporal
data are basically the data that ranges over time. Figure 3 shows the synthetic dataset of

Fig. 3. Synthetic dataset
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the transaction we perform mining over the dataset while taking date column as the
primary factor. We extract the data while applying to filter with respect to time hier-
archy and prepare a new dataset shown in table of Fig. 4.

On this particular problem, we execute all three algorithms. Basically, we focus on
time hierarchy (TH) to check how long it will take to execute the problem. Value of
support varies continuously from 0.1 to 1.0. The main focus of this study is to generate

efficient algorithms that consume very less memory space, less runtime and present the
more frequent item set from the dataset. Table 1 shows the running time for each
algorithm. From Fig. 5 through graph we conclude that the FP-Growth takes less time
as compare to the Apriori and Eclat algorithm.

I2,I4, I7,I11,I13,I16,I20
I1,I2,I3,I5,I9,I10,I11,I14,I15,I16,I17,18,I19,I20
I1,I2,I5,I8,I9,I13,I16,I17,I18
I2,I3,I5,I7,I8,I9,I13,I16,I17,I18
I2,I4,I5,I8,I9,I12,I14,I16,I17,I19,I20
I1,I2,I4,I6,I7,I8,I9,I11,I15,I16,I17,I18,I19
I1,I2,I3,I7,I10,I11,I12,I15,I17,I20
I2,I4,I5,I9,I10,12,I14,I16,I18,I20
I2,I3,I4,I6,I7,I10,I11,I14,I15,I16,I17,I18
I1,I3,I6,I9,I14,I16,I16,I18
I3,I4,I5,I6,I7,I13,I14,17,I19
I1,I2,I6,I7,I8,I10,I13,I14,I19
I1,I2,I6,I7,I8,I9,I11,I13,I15,I16,I17,19,I20

Fig. 4. Temporal data

Table 1. Runinng time

Support Apriori FP-Growth Eclat

0.1 3.56 0.172 0.045
0.2 0.166 0.02 0.024
0.3 0.014 0.003 0.017
0.4 0.005 0.003 0.009
0.5 0.002 0.002 0.008
0.6 0.001 0.003 0.005
0.7 0.002 0.001 0.005
0.8 0.002 0.001 0.009
0.9 0.001 0.002 0.003
1 0.002 0.002 0.003
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In this, we implement all three algorithms: Apriori algorithm, FPGrowth and EClat
algorithm. On the above temporal dataset, we check the frequency of the items like
which item is purchased more. We perform mining over the support value from 0.1 to
1.0. We calculate the time period of execution of each item. From the above imple-
mentation, we got the best rule as:

I2; I9½ � ! I16½ �

It means that the purchasing of the item I2 or I9 directly affect the purchasing of I16
like if we bought I2 or I9 then there will be more probability that the I16 is also
purchased. The above problem is coded into java programming language and running
on windows 10. The dataset is to be available on the website at http://fimi.ua.ac.be/
data/. There are a lot of datasets are available at that link. We perform our problem on
some datasets that are given below. Table 2 shows dataset along with their number of
transactions.

We use the same procedure as used on the synthetic dataset to perform mining.
Again we use to run the same commands on the standard datasets. Figure 3 Show the
comparison of all three algorithms. We run the program on retail datasets. Their run-
ning time is shown in Fig. 3.

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Apriori 3.560.170.010.01 0 0 0 0 0 0
fpgrowth 0.170.02 0 0 0 0 0 0 0 0
eclat 0.050.020.020.010.010.010.010.01 0 0

0
1
2
3
4

Apriori fpgrowth eclat

Fig. 5. Running time

Table 2. Datasets

Datasets No. of transactions

Retail 88,162
Mushroom 8,124
Chess 3,196
Connect 67,557
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In order to compare the result we run all three algorithms where there support value
varies between 0.1 and 1.0. The runtime of algorithm is shown in Table 3. In Fig. 6
time performance is shown while comparing all three algorithms FPGrowth gives better
performance as compare to Apriori and Eclat.

5 Conclusion and Future Scope

This paper presents a study about the frequent itemset mining on temporal data.
Temporal data contains data that primarily ranges over time. Some patterns are
occurring at a particular time while others are occurring at other time. In this paper, we
perform mining on synthetic datasets using three popular data mining algorithms such
as FP growth, Eclat and Apriori algorithm. We applied our algorithm on the retail
dataset but it can be used at every place where transactions are performed at a very high
rate. In the future, for better result following aspects are proceeded such as the gen-
eration of association rule according to user interest and set the different support value
for each item present in the database.

Table 3. Running time

Support Apriori FP-Growth Eclat

0.1 224.378 1.333 1.387
0.2 223.207 0.905 1.471
0.3 229.878 0.934 1.578
0.4 228.964 0.662 1.353
0.5 243.423 0.412 1.384
0.6 256.015 0.361 1.494
0.7 308.712 0.399 1.35
0.8 309.292 0.426 1.332
0.9 324.243 0.349 1.343
1 302.84 0.446 1.347

1 2 3 4 5 6 7 8 9 10
apriori 224.38223.21229.88228.96243.42256.02308.71309.29324.24302.84
fpgrowth 1.333 0.905 0.934 0.662 0.412 0.361 0.399 0.426 0.349 0.446
eclat 1.387 1.471 1.578 1.353 1.384 1.494 1.35 1.332 1.343 1.347

0
50

100
150
200
250
300
350

Fig. 6. Running time
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Abstract. In mid seventies a new method of exchanging messages between
electronic devices originated which revolutionized the global community into a
new world of computer networks called internet. The users identified the
potential usage of this method presently known as email and started using it as
the means of communication and marketing. But the competence of this method
was lessened by the wide spread proliferation of spam. Researchers have come
up with many proposals and tools to fight against spam. But the dynamic nature
of spam makes the tools ineffective and raises the requirement for developing a
filter that is to be successful over time in identifying spam. Hence spam filtering
is a particularly exigent machine learning task as the data distribution and
concept being learned changes over time. This paper explores this phenomenon
called concept drift seen in email datasets and proposes a new framework in
identifying the strategies for developing spam detection systems.

Keywords: Concept drift � Spam detection � Classification

1 Introduction

The pervasiveness of Internet and the progress of e-commerce have turned email into
an essential method for communication, advertising and marketing. But recent surveys
have revealed that majority of all email interchanges are spam mails, a sort of unde-
sirable emails that is sent from one who is obscure to a monstrous number of people in
light of different purposes. Researchers have developed many sifting methods to rec-
ognize and stop the stream of spam messages. These sifting methods are generally
artificial intelligence and data mining procedures which fundamentally includes clas-
sification. Most of these research concerns static environments, where a fixed set of
labeled examples is presented to the learning algorithm which aims at producing the
most efficient classification with respect to the accuracy. However, in many real situ-
ations learning is not a static task anymore as spam data sources generate rather
continuous and time changing data. Specifically it concerns evolving data streams
where the distributions and target class definition changes over time. The reason for
change is shrouded which can instigate changes in the target concept.

Within the scope of spam filtering the study of concept drift is very important as
users interests also changes over time. Moreover even if our comprehension of an
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undesirable message may continue as before over a generally significant lot of time, the
overall recurrence of various kinds of spam may change radically with time. This
phenomenon called concept drift makes it difficult the majority of spam sifting methods
to recognize spam messages precisely. Based on this context it is essential to explore
clearly the inherent characteristics and behavior of this issue to develop rapid and
precise adaptive learning algorithms.

Here we put forward a fathomable investigation of concept drift, its peculiarities
and genres, obnoxious impacts with regards to email system and finally propose a new
framework in identifying the strategies for developing spam detection system. With the
motivation of investigation regarding concept drift briefed in this section, the rest of the
paper is organized as: Sect. 2 explains the state of art regarding concept drift; Sect. 3
provides a hypothetical study of concept drift describing its peculiarities, behavior
characteristics, types and how can it be addressed; Sect. 4 describes concept drift in the
e-mail domain; Sect. 5 portrays a framework for distinguishing spam by tracking
concept drift in email domain. Section 6 concludes presenting the future outlook.

2 State of the Art

Concept drift happens on a very basic level in online supervised learning circumstances
where the relations between the information data and the target variable changes after some
time. The impact of concept drift is seen in manymultidisciplinary domains like medicine,
artificial intelligence (AI) systems, decision making, ubiquitous environment applications,
personal assistance and information, management and strategic planning, monitoring and
control systems etc. Hence dealing with concept drift has turned into an alluring subject of
research and have a rich state-of-the-art approaches available. This includes study of the
phenomena of concept drift, handling/tracking methods and techniques in different
application areas, enhancing the accuracy of classifiers by adapting drift mechanisms etc.

Concept drift term was named by Schlimmer and Granger in 1986 when they formu-
lated an adaptive learning algorithm named STAGGER [1] while formulating the problem
of incremental learning from noisy data. Since this work talks about the negative effect of
concept drift on the viability of an incremental learning framework, numerous researchers
began chipping away at this idea to handle the issue in supervised classification. The work
has its peak interests during these time periods 1998, 2004 & after 2007.

The authors [2] came up with a new algorithm named FLORA which was the first
supervised incremental learning systems for evolving data. This algorithm uses a fixed
length sliding window which stores only the recent examples in the first-in, first-out
sequence with model updation at each time step. The updation is done based on two
processes a learning process (updating based on new data) and forgetting process (dis-
carding based on old data). An instance based algorithm named as IB3was introduced [3]
to improve the performances of nearest neighbor algorithms that keep record of correct
and incorrect classification decisions that aremade by the saved data points. For real time-
varying approaches in dynamic control system, the authors in [4] assessed the ability and
appropriateness of various Neural Networks arrangements (for example single-layered,
multi-layered and intermittent). Later Harries and Horn acquainted a few methodologies
to improve the pursuance of C4.5 decision trees to manage both concept drift and non-
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determinism in time series area [5]. The authors in [6] proposed a new method by
implementing Support Vector Machine (SVM) to track concept drift. In unsupervised
situations introduction of COBBIT by Kilander and Jansson [7], OLINDDA, one-class
clustering-based approach by [8] were the solutions. High performance algorithm named
CWA [9] was proposed which talks about the effect of having three various windows of
various sizes to foresee concept drift. In detail, the creators proposed the CWA method
that executes three windows of various sizes. Moreover the authors clearly explains the
details of concept drift with its characteristics, different types, how to identify the drift as
well as methods for handling drift.

In the area of email there isn’t much significant work completed. Among the
significant works are [10–14]. In [10] a case-based reasoning strategy was created
utilizing a lot of methods where singular outcomes are joined to get a last character-
ization (ensemble). A lazy learning hybrid model called Spam Hunting [12] dependent
on an Instance Based-Reasoning framework was acquainted to perform spam naming
and sifting within the sight of concept drift. Nosrati and Pour acquainted a novel
algorithm [13] to identify two sorts of concept drifts by remaking the classifier when
needed. An empirical study was carried out regarding the detection of concept drift in
email data sets by [14].

3 Concept Drift

Concept drift refers to a pivotal perspective that exists in some genuine real world
information streams where the characteristics of the information changes illogically
overtime. It is an unanticipated substitution of one information source S1 (with an
underlying probability distribution pS1), with another source S2 (with distribution pS2)
as depicted in Fig. 1.

The center presumption, while dealing with the concept drift problem, is vulner-
ability about what’s to come. It tends to be expected, evaluated, or anticipated, however

Fig. 1. Architecture for learning with concept drift
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there is no sureness. According to Bayes classification rule any posterior prediction of
class depends on prior probabilities, likelihood and the evidence. Hence concept drift
may occur in three ways:

1. Class priors P(c) might change over time.
2. The distributions of one or several classes’ p (X|c) might change.
3. The posterior distributions of the class membership’s p (c|X) might change.

The change of p (X|c) is called virtual drift and change of p (c|X) is called real drift
where c represents set of class labels and X is an instance in any dimensional feature
space. Depending on the domains these drifts can often happen together or individu-
ally. In the domain of spam detection the virtual concept drift alone happens as our
insight about an obscure message may continue as before over a moderately extensive
stretch of time while the overall recurrence of various kinds of spam may change
definitely with time [16].

3.1 Change Types

In actuality, circumstances changes in data distribution over time may show in various
structures. Subsequently we can say that concept drift is a perplexing blend of
numerous sorts of drifts. In the event that an information stream of length ‘t’ has only
two information creating sources S1 and S2, the quantity of conceivable change pat-
terns is ‘2t’. Since information streams are conceivably unbounded, the quantity of
source dispersion changes can be endless. Nevertheless, it is vital to distinguish basic
structural sorts of drift, since the presumption about the change types is totally required
for structuring adaptivity strategies. Basically six kinds of changes can happen in a
solitary variable along time which is shown in Fig. 2.

Fig. 2. Types of changes [15]
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A change that happens unexpectedly at a moment and that irreversibly change the
class label are called sudden drift while the incremental and gradual drifts are changes
that happen gradually after some time. Incremental drift happens when variables
gradually change their characteristics after some time, and gradual drift happens when
the change includes the class distribution of variables. Transitory changes in which
factors get returned after some time is called recurring drift which are frequently
viewed by certain researchers as local drift. It happens when a few information gen-
erating sources are required to switch over time and reappear at unpredictable time
interims. Due to the vagueness about when the source may return this drift is not
certainly periodic. The blip viewed as an anomaly in a static distribution speaks to an
uncommon occasion. In streaming data, distinguished blips ought to be disregarded as
the change they speak too is irregular. The last plot represents random changes, which
ought to be sifted through. Noise should not be considered as concept drift as it is an
immaterial variance that is not associated with any adjustment in the source
distribution.

3.2 Drift Detection Methods

The most significant element of research on concept drift is to create precise models
that have methods to recognize and adjust to evolving information over time. The
models ought to have the option to (1) recognize concept drift (and adjust if necessary);
(2) recognize drifts from noise and be versatile to changes, yet strong to commotion;
(3) operate in less than example arrival time and utilize not in excess of a fixed measure
of memory storage. In case of streaming data basically two types of approaches are
usually used: passive drift detection and active drift detection. The passive method-
ology adjusts a learner at standard breaks without pondering whether changes have
really occurred, and it tracks changes heedlessly and revives the model constantly
without requiring unequivocal change identification, while the active or dynamic
methodology perhaps makes modification when a drift occurs. Dynamic methodologies
commonly require change location modules. They function admirably in sudden
drifting situations while passive methodologies work better for gradual drift which is in
any case increasingly hard to recognize. To react to different sorts of concept drift
rapidly, methodologies can be developed to utilize both passive and active frameworks
to help learning in non stationary circumstances, which attempt to merge the best
segments of both.

4 Concept Drift in the E-mail Domain

In email domain basic problem faced by the users is the filtering of spam messages.
Rather than considering the accuracy as the main issue false positives and false neg-
atives which happens due to the responses of spam is to be considered. Not only the
spam behavior a concept drifting issue but also a problem that exhibits an overlap of
perpetual, periodic and picaresque phenomena. The challenging problems faced in the
filter design are issues like skewed and dynamic class distributions; unbalanced and
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unpredictable error costs; complicated patterns; mind boggling, disjunctive and floating
target idea; and difficulties of intelligent, versatile foes.

The skewed class distribution resulting from the uneven proportion of spam to ham
is a serious issue as the prior distribution probability is not generally known. As a result
the ratio of ham to spam varies considerably between the individuals. The quantity of
spam got relies upon the email address, the level of exposure, the publicly assessed
time and the upstream sifting. As the spam domain is dynamic, the class-conditioned
feature probabilities also changes. The spam topics can be perpetual like advertise-
ments for pornography sites, mortgage re-financing offers, job offers, money making
schemes bids etc. It can also be bursty in nature with respect to some prevalent situation
or happen as pandemics. Henceforth no clear claim case about the volume of spam as it
can shifts impressively and non-monotonically on a day by day or week after week
scale.

Another entanglement in filtering is the uneven error costs associated with the
classification of spam and ham. In view with spam classifier, a spam mails are treated
as a positive occurrences while ham mails as negative occurrences. Settling on a choice
about a legitimate email to be spam (a false positive error) is regularly undeniably more
lamentable than condemning a spam email to be veritable mail (a false negative error).
A false negative basically purposes slight exacerbation as the customer sees an
unwelcome message, however the false positive can result in exceptive issues. Such
vulnerability is really regular in real scenarios, where specialists may experience issues
expressing the careful expense of a mistaken activity, or the expense of the activity may
change contingent upon outside conditions. On account of spam sifting, the vulnera-
bility of error expenses may not change transiently but rather they do differ between
clients.

The point for researchers is that the spam concept should drift accordingly with the
changes that happens in spam content. But a few segments of the concept represen-
tations ought to stay steady or change just gradually. Others will rise amid scourges, as
explicit tricks or promoting plans come into vogue. Indeed, even persistent topics don’t
reveal consistent term frequencies. As there are no standard metrics accepted by the
society to evaluate the amount it is difficult to anticipate “spam” as a concept to linger
over time. The spam streams get evolved over time as the spammers come up with new
tricks and trades for promotion.

There is an alternate reason for concept drift: spammers are busy with an endless
“arms race” with email filters. In due spammers have ended up being dynamically
refined in their strategies for avoiding filtering could be checked for too. To sidestep
basic filtering, spammers began to use content obscuring frameworks, for instance,
embeddings counterfeit accentuation, using false HTML marks and including HTML
comments in the midst of words. Whatever new sifting techniques emerge, it is simply
a question of time before spammers discover approaches to sidestep them. In artificial
intelligence concepts, spammers have a strong enthusiasm for developing the “spam”
and “authentic” classes indistinct. Since the segregation capability of spam filters
improves consistently, the subsequent concept drifts. Co-developing abilities show up
frequently when access to a desired resource is all the while looked for and obstructed
by keen, adaptive intelligent parties.
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5 A System Framework for Hunting Concept Drift in Email
Domain

The primary reason for concept drift in email classification and spam filtering is
because of evolving e-mail content and presentation alluded as virtual drift. It also
occurs due to the versatile conduct of spammers endeavoring to beat spam filters
(virtual or real) and clients changing their frame of mind towards specific classes of
messages beginning or ceasing to think of them as spam as real drift. In view of the
behavioral changes the kinds of drift that are reflected by email are sudden, incre-
mental, gradual and recurring. The greater part of the filtering systems can’t identify
spam messages precisely when the concepts drift occurs. In this way, it is required to
have a separating framework to deal with concept drift precisely and rapidly. Our
framework provides a six phase workflow as in Fig. 3: (1) Dataset selection (2) Parsing
the email (3) Processing the content of the mail (4) Obtain the metadata and topics of
the mail (5) Develop a drift detection algorithm (DDA) (6) Updating the classifier.

The benchmark data sets are necessary to evaluate the performance of any learning
algorithms developed. To track the concept drift problem real-world spam and legiti-
mate email datasets should be chronologically ordered according to their date and time
of arrival. In our work we suggest Enron [17] as the benchmark dataset as the presence
of concept drift is higher in this corpus. This data set was made public by the US
Federal Energy Regulatory Commission (FERC). The topics of the messages in this
corpus are identified with the business exercises of the venture so as to support seasonal
changes maintenance in power supplies. These mails give the brilliant instances of
recurring and gradual concept drift. Moreover, sudden drift in Enron corpus is

Fig. 3. Framework for spam detection
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straightforwardly associated with the acquiring of new pursuits or the course of action
of novel organizations.

Initially each email from the dataset is stacked into memory for further handling. At
the second stage they are parsed to extricate the significant highlights from the header
and body areas of mail. The header module gives the data with respect to email date,
sender address considered the metadata that can be utilized as the underlying element
for classification. If the email is from the known contact list of the user chances of
being it a spam will be lesser. Hence they can be directly classified as ham and if the
user is a strict user, he can adopt other information from the header like subject,
timestamps or even use the body module information for updating the classification.
Considering these points a single level strategy is better to be developed based on the
metadata and content information. While parsing the body several preprocessing
operations are carried out like stemming the word, removal of HTML tags, stop word
removals etc. The information obtained from the header and the body is stored in a
specific manner so as to retrieve it easily for the experimentation. For every topic
associated with the mail a document frequency time series with time stamps are esti-
mated to detect concept drift occurrences. This is then given as the input to the drift
detection algorithm that predicts the type of drift that is involved. As already stated we
look upon three types of drift sudden, recurring and gradual. The drift detection
algorithm is designed to distinguish between three drifts. The classifier choice is a
difficult task as the inherent characteristics related with each kind of concept drift
require the utilization of explicit learning methodologies and classification systems. We
prefer to use a single classifier like decision trees to classify the emails.

6 Conclusion and Future Outlook

We have presented a study of the phenomena called concept drift especially in the field
of email domain. As spam is a co evolutionary problem researchers should be able to
find solutions to track the drift or handle the evolving features. To handle such problem
we have proposed a framework to discover such evolving features and handle the
effects of the drift problem so that classifier will be able to adapt rapidly and precisely
to improve the accuracy. The research is only in its initial stage where more experi-
mentation is required to evaluate our method in the real scenario, develop new eval-
uation criteria to measure the effects of concept drift so that handling strategies can be
easily developed and finally a novel classifier for classifying the emails.
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Abstract. Product design is an important step in creation of a new product or
service. It involves the modelling of the product and also various other steps to
make it unique. Conventional CAD modelling involves the usage of standard
peripheral like keyboard or mouse. In this paper, Virtual Reality (VR) is used for
developing a 3D product design tool. This supports more control over the
dynamic models and gives a more improved user experience. Using this tool
user can access 3D modelling area along with the toolbox through the VR
headset. User can then create the model and interact with it using his/her hand.
These interactions are monitored which in turn gives response to the processing
unit to generate the model. Once the modelling is done, the model can be saved
to the system in a format supported by a 3D printer or any other format sup-
ported by different modelling tool.

Keywords: Product design � Virtual reality � CAD modelling � 3D printing

1 Introduction

Activities involved in the creation of a new product are called product design. Product
design consists of several stages. The first stage is the identification of a problem to be
solved. The objectives to be met by creating new product will be defined next by the
designers. This will in turn establish the parameters within which they are supposed to
work. After the initial phases, original ideas will be created from brainstorming ses-
sions. This will produce a pool of ideas. From this a few promising concepts will be
selected. Designers then start creating drawings for these selected ideas. Traditionally
pencil and paper were used for drawing the sketches. Later CAD tools became popular
choice of most of the designers. Numerous revisions will be done on the selected
concepts during the prototyping phase. This will bring light to any issue with the
physical product. The final prototyping stage will undergo after sorting out these issues.
This will be the representation of final finished product. The model is finally ready for
production.

Virtual reality is a modern technology where users will be able to view a complete
secondary world using headset. It is described as Computer Generated Simulation of a
Three-Dimensional Image or Environment. It allows users to interact with it in a way
that is not possible with other medium.
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One important aspect that is affected by virtual reality in design and manufacturing
is design for assembly [1]. A detailed review of the understanding of the field and
support tools for an effective computer support tool is done in [2]. The use of virtual
reality in 3D CAD modelling, the construction of complex 3D model and the method of
reading based on VR is introduced in [3]. The emergence of motion sensing devices is
highlighted in [4], which will better help designers in creating 3D models. The authors
have introduced Leap Studio which is a solution for interactive communication
between users and 3D modelling applications. This gives high accuracy in sensing the
movements of hands and fingers. This brings comfort and convenience to the user.
A study on a marker less human robot interface is conducted in [5]. This is derived
from the idea that the manipulator copies the movements of human hands. This method
has advantage of operating dual robots through user’s hands in a marker less and
contact less environment. LeapMotion (LM) sensor, which gives the position and
orientation of human hands in real-time is introduced in this paper. An integrated urban
3D modelling and rendering system using standard mobile 3D graphic API (Appli-
cation programming Interface), and OPENGL-ES (Open GL for Embedded System),
with MS EVC 4.0 MFC is implemented in [6]. Paper [7] discusses about product
design system through intranet or internet, which can facilitate the partners to con-
tribute and/or share their design ideas to get optimal design. In [8] a study is conducted
for using virtual construction methodology, and suggests some methodologies for using
it in the design phase of construction project. The methodologies are also verified using
a virtual construction system linked with 4D CAD tool. 4D CAD system is a simulation
tool used for visualizing the completed picture of construction facility by construction
schedule. Prototype of an integrated progress control system is developed to visualize
construction progress in [9]. This system uses 4D CAD linked with telepresence tool.
Two site images are compared to get the progress status. By integrating computer
graphics, VR and network into Web based learning environment, an attempt is made in
[10] to apply the principle of virtual reality (VR) distributed virtual environments
(DVE) technologies to a complex graphics design system (CGDS). An improved link
methodology in 4D CAD system for plant project management is done in [11]. The real
time visual feedback is realized in the VR screen by creating an interactive design
system based on a graphics tablet and VR device in [13]. This gives theoretical ref-
erence for professional design software.

In this work LeapMotion [12] sensor in combination with VR is used to support 3D
CAD modelling, which enables users to have immersive experience while modelling.
Leap Motion sensor is a sensor which directly gives the position and orientation of
human hand. This makes the user possible to draw models in 3D. Software is devel-
oped using WebGL which supports a wide variety of platforms including Android,
Windows, Linux, Mac etc., without the need of writing for different graphics card. To
enable VR support in multiple browsers, an open specification called WebVR,
“Bringing Virtual Reality to Web” is being used to create the application. To enable
easy integration WebGL library called Three.js is also used. This application is
explicitly developed for modelling of 3D objects.
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2 Hardware Description

The hardware setup consists of three main components, VR headset, LeapMotion
Sensor and a 3D printer. It is described in detail below.

2.1 VR Headset

It is mounted on head of the user and it will give the virtual images to the user. VR
headsets are very common in computer games. It is also used widely for training
purpose. It consists of a stereoscopic HMD (Head Mounted Display) which provides
separate images for each eye. Figure 1 shows the components of a mobile VR headset.

2.2 LeapMotion Sensor

LeapMotion sensor senses finger and hand movements. The major components of
LeapMotion sensor are two cameras and three infrared LEDs as shown in Fig. 2.
Infrared light of 850 nm wavelengths is tracked using this. Since it is outside the visible
spectrum human eye cannot see these lights. The wide-angle lens of LeapMotion
sensor gives an interaction space of less than eight cubic feet. The shape of the space is
a pyramid similar to the field of view of intersection of binocular cameras. The sensor
data then stored in device’s local memory and resolution adjustments are done if there
any. LeapMotion Tracking software is used to stream the data through USB.

Fig. 1. Components of a mobile VR headset
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2.3 3D Printer

3D printer is used to print three dimensional objects from a digital file. Additive
process is used to create 3D objects. In the additive process, successive layers of
materials are laid down until the object is created. Compared to traditional manufac-
turing method 3D printing consumes less material to create complex shapes.

An open source firmware called Marlin is used popularly for 3D printers. This
software runs on 8-bit microcontrollers like AVR. Arduino Mega2560 with RAMPS
1.4 is the reference platform for Marlin.

3 Working

Cross-browser JavaScript library and Application Programming Interface(API) three.js
is used to create and display animated 3D graphics in the web browser which also uses
WebGL. THREE.WebGLRenderer() is used as the default renderer. A perspective
camera is provided by calling THREE.PerspectiveCamera() function. WebVR UI
library provided by Google which provides javascript object webvrui is used for calling
EnterVRButton(), which also returns the object for calling requestAnimationFrame().
Three.js library VREffect is used to provide the stereo-scopic view to the renderer. So
VREffect is called on requestAnimationFrame() only when supported VR is obtained.
Object returned by EnterVRButton() is again called with VRDisplay() to provide the
display component on which requestAnimationFrame() is called. Leap Motion Con-
troller JavaScript API provides data at the rate of 60 frames/s (depends upon browser
rendering rate) using WebSocket. This data contains information about each finger on
hand. If all part of a finger is not visible, the finger characteristics are estimated based
on recent observations and anatomical model of the hand. LeapJS(Leap Motion Java
Script) API includes a function called Leap.loop(). The Leap Motion service runs a
WebSocket server on the local host domain at port 6437. A WebSocket service provides

Fig. 2. LeapMotion Sensor
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tracking data in the form of JSON messages and presents the data as regular Javascript
objects. Leap.loop() is used for automatically setting update loop for the application
which creates a controller object and connects to the LeapMotion WebSocket server.

In this work, browser animation loop called requestAnimationFrame() is used for
looping through frames. To supportWebVR, request AnimationFrame() should be called
on the VR animation loop. webvr-ui library provides the object on which requestAni-
mationFrame() is called. Leap.loop() provide frame.gesture object to provide feedback
when a gesture is recognized. These gestures are recorded and used for clicking elements,
creation of new points etc. This also provides the points at which the gesture has been
recognized. LeapJS API provides way to add additional plugins to support modification,
usage improvements to the data provided by the Leap Motion Controller. A riggedHand
feature is used to render a rigged hand and boneHand is provided to get a bone hand in
view. “transform” plugin is used to invert the hand to support VR and to fix the hand to the
camera, so that user has the hand in view all the time. riggedHand provides a default
scene, camera and light setups in its default setup. Due to the inability of providing anti
aliasing support, default scenes and camera are not used, which also provides more
control over the animation loop. Working block diagram is shown in the Fig. 3.

4 Results

A working prototype of 3D modelling software is implemented. There are various fea-
tures that are missing from traditional modelling software due to its long history of
development process. This software enables users to create sketches, which includes
drawing lines, circles, splines, Bezier curves with LeapMotion and VR support. User will
be able to extrude sketches and cutout one extruded model or any part of the design.
Browser requires more enhancement to handle multiple data requests at the same time,
200 frame/sec of LeapMotion gets interrupted on various other data requests.

A user interface is developed based on the analysis of existing CAD modelling
software and understanding how it should be changed to meet the need of VR

Fig. 3. Working model
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requirement. Hand is fixed near to the camera, so around 50 cm is kept for easy
handling of gestures and easier hand movement. An Interactive Plane defined in
LeapJS-Widget is used as buttons, others being designed using Three.Js. Workings of
various modelling tools are described below.

4.1 Sketching Tool

A Screen Tap gesture defined in the LeapJS library is used as the gesture for creating
new points for custom sketching. Sketching for custom shapes, arc, triangle, polygons
are enabled. Every point that is being clicked upon is converted into shapes as shown in
the Figs. 4 and 5.

Fig. 4. Hand gesture recognition

Fig. 5. Drawing shapes using hand gesture
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4.2 Extrude Tool

It is used to create 3D solids from an enclosed area as shown in Fig. 6. Objects can be
extruded orthogonally from the plane of source object. Extrusion is done from the
shape created from sketch. Three.js. makeGeometry() is called for converting from
shape to geometry. Extrude feature of Three.js is used for extruding the shape. This
includes the size of the extrusion to be passed as shown in the Fig. 7.

Fig. 6. Creating a closed area

Fig. 7. Extruding a closed area
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4.3 Cutout Tool

Cutout tool creates a cutout in a walled object (e.g., a pipe) to another walled object.
User is able to sketch the cutout as shown in Fig. 8 and give the depth to which the
cutout has to be made. Cutout is done by creating two 3D models and subtracting one
from the other using csg.js as shown in the Fig. 9.

Fig. 8. Selecting an area to cut

Fig. 9. Selected area is cut using cut-out tool

5 Conclusion

In this work, WebGL is used instead of OpenGL for graphics processing for this
project. Elimination of a software platform leverages further advancement that existing
technology cannot provide. One of the highlights of 3D modelling in WebGL is it
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benefits a lot on platform independent development. VR and LeapMotion introduces a
new way of interactive sensing, making software based inputs more customizable. By
optimizing the software and by adding further additional features it can be commer-
cialised. Further improvements can be done by creating user interface supporting hand
gesture feature as well as support for AR and VR. Other than LeapMotion sensor input
also can be inspected.
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Abstract. Light-Fidelity is a wireless technology which uses visible light as a
medium instead of radio waves. To improve the performance in this technology,
various studies have been carried out. Development of new technologies in the
today’s world everything is extended to smart and smarter. Our environment
needs to become smarter to match these smart things. In the smart museum
environment, Li Fi is an efficient technology with superior bit error rate. Free
space optical communication is also called as visible light communication
referred ad Li-Fi. In this paper we transmit the data using LEDs in visible light
region of electromagnetic spectrum. Using simple light sources we attain the
transmission of data. In this paper, the Li-Fi technology is used to transmit the
data in museums in order to provide the visitors a better understanding and
knowledge of the ancient artefacts and technologies present around them.

Keywords: Light fidelity � Free space optical communication � Smart
museum � Light emitting diode � Microcontroller

1 Introduction

Wireless communication technologies and wireless-fidelity are operating in the radio
frequency spectrum. Alternate methods are developed due to the interference, over-
crowded RF band, limited bandwidth in the existing system. Small portion of the
electromagnetic spectrum is called the RF band used to transfer the data. German
physicist proved that the visible light band is useful for data transmission and also
introduced Li-Fi technology. Light generated by the LED bulbs acts as a transmission
medium for short range of wireless communication. It contributes more than the
existing technology (Bluetooth, WI-Fi, RFID) and possible to transmit data with high
transmission rate. The integration of illumination and communication services from
same source reduces the power consumption and infrastructure complexity [1–3].

Wireless fidelity (WI-Fi) and blue tooth recent wireless communication technolo-
gies use the radio waves for transmitting the data. New alternative techniques are
expected to transmit data efficiently and wirelessly, even though the current techniques
are widely spread. The reason is that there is a band limitation in radio frequency and
also affected by the interference. More research has been conducted to confirm the
possibility of transferring a data over wireless medium through visible light, called
light-fidelity [4–6].
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Light fidelity is basically a wireless optical communication technology. Li-Fi uses
LED’s for the data communication purposes. The Li-Fi technology originated in the
nineteenth century where a photo-phone was used to transmit data over a several
hundred meters and that was done with the help of sunlight [7, 8]. The development of
Li-Fi was in phase with the advancement of LED’s. In the smart museums, the light
emitting diodes are used instead of lasers. Although lasers are more accurate, the
LED’s are safer to use than the lasers. One of the greatest benefits of using a Li-Fi
technol0gy is that it promotes faster transmissions than WI-Fi [9].

Li-Fi provides high speed data transmission, much higher than wifi. It’s frequency
spectrum is 10000 times more than radio. It enables data transfer using common LED’s
used in the homes and speeds up to 224 Gb/s. It has the greatest potential of changing
the internet usage over the years. Both WI-Fi and Li-Fi broadcast data electromag-
netically. Radio waves are used in WiFi and Visible light is used in LiFi such as LED’s
for the transmission of data. For receiving the light signal and signal processing ele-
ment for converting the data into a stream able content Li-Fi uses photo detector.
Although Li-Fi is more accessible and also ought to be used on a major scale, it
requires the LED’s to stay switched on all the time even when not in use. This is one of
the major drawbacks of the Li-Fi technologies [10].

In human being lives art and cultural plays an important role. Mainly a museum is a
collection of artifacts, cultural, historical and scientific data’s. Public museum displays
permanent or temporary for public viewing. In us alone 35,000 museums are available
(Washington Post). Nowadays it is a tool for entertainment. Art galleries and museums
provide a human guides or paper booklet. Frequent visit of museum is reduced; it is
difficult for the center keepers to concentrate on all customers. Therefore, smart
museums need to be created for customized historical center visits [11, 12]. Physical
labor, hazardous and automated agents are replaced in Smart environment. This paper
proposed to design a system for smart museum using LiFi technology. The paper is
organized as follows. Section 2 discuss about the related works in the area of smart
museum and visible light communication. System design and working is explained in
Sect. 3. Hardware results are discussed in Sect. 4 and conclusion in Sect. 5.

2 Related Work

G. J. Sullivan, et al. stated WI-Fi to be the most trending domain as the internet users
almost double every year. And this leads to an enormous load on radio spectrum that
leads to congestion. To get better bandwidth, efficiency and speed, the Li-Fi has was
made to replace. As it is a 4 bidirectional and wireless mode of communication using
light. It uses the unused visible spectrum and reduces the load on radio spectrum.
Instead of radio waves he used light as a medium. Instead of using modems, Li-Fi uses
LED bulbs with transceiver. Data transmission in Li-Fi is about 100 times faster than
WI-Fi. Priyanka et al. proposed a smart system that enables a mobile device, it interacts
with an IoT based environment and acts as a museum guide. RFID tag is provided to
the user. Through GSM module OTP is send to the mobile device. This OTP is used to
access the smart museum environment. The visitors can scan the QR code of the
artwork, it gives the profile of that artwork. The database is maintained by the museum
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guardian. At last the visitors share the feedback about the artwork through the smart
museum application. Mainetti et al. proposed a location aware architecture for
heterogeneous building automation system. Their architecture removes the hetero-
geneity of smart devices for smart environment and automatically manages the envi-
ronment based on the user defined rules. Thinagaran et al. proposed a light weight IoT
device management framework for smart home services. The framework can be
deployed at home gateways and consumer smart devices. A prototype implementation
and performance evaluation results are also presented. Majed et al. designed a smart
electronic guide for museums. It provides the pictorial, scripted and vocal information
about each object in the museum to the museum visitors. AVR microcontroller is used
to transfer the information to the visitors.

3 System Design and Working

The process comprises of very simple procedures. Initially the data of the object is fed
into to microcontrollers. The controller used, acts as a flash memory and stores the data.
The data storage is the work done by the memory unit. For every data stored the
memory location is addressed. The control line also known as the read write line carries
out the data to and from the memory. Here the Special Function Registers will be
utilized by the CPU and fringe modules are used for controlling the coveted task of the
gadget. The Special Function Registers can be grouped into center (CPU) and fringe.
The number-crunching status of the ALU, RESET status and the bank select bits for
information memory are list in STATUS, the goal for a guideline that influences the Z,
DC or C bits, at that point the keep in touch with these three bits is crippled. These bits
are set or cleared by the gadget rationale. The TO and PD bits are not writable, in this
way, the consequence of a direction with the STATUS enroll as goal might be not quite
the same as expected. For r/w = 1, read r/w = 0, write (Figs. 1 and 2).

Fig. 1. Transmitter
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4 Results and Discussions

The output is in two forms. They are both displayed through the LCD and a audio
description is also given. The LCD displays are pretty common. Whereas the Li-Fi audio
is quite different as the audio input is given to the transmitter section by means of a voice
play back. The transmitted voice play is transmitted and gets received in a Li-Fi receiver.
The received data gets amplified by an audio amplifier and the output is given to the
speaker. The speaker carried by the user is actually embodied in the photodiode which
acts both as the sensing end and also a speaker. Thus the data is displayed via light.

The kit 1 consists of a LED light that is used to transmit date in the form of light as
shown in Fig. 3. A step down transformer is used to convert the 230 V into 12 V. This

Fig. 2. Receiver

Fig. 3. Hardware kit 1
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12 V is given to the PIC16F877A Micro-controller board and also to the LED light.
5 V supply is given to the speaker with the amplifier. Another 12 V is given to the
Photo-diode. This photo-diode is used to detect the light signal and converts it into the
audio format that is already stored in the chip APR9600. This chip is again given a
12 V supply and the data in the form of audio is recorded manually in the APR9600
board (Fig. 4).

The kit 2 consists of a LED light that is used to transmit date in the form of light.
A step down transformer is used to convert the 230 V into 12 V. This 12 V is given to
the PIC16F877A Microcontroller board and also to the LED light. 5 V supply is given
to the speaker with the amplifier. Another 12 V is given to the Photodiode. This
photodiode is used to detect the light signal and converts it into the audio format that is

Fig. 4. Hardware kit 2

Fig. 5. LCD Light Transmits data
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already stored in the chip APR9600. This chip is again given a 12 V supply and the
data in the form of audio is recorded manually in the APR9600 board.

In these images, the data transmission through light is shown. In Fig. 5 the LED
light is switched ON and the photodiode is in contact with the LED. The data is read
and the output is displayed in the form of audio through the speakers (Fig. 6).

5 Conclusion

This new technology promises a great potential in the field of wireless communication.
This growing and upcoming technology overcomes the demerits in radio communi-
cation. Therefore, there is certainty of development of future applications of the Li-Fi
which can be extended to different platforms and various walks of human life. Also Li-
Fi is pretty easy to use and as far as security reasons are concerned, Li-Fi technology
promises high security as this uses LED’s instead of lasers. Hence lasers are harmful to
human eyes, LED’s are used which are more feasible and cheap. They are also pretty
accessible when it comes to reliability. Thus the technology proves to be a success and
can be relied on in every field in the future.

Fig. 6. The title of the data is displayed using a LCD screen.
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Abstract. Citizens living in the city are the real asset for the city. The main aim
of the smart city concept is to have a satisfied citizen with better quality of life.
Constant innovation in the field of ICT allows smart citizens uses this oppor-
tunity to sense the city surrounding and express their opinions and concerns on
online platforms like Social Media. Hence in the era of a smart city, instead of
using the traditional ways of collecting the needs and complaints of citizens like
surveys and polls, government can also uses social media posts to understand
the civic problems and provide the upgraded service in a timely manner. So this
study presents the survey of the existing work where social media has been used
to identify needs and issues faced by the people.

Keywords: Natural language processing � Sentiment analysis �
Smart governance � Social media analytics

1 Introduction

1.1 Smart Government

Tremendous amount of growth in the field of information and communication tech-
nologies i.e. ICT fuels the economic and technical advancement which eventually helps
a city progresses to the ‘smart city’. Smart city domain is having multiple facets to it
ranging from infrastructure, mobility, energy, social science, education, economics,
safety and many more. This attracts the continuous flow of people to the smart city in
anticipation of better opportunities and fulfills the basic requirement of good quality of
life. Unfortunately the vast amount population caused several other issues like
excessive land utilization, waste management, traffic congestion, water and noise
pollution which actually deteroits the overall environment. It became a massive chal-
lenge to the existing traditional government to manage the ever- increasing issues of the
city. Hence one of the key pillar in the journey of becoming a ‘Smart City’ is ‘Smart
Government’. The aim of the smart government is to take the smart decisions for better
utilization of available critical recourses and provide a livable city to its residents [1].
One of the major steps taken by Smart government to achieve the goal is to sense and
analyze the valuable information about the city by integrating modern techniques like
IOT devices, sensors planted across the areas and smart vehicles, open data etc. [2].
Figure 1 depicts different ways to gather the information related to city events.
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Innovative digital technologies provides the static information about the sur-
roundings like what is happening and where but most of the times the invisible factors
cannot be captured [3]. Citizens plays a very crucial role in capturing all the unrecorded
details as they are the ones using the city resources in their daily lives. Hence crowd
sourcing techniques has become a powerful tool of improvement in the service
delivery. Government can take help of surveys and polls to discuss the urban issues but
these are very time consuming and cumbersome ways to collect the data. Considering
the revolution in information and communication technologies, efforts has been taken
to understand citizen’s needs and concerns by developing different websites, online
portals and mobile applications like FixMyStreet, PublicStuff, seeClickFix, Novoville,
imcity. Along with these existing platforms, citizens also prefers to share their
observations and feelings on widely spreaded online platform like social media [4].

1.2 Social Media

Social media has been proved a goldmine of data where citizens acting as a sensor
continuously uploading their issues, opinions and thoughts on the city environment.
Government can use this medium to listen to citizen’s voice very quickly and precisely.
Even though social media platforms like Twitter and Facebook can be considered as a
promising tools for collaborating, sharing and monitoring the urban issues, interpreting
the vast amount of data written in the natural language by the netizens and extracting
the useful insights of data to reach to some smart decision is a very challenging task.

1.3 Social Media Analytics

Social media analytics starts with extracting the relevant information using keywords or
hash tags using crawlers or the supported API like REST API, Streaming API or
Facebook Graph API. The huge amount of data needs to be processed further to
remove the noise which could affect the overall result. The important preprocessing and
cleaning methods are like spell correction, stop word removal, stemming, lemmatiza-
tion, slang detection, removal of useless symbols etc. Several Natural Language

Fig. 1. Information gathering techniques
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processing tasks like tokenization, POS tagging, NER and sentiment analysis along
with the machine learning algorithms are applied on the curated data to discover the
hidden pattern and bring out the meaningful change in the city environment (Fig. 2).

Even though social media has become an important platform for sharing and
spreading the information, analyzing the same poses serious challenges [27] which
includes:

1. Noisy Data
2. Short Messages
3. Ambiguous Statements

Fig. 2. Social media analytics lifecycle
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4. Multilingual
5. Lack of Location Information
6. Sarcasm.

2 Existing Work

Being the service provider, the aim of the smart government is to have a transparent,
quick and interactive service delivery to the citizens and increase their quality of life
index. To achieve this government has taken initiative and developed various apps and
platforms with which citizens can submit their issues and opinions instantly. Social
media proved to be another prominent way to collect views and concerns of the people.
But the identification the urban issues from the specifically developed apps [5] are easy
as compared to mining and extracting the exact problems of the citizens from the social
media sites. In case of the official websites and portals dedicated for complaint reg-
istration most of the information is provided by the users themselves like exact location
or location coordinates of the issue, date, event, complaint category, severity etc. [6, 7].
Whereas using social media, the vast amount of information needs to be extracted,
segregated into the complaint and non complaint data and mined for the expected
knowledge [8] which may be present explicitly or implicitly. In some of prominent
studies [9, 10], the author has performed the text analytics on the tweets extracted from
the tweeter handles belonging to the primary departments of Indian government to
identify the grievances lodged by the citizens. Along with the complaint tweets, the
system has also identified the tweets in different categories like Appreciation posts,
Information Sharing and Promotional tweets. In [11] twitter has been used to detect the
incidents and events shared by the citizens of Dublin city. The tweets related to traffic
and flood were fetched by giving the information like user, location and particular
keywords. Geotagger component handled the missing location information using Open
Street Map API and Lucene. In this study only the tweets dealing with the problems in
the area of flood and traffic were analyzed.

Clustering algorithm seems to be a preferred way to aggregate the civic complaints
based upon different parameters like density, frequency and time interval. Authors [12]
have tried to overcome the limitation of existing approach of fixed gird based clustering
by dynamically changing the size of grids based on the complaints recorded in con-
cerned region. Further the study also identified the regions of the city showing the
similar types of issues and critical issues in each region. The important limitation of this
approach is the criticality measure is dependant solely on the complaint density and
temporal analysis and not considered the sentiments or emotions present in it.

Social media analytics is not only useful in finding day to day issues of the citizens
but also plays a crucial role while handling the emergencies. In [13], author has
detected the emergencies like fire, accidents by processing and classifying the related
tweets. The identified emergencies have also been displayed on the Google map which
eventually can help the concerned departments to take immediate action. In the above
approach author has only divided the tweets into “emergency” and “non emergency”
events by using the supervised learning algorithm. Here the sentiments and emotions
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mentioned in the tweets were not considered which can be an impactful factor for
handling these kinds of situations by local authority. So in [14], the authors have
proposed an approach combining sentiment analysis and emotion mining in which the
tweets were analyzed to track the variations in emotions over the spacio-temporal
measure which eventually led to the events causing that changes. Emotions expressed
by the citizens proved to be an important feature to analyze and prioritize among the
several existing issues. In [15], emotions mentioned in the complaints considered as a
primitive indicators for deciding the urgency of the civic issues. Researcher in [16], has
considered social media like Twitter as a tool to gain insight to the happiness index of
the cities which in terms also depends upon the way local government understands the
citizen’s needs and preferences. Analyzing this data integrated with the responses given
in the official issue handling services like 311 leads to effective service allocation.

Though ‘English’ is the preferred language for issue reporting, researchers have
also investigated the social media analytics on the tweets other than English language.
Abalı et al. [17] has applied the supervised machine learning algorithm to separate the
information containing tweets about any particular location from the tweets which are
without location information. The main loophole of this study is here author has only
considered the tweets which were having the location names mentioned in it so vast
amount of tweets which didn’t have the location names mentioned but contained the
meaningful information were not analyzed. Also the criteria based on which the author
has decided whether the tweets were “Information- containing” or not has not been
discussed. One more lacking point of this study seemed to be manual analysis of
segregated important tweets to figure out the exact city problem as automated topic
extraction is not supported. Mahfud and Tjahyanto [18] has classified the complaints
mentioned by the public of Surabaya City in Indonesian language by using TF-IGM
and SVM weighing method. Author has proved that the proposed TF-IGM method has
outperformed the existing TF-IDF and TF-Binary methods for term weighing which
eventually helped the local government to resolve the issues quickly.

For the transformation of traditional local government into “smart government”, it
is not sufficient to only identify the urban issues from the user generated content but it
is important to prioritize them as per the urgency level. In [19] the author has proposed
a framework in which the complaint of the citizen is compared with the existing
knowledge base using the WordNet based sentence similarity algorithm. If the simi-
larity score is in predefined limit then the quick response is generated for the user’s
concern. The system has also prioritized the inserted complaints based on the sentiment
analysis output calculated using SVM classifier. Due to the free form nature of social
media, most of the time comments contain grammatical errors and transliterated words.
Hence using traditional features like POS tags are not sufficient to get the relevant result
so the author [20] proposed a hybrid approach combining POS tagging and N gram
based features to perform the Aspect Based Sentiment Analysis of the comments
shared by the residents of the Bhopal city. The identified aspects represent the issues
faced by them. Government can prioritized the extracted urban issues depending upon
the sentiment score at both aspect level and category level. External sources of
information like news of the area, weather condition and historical data also seems to
be a great value addition to the social media analytics to not only understand the current
issues faced by the people but also to predict the future problems. In [21], researches
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have used the similar information source along with the traffic related Facebook posts
to extract the severe problems faced by the people and predict the upcoming problems.
Also in [22] author has used some more training attributes like days of week, minutes
and hours of day and tweets density to predict the traffic congestion severity. In the
work [23], the concept of topic modeling and topic similarity have used to predict the
next day’s event from social media data. The novel Map based and mind map based
techniques were used for visualization of the predicted events.

3 Analysis

Overall, civic data analytics by government [24] seems to be an interesting area of
research and the analysis of the existing work would definitely help in carrying out the
future research. An overview of various papers representing the same area of interest is
listed in Table 1 along with their algorithm, success rate and limitations identified.

4 Conclusion

Smart Government has always been focused on providing the livable environment in
the city. Tremendous amount of information is needed to find out the factors which are
affecting the quality of life of the citizens. Along with the physical sensors planted
across the city, social media is a new aged tool to identify the needs and pain areas for
the citizens. So in this survey we have briefly discussed various data extraction, data
processing and classification methods used by the researchers to get the situational
awareness. Natural language processing techniques are hugely discussed due to the non
structured nature of the social media data. It is observed that in most of the studies,
machine learning algorithms are preferred to extract the complaints and opinions of the
residents and helping government official to better utilize the limited resource smartly.
Though most of the past studies only aimed to summarize the spacio-temporal analysis
of existing urban issues, very less efforts are pointing towards the ‘predictive analytics’
which could anticipate the issue before it exists. Increasing the accuracy of the result by
applying context based sentiment analysis also good direction to explore.
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Abstract. Light Fidelity (Li-Fi) is a visible light communication technology
that uses light as a medium to provide high-speed data communication. Since
the spectrum utilized by Li-Fi does not overlap with the spectrum utilized by
Radio Frequency (RF) spectrum, they can be hybridized so as to improve quality
of service and quality experience (Qoe) of the users. However in a hybrid Li-
Fi/Wireless-Fidelity (Wi-Fi) network, movement of users may prompt frequent
handover which may degrade the system throughput. Therefore there is the need
to mitigate frequent handover in a hybrid Li-Fi/Wi-Fi network. This paper
surveys various types of handovers that could be used to mitigate unnecessary
handovers in a hybrid Li-Fi/Wi-Fi network. This paper also focuses on the
working principles of Li-Fi, its applications, modulation techniques and areas of
applications.

Keywords: Light fidelity � Radio frequency � Visible light communication �
Wireless fidelity

1 Introduction

In today’s world, multimedia data services demand has grown up rapidly [1]. The
Radio Frequency (RF) band used for wireless communication is overcrowded therefore
there is the need to utilize other frequency bands that are not explored [2]. There have
been a lot of innovations to enhance the spectral efficiency of the RF wireless networks
like Multiple Input Multiple Output (MIMO) etc. but as a result of continuous demand
and increase in traffic, the existing RF spectrum cannot be able to meet up with the
future demand of data traffic.

Visible Light Communication (VLC) technology can be a complement to the
existing Radio Frequency (RF) wireless communication because it uses visible light
(380–780 nm) as a carrier for data and has a bandwidth that is 1000 times higher than
RF communications [3]. The visible light spectrum is unregulated unlike RF spectrum
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and so it is cheaper than RF communication. VLC is capable of providing data rates of
up to 1 Gb/s or even higher [3, 4].

The data rates can be increased in VLC by using Multiple Input Multiple Output
(MIMO) techniques. These makes it possible for VLC to be part of future 5G tech-
nologies [5, 6].

VLC and RF communication can be used together without interferences to com-
plement each other forming a hybrid or heterogeneous networks in order to improve the
performance of the network [7].

VLC is also safe for human health unlike RF where radio waves can cause cancer
[8–10]. VLC can also be used where the usage of RF is restricted (airplanes, hospital,
nuclear plants). Moreover, VLC is energy efficient because it needs no additional
energy to transmit data because the same source of light is used for both illumination
and as a carrier for the data [3].

While RF waves can penetrate through nonmetallic materials, the visible light can
only penetrate transparent materials which limit mobility or the coverage area but on
the other hand it prevents eavesdropping.

VLC can be used to provide high data rate for internet connection or broadcast for
indoor applications while for outdoor applications, VLC can be used in communication
between vehicles and/or between traffic infrastructure and vehicles [11–13]. The
challenge in indoor application is to provide fast internet services while achieving long
distance communication is the challenge in automotive applications.

The Li-Fi requires a transmitter which in most cases is an LED to transmit data and
at the receiver a photodiode detector is needed to convert the signals at the receiver a
photodiode detector is needed to convert the signals to electrical for further processing
[14, 15].

The remaining part of this paper is organized as follows: In Sect. 2 the modulation
techniques used in Li-Fi is provided. In Sect. 3, hybrid Li-Fi/Wi-Fi network was
discussed and the possibility of the two networks working together to complement each
other was shown. In Sect. 4, dynamic handover, in Sect. 5 Li-Fi and Wi-Fi was dis-
cussed. Advantages, Applications and Limitations of Li-Fi were addressed in Sect. 6.
And lastly, conclusions of the paper are given in Sect. 7.

2 Modulation Techniques for Li-Fi

In this section, two of the digital modulation schemes used in Li-Fi are discussed
namely.

2.1 Single-Carrier Modulation (SCM)

On-Off Keying (OOK), Pulse Amplitude Modulation (PAM) and Pulse Position
Modulation (PPM) are the most widely used Single-Carrier Modulation
(SCM) schemes in VLC [16]. On-Off keying (OOK) is widely used because it is simple
to implement and offers a good tradeoff between the performance and complexity of the
system. PPM is better than OOK in terms of power-efficiency but it has lower spectral
efficiency than OOK. Optical spatial modulation is another modulation scheme used in
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Li-Fi has been proven to be power and bandwidth efficient for indoor wireless com-
munication [17]. Quadrature Amplitude Modulation (QAM) is another modulation
technique used in single carrier Li-Fi systems to transmit signals [18].

2.2 Multi-carrier Modulation (MCM)

In Li-Fi networks as the data rate increases, single carrier schemes like OOK, PAM and
PPM begin to suffer from signal distortion therefore to support high data rates, multi-
carrier modulation techniques should be used. Multi-carrier modulation offers better
bandwidth efficiency but lower energy efficiency when compared to single carrier
modulation [14]. Multicarrier modulation (MCM) in Li-Fi networks is realized using
OFDM [19, 20] in which parallel data streams are simultaneously transmitted using
closely separated orthogonal subcarriers. A typical OFDM modulator is realized by
taking Inverse Fast Fourier Transform (IFFT) then followed by digital-to-analogue
converter (DAC). The OFDM signal generated is complex and bipolar but in order to
fit the IM/DD requirement the OFDM signal generated is supposed to be real-value
signal. In order to get a real-valued signal at the output after IFFT, hermitian symmetry
on the subcarriers must be taken. Again the intensity of light cannot be negative and so
the Li-Fi signal should be unipolar. In order to get a unipolar signal, DCO-OFDM
should be used because it uses positive direct current (Dc) bias to generate unipolar
signals which leads to higher power consumption but without any effects to spectral
efficiency.

3 Hybrid Li-Fi/Wi-Fi Networks

Li-Fi and Wi-Fi networks can be used together in order to guarantee system perfor-
mance and equal Quality of Service (Qos) to users. Since Li-Fi and Wi-Fi use different
spectra, there is no interference between the two technologies [7]. Hence, a hybrid Li-
Fi/Wi-Fi network can achieve the sum throughput of both stand-alone networks.

By IEEE802.11 ad standard, wireless Gigabit alliance(WiGig) the latest Wi-Fi
protocol can provide a data rate up to 7 Gb/s [21] and recently research has shown that
up to 3 Gb/s can be achieved with a LED. High spectral efficiency can be achieved in
Li-Fi network because of the large number of Access Points (AP) in an indoor envi-
ronment especially when lightning infrastructures are in use [22].

By deploring a hybrid Li-Fi/Wi-Fi system, users irrespective of their location
within a coverage area can get an enhanced data services and Quality of Service (Qos).
While the Wi-Fi system benefits from reduced RF spectrum usage, the Li-Fi benefits
from coverage at dead spots.

3.1 Hybrid Li-Fi/Wi-Fi System Model

It consists of transceivers both for Li-Fi and Wi-Fi links with a Central Unit (CU) that
integrates the two networks. Users are equipped with RF antenna and PD for both Wi-
Fi and Li-Fi signals. The CU is saddled with the responsibility of monitoring the entire
network and regularly receives CSI of the users for both Li-Fi and Wi-Fi links and
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based on that the CU assigns an AP to a user and the RA of users connected to Access
point is determined. Because Li-Fi Access point share the same modulation bandwidth,
interference may be experienced by users located where Li-Fi atto cells overlap. The
Wi-Fi AP covers the entire indoor area and the channel model of the Wi-Fi is based on
IEEE 802.11 g [23]. The hybrid Li-Fi/Wi-Fi networks have a lot of advantages like
robustness, security, reliability and capacity.

3.2 System Load Balancing

As a result of multiple Access point and multiuser communication, a load balancing
technique should be put in place to address Access point assignment and resource
allocation [24] in hybrid network. These two main issues that should be addressed by
an effective load balancing technique can be formulated as a joint optimization tech-
nique. A utility function can be used to combine the two optimization objects. A log-
arithmic utility function is mostly used because it is simple and practical as it ensures
proportional fairness for users [24, 25].

4 Dynamic Handover

Handover is the process of transferring an ongoing wireless communication from a
currently serving AP to another AP [26]. When a user equipment moves out of the
coverage area of an adjacent Ap, handover will be prompted. Again handover will be
necessary if the channel of transmission is degraded as a result of interference or if the
current cell is fully loaded. Handover is classified into vertical and horizontal handover
[27]. Horizontal handover is a situation when mobile equipment is transferred from one
Ap to another in the same network. However vertical handover occurs when a mobile
equipment is transferred from one Ap to another that have different access technologies
(e.g. from Wi-Fi to Li-Fi or Wi-Fi to LTE) [27].

In real life, the channel state information of Li-Fi and Wi-Fi is time-varying as a
result of constant or random movements of users. If a user is served by a Wi-Fi network
detects a stronger Li-Fi signal, the user will transfer to the Li-Fi network. As a result of
this, users in a hybrid Li-Fi/Wi-Fi network will experience constant handovers
depending on the movement of users and strong signal been detected by the user [28].

When a user is switched maybe from Li-Fi to Wi-Fi, the load at the Wi-Fi cell will
increase thereby leading to transfer of users served by a particular APs to neighboring
Wi-Fi APs or decrease in data rates. Again, as a result of decrease in load of the LiFi
cell, existing users will experience increase in data rates. A ping-pong handover effects
between the two different network (Li-Fi and Wi-Fi APs) will arise if there is a
blockage or if the receive angle is varied.

In [24], a dynamic load-balancing scheme with handover in a hybrid system was
presented. The two basic types of handover are hard and soft handover. In the case of
hard handover, the user equipment (UE) is basically disconnected from its serving AP
before it’s connected to the next AP. Even though it is easy to implement and has lower
complexity, interruption of service is experienced by the user [26]. In soft handover,
the UE continues to remain connected to its serving AP until its connected to the next
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Ap. This process provides better user experiences but it needs more wireless trans-
mission resources.

Handover decision making is key in any handover procedure. It helps in meeting
the users’ needs and also in the better utilization of the network. There are a lot of
criteria used in handover decision reported in [27]. Handover metrics helps in deciding
how and when handover should be done and to which networks etc. Various Qos
parameters that affect vertical handover are considered in order to keep the users
connected. The following parameters should be considered in other to enable vertical
handover [28–31].

• Received signal strength indicator (RSSI): It is one of the key decision making
factors in handover. RSSI indicates the power received and its level increases or
decreases depending on how close the UE is close to an AP.

• Network load: some services such as real-time video, streaming etc. require higher
bandwidth to perform well depending on the needs of their users.

• Monetary service cost: If two network providers can provide the same quality of
service, users are more likely to go for the cheaper network.

• Handover delay/Latency: delay affects the performance of the system negatively.
Therefore delays should be avoided.

• User preferences: Users may prefer a certain network over the other. Users prefer a
high bandwidth, low cost and reliable network etc.

• Number of unnecessary handovers: constant handover may degrade the perfor-
mance of the system. Handover from AP1 to AP2 and back to Ap1 may be con-
sidered unnecessary because it causes extra consumption of network resources. This
scenario is known as ping- pong effect.

• Handover failure probability: if a handover is initiated by “X” network to “Y”
target network, is not successful due to lack of resources or availability of free
channels, handover failure occurs.

• Security control: Security control is one of the main issues that is of great concern
when networks are converged. A mobile user must comply to the security and
privacy options of each network during the handover process. The process of
handover would require improved security and privacy from eavesdropping.

• Throughput: Mobile users usually prefer networks that can provide high data rates.
• Bit error rate (BER): This can be enhanced by selecting a network with strong

signal.
• Signal to Noise Ratio (SNR): It is also a parameter used in handover decision

making and it shows the Qos of a network.

In horizontal handover, RSS is usually used as the handover decision parameter but in
vertical handover, RSS and others factors listed above are used in the handover
decision making, all aimed at improving Qos and Quality of experiences (Qoe) of
users.

Depending on the algorithm used, the process of handover takes 30–300 ms [28,
32] and this additional task affects the system overall throughput. A Fuzzy Logic
(FL) dynamic handover method to mitigate the frequent handover experienced in
hybrid Li-Fi/Wi-Fi network was proposed in [33]. There are four steps generally
involved in FL system: fuzzification, rule evaluation, de-fuzzification and decision
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making [33, 34]. In the fuzzy logic system, an input which includes information on
average signal to noise ratio of the Li-Fi, the speed of the user and the required data rate
of the users are used to determine the best load balancing so as to be able to reduce
frequent handover and then improve the overall system throughput. In Table 1, basic
types of vertical handover schemes are presented [35–39] and the classification is done
based on the parameters used.

5 Comaprison Between Li-Fi and Wi-Fi

Comparison between Li-Fi and Wi-Fi are given herewith

(a) Energy efficiency: The energy efficiency of radio base station is generally low
because a significant amount of energy is actually used in cooling down the base
station instead of transmission [40].

(b) Capacity: The radio spectrum currently utilized for data transmission is limited
and expensive. And with recent innovation like 3G, 4G and so on the radio
frequency spectrum is becoming so saturated [41].

(c) Security: The radio wave can penetrate through walls and hence are susceptible to
interceptions. Knowing this, hackers can easily intercept the radio waves and this
is a big security problem for Wi-Fi [6].

(d) Availability: The availability of radio waves is another issue and Radio waves
may not be used in airplanes etc. because of interference as that could interfere
with the operations of the plane.

Table 1. Classification of vertical handover decision schemes

RSS based
schemes

Qos based
schemes

Decision
function based
schemes

Intelligence
based schemes

Context based
schemes

i. Dwell Timer
based schemes

i. Available
bandwidth
based schemes

i. Utility
function based
schemes

i. Artificial
neural based
schemes

i. Mobile agent
based schemes

ii. RSS
threshold
based schemes

ii. SINR based
schemes

ii. Cost function
based schemes

ii. Fuzzy logic
based schemes

ii. AHP based
schemes

iii. Channel
scanning
based schemes

iii. User profile
based schemes

iii. Network
score function
based schemes

iii. Intelligent
Protocol based
schemes

iii. Mobility
prediction
based schemes

iv. Prediction
based schemes

iv.
Cooperation
based schemes
v. MIH based
schemes
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6 Advantages, Applications And Limitations of Li-Fi

This section addresses some advantages of Li-Fi, area of applications and limitations of
Li-Fi. Some of the advantages of Li-Fi include:

(a) Efficiency: Energy consumption can be greatly minimized since LED illumina-
tions in homes, offices are used to transmit data, which will make it energy
efficient as well as cost effective [40].

(b) High speed: Li-Fi network is able to provide up to 1 Gbps of data services as it
has low interference, high bandwidths [3] etc.

(c) Availability: Getting light sources is very easy because we have that in our
homes, offices, shops, streets etc. which can serve as a medium to transmit data.

(d) Cheaper: Li-Fi is obviously cheaper because light sources are readily available
and it does not need much power to transmit data.

(e) Security: One of the advantages of Li-Fi is security. Light cannot penetrate walls
or opaque objects, therefore Li-Fi network is best used for indoor communication
and so it cannot be intercepted outside the region it operates.

Areas of application of Li-Fi include:

(a) Education systems: Since Li-Fi is capable to provide high speed internet ser-
vices, it can be replaced with Wi-Fi especially in our educational institute where
high data rates services are needed [15].

(b) Aircrafts: Li-Fi can be used to provide services in aircrafts because visible light
spectrum does not interfere with avionic equipments. Therefore Li-Fi can easily
be an alternative and the bulbs in the aircrafts can serve as light source [40].

(c) Medical Applications: Using Wi-Fi in operation theatres are not allowed because
it may interfere with signals that are being monitored by medical equipment which
may cause hazardous effect to patient’s health due to false readings of these
apparatus. Li-Fi serves as an alternative as it does not interfere with medical
equipments [40].

(d) Traffic management: Li-Fi can be used in traffic management to communicate
with vehicles that are moving (using the LED light of the cars to help reduce
accidents and smoother flow of traffic.

(e) Mobile connectivity: Laptops, tablets, mobiles can be connected to each other
easily. Li-Fi network can provide high data rates and high security.

(f) Replacement for other technology: Li-Fi can be used as alternative where
Bluetooth, infrared, Wi-Fi are banned.

Some of the limitations of Li-Fi are as follows:
Li-Fi only works if there is a light source, absence of that might make internet

inaccessible [14]. Line-of-sight is needed to be established to enable data transmission
[40].

Opaque obstacles may affect line of sight hence it affects data transmission. The
range of Li-Fi is shorter than Wi-Fi. Since light waves can’t penetrate walls [41] and
also it has high cost of initial installation.
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7 Conclusion

In this paper, a Li-Fi/RF hybrid network was reviewed and it was shown that the hybrid
network can provide higher throughput compared to a standalone network. Various
strategizes used in mitigating frequent handover in Li-Fi/RF Network were reviewed.
Load balancing, access point assignments, different modulation and multi access
schemes used in Li-Fi were addressed.
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